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Preface

To function properly, neurons cannot tolerate fluctuations of their local environ-
mental variables. This mainly results from their high degree of specialization in synap-
tic integration and action potential conduction. Even small changes of certain
extracellular ion concentrations, as well as in the dimensions of the extracellular space,
alter ion channel kinetics in such a way as to distort the information represented by the
nerve impulses. Another potential problem is the huge consumption of glucose and
oxygen by neurons caused by the heavy compensatory ion pumping used for counter-
acting passive ion flux. This problem is compounded by the low glucose storage capac-
ity of the neurons. A complicated structure surrounds the neurons to sustain the required
level of metabolites and to remove waste products.

The Neuronal Environment: Brain Homeostasis in Health and Disease

examines the function of all the components involved, including their perturbation dur-
ing major disease states, and relates them to neuronal demands. The two introductory
chapters focus on neuronal requirements. The dependence of their excitability on
external factors that accumulate in the extracellular space, as well as their varying
demands for energy metabolites, are described. Following that, the close interaction of
neurons with elements of their microenvironment is illustrated. The extracellular space
is no longer seen as a passive constituent of the CNS, but as a separate compartment in
its own right, as a communication channel, and an entity that reacts with plastic changes
in its size that will affect the concentrations of all its contents. Astrocytes participate in
many neuronal processes, particularly in the removal of excess waste and signal sub-
stances, the supply of energy metabolites, and the modulation of synaptic transmission.
In addition to their homeostatic role, astrocytes are now seen as an active partner
involved in synaptic transmission between neurons. The classical example of a close
relationship of neurons with a component of their environment is, of course, their rela-
tionship with the surrounding myelin sheath. This speeds up action potential conduc-
tion, but is itself a potential source of problems in various disease states. In the last few
years new imaging techniques have demonstrated a close coupling between local blood
flow and neuronal activity, and several theories have been put forward to explain these
interactions. The special status of the brain in having its own insulated circulation
system—the cerebrospinal fluid contained in the ventricles and ducts—is also under-
lined. The brain is the only organ that is protected from fluctuations of blood-borne
chemicals by the existence of the blood–brain barrier. However, windows exist in this
barrier in the form of the circumventricular organs that allow direct two-way commu-
nication between neurons and blood constituents. Finally, despite their protection and
insulation, the neurons are accessible to the immune system. Resident macrophages
and invasion by blood-borne immune cells that cross the endothelial cell barrier enable
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an immune reaction to take place. This complex interaction of neurons with their
immediate environment is integral to the tasks that the neurons must perform to ensure
that the organism can cope with its environmental challenges. Most diseases originat-
ing in the brain start in these accessory systems of the neuronal microenvironment and
affect neurons only second hand. Therefore, understanding the elements of the neu-
ronal environment and the interactions with neurons, and with each other, is crucial in
understanding the development and impact of most brain diseases.

All the authors contributing to The Neuronal Environment: Brain Homeostasis in

Health and Disease have made an attempt not only to explain the normal functioning
of these accessory elements, but also their involvement in major diseases. Therefore,
this book not only addresses researchers, graduate students, and educators who want to
understand the complex environment of neurons, but also health professionals who
need to know more about the normal homeostatic role of the neuronal environment to
follow disease patterns.

Wolfgang Walz
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1
Central Nervous System Microenvironment

and Neuronal Excitability

Stephen Dombrowski, Imad Najm, and Damir Janigro

1. INTRODUCTION

The biological cell membrane, the interface between the cell and its environment, is
a complex biochemical entity, one of whose major jobs is to allow or impede transport
of specific substances in one direction or another. A related major job of the cell mem-
brane is the maintenance of chemical gradients, particularly electrochemical gradients,
across the plasma membrane. These gradients can be of high specificity (e.g., sodium
vs. potassium ions), and of great functional significance (e.g., in the production of
action potentials in nerve and muscle cells) (1).

The separation of intra- and extracellular compartments by lipidic bilayers is one of
the crucial steps in evolution. One of the consequences of this partition is the signifi-
cant difference in the cytosol and extracellular contents of cells. Furthermore, cells
with different functions tend to have different intracellular composition, and cellular
elements from different tissues are exposed to extracellular media of different chemi-
cal nature. In addition to a variety of nutrients and growth factors, the extracellular
milieu also contains molecules that either promote cell differentiation (e.g., adhesion
molecules) or survival (growth factors), as well as ions constituting the basis of electri-
cal activity (or silence) of mammalian cells. Granting that appropriate control of the
composition of the extracellular space significantly impacts the cytosolic content, and
vice versa, change in the intracellular components of central nervous system (CNS)
cells impacts the composition of extracellular fluids. The dynamic process involved in
the maintenance of the composition of intra- and extracellular ingredients is called
“homeostasis.”

The general design used for the separation of intracellular and extracellular space
has also been used during the evolution to maintain the nervous system of vertebrates,
isolated, at least in part, from systemic influences. Therefore, a double bilayer, similar
to the lipophilic barrier isolating the cytoplasm from the external milieu and formed by
brain microvascular endothelial cells [the blood–brain barrier (BBB)], separates the
CNS from the blood, in vertebrates.

From a neuroscientist’s point of view, the fact that the neuronal extracellular milieu
composition is controlled by such a complex cascade of serially occurring events best
illustrates the relevance of controlled neuronal activity to ensure the organism’s
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Table 1
Examples of Homeostatic Mechanisms in CNS and Their Possible Involvement in Pathogenesis

Mechanisms involved Cell types involved Pathology Refs.

Barrier function BBB Endothelium Brain tumors
Choroid plexus Neuroepithelium Stroke
Brain–CSF barrier Pia–glia Hypertension (90)

Alzheimer’s (91)

P-glycoprotein Endothelium Epilepsy

Transport of nutrients Glucose transport Endothelium GLUT1 deficiency
and neurotransmitters GLUT1–GLUT3 Astrocytes Epilepsy

Alzheimer’s
Amino acid transport Neurons (92–96)

Glia (43,45,46,97,98)

GLAST Endothelium

Ion homeostasis Na+/K+-ATPase Neurons Epilepsy
Glia Vascular dementia
Endothelium

Inward rectifier Astrocytes

Metabolic control Autoregulation Vascular smooth muscle; Head injury (99,100)

of CNS function Systemic influences glia, neurons

4
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survival (Table 1). The following paragraphs summarize some of the most relevant
mechanisms involved in the regulation of neuronal excitability by factors present in the
extracellular milieu.

2. CELLULAR CORRELATES OF BRAIN HOMEOSTASIS

2.1. Neuroglia

The necessity for tight control of the composition of brain extracellular fluids is in
part a consequence of the evolutionary push for miniaturization of the cellular compo-
nents of the CNS (neurons and glia), paralleled by the need to produce ultrafast signal-
ing at the neuronal synapse, and to allow comparably fast neural transmissions along
axons. Functional compromise between a high velocity of neuronal computation and
reduced size of the neuron-to-neuron axonal wiring has been reached, in vertebrates,
by ensheathing the axons by a myelin isolator produced by oligodendroglia, allowing
for so-called “saltatory conductance” (2). One of the clear advantages of this design is
that the myelin sheath occupies much less volume than an equally conductive axon
with a much larger diameter would occupy (for mathematical modeling and other bio-
physical considerations, see ref. 3).

Miniaturization of the vertebrate CNS occurred as a consequence of the necessity to
protect the brain and spinal cord with a bony structure, limiting the overall volume
available for cellular expansion. A consequence of this limiting factor is that the extra-
cellular space in the brain is very small, amplifying the concentration changes occur-
ring across the plasmalemma surrounding the cells (4). The size of the extracellular
space is not homogeneous, and regional differences have been found, even within the
contiguous CA1 and CA3 hippocampal regions (5). The possibility that these regional
variations also relate to different glial subpopulations within the hippocampus has been
proposed (6).

Finally, in an attempt to further minimize the cellular number and volume of the
CNS, the lymphatic drainage apparatus has been sacrificed, leaving the composition of
extracellular fluids in the brain at the mercy of the brain cells themselves. The subse-
quent necessity to shield the central nervous system from uncontrolled systemic influ-
ences, and in order to minimize the extravasation of potentially noxious or osmotically
active molecules from the blood, is perhaps the best-understood reason for the creation
of the blood–brain-barrier (7–9). Similarly, the requirement for an extralymphatic
mechanism of clearance and homeostasis constitutes the teleonomic reason for the
numeric preponderance of glial cells in the mammalian central nervous system. These
glia are directly responsible for the control of the composition of the extracellular space.

Glial cells themselves do not constitute a homogeneous population, and at least three
classes of glial cells have been described. Oligodendroglia are primarily responsible
for the production of myelin, which isolates axons, leaving unsheathed segments with
high densities of sodium and potassium channels (10,11). Astrocytes are present in
both gray and white matter of the CNS, and are perhaps the most numerous subpopula-
tion of glial cells. Astrocytes are involved in a number of different processes, including
the control of ionic homeostasis, control of neuronal metabolism, as well as mainte-
nance of blood–brain barrier integrity (12–19); recent evidence also suggests that they
may actively participate in synaptic transmission (20–23). Microglia are the cellular
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substrates of the neuroimmune response. Their possible role in the homeostasis of CNS
extracellular fluids is not known, but these cells express ion channels involved in the
control of potassium homeostasis performed by astrocytes (24,25).

2.2. Vascular Endothelium and Smooth Muscle

In addition to parenchymally located glial cells, at least two additional cell types
participate in the process of the control of the composition of the extracellular space in
the brain: the cellular elements constituting intraparenchymal vessels, the endothelial
cells lining the intraluminal portion of blood vessels, and only cellular element consti-
tuting the BBB at the capillary level; and vascular smooth muscle, the final effectors
responsible for the control of cerebral perfusion.

There are numerous ways by which these vascular elements may cooperate with
parenchymal glia toward the maintenance of a stable extracellular milieu. BBB endo-
thelial cells are believed to control ionic homeostasis, by preventing equalization of
plasma levels of ions with those present in the cerebral spinal fluid (26–28). Part of this
process is energy-dependent, and directly impacts the ionic homeostasis for potassium
ions (see Subheading 3.).

Vascular smooth muscle are also indirectly involved in the control of brain homeo-
stasis, since their powerful effect on the control of cerebral perfusion will be the final
determinant of the amount of oxygen and glucose delivered to the brain, as well as to
the level of “cleansing” by cerebral blood flow of potential noxious metabolites pro-
duced by neural activity. The control of cerebral circulation is mostly independent of
extrinsic neuronal influences (29). Both capillary function and the amount of blood
perfusing the brain parenchyma are directly proportional to the metabolic activity of
neuronal cells, a phenomenon called “autoregulation,” which appears to depend on a
number of different mechanisms, including nitric oxide, adenosine, potassium, and pH
(30–35).

Finally, vascular (endothelial cells and vascular smooth muscle) and parenchymal
(neurons and glia) cells cooperate closely, and directly influence each other’s develop-
ment. The best-understood mechanism of this tight cell-to-cell interaction is perhaps
the ontogenesis of the blood–brain barrier, a phenomenon directly dependent on the
presence of abluminal glial endfeet, which transmit as-yet unknown signals to neigh-
boring endothelial cells (17,36,37). This example clearly illustrates one of the unique
mechanisms by which the central nervous system parenchyma influences the cerebral
vasculature, without involvement of signals generated distally, a feature that is com-
mon in the systemic circulation, where barrier function is not crucial, because of the
presence of lymphatic drainage. Note that this general difference does not apply to
highly specialized peripheral systems, such as the testicle, where active barrier func-
tion is bestowed upon capillary endothelial cells (38).

3. BASIC ELECTROPHYSIOLOGY
AS RELEVANT TO EXTRACELLULAR SPACE (ECS) HOMEOSTASIS

Electrical phenomena occur whenever charges of opposite sign are separated or
moved in a given direction. Static electricity is the accumulation of electric charge:
An electric current results when these charges flow across a permissive material, called
a “conductor.” An ion current is a particular type of current carried by charges present



CNS Microenvironment and Excitability 7

on atoms or small molecules flowing in aqueous solution. Separation of charges in an
aqueous solution can be achieved by inserting an impermeable membrane in the solu-
tion itself. In mammalian cells, these membranes coincide with the plasma membrane,
and its lipophylic composition ensures a remarkable level of electrical isolation for
cells and tissues. Excitable cells, as well as most nonexcitable cells, are characterized
by an asymmetric distribution of electrical charges across the plasma membrane.

The control of the distribution of electrical charges across the plasma membrane is an
energy-consuming process. A significant portion of this homeostatic control involves the
tight regulation of sodium and potassium gradients. The molecular mechanism respon-
sible is the so-called “Na+/K+-adenosine triphosphatase (ATPase),” an ubiquitous enzyme
whose activity is highly dependent on intra-cellular levels of ATP. It is clear that even
minimal changes in the availability of energy substrates (ATP) will cause significant
changes in the resting potential of the cells. It is well understood that intracellular Na+

concentrations are controlled by the exchange of three Na+ against two K+, an electro-
genic mechanism that contributes substantially to the regulation of resting membrane
potential (RMP) in both neurons and glia. The activity of this enzyme depends, in addi-
tion to availability of ATP, on internal Na+ and external K+ concentrations, and, since
[K+] (and, to a lesser extent, [Na+]) are the main ionic mechanism of the generation of a
stable resting membrane potential (39), it becomes obvious that energy supply, ionic
homeostasis, and the control of RMP are closely interconnected mechanisms. Because
the probability of neuronal firing depends to a large extent on the transmembrane volt-
age, the link between ionic homeostasis and neuronal excitability becomes evident.

Neuronal cells use a single type of long distance signaling strategy, based on the
propagation of all-or-nothing action potentials. Sodium action potentials, such as those
recorded in axons or cell bodies, are relatively invariant in normal tissue, and thus the
shape and duration of these electrical signals does not vary significantly within the
nervous system. Calcium action potentials are similarly predictable, but the underlying
ionic mechanism can be complex, depending on the cell type, and on the topographic
location within the cell. The terms “sodium action potential” and “calcium action
potential” refer to the initial (depolarizing) phase of these rapid membrane polarity
changes, and, although genetic or molecular alteration of INa and ICa can significantly
affect neuronal firing and, ultimately, CNS/peripheral nervous system neurophysiol-
ogy, gross changes in neuronal excitability may also result by altering the repolariza-
tion phase of individual action potentials because of the dramatic changes in
extracellular potassium concentrations that accompany neuronal firing, and the con-
secutive feedback effect of [K+]out on neuronal resting membrane potential (Fig. 1).

From a functional standpoint, the genesis of fast, sodium action potentials is a hall-
mark of neuronal function, to the degree that during neurophysiological recordings,
presence or absence of Na+ spikes is frequently used to determine the neuronal or glial
cell type (40–42). Recently, this notion has been challenged, and glial action potentials
have been reported with increasing frequency (43–46). These responses, however, usu-
ally appear to be associated with pathologic conditions (brain tumors, epilepsy), and
the old perception that neuronal cells are the exclusive tenants of sufficient INa density,
to promote active responses, is still generally accepted.

Although it is obvious that any significant ionic flux across neuronal membranes
will invariably lead to changes in the extracellular/intercellular milieu composition,
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the following subheading describes in some detail only mechanisms involved in the
control of K+ homeostasis, because K+ ions have historically been linked to strict con-
trol of neuronal excitation by their profound effect on neuronal resting potential and
synaptic transmission. Recent evidence from the author’s laboratory also suggests that
failure of K+ homeostasis by glial cells may lead to abnormal extracellular fluid com-
position and a propensity to seizures.

4. POTASSIUM HOMEOSTASIS

Potassium channels are present in virtually every animal cell type, and serve a vari-
ety of functions. Historically, these ubiquitous ionic mechanisms were associated with

Fig. 1. Diagrammatic representations of potassium fluxes into the CNS. This scheme is
based on original spatial buffering concepts described by Orkand (46a), as well as from results
inferred from experiments on isolated cells and BVs isolated from the brain (30). The depo-
larization of pre- and postsynaptic terminals depicted in the right side of the picture causes
opening of voltage-dependent potassium channels in neurons. Activation of outward potas-
sium currents causes large potassium fluxes from the cytoplasm to the ECS. Although a frac-
tion of excess potassium ions may directly return into the neuronal cell by active transport
via Na+/K+-ATPase (not shown in figure), additional uptake of potassium occurs, under most
conditions, by voltage-dependent uptake into astrocytic endfeet. Fluxes of potassium through
the glial syncytium may then lead either to return of K+ into the ECS surrounding the neurons,
or, perhaps, under more extreme conditions, to release of excess potassium into the blood stream
by glial endfeet. The top part of the figure represents the passage of potassium across one single
astrocyte, characterized by a cell body and endfeet surrounding a BV, as well as an
ensheathment of synaptic terminals. The bottom part of the figure refers to a more common
situation, in which multiple glial cells are coupled by gap junctions (6). Gap junction expres-
sion is altered in epileptic tissue (45).
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control of cell resting potential and, after the discovery of sodium action potentials, the
repolarization phase leading to the recovery of pre-action potential RMPs. Potassium
channels belong to a large and complex group that can be divided into functional, struc-
tural, or molecular families. Voltage-dependent K channels (KV) are constituted of
six transmembrane regions (S1–S6) and a P or H5 segment between S5 and S6; the selec-
tivity filter contains a specific sequence (glycine-tyrosine-glycine); the voltage sensor
consists of positively charged amino acids in the S4 region. Inward rectifier potassium
channels (KIR) are distantly related to the voltage-dependent family, and are made of
four subunits, each consisting of two transmembrane segments (M1 and M2) and a P or
H5 segment located between. These channels do not allow passage of current at posi-
tive potentials. The voltage-dependency of the KV channels depends on the presence of
a voltage sensor, but inward rectification is achieved by voltage-dependent blockade
of the intracellular portion of the channel pore by cytosolic cations (47,48). Opening of
the channels may be achieved by G protein-coupled mechanisms (as in the GIRK sub-
family), or by metabolic changes (intracellular ATP, KIR 6.1, or ATP-sensitive potas-
sium channels) (49–51).

4.1. Extracellular Space Composition
and Regulation of Neuronal Excitability

Central nervous system astrocytes are strategically located in proximity to excitable
neurons, and are sensitive to changes in extracellular ion composition that follow neu-
ronal activity (see diagram in Fig. 1). Several lines of evidence suggest that brain glial
cells support the homeostatic regulation of the neuronal microenvironment. In cortical
regions, glial cells participate in the genesis of the extracellular field potential changes
associated with neuronal depolarization and efflux of potassium in the extracellular
space (52–54).

Several mechanisms have been proposed to explain how astrocytes sense and react
to changes in extracellular potassium concentrations, following both normal and
abnormal neuronal activity. As summarized in the previous paragraphs, neuronal
excitability is regulated by a complex interaction of voltage-dependent ion currents
and synaptically mediated excitatory and inhibitory potentials. In principal neocortical
or hippocampal neurons, depolarizing ion conductances involved in action potential
generation, are regulated primarily by the voltage-dependent activation/inactivation
properties of Na+ and Ca2+ channels; inward Na+ and Ca2+ fluxes also underlie the
generation of excitatory postsynaptic potential (EPSPs). Termination of these depolar-
izing potentials occurs by the voltage- and calcium-dependent activity of intrinsic
potassium conductances, and by activation of interneurons, which release inhibitory
neurotransmitters to produce inhibitory postsynaptic potentials (IPSPs): The latter are
mediated by postsynaptic activation of chloride and potassium currents.

Although INa, ICa, and IEPSP are, under physiological conditions, independent of
modest changes in the driving force for the permeant ions (since ENa and ECa are remote
with respect to cell resting potential), both repolarizing potassium and IPSP conductances
are critically affected by even modest changes in cell RMP, [K+]out and [Cl]in/[Cl]out.
Thus, ionic changes directly associated with excitatory (depolarizing) activity seem to
impact minimally ionic homeostasis, but repolarization and inhibition are powerful
modulators of [K+]out, [Cl–]in/out, and so on. As a consequence, failure to control potas-
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sium and chloride homeostasis is likely to promote neuronal excitability by decreasing
the efficacy of repolarizing K currents and IPSPs.

The concentration of potassium in the ECS (KECS), in the mammalian CNS, increases
measurably (from 3 to ~4 mM) during physiological stimulation; to a larger extent (up
to 12 mM), during seizures or direct, synchronous stimulation of afferent pathways;
and to exceedingly high values (>30 mM), during anoxia or spreading depression
(6,41,55,56). Despite these rapid and large changes in KECS, K+ values return to normal
levels in a short period of time. Several mechanisms have been proposed to explain the
rapid clearance of K+ from the ECS, including uptake by glia, passive diffusion, and
neuronal reuptake. Experiments have suggested that glial uptake plays a pivotal role
under conditions in which there is massive Kout accumulation (41,53,55,57). [K]out can
also be redistributed through active removal by blood flow, or by passive diffusion
through the ECS (58); however, these mechanisms alone are not fast enough to account
for the rapid K+ removal from the ECS seen under experimental conditions.

4.2. Astrocytes and Buffering of ECS Potassium

Glial involvement in CNS potassium homeostasis has been long suspected, but never
unequivocally demonstrated in the mammalian CNS. Two different hypotheses have
been formulated: K+ may accumulate directly into astrocytes, and increased local con-
centrations of KECS may be buffered through glial cells by current-carried transport
mechanisms. The combination of potassium uptake into glial cells, immediately fol-
lowed by redistribution through electronically coupled glial gap junctions (“spatial
buffering” [59–65]) provides a valid working hypothesis to explain some of the fea-
tures of K+ movements in the extracellular space. The spatial buffering mechanism
rests on the following hypotheses: Glial RMP closely follows EK (i.e., glial cells are
selectively and exclusively permeant to K+); and glial cells form a topographically
complex syncytium, by virtue of their tight electrotonic coupling via gap junctions.
Both of these hypotheses have been experimentally challenged. A clear correlation
between astrocyte RMP and [K+]out has been described in virtually every glial cell type
studied, but RMP more positive than those predicted by a Nernstian behavior have
been frequently reported (for discussion, see ref. 65). The deviation of glial RMP from
those predicted by Nernstian behavior has been attributed to one or more of the follow-
ing: the electrogenicity of the Na+/K+-ATPase pump; a persistent sodium conductance
activated at cell resting potential (66); chloride currents.

A modification of spatial buffering has been described for retinal Müller cells
(potassium siphoning) (67). This process is characterized by a topographic segregation
of high conductance zones in the plasma membrane. Thus, a large density of potassium
channels is localized in the cell region where extracellular space accumulation occurs,
and distally, at the glial endfeet, where potassium excretion into the ECS occurs.
No significant K fluxes are possible in the central region of the cell, where no K+

removal or excretion occurs. A similar mechanism could explain several features of
extracellular potassium dynamics in cortical structures, and preliminary evidence (65),
supporting a preferential distribution of potassium channels in cortical astrocyte mem-
brane has been recently provided; double recordings from neighboring astrocytes dem-
onstrated that a heterogeneous expression of inward rectifier and outward rectifier
channels is present in these cells. The proposed model of potassium movements in
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these syncytia of neocortical astrocytes shared characteristics of both spatial buffering
(influx of potassium driven by Em and EK) and siphoning (segregated expression of
inward rectifier and outward rectifier channels).

4.3. Astrocytic Ion Currents and Potassium Homeostasis

For the purpose of this minireview, we will describe in some detail the endowment
of potassium channels expressed by glial cells in the CNS. Their role in the control of
extracellular K homeostasis is also briefly summarized.

Glial cells express a variety of potassium currents, but the expression of these cur-
rents seems to depend on the glial cell type considered (microglia vs astrocyte vs oligo-
dendroglia), as well as on the experimental conditions used to determine potassium
channel expression. Culturing of glia in vitro dramatically changes the expression of a
variety of glial specific markers, including ion channels. The relevance of these
expression changes is presently unknown. However, since exposure to serum (or, con-
versely, serum deprivation) plays a major role in cell differentiation, it is possible that,
under physiological conditions, the serum-free CNS environment may act as a matura-
tion factor for astrocytic differentiation. When and where brain homeostasis fails, as
the result of opening of the blood–brain barrier, serum proteins will extravasate
into the CNS: This may have profound effects on glial ion channel expression, and
play a major pathogenetic role.

It has been known for a long time that the predominant ion channel mechanism
expressed in astrocytes is the so-called “inward rectifier potassium channel.” The prop-
erties of these channels are consistent with the mechanisms involved in the simul-
taneous control of RMP and voltage-dependent uptake of potassium from the
extracellular space. The coupling of these channels to this dual control mechanism
justifies, in part, the old spatial-buffering theory proposed many years ago by Orkand
(1986). The mechanism of potassium entry into the cell is consistent with the biophysi-
cal properties of inwardly rectifying potassium channels (68,69), but it is still unclear
how the spatial redistribution of potassium ions occurs, and what mechanisms are used
by astrocytes to return potassium ion to the extracellular space. The presence of both
inward and outward currents on astrocytes, if topographically segregated as shown in
retinal astrocytes (67,70), would account for both uptake and redistribution of potas-
sium across cortical structures.

4.3.1. Potassium Uptake via Voltage-Dependent Currents

Glial cells lack regenerative, AP-like responses. However, glial cells express a num-
ber of voltage-, second messenger-, and agonist-operated channels (71–73). Potassium
channels are the most common electrophysiological feature of both cultured and in situ

astrocytes, and can be categorized as follows: channels that allow inward, but not out-
ward, current flow (inward rectifiers [KIR]); channels that allow outward, but not
inward, current flow (delayed rectifier [IDR]; transient outward current [IA]); channels
that are opened by intracellular calcium (IK(Ca)). Glial potassium channels differ
in their sensitivity to blockers: Inward rectifiers are blocked by submillimolar con-
centrations of external Cs+ and Ba2+; outward IDR and IA are both sensitive to tetraethyl-
ammonium and 4-aminopyridine, but IA blockade by tetraethylammonium requires high
concentrations. Recently, a mixed-cation channel (Iha), permeant to K+ and Na+, has
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been described in cultured astrocytes (74). A cardiac-type outward potassium current
has been described in in situ glia (25); this current (IHERG) seems to be involved in
potassium homeostasis in cooperation with KIR. A direct demonstration that KIR, IHERG,
or Iha play a role in spatial K+ buffering is still lacking, but evidence from both in vivo
and in vitro studies has demonstrated proepileptogenic neuronal changes after applica-
tion of mostly glia-specific potassium channel blockers ([6,25,41]; see also Subhead-
ing 4.3.2., and Figs. 2–6).

Voltage-dependent, tetrodotoxin-sensitive and -insensitive sodium channels are also
expressed in both cultured and in situ glial cells (75). Although astrocytes are inca-
pable of producing action potential-like responses (but see ref. 73), possibly because of
the low Na+ current densities in these cells, a role for Na+ channels in spatial buffering
has been proposed. According to this hypothesis Na+ influx sustains the Na+/K+-ATPase
pump, resulting in net K+ uptake. Finally, calcium channels are represented sparingly
in glial cells, and require either neuronal or otherwise-differentiating factors for

Fig. 2. Changes in neuronal activity, EC potassium, and glial resting potential, after chemi-
cal ablation of spatial buffering by cesium. The left panel shows the size of EC field potentials
recorded in the CA1 region of the hippocampus during a 1 Hz stimulation trial of 15 min in
duration. The traces below refer to the IC recording, by patch clamp, of glial cell resting poten-
tial during the same period of time, as well as changes in EC potassium. Note that decreased
field potential amplitude does not necessarily correlate with either glial or EC potassium
changes. After exposure of the cells to a saturating concentration of cesium, the EC field poten-
tial response was not significantly altered, suggesting that direct neuronal effects were absent.
However, profound changes in basal concentration of EC potassium (indicated by the milli-
mole values under the bottom traces), as well as glial resting potential, occurred. (Reproduced
with permission from ref. 41.)
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Fig. 3. Astrocytes lose inward K+ currents after in vivo traumatic brain injury. Whole-cell voltage-clamped cells in control hippocampal slices
exhibited large Cs+-sensitive currents (A, top and bottom panel), and were characterized by a large Cs+-sensitive component. In contrast, cells in
post-FPI hippocampal slices displayed little Cs+-sensitivity (B, top and bottom panel), and showed a decreased Cs+-sensitive component of the
whole-cell inward currents. (C) The percentage of Cs+-sensitive currents (ICs) for glia in normal and post-FPI hippocampus is shown for membrane
potentials from –140 to –80 mV. Voltage commands consisted of ramps from –170 to +100 mV, over 750 ms, from holding potential of –70 mV.
(Reprinted with permission from ref. 79.)
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expression (71,72); whether ICa can be recorded from in situ hippocampal astrocytes is
still unknown, but release of calcium from intracellular stores, in response to neuro-
transmitters acting on astrocytes, has been clearly demonstrated. Relevant to spatial
buffering, micromolar [Ca2+]i can cause opening of IK(Ca), and may thus participate in
the generation of outward potassium fluxes.

4.3.2. K+ Buffering by Furosemide-Sensitive Na,K,2Cl Cotransporter

Under conditions involving high levels of neuronal activity (e.g., seizures), [K]out

accumulation is accompanied by cell swelling. The swelling that accompanies epilep-
tiform neuronal discharge results from excess activity of ionic mechanisms normally
involved in the control of ECS homeostasis. One of several proposed mechanisms
associated with cell swelling, the Na,K,2Cl co-transporter, is also believed to partici-
pate in uptake of K+ into glia. This transporter is blocked by the general diuretic, furo-
semide. Treatment of epileptic hippocampal slices (treated with bicuculline, 0 Ca2+, or
4-aminopyridine) with furosemide has been shown to inhibit spontaneous burst dis-
charge. It has been hypothesized (76) that this mechanism was related to furosemide

Fig. 4. Neuronal stimulation induces abnormal accumulation of EC K+ and burst discharge
in slices from post-traumatic rats. Field electrode and KSM were placed in CA3 stratum
radiatum. A stimulating electrode was placed in CA2 stratum radiatum. K+ activity recordings
were performed during 0.05- and 1-Hz antidromic stimulation. (A) Control slices (filled circles)
had a basal [K+]out similar to that of bathing a CSF. Antidromic stimulation, at 1 Hz for 4 min,
induced a transient elevation of [K+]out to about 5 mM, and its recovery toward baseline values
within the fourth minute. During the following 0.05 Hz, [K+]out transiently decreased to about
4 mM, then recovered. Post-FPI slices (empty circles) had elevated basal [K+]out during stimu-
lation at 0.05 Hz. When the high-frequency stimulation was performed, [K+]out transiently
increased to 5.4 mM, then decreased to 5 ± 0.05 mM, without reaching the baseline value
(asterisk, p < 0.001). During the following 0.05 Hz, [K+]out transiently decreased to ~4.7 mM.
(B) Post-FPI CA3 develops frequency-dependent afterdischarges for antidromic stimulation.
In control, only a small fraction of slices developed afterdischarges during antidromic 1-Hz
stimulation (28%, 2/7 slices). Post-FPI slices showed a higher excitability. They did not dis-
play afterdischarges during 0.05-Hz stimulation, but afterdischarges appeared during 1-Hz
stimulation (80%, 8/10 slices). (Reprinted with permission from ref. 79.)
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Fig. 5. Abnormal accumulation of EC potassium is caused by impaired glial homeostasis.
In naïve slices, 3-Hz antidromic stimulation induced a modest K rise to 4.9 ± 0.1 mM. At the
end of the 5-min period, [K+]out was 4.5 ± 0.05 mM. In the following 5 min of stimulation at
0.05 Hz, [K+]out reached the value of 3.9 ± 0.1 mM (B). (C) Cs+ (1 mM), added to the control
bath solution, increased baseline [K+]out to 4.9 mM. As expected, blockade of potassium uptake
into glia caused exaggerated potassium transients. These were identical to those recorded from
Cs+-free post-traumatic slices.

blockade of the swelling induced by large ionic (and water) shifts that accompany
Na,K,2Cl co-transporter activity.

4.3.3. K+ Buffering by Na+/K+-ATPase

Neuronal K+ reuptake, and part of the hyperpolarizing undershoot that follows the
action potential is mediated in part by an energy-dependent process that requires
Na+/K+-ATPase activity. Similarly, extracellular potassium accumulation into glia may
depend on energy-dependent processes.

Na+/K+-ATPase activity is regulated by both [Na+]i and [K]out. Thus, extracellular
potassium increases, or Na+ influx will cause activation of this electrogenic uptake
mechanism. As a result, glial cells will accumulate potassium and extrude Na+, the net
result being a hyperpolarization. Whether Na+/K+-ATPase-dependent potassium
uptake plays any role in K buffering is still controversial, partially because selective
pharmacological blockade of the glial pump has been unavailable.
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To summarize this brief synopsis on K+ buffering by glia: At least three independent
mechanisms of potassium uptake into astrocytes exist; those mediated by voltage-
dependent ion channel mechanisms are relatively ATP- and energy-independent, but
require a negative RMP (and, thus, indirectly, ATP hydrolysis) and high conductance
to potassium ions; transporters (such as the furosemide-sensitive transporter) are also
energy-independent, but their function results in cellular swelling and subsequent
shrinkage of the extracellular space, a condition known to cause hyperexcitability/syn-
chronization; redistribution of excess [Na]i will eventually require some energy.
Finally, energy-dependent pumps cause electrogenic potassium influx, which, under
normal ionic conditions, leads to hyperpolarization. Under extreme conditions, such as
synchronous neuronal activity during epileptic seizure, and if glial K+ uptake mecha-
nisms are operational one at a time (one K-uptake mechanism per each individual
astrocyte), these mechanisms are likely to fail, as the result of glial depolarization (volt-
age-dependent uptake mechanisms), cell swelling/ECS shrinkage (Na,K,2Cl co-trans-
porter), or energy failure (Na+/K+-ATPase). However, it is known that, even at
exceedingly high [K]out (such as during spreading depression), potassium homeostasis
still occurs; indeed, extracellular potassium levels are quickly returned to physiologi-
cal levels following seemingly overwhelming [K]out increases (>40 mM). It seems rea-
sonable to assume that all these different pathways for K+ uptake exist and cooperate in
maintenance of ionic homeostasis. However, it is still unclear whether these mecha-
nisms are expressed in all astrocytes, or whether segregation of different K-uptake
mechanisms takes place. This question is important, because different brain regions
display different levels of sensitivity to insults, such as head injury, ischemia/anoxia,
and seizures, which cause, or derive from, perturbation of ionic homeostasis.

5. ION HOMEOSTASIS AND NEUROLOGICAL DISEASE

Substantial progress has been made in the understanding of the pathophysiology and
mechanisms involved in the attenuation of brain homeostasis. In many diseases that

Fig. 6. (previous page) Immunocytochemical (ICC) localization of ERG channel protein in
hippocampal astrocytes. Left panel: Electron microscopy of biocytin-filled astrocytes (A and
C) is shown for comparison with ICC of ERG (C1) channel protein in astrocytes (B and D).
Note the similar morphological features of hippocampal astrocytes of biocytin-filled and ERG-
immunopositive cell bodies (A and B) and their processes (arrows, C and D). ERG immuno-
reactivity was confined within the cell body cytoplasm of astrocytes, and within large primary
astrocytic processes, and on small, branched processes within the neuropil. Note that an oligo-
dendrocyte (O) was immunonegative (A). Pyramidal cells did not show ERG immunoreactiv-
ity. Right panel: ICC localization of ERG channel protein in astrocytes surrounding blood
vessels in hippocampal CA1 (A and D); comparison with biocytin-filled cells (B and C).
(A) Low-power magnification of an ERG imunoreactive astrocyte process forming an astro-
cytic endfoot (AE) around a capillary (BV). The endothelial cell (E) of the capillary wall does
not show ERG immunoreactivity. As comparison, the capillary wall from a biocytin-filled
astrocytic endfoot is shown in B. (D) ICC localization of ERG channel protein in astrocytes
surrounding blood vessels in hippocampal CA3 subregion; note the immunonegative basal
lamina (BL). (C) Comparison with the capillary wall of biocytin-filled astrocytes. (E) Specific-
ity of the ERG antibody is demonstrated in a control section following preabsorption of the
primary antibody. (Reprinted with permission from ref. 25.)
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affect the brain, the astrocytes and cerebral endothelium play an active part in the dis-
ease process, with ionic homeostasis becoming disrupted, or modified, in such a way
that there is a dramatic increase in tissue osmolarity, followed by increased water con-
tent. Thus, a notable consequence of homeostatic failure is cerebral edema. Brightman
et al. (77), in the 1960s, classified brain edema into two major types: vasogenic, or
“wet” edema; and cellular cytotoxic, or “dry” edema. The extravasation of plasma pro-
teins, resulting from a weakened BBB, causes vasogenic edema. Increased BBB per-
meability may also be the outcome of enhanced pinocytotic activity. Changes in cyclic
nucleotides, arachidonic acid, histamine, and other mediators may contribute to the
local changes in BBB permeability. Once established, vasogenic edema can spread
under the influence of hydrostatic and oncotic pressure. In cytotoxic edema, the pri-
mary target is the intracellular metabolic machinery (i.e., ATP-dependent sodium
pump) and/or metabolic substrates. The mechanisms involved in the generation of
cytotoxic edema may lead to glial swelling, changes in BBB function, and, finally,
production of vasogenic edema.

Cerebral edema is commonly associated with acute episodes of neurological disease
(e.g., head injury), but it is also recognized that less-dramatic increases in CNS water
content may chronically and regionally accompany persistent conditions, such as mul-
tiple sclerosis, Alzheimer’s dementia, and perhaps some forms of epilepsy. Here are
reviewed only a few examples of experimental evidence linking changes in potassium
homeostasis to acute or chronic neurological disease. Table 1 summarizes other
homeostatic mechanisms that may impact transmitters, or other molecules and ions.

5.1. Astrocytes and Epilepsy

Given the considerations earlier in this chapter, it is evident that failure of potassium
homeostasis may become epileptogenic. Whether this concept applies only to experi-
mental reality, or extends to the true etiology of the disease, is unknown. Indirect evi-
dence linking potassium uptake failure to seizures is, however, accumulating.
Potassium channel mechanisms that are believed to be involved in astrocytic function
are altered in conditions such as human epilepsy. Several investigators (43,46,78,79)

have clearly demonstrated deficits of inward rectifier occurrence in reactive astrocytes,
in both human and animal models of epilepsy. These reactive glia were found in animal
models of neuronal injury, as well as in resections from cortical structures from human
epileptic patients affected by epilepsy refractory to drug treatment.

The fact that conditions such as epilepsy are associated with loss of an important
mechanism of potassium homeostasis by astrocytes has led to the hypothesis that per-
haps ablation of voltage-dependent potassium uptake by glia could lead to neuronal
hyperexcitability/synchronization. This has been shown indirectly by two different
models. In the first set of experiments, it has been shown that blockade of extracellular
potassium uptake into hippocampal astrocytes by millimolar concentration of cesium,
causes profound changes in the dynamics of extracellular potassium, as well as impor-
tant changes in neuronal excitability and synchronization. Furthermore, these manipu-
lations had a profound effect on synaptic plasticity, of as-yet unknown significance for
pathological changes (41). Figure 2 shows some of the results of these experiments.

Taken together, these results suggested that chemical ablation of potassium uptake
into glia may be epileptogenic. Numerous issues, however, complicate the interpreta-
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tion of these results, such as possible effects of Cs+ on neurons, or on channels other
than KIR (e.g., Iha or Ih [74,80–82]). Further evidence to support the hypothesis that the
effects of acutely applied Cs+ were indeed mediated by glia came from a separate set of
experiments, in which it was shown that traumatic brain injury (TBI), induced in an
animal model, decreases inward rectifier channel expression in glia. These functional
expression changes were comparable to those found in resections from epilepsy
patients, and, quantitatively, here virtually undistinguishable from the effects of cesium
applied in vitro (Figs. 3–5). This is of relevance, since TBI causes propensity toward
unusual hyperexcitability, and may be proepileptogenic (83,84). Thus, these results,
combined with knowledge of the glial changes occurring in human epileptic tissue,
strongly suggested an etiological, and perhaps temporal, link between an initial astro-
cytic deficit, leading to loss of homeostatic control, exaggerated [K+]out transients, and
proepileptogenic changes in neuronal function.

Consistent with the idea that loss of inward rectification/potassium uptake mecha-
nisms, leading to neurological disease, may greatly affect neuronal function is the fact
that potassium transients, as well as changes in neuronal excitability observed in post-
traumatic brains, lacking inward rectification expression in glia, were comparable to
proepileptogenic changes observed in naïve slices treated with cesium. The results of
these experiments are shown in Figs. 4–6.

Finally, it has been recently shown that “channelopaties,” which may be involved
in seizure disorders, affect the expression of ion channels usually associated with
cardiac function (85,86), and responsible for the so-called “long QT syndrome”
(85). Long QT syndrome genes appear to be frequently associated with various
forms of human epilepsy (87–89). In the CNS, the gene product responsible for one
form of long QT is found primarily in glia (Fig. 6); furthermore, blockade of this
current with antiarrhythmic drugs specific for IHERG led to neuronal excitability
changes identical to those obtained after exposure of hippocampal slices to Cs+, or
after TBI in vivo (25).

6. CONCLUSIONS

Neuronal excitability is controlled by a variety of factors, including intrinsic and
extrinsic mechanisms. The fact that the CNS milieu is normally shielded from systemic
influences makes neuronal activity mostly independent of systemic influences. However,
failure of these barrier mechanisms, and/or failure of internal mechanisms of ionic
homeostasis, may lead to chronic neurological diseases, such as epilepsy. Increasing evi-
dence has linked failure of astrocytic function, particularly uptake of potassium, to
epileptic disorders, and experimentally induced defects that are proepileptogenic have
also been found in human epileptic tissue.
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Neuronal Energy Requirements

Avital Schurr

1. NEURONAL ENERGY DEMANDS, SUBSTRATES,
AND ENERGY GENERATION

Descriptions of cerebral energy requirements found in the literature may confuse
many readers. On one hand, Hawkins (1) states that, “Although nervous tissue does not
participate in processes that require large amounts of energy, such as mechanical work,
osmotic work, or extensive biosynthesis, it has almost as high a rate of oxidative
metabolism as some tissues that do.” On the other, Clarke and Sokoloff (2) assert that,
“Although it is sometimes stated that the brain is unique among tissues in its high
rate of oxidative metabolism, the overall cerebral metabolic rate for O2 (CMRO2) is of
the same order as the unstressed heart and renal cortex.” These two contrasting views
are not necessarily contradictory. Whether or not the brain has higher energy require-
ments than other tissues, the brain is unique, both in its energy-demanding functions
and the limitations on the types of fuels it uses and their routes of delivery. The above
statements are also indicative of the reason brain-energy metabolism has developed
into a separate specialty, in which the energy supply and demand of the brain are stud-
ied as the basis for many brain dysfunctions and disorders. The past 15 years witnessed
several discoveries and new developments in the field of cerebral energy metabolism,
which could explain some of the brain’s unique energy requirements, and provide a
better understanding of various brain disorders.

1.1. Neuronal Energy Requirements, Energy-Demanding Functions,
and Energy Substrates

1.1.1. Neuronal Energy Requirements and Energy-Demanding Functions

The majority of the energy-demanding reactions in the brain belong to two catego-
ries: biosynthesis and transport. The biosynthesis of macromolecules, such as proteins,
polypeptides, and lipids, occurs mostly in cell bodies; that of smaller molecules, such
as neurotransmitters, occurs in nerve terminals. Of the multiple transport processes
that take place in the brain, ion transport is believed to demand the most energy (as
high as 50–60% of all brain-energy-consuming processes) (1). Of these, the mainte-
nance of sodium ions (Na+) and potassium ions (K+) gradients is the most demanding.
Unlike other tissues, the central nervous system (CNS) stores only minute amounts of
endogenous fuel. Brain tissue glucose levels at any given time are much lower than
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blood glucose levels (1–2 µmol/g brain wet wt, compared with 5–6 µmol/mL blood)
(1). Glycogen stores are not much higher than the glucose stores (2–3 µmol/g wet wt).
Cahill and Aoki (3) suggested that the required large ratio of water:glycogen (3–4 mL
water/1 g glycogen) could cause great fluctuations in volume, which are restricted
because of the rigidity of the cranium. Astrocytes are the main source of brain glyco-
gen, a fact that led many (1) to suggest that glycogen is not a readily available energy
source to neurons. As will be discussed later in this chapter, this view is now changing:
New data indicate that shuttle systems exist between astrocytes and neurons for differ-
ent metabolites. Estimates are that the total brain supplies of both glucose and glyco-
gen are sufficient for no more than 5 min of normal oxygen (O2) consumption, a period
that could get even shorter when excessive energy utilization and blood glucose sup-
plies cannot keep up with the demand. With no O2 reserves, the brain depends on the
blood and its flow, for all its O2 needs, extracting almost one-third of the total blood O2

under normal conditions. Consequently, blockade or reduction in blood flow would
diminish cerebral energy metabolism, because of O2 deprivation before any diminution
of glucose supply is apparent.

1.1.2. Energy Substrates

As mentioned, the bulk of the energy manufactured by the brain is devoted to
nerve excitation and conduction. These two functions are dependent on sustained mem-
brane potential, and, hence, most of the brain’s energy is consumed by ion transport.
Since the brain’s energy stores are limited, an unhindered flow of glucose and O2 is a
prerequisite for continuous, uninterrupted production of adenosine triphosphate (ATP).
This concept, i.e., that the normal substrates of cerebral energy metabolism are glucose
and O2 and the products are carbon dioxide (CO2) and water (2), has not changed in
decades, and generally is correct, although, as is explained below, it is an oversimpli-
fied one. Consequently, glucose utilization in the brain is regarded as obligatory (2).
Thus, the brain is considered to be different from other tissues, which are much more
flexible in their ability to utilize alternative fuels to glucose. This conclusion is based
on measurements of positive arteriovenous differences only, for glucose and O2, and
consistent negative values only, for CO2. Normally, neither positive nor negative arte-
riovenous differences can be demonstrated for lactate or pyruvate. Although the lack of
positive differences indicates that the brain does not utilize bloodborne lactate or pyru-
vate as aerobic energy substrates, the lack of negative differences for at least one of
these two products, even during a moderate O2 shortage, is intriguing, and could bear
potentially important implications.

Table 1 encapsulates the stoichiometric relationship between glucose utilization and
O2 consumption. The values in Table 1 are calculated medians of measurements
reported in the literature, and glucose equivalent of O2 consumption is the theoretical
one (6 mol O2/mol glucose) (2).

The normal conscious human brain consumes 156 µmol O2/100 g tissue/min. A simi-
lar CO2 production yields a respiratory quotient of 1.0. As indicated in Table 1, 156 µmol
of O2 (or CO2) are equivalent to 26 µmol glucose (based on a ratio of 6 µmol O2 con-
sumed for 1 µmol glucose utilized). Not withstanding, the measured rate of glucose
utilization is 31 µmol/100 g tissue/min, a surplus of 5 µmol glucose, which brings
down the O2:glucose ratio from the theoretical 6.0, to 5.5. The discrepancy between the
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calculated and the measured O2:glucose has remained unexplained, although it has
been suggested that the extra, nonoxidized glucose is converted to lactate, pyruvate,
and other intermediates of carbohydrate metabolism (2). Moreover, it has been postu-
lated that these intermediates are released from the brain into the blood in such minute
amounts that they are not detectable as a significant arteriovenous difference (2).

There are two “facts” supporting the claim that glucose is the only energy substrate
that the normal brain utilizes. The first is a respiratory quotient of 1.0 (6 mol O2 con-
sumed and 6 mol CO2 formed, a quotient that requires a stoichiometric consumption of
6 mol O2 for every mol glucose utilized, and thus a ratio of O2/glucose of 6.0). The
second is the inability to detect a positive arteriovenous difference for any other poten-
tial energy substrate.

Clarke and Sokoloff (7) warn their readers about the discrepancies between in vivo
and in vitro results concerning brain tissue, and the great hazard of extrapolating from
in vitro data to conclusions about in vivo metabolic function. In vitro systems bypass
functions, such as blood flow, but the uniqueness of the brain in vivo stems from the
blood–brain barrier (BBB). The assumption that BBB-devoid cerebral tissue, as with
in vitro systems, behaves differently from the same tissue in vivo has triggered great
skepticism toward many in vitro findings, especially among investigators who use only
in vivo systems. Do in vitro systems deserve such skepticism? Are warnings about
their pitfalls warranted? The answer to both questions should be affirmative, when
crushed tissue preparations, or mitochondrial, synaptosomal, or any other organelle-
enriched preparations are concerned. However, many in vitro preparations today main-
tain whole cells, partial or complete brain regions, and even a whole, perfused brain for
hours and days, intact and functional. These in vitro preparations deserve attention,
and should be given the chance to prove themselves before anyone blindly criticizes
data that have been originated by them. Therefore, this chapter describes data on energy
metabolism generated using in vivo systems, along with data produced by in vitro
preparations, such as cell cultures, excised CNS nuclei, and brain slices.

If one is to adhere to the premise that the brain is restricted in its choice of energy
substrates, because of the BBB, one need measure only glucose and O2 consumption
and CO2 production to calculate the brain’s energy needs. In vivo studies, at least until
recently, did just that: measuring what went into the “box” and what came out of the
box. Although, ironically, the intricate processes within the box, which are responsible

Table 1
Stoichiometric Relationship Between Glucose Utilization
and O2 Consumption in Normal Young Adult Mana

Rate
Function (µmol/100 g brain tissue/min)

Glucose utilization   31
O2 consumption 156
CO2 production 156
Glucose equivalent of O2 consumption   26

(6 mol O2/mol glucose for complete oxidation)

aAdapted from ref. 2.
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for the consumption of glucose and O2, and the production of CO2, were elucidated
using in vitro systems, one could ignore them entirely when measurement of energy
metabolism in vivo is concerned. It is only in the last 15 yr that in vivo measurements,
both in humans and animals, have strongly suggested that brain energy metabolism is
not simply C6H12O6 + 6O2 = 6CO2 + 6H2O. As the methods of measuring brain func-
tion improve, insights are gained that provide a more complex and elaborate picture.

Recent studies indicate that, under conditions of cerebral stimulation, intracerebral
lactate increases to significantly higher levels than those under resting conditions (4–9).
These results confirm what was suspected for many years, i.e., that phasic changes in
neural activity are supported by glycolysis (10). As early as 1937 (11,12), it was noted
that local tissue O2 levels increase, rather than decrease, during spontaneous focal sei-
zures in human cerebral cortex. Rapid eye movement sleep caused large increases in
blood flow (13) and glucose utilization (14), but a decrease in O2 extraction (15). Fig-
ure 1 shows the cerebral metabolic rate (CMR) data in humans (5) under resting condi-
tions and upon stimulation. In whole brain under resting conditions, CMRO2 and
CMRglucose values were 1.50 and 0.37 µmol/min/100 g, respectively: a molar ratio of
4.1:1. In the visual cortex, under resting conditions, CMRO2 was 1.71 µmol/min/100 g
and CMRglucose was 0.42 µmol/min/100 g, or, again, a molar ratio of 4.1:1. Upon visual
stimulation the CMRglucose value rose a mean of 0.21 µmol/min/100 g (51%), and
CMRO2 value increased by a mean of only 0.08 µmol/min/100 g (5%), to produce a
molar ratio, for the increases, of only 0.4:1. These results indicate that the brain, under
working (stimulated) conditions, is capable of producing large amounts of lactate (via
pyruvate), up to 250% of control. This accumulated lactate remains in the brain, and
could later be used aerobically for energy metabolism under resting conditions. Other
recent studies show significant increases in lactate levels in human visual cortex (7,8)

and in rat hippocampus and striatum, on physiological stimulation (9).
Thus, although the impermeability of the BBB to lactate is irrelevant, since the bulk

of brain lactate is produced in the brain itself, the claim that the BBB is impermeable to
lactate is inaccurate, at best. Lactate entry to the brain via the arterial blood is consid-
ered to be negligible, but Rowe et al. (16) showed that, immediately after a carbo-
hydrate-rich meal, the higher-than-average lactate blood levels diminished on passing
the brain. A relatively high brain uptake index value for lactate has been reported when
a low lactate concentration (0.011 mM) was injected into the carotid artery of adult rats
(17–19). If the normal plasma level of lactate is 1.0 mM (20), one could expect brain
uptake index for lactate to be even higher. Several studies clearly demonstrate the abil-
ity of lactate to quickly permeate the adult BBB (18,21–24) via a stereospecific trans-
porter (18,22). A recent study used [3-13C]lactate to demonstrate that the average uptake
of lactate during the first 5 min after its injection (iv) to mice was almost 7× higher
than the previously calculated Vmax for uptake of lactate across the BBB (25a).

Since normal lactate concentration in cerebrospinal fluid exceeds (1.6–2.0 mM) the
plasma lactate level (1.0 mM) (20), and the CMRO2:CMRglucose under resting condi-
tions is higher (4.1) than that during cerebral stimulation (2.8), it is obvious that the
normal brain produces large amounts of lactate. Moreover, CMRO2:CMRglucose of 4.1
(5) is not the expected ratio of 6.0, or even 5.0. CMRO2:CMRglucose values of 5.0 or 4.0
indicate that 17 or 33%, respectively, of the glucose are consumed via nonoxidative
metabolism and converted to lactate, and that, under cerebral stimulation, when these
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values are falling to approx 0.4 (5), 93% of the metabolized glucose is being converted
to lactate. Such high production of lactate by the normal brain would explain the higher
concentration of lactate in CSF than in plasma (20). Hence, the normal brain continu-
ously produces large amounts of lactate.

If lactate is being produced in the brain regularly as an end product, it should either
accumulate there or appear in the venous blood that exits the brain. But in fact neither
occurs. A simple explanation for this would be an immediate aerobic cerebral utiliza-
tion of lactate under resting conditions. Alternatively, lactate could be converted to
glycogen, either via gluconeogenesis (25) or by direct conversion (25,26). Pyruvate,
the precursor of lactate, is as efficient an energy substrate as lactate, it is transported
via the same stereospecific transporters that transport lactate, and it is the product that
lactate has to be converted to before it can be utilized aerobically. Nevertheless, pyruvate
does not accumulate in the brain, and thus the pyruvate:lactate ratio is usually very small.

Before examining in vitro data on lactate as a cerebral energy substrate, two argu-
ments should be reconsidered, that blunt somewhat the warning by Clarke and Sokoloff
(2) on the limited usefulness of information extracted from in vitro systems resulting
from their lack of an intact BBB. First, as has already been pointed out, most, if not all,
of the cerebral lactate is produced by the brain itself, and thus the presence or absence
of the BBB is irrelevant. Second, as has been shown by the studies mentioned above

Fig. 1. The ratio of human cerebral metabolic values of oxygen (CMRO2) and glucose
(CMRglucose) in whole brain and in visual cortex, under resting conditions and during stimula-
tion with a reversing checkerboard stimulus. Under resting conditions, the CMRO2:CMRglucose

for the whole brain and the visual cortex were identical (4.1.). However, during stimulation, a
significant decrease in this ratio (to 2.8) was observed; the CMRglucose rose by a mean of 0.21
µmol/min/100 g (51%); the CMRO2 rose by a mean of only 0.08 µmol/mi/100 g (5%). This is
a molar ratio for the increase in metabolic rate of only 0.4:1. (Modified with permission from
ref. 5.)
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(16,18,21–24), the BBB is permeable to lactate, although not to the same degree as
glucose. Hence, the relevance and the importance of the in vitro findings described
below should not be overlooked.

As early as 1953, McIlwain (27,28) was able to demonstrate the ability of guinea pig
cortical slices to respire when lactate was the substrate. When such slices, prepared
either from guinea pig or rabbit brain, were respiring in glucose-containing media,
lactate accumulated in the media (29). This lactate accumulation was initially rapid
(50 µmol/g/h), and fell after some minutes, to about 25% of the initial rate of accumu-
lation. This decline results from lactate being served as an oxidizable substrate, when
its levels are greater than 3 mM (30). Other in vitro results show 2 mM to be the mini-
mal lactate concentration that rat hippocampal slices can utilize for energy production
(31). The increase in brain lactate levels that accompanies increased cerebral activity,
both in humans (4,5) and animals (9), has been demonstrated in vitro as a 2–10-fold
increase in glycolysis induced by electrical stimulation or incubation with high potas-
sium (30). Thus, rates of lactate formation in vitro, of 100 µmol/g/h during electrical
stimulation, are typical, and can be sustained for hours. When the tissue was superfused
(3.5 mL/min), lactate formation values rose to 300 µmol/g/h (30). The normal rate of
lactate formation by human cerebral tissue in vitro is about 15–20% of the consumed
glucose (30).

Evidence published in 1988 (31) supports the idea that adult brain tissue is capable
of substituting lactate for glucose to fuel its normal function. Later studies (32–34)

reproduced that finding, demonstrating the ability of adult rat hippocampal slices to
utilize lactate (and pyruvate) as the sole energy substrate, upon complete depletion of
glucose from the incubation medium. Moreover, in those studies, the inhibition of
glycolysis with iodoacetate was ineffective in abolishing synaptic function in lactate-
supplemented slices, and completely diminishing such function in glucose-supple-
mented slices (31).

Cerebellar slices from adult rats exhibited an increase of approx 220% in their
ability to oxidize lactate to CO2, compared to cerebellar slices prepared from early
neonates (34). Moreover, at any age, the rate of CO2 production from lactate is over
300% higher (when slices were supplemented with 10 mM lactate) than the rate mea-
sured from glucose (when slices were supplemented with 5 mM glucose) (Fig. 2). These
findings are in agreement with the proposal that, thermodynamically, lactate is a pre-
ferred aerobic energy fuel, compared to glucose, since lactate conversion to pyruvate
requires no ATP investment; 2 mol ATP are consumed in the conversion of a mole of
glucose to pyruvate (31,35). Two recent studies (25,26) offer evidence that cultured
neonatal mouse astroglial cells are capable of using lactate for gluconeogenesis, and
that astroglia-rich primary cultures from neonatal rats are capable of supplying glyco-
gen-derived lactate to neighboring cells.

These in vitro studies strongly suggest a major role for lactate (and pyruvate) as a
substrate for cerebral energy metabolism. Based on studies with astrocytic and neu-
ronal cultures, Magistretti et al. (36–39) hypothesized that, when the presynaptically
released excitatory neurotransmitter, glutamate (Glu) is taken up by astrocytes, it stimu-
lates the production of glycolytic lactate and, consequently, the aerobic utilization of
lactate by neurons. The importance of lactate as an aerobic cerebral energy substrate
could become even greater under certain conditions, such as hypoxia/ischemia (see Sub-
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heading 4.), as mentioned earlier. Although pyruvate is as useful as lactate for the
oxidative production of ATP, it does not accumulate in large quantities, as lactate does.
Thus, although pyruvate can support neuronal function in vitro, as a sole energy sub-
strate (32), its levels are too low to account for such support in vivo. Larrabee has
shown, using excised chick ganglia, that lactate metabolism competes with glucose
metabolism, and vice versa (40–42).

Other substances, such as the ketones, β-hydroxybutyrate and acetoacetate, could,
under certain circumstances, serve as energy substrates. Neonates have a great ability
to utilize these alternative substrates (2,43). In cases of diabetes or starvation, in which
blood levels of ketones are elevated, because of an increase in lipid catabolism, brain
tissue shows an adaptive ability to metabolize ketones as energy substrates, using
the same monocarboxylate transporters that transport lactate and pyruvate. Ketones
are usually converted to acetyl CoA, which directly enters the tricarboxylic acid
cycle (TAC).

Although glycogen stores in the brain are low, this polycarbohydrate is the main
energy reserve of the brain, and may be utilized during periods of high glucose
demands, when glucose supplies cannot keep up with the glycolytic flux. Such high
demands, as indicated in the previous subheading, occur regularly, upon increased neu-
ronal activity. It is a long-held dogma that the BBB limits the entry of glucose into
astrocytes and neurons during periods of high demands. We have shown, however,
using brain slices, in which the BBB is absent, that the rate of neuronal glucose entry is
too slow to keep up with its glycolytic consumption (44). If that is true, the role of
glycogen, found mainly in astrocytes in the adult brain, could be even more important,
especially if some or all of it is converted first to lactate (26) before being transported

Fig. 2. Conversion of glucose (5 mM) or lactate (10 mM) to CO2 by cerebellar slices pre-
pared from rats of different ages. (Modified with permission from ref. 34.)
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into neurons as an aerobic energy substrate (40–42). Calculations indicate that the gly-
cogen stored in brain tissue (3.3 µmol/g rat brain) could last for less than 5 min as the
sole energy source (2). However, in vitro results indicate that astrocytes are capable of
synthesizing glycogen from lactate (25), implying that the breakdown and synthesis of
glycogen could take place concomitantly.

As the rate of brain glycolysis increases, the level of glycogen’s first precursor,
glucose-6-phosphate (glucose-6-P) decreases, as the result of an enhancement in the
rate of fructose-6-P phosphorylation to fructose-1,6-diP, by the enzyme, phosphofruc-
tokinase. This enzyme is the main site of glycolytic regulation. Hence, with the reduc-
tion in glucose-6-P levels during periods of energy demands, glycogen synthesis also
declines. The uridine diphosphoglucose, formed from glucose-1-P, is the unit trans-
ferred and linked, via a α-1,4-glycosidic bond, to the terminal glucose on a nonreducing
side of an amylose chain. This reaction, catalyzed by glycogen synthetase, is the rate
limiting reaction of glycogen synthesis (2). On the degradation side of glycogen, most
of the phosphorylase is in its phosphorylated form, “a,” the active form of the enzyme.
Nevertheless, it is still unknown if and how glycogenolysis in the brain is regulated.
The hydrolysis of glycogen at the α-1,4-glycoside bond leaves a chain of α-1,6-glyco-
side linkages, upon which glycogen can be resynthesized. The hydrolysis of the α-1,6-
glycosidic chain by the debranching enzyme is slower than the hydrolysis of
α-1,4-glycosidic bonds, and its product is glucose. This reaction may be the rate-limit-
ing step in glycogenolysis. Approximately 1 mol free glucose is formed for each 11 mol
glucose-6-P released, when 1 mol glycogen is completely hydrolyzed. As is discussed
in Subheading 2., glycogen metabolism is tightly coupled to neuronal activity. It is
rapidly hydrolyzed during shortage in energy supply, and synthesized during adequate
supplies of glucose and O2.

2. COUPLING OF FUNCTION
AND ENERGY METABOLISM IN THE BRAIN

The assumption that activation of brain tissue is dependent on energy supplied by
oxidative metabolism of glucose was challenged over a decade ago (4,5). As has been
seen from the first subheading, magnetic resonance imaging measurements of glucose
consumption and concomitant calculations of O2 consumption from blood flow mea-
surements indicated a possible mismatch between the two, upon activation of the brain.
More recent studies (45,46) claim that no such mismatch exists, and that the initial
increase in glucose consumption, measured upon brain activation, is accompanied by a
similar increase in O2 uptake.

For years, elevated lactate levels have been considered to signal the existence of
hypoxia and anaerobic energy metabolism in tissues (47,48). Substantial evidence has
been accumulated (48,49) to indicate that large amounts of lactate can be produced in
many tissues under fully aerobic conditions, but brain tissue has been presumed to be
an exception. Lactate production has been promoted as an exclusively anaerobic pro-
cess, and its accumulation was thought to be a major detrimental factor in ischemic
brain damage (50).

Now, however, many studies (4–9,51) suggest that the brain is not necessarily dif-
ferent from other tissues, in that it does produce lactate under aerobic conditions. Upon
cerebral stimulation, intracerebral lactate increases to significantly higher levels than
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those under resting conditions, both in humans (4,5,7,8,37,38) and rats (9). These
results confirmed what had been suspected for some time: Phasic changes in neural
activity are supported by glycolysis, a much less efficient ATP biosynthetic pathway
than the TCA and oxidative phosphorylation. Moreover, a recent study (52) has sug-
gested that, upon activation, a significant pool of lactate is available to the brain as a
source of energy. Nevertheless, as has been already mentioned, other studies demon-
strate a concomitant increase in O2 consumption upon activation, to match the increase
in glucose utilization. These studies disagree with the idea that increase in energy
demands by activated brain is met by glycolysis alone (45,46).

2.1. Glutamate, Neuro–Glial Interaction,
and Coupling of Function and Energy Production

Magistretti et al. (39), using primary cultures of mouse cerebral cortical astrocytes,
demonstrated the ability of Glu, the main excitatory neurotransmitter in the brain, to
stimulate glycolysis, i.e., glucose consumption and lactate production. They hypoth-
esized that Glu, released from active presynaptic neurons and taken up by astrocytes, is
the signal that couples neuronal activity to glucose utilization. According to this
hypothesis, astrocytic Glu uptake, via Na+ co-transport, activates the Na+/K+-ATPase
pump. Glu uptake from the synaptic cleft occurs through specific astroglial Glu trans-
porters, namely, Glu transporter 1 and astrocyte-specific Glu transporter (52). These
transporters show a stoichiometry of 3Na+ contransported with each Glu molecule.
The Na+-pumping activity, fueled with ATP formed by membrane-bound glycolytic
enzymes, increases glycolytic flux and, thus, glucose consumption and lactate produc-
tion. An additional ATP-requiring reaction takes place, upon Glu entry into astroglia,
i.e., Glu conversion to glutamine (GluNH2) by the astroglial enzyme, glutamine syn-
thase (52). Lactate, once released from astrocytes, is taken up by neurons to be utilized
aerobically as an energy substrate. Such a mechanism could explain the observed
increases in glucose utilization and lactate production, without a concomitant increase
in O2 consumption upon brain stimulation (4–7,48,49). Since neurons consume lactate
aerobically (31–34,53), any elevation in its levels should be short-lived.

The coupling of neuronal activity and energy metabolism has also been studied in
rat hippocampal slices (53). Although activation of these slices with Glu could result in
a significant elevation in the production of lactate, no such increase was detected. Does
this lack of increase in lactate tissue level indicate lack of lactate production, or that
lactate is consumed as quickly as it is produced? To test whether or not such elevation
occurs, lactate utilization must be prevented, or at least slowed down. One way to
block lactate use is to inhibit its transport from its site of production to its site of utili-
zation, i.e., from astroglia to neurons. As has been mentioned in Subheading 1., lactate
transport occurs via a specific MCT, located in the membrane of both astroglia and
neurons (54,55). The use of a specific inhibitor of this transporter, α-cyano-4-
hydroxycinnamate (4-CIN), has proved to be an efficient way to block lactate transport
into neurons (53,56). Upon activation of neurons with Glu in the presence of 4-CIN,
tissue lactate accumulation could be observed (Fig. 3). 4-CIN induced lactate accumu-
lation in brain slices, but it also prevented the recovery of normal neuronal function
after the removal of Glu (Fig. 3).

These results lead one to conclude that, under control conditions, any glycolytic
lactate formed during exposure to Glu is immediately consumed by neurons as an aero-
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bic energy substrate, and that lactate formation takes place mostly in astroglia. More-
over, lactate appears to be an energy substrate of utmost importance for neuronal re-
covery after activation. These conclusions are based on three facts: First, in the absence
of 4-CIN, no lactate accumulation was observed; second, when 4-CIN was present,
inhibition of lactate transport into neurons prevented its utilization, indicating that lac-
tate is produced outside the neuronal compartment; third, 4-CIN prevented the recov-
ery of neuronal function after activation, indicating that lactate could be an obligatory
energy substrate during neuronal activation. The blockade by 4-CIN of the neuronal re-
covery after exposure to Glu ensued, despite the ample supply of glucose (4–10 mM)
that was present throughout the experimental period.

The importance of glycolysis’s role, in the mechanism that couples brain activity
with energy metabolism, could be tested by glycolytic inhibition. Such inhibition
should weaken the ability of hippocampal slices to maintain neuronal function during
exposure to Glu, since glucose utilization would be blocked and lactate would not be

Fig. 3. The content of glucose (bottom panel) and lactate (top panel), before (baseline) and
during exposure to Glu and during Glu washout, in control (open symbols) and 4-CIN-treated
(filled symbols) rat hippocampal tissue slices. Slices were supplied with artificial cerebrospinal
fluid containing 10 mM glucose. The recovery rates of neuronal function at the end of 30 min
washout in control (open bar) and 4-CIN-treated slices (filled bar) are shown at the right
of the bottom panel. Values are means ± SD. Significantly different from control (*p < 0.03;
**p < 0.0001).
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produced. When 2-deoxy-D-glucose (2DG), a nonmetabolizable analog of glucose, was
supplied to slices, instead of glucose during exposure to Glu, neuronal function did not
recover upon Glu washout. However, when lactate was supplemented along with 2DG,
more than 50% of the slices showed neuronal function after Glu washout. This out-
come indicates that lactate plays a crucial role in assuring the preservation of neuronal
viability during periods of brain tissue activation and/or overactivation. Notwithstand-
ing, a recent study (57) claims that lactate is capable of inhibiting glial oxidative glu-
cose metabolism, and consequently O2 consumption, by up to 40%.

The following scenario (Fig. 4) can be drawn for brain energy metabolism during
resting state and during activation (exposure to Glu). During the brain’s resting state,
most of the glucose taken up from blood supply is metabolized aerobically, both in the
astroglial and the neuronal compartments. Under resting conditions, the astroglial pro-
duction of lactate usually exceeds that of neurons, mostly because of the higher activity
of ion pumping via the Na+,K+-ATPase pump (36–39,43,52). The majority of this lac-
tate is being transported into neurons, and directly enters the neuronal TCA. Upon
activation (with Glu), astroglial Glu uptake immediately ensues, accompanied by Na+

transport (36–39,43,52). The need to pump out the extra Na+ brings about a dramatic
increase in glial Na+, K+-ATPase activity, and thus an equally dramatic increase in
glucose consumption, most of which is glycolytic. This increased glycolytic activity is
not accompanied by an increase in O2 consumption, since lactate is its main product.

Fig. 4. A schematic diagram of the two main pathways of energy metabolism (glycolysis
and oxidative phosphorylation), in neuronal and astroglial compartments, during rest (left) and
during activation (right). For more details, see text.
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The large amount of astroglial lactate produced under conditions of activation is
handled by two MCT systems. First, lactate is released from glia via the glial MCT
system. Second, it is transported into neurons via the neuronal MCT system, where it
becomes the main aerobic energy substrate. Thus, the increase in lactate utilization
causes a decrease in neuronal glucose utilization (40–42). This scenario could explain
the observation made by many investigators, that the stimulation of brain tissue
increases glucose uptake and consumption, without a concomitant increase in O2

consumption.
Are neurons intrinsically programmed to utilize lactate during activation, or is it

simply the result of inadequate supply of glucose? To answer this important question,
one has to estimate the relative contribution of neurons to the total glucose consump-
tion of the brain. To determine this contribution, the basal (resting) and activation-
driven glucose consumption of both neurons and astroglia should be calculated, and
the ratio between these two populations of cells in the brain region of study must be
taken into account.

Studies (58–60) have shown that neurons occupy no more than 50% of the volume
of cerebral cortex. In most brain regions, astrocytes outnumber neurons 10:1 (52,59).
Taking into account that basal astrocytic glucose consumption is over 3× higher than
that of neurons (61), and that, during activation, this consumption increases signifi-
cantly (37,52), a picture emerges in which neuronal contribution to glucose consump-
tion during activation appears to be minor, if not negligible. Moreover, because of the
ratio of astrocytes to neurons (10:1) and the fact that, upon activation, most of the
consumed glucose is by astrocytic glycolysis, neurons appear to have no choice but to
use lactate as their oxidative energy substrate during activation: This is the only one
available to them. The following equations attempt to demonstrate this point.

Astrocytic Energy Substrate Consumption and Metabolite Production

glucose + 5O2 ——> 5CO2 + 5H2O + 0.33 lactate + 32ATP (Basal)

glucose ——> 2 lactate + 2ATP (Activation)

—————————————————————————————————

2 glucose + 5O2 ——> 5CO2 + 5H2O + 2.33 lactate + 34ATP (Basal + activation)

Neuronal Energy Substrate Consumption and Metabolite Production

glucose + 6O2 ——> 6CO2 + 6H2O + 38ATP (Basal)

2 lactate + 6O2 ——> 6CO2 + 6H2O + 34ATP (Activation)

These equations are based on several postulates. First, that CMRglucose:CMRO2 is
not the theoretical 6, but the practical 5, meaning that, under resting (basal) conditions,
astrocytes use approx 17% of their glucose to support the Na+,K+-ATPase pumping
activity, through glycolysis, while converting it to lactate. During activation, most if
not all of the consumed extra glucose, here assumed to be equal to its basal level, is
converted to lactate. Neurons, in contrast, may be capable of a CMRglucose:CMRO2
of 6, whether they utilize glucose or its astrocytic product, lactate, for oxidative
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energy metabolism. If one relies on Begnami’s (59) estimate of astrocyte:neuron
ratio (10:1), the sum of CMRglucose and CMRO2 for the two cellular compartments
during activation is:

10 Astrocytes × (2 glucose + 5O2 ——> 5CO2 + 5H2O + 2.33 lactate + 34ATP)

1 Neuron × (2 lactate + 6O2 ——> 6CO2 + 6H2O + 34ATP)

————————————————————————————————

20 glucose + 56O2 ——> 56CO2 + 56H2O + 21.30 lactate + 374ATP)

The CMRO2:CMRglucose for the above sum is 2.8, the very value found by Fox et al.
(5) with activated human visual cortex. It is evident from these equations that 10 astro-
cytes produce enough lactate to provide for all the oxidative energy needs of one neu-
ron, with enough left over to create a pool of lactate (62).

Until an in vivo quantitative determination can be made of the contribution of each
of the two cellular compartments to the total glucose consumption, the question of
whether the main neuronal energy substrate is glucose or lactate will remain unan-
swered. Nevertheless, there is one additional point that must be considered here. With
all the lactate that astrocytes produce, does the relatively small number of neurons
account for the consumption of this lactate? Considering the above equations, it is clear
that neurons would consume only a fraction of the astrocytic lactate produced during
activation. However, since no change in the concentration of lactate can be detected in
the venous blood exiting the brain during activation (see also Subheading 3.), one must
assume that all the lactate produced in the brain is consumed by the brain. Hence, if not
the activated neurons, then other consumers, such as neurons of surrounding areas, and
even white matter and axons, could consume the rest of the lactate.

There is one additional observation that supports Magistretti’s hypothesis. Bittar et al.
(63) studied the distribution of lactate dehydrogenase (LDH) isozymes among neurons
(lactate consumers) and astrocytes (lactate producers). They used specific polyclonal
antibodies against LDH1, the isozyme found mostly in heart muscle, and LDH5, the
one found mainly in skeletal muscle. The antibody raised against LDH1, the isozyme
that converts lactate to pyruvate, stained human hippocampal and cortical neurons;
hippocampal and cortical astrocytes were immunoreactive with an antibody raised
against LDH5. Such selectivity in these two isozymes’ distribution indicates that
astrocytes in certain brain nuclei, such as the hippocampus and the cortex, contain
exclusively the LDH activity that converts pyruvate to lactate, and, as such, are prob-
ably very active glycolytically, producing large amounts of lactate. In contrast, the
neurons in these regions are enriched with LDH1, the isozyme that converts lactate
to pyruvate, typical of tissues that utilize lactate (and pyruvate) for manufacturing
energy via the TCA.

Although the greatest emphasis throughout this chapter has been on glucose and
lactate (and pyruvate) as the substrates of cerebral energy metabolism, both in rest and
during activation, one should not ignore the role played by glycogen. The turnover of
this polysaccharide in the brain is very rapid (43), and finely tuned to the energy needs
of the activated tissue (64,65). Astrocytic glycogen levels rapidly fall during brain
stimulation, but the opposite occurs when brain activity is depressed (43).
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3. NEURONAL ENERGY DEPRIVATION

There are three major conditions, or encephalopathies, that could lead to neuronal
energy deprivation: Hypoglycemia, or glucose deficiency in the blood; anoxia (hypoxia),
or O2 deficiency in the inspired air; and ischemia, or deficiency in blood supply, which,
in essence, combines the first two deficiencies. All three encephalopathies are charac-
terized by an inadequate supply of one of the two major energy substrates, or both.
Since glucose and O2 are the two major energy substrates of the brain, it is easy to
understand how their deficiencies will affect the production of cerebral ATP and all the
energy-demanding processes. Nevertheless, there are many other encephalopathies of
intrinsic origin, such as deficiencies in one enzyme or another of the energy metabolic
pathways, and seizures. Others may arise from extrinsic factors, such as vitamin defi-
ciencies, toxicity of heavy metals, and viral infections. This chapter covers only the
three major encephalopathies, i.e., hypoglycemia, anoxia (hypoxia), and ischemia.

There are two groups of researchers who study degenerative diseases of the brain.
Basic scientists, who attempt to better understand the workings of cerebral energy
metabolism and its regulation, and clinical scientists, who delve into the mysteries of
these disorders, in an attempt to alleviate their terrible toll. Both groups depend on each
other’s discoveries to bring them closer to their goals. The basic scientist’s approach is
the one taken here, keeping the clinical aspects of the major encephalopathies to a
necessary minimum. For scientists to study any disorder and its consequences, an
experimental model which either mimics or closely resembles this disorder, is a must.
An in vivo model usually employs an experimental animal; an in vitro one employs any
number of subcellular, cellular, tissue, or organ preparations.

Once established, a good experimental model affords a better understanding of the
sequence of events that lead to the final outcome of the disorder under study. The
model also opens an opportunity for experimentation with potential treatments or pre-
ventive measures that could minimize or eliminate the damaging outcome of the disor-
der. This is when basic scientists and clinicians closely collaborate, namely, in the
discovery, development, and later, the clinical test of these treatments for their poten-
tial neuroprotective value.

3.1. Hypoglycemia and Ischemia/Hypoxia

Although the phenomena of hypoglycemia, ischemia, and hypoxia have been dealt
with separately in many publications, the decision to combine the three under one head-
ing here is based chiefly on information published over the past two decades, which
indicated many overlaps and parallels between these three encephalopathies. The main
reason they have been traditionally separated has to do more with the distinguished meta-
bolic vehicles that lead to the observed outcome, rather than with the outcome itself.

Hypoglycemia may occur in diabetes through insulin overdose, liver disease, and in
many enzyme deficiencies, such as glucose-6-phosphatase, fructose-1,6-biphosphatase,
phosphoenol-pyruvate carboxykinase, pyruvate carboxylase, or glycogen synthetase.
Each of these deficiencies could affect normal function of the brain, and lead, if not
corrected, to neurological deficits.

The most common outcome of the interruption of glucose supply to the brain
is hypoglycemia-induced coma, which ensues when glucose blood levels drop to
8–9 mg/100 mL, or about 10% of the normal isoglycemic glucose level of 90 mg/100 mL
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(66). In contrast, arterial O2 content, mean blood pressure, cerebral respiratory quo-
tient, and cerebral blood flow, all remain unchanged. However, cerebral O2 consump-
tion declines in hypoglycemic coma (56% of normal), along with a dramatic decline in
cerebral glucose consumption (66). These declines can be produced by an overdose of
insulin, hepatic insufficiency, or by the inhibition of glucose metabolism with suffi-
ciently high dose of 2DG (67–69). Nevertheless, one should be aware that symptom-
atic hypoglycemia may occur at blood glucose levels that are significantly different
from those mentioned above. Thus, in the diabetic, a decrease in blood glucose level
from 300 to 100 mg/100 mL, upon insulin administration, may cause symptomatic
hypoglycemia (70). Yet, in a better-controlled diabetes, symptomatic hypoglycemia
may not occur until the blood glucose levels reach 50 mg/100 mL. In normal, young
humans after glucose tolerance test, blood glucose levels may fall to 30–40 mg/100 mL,
without the appearance of any symptoms (70).

Intraperitoneal injection of insulin is the most common method employed by investi-
gators for the induction of hypoglycemia. With the right dose of insulin (50–100 U/kg),
hypoglycemic coma ensues within 1–2 h following insulin injection in rats or mice
(71). In larger animals, such as the dog, higher doses of insulin (200–300 U/kg) are
required to achieve coma. For metabolic studies, a small animal is the model of choice.
For studies in which cerebral blood flow is involved, a larger animal model is required.

As mentioned earlier, hypoglycemic symptoms can be induced with a pharmaco-
logic dose (400 mg/kg) of 2DG (67–69). When hypoglycemia is induced with 2DG,
blood glucose levels actually increase, rather than decrease, which is an indication that
symptomatic hypoglycemia is not the result of low levels of blood glucose, but rather
the result of a reduction in glucose metabolism or inadequate supply of glucose to its
transporters, because of their occupation by 2DG.

Thus, although both methods abolish glucose metabolism, the consequences of these
deprivations are markedly different. Insulin enhances glucose metabolism to the point
at which the monosaccharide levels are low enough to trigger the utilization of alterna-
tive energy substrates, such as glycogen and ketones. In contrast, 2DG competes with
glucose for both the glucose transporter and the enzyme, hexokinase, which neither
reduces the glucose levels nor triggers the utilization of alternative substrates. Appar-
ently, the effect of 2DG would be more swift and severe than that of insulin injection.
Nevertheless, many of the gross consequences of hypoglycemia, such as histologic,
electroencephalographic, and behavioral changes induced by both methods, should be
similar.

Histologically, cerebral cortex neurons of rats exposed to insulin-induced hypogly-
cemia exhibit changes dependent on the duration of the hypoglycemic period beyond
the onset of isoelectric EEG. A short, 30-min hypoglycemia produces mostly shrink-
age and condensation of both cytoplasm and nuclei, but rats that are exposed to a longer,
60-min hypoglycemia exhibit significantly greater number of damaged cells (71).
Moreover, hypoglycemia produces cell swelling and the appearance of empty vacu-
oles. Swollen neurons are more abundant after the longer hypoglycemic period than
after the shorter one. Although cell damage observed in other encephlopathies is fre-
quently irreversible, the histologic changes that are recorded in hypoglycemic rats can
be reversed by glucose supplement. Within 4 h after the onset of glucose supplementa-
tion by iv injection, more than 95% of the neurons have normal appearance (71). The
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phenomenon of swollen neurons could be explained by the derailment of the energy-
dependent ion homeostasis. Shrinkage of cells, as acutely as it occurs in hypoglyce-
mia, remains an unclear phenomenon, especially its reversibility with glucose
supplementation.

Slow-wave EEG occurs when glucose blood levels fall to 2 mM. When glucose
levels fall to 1 mM or lower, EEG becomes isoelectric (71). Brain tissue in vitro responds
in a similar way when glucose levels in the incubation medium are reduced. Evoked
population spikes in the CA1 region of hippocampal slices cannot be sustained when
glucose concentration falls below 1–2 mM (31). In vivo, cerebral metabolic rate of
glucose does not decrease until plasma glucose levels fall below 2.5 mM (72). At these
levels, the rate of glucose transport into the brain decreases to values 2–3× slower than
normal, so that glucose concentration is insufficient to saturate hexokinase (71,73).
Rats, like humans, exhibit hypoglycemia-related behavioral changes that range from
normal to comatose, in close correlation with the blood glucose levels (71). Coma
usually ensues when blood glucose levels fall to 1 mM or less. In some cases, however,
hypoglycemia may induce seizures and seizure-like EEG, in which event, some of the
changes, including the rate of decline in the blood glucose levels, and hence the onset
of coma, may occur faster than expected.

Despite all these changes, reports on variations in cerebral blood flow range from an
increase to no change during hypoglycemia-induced coma (71). Similarly, depending
on the depth of hypoglycemia and accompanying events, such as seizures, O2 con-
sumption can increase, decrease, or stay unchanged (71).

One of the typical events that accompany hypoglycemia is hypothermia. By all
accounts, this phenomenon is directly dependent on the reduction in glucose availabil-
ity, rather than any of the possible causes of hypoglycemia. The fact that 2DG-induced
hypoglycemia is accompanied by hypothermia (67,69) is a strong indication that 2DG,
although increasing blood glucose levels, also produces functional hypoglycemia (71).
Thus, the postulate has been advanced that, when glucose becomes unavailable some-
how, through specific temperature-regulating receptors, it induces the observed
hypoglycemic hypothermia. The hypothermic effect of hypoglycemia can be reversed
by high doses of fructose (5× the dose of 2DG), when administered intraventricularly,
along with 2DG (71,74). High doses of glucose should have similar effect to that of
fructose, and, based on several recent in vitro studies, lactate, and possibly pyruvate,
should also be able to overcome 2DG-induced hypothermia.

Since glucose is the main energy substrate in the brain, it is obvious that any depri-
vation of this fuel can lead to a shutdown of the very pathways of its metabolism. Thus,
both the glycolytic pathway and the mitochondrial TCA are first to be affected by
hypoglycemia. The levels of pyruvate, lactate, and glycogen fall significantly, once
glucose blood levels fall to 2.5 mM or lower (71). Similarly, the levels of the TCA
intermediates also decrease in response to hypoglycemia (71). Of the different meta-
bolic effects of hypoglycemia, none is more important than the decline in brain ATP
levels and, to a lesser degree, phosphocreatine levels. Notwithstanding, of the different
brain regions, the cerebellum does not exhibit such falls in ATP and phosphocreatine
levels, even late into the isoelectric period (71). Although this unique ability of the
cerebellum to withstand metabolic strain has been documented (71) using other models
of metabolic stress, the mechanism governing this ability is unknown.
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All the hypoglycemic symptoms, functional and behavioral, which are induced by
an overdose of insulin, can be completely reversed by an administration of glucose.

Hypoxia is defined as low O2 content or tension or O2 deficiency in the inspired air.
The extreme case of hypoxia is anoxia, the complete absence of O2. Ischemia is defined
as deficiency in blood supply caused by functional constriction or actual obstruction of a
blood vessel (75). Clearly, an organ that suffers from a deficiency in blood supply is
also afflicted with hypoxia. Hence, many of the symptoms associated with hypoxia and
ischemia are identical. Furthermore, the cellular processes and mechanisms that lead to
posthypoxic and postischemic damage are identical. Thus, the term “cerebral ischemia”
is being used throughout this subheading, with the understanding that it also refers to
cerebral hypoxia.

There are probably more books, review articles, and research papers written about
cerebral ischemia than any other encephalopathy. Focal cerebral ischemia (stroke) is
the third leading cause of death in the United States and other industrialized countries.
Stroke survivors usually suffer permanent and debilitating brain damage. The huge
social and economic cost of this encephalopathy, on one hand, and the potential ben-
efits from a future protective modality, on the other, continue to stimulate the research
in this field.

The complete dependency of the CNS on glucose and O2 for the generation of suffi-
cient ATP supplies makes the brain the most vulnerable of all tissues to ischemia. Pure
hypoxia is rarely encountered in humans. Pure hypoxia is experienced only in cases of
pulmonary insufficiency, such as in pulmonary emphysema, in anemic patients, or in
normal individuals who are acutely exposed to altitudes above 2400 m. Obviously,
cerebral ischemia of identical duration should be more devastating than hypoxia, or
even anoxia, because the ischemic brain suffers not only from oxygen deficiency, but
also from shortage of glucose supplies. It is the compounded effect that makes cerebral
ischemia so devastating. As is demonstrated below, and has been the case with
hypoglycemia, both the brain in vivo, and any of its in vitro preparations, can tolerate
either hypoxia or hypoglycemia alone longer than when the two are combined. In other
words, the presence of one deficiency sensitizes the brain to the effect of the other.
Thus, ischemia of a given duration is always more damaging than either hypoxia or
hypoglycemia of a similar duration.

The most common events causing cerebral ischemia are stroke, cardiac arrest, and
head injury or trauma. Stroke or focal ischemia occurs when blood supply is inter-
rupted to a specific region of the brain; global ischemia occurs when blood supply to
the entire brain is interrupted, as in cardiac arrest. Furthermore, both focal and global
ischemia, depending on their severity and duration, may be complete (a total absence
of blood flow) or incomplete (a drastic reduction in blood flow). The severity and the
duration of these insults determine whether a reversible or irreversible cell injury
occurs. An irreversible injury eventually leads to cell death (infarction).

Since there are brain regions that are more sensitive to ischemic injury than others,
they are referred to as “selectively vulnerable” regions of neurons. In many of these
regions, the neuronal death does not occur during or immediately after the ischemic
insult. Frequently, neuronal death is delayed for 3–7 d. In focal ischemia, the vascula-
ture surrounding the ischemic umbra, known as the penumbra, may still provide some
collateral, although compromised, circulation, which, if treated early enough, could
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rescue the penumbric neurons. Of the sensitive brain regions, the most vulnerable neu-
rons are located in the CA1 sector of the hippocampus. Neurons in certain portions of
the caudate nucleus, and in layers 3, 5, and 6 of the neocortex, are also selectively
vulnerable. Understanding the mechanism that leads to this vulnerability is a major
goal of many research laboratories around the world.

Several recently published monographs on cerebral ischemia (76–78) describe both
in vivo and in vitro models of this encephalopathy. Many of the animal models of
yesteryear, such as monkey, dog, cat, rabbit, and pig, are only rarely used today, mostly
because of their very high cost. Most of the animal models of the past two decades
make use of rodents. These models proved to be both cost-effective and reliable. More-
over, many of the recent advances in this field of research appear to be directly appli-
cable to humans.

The focus of this chapter is on the effect of energy deprivation on neurons, but much
can be learned from the enormous number of studies conducted over the last three
decades on the cellular mechanisms leading to ischemic neuronal death. The putative
roles of lactic acid, Glu, Ca2+ influx, and many other factors, in causing the delayed
demise of ischemic neurons, have been discussed exhaustively elsewhere and are not
the focus of this chapter. However, the hypotheses that were erected to explain this
neuronal demise led to many elegant studies that reveal important details about cere-
bral energy metabolism and the energy-dependent cellular processes that could go awry
when ATP is diminished. Of these processes, only those that are directly affected by
failure of energy metabolism upon ischemia, hypoxia, and hypoglycemia are of inter-
est here.

Of the many developments characterizing the past two decades, with which cerebral
ischemic research is concerned, the employment of in vitro systems, such as the hip-
pocampal slice preparation and cell cultures, has had the greatest impact. These sys-
tems can be manipulated, controlled, and analyzed in ways that in vivo systems cannot
tolerate. Because most recent knowledge on the effects of energy deprivation on neu-
ronal tissue has emerged from in vitro studies, the last portion of this chapter deals
mainly with their findings.

A great advantage of the hippocampal slice preparation, compared to other in vitro
systems, such as cell cultures, is the ability of the investigator to use electrophysiologic
means to record neuronal function indistinguishable from in vivo records. Moreover,
the recording can be made from the most vulnerable sector to ischemia/hypoxia in the
hippocampus, the CA1 region. Within 2–3 min of changing the atmosphere that slices
are exposed to, from 95% O2/5% CO2 to 95% N2/5% CO2, the evoked population spike
(neuronal function) amplitude falls to 0 mV. The ability of hippocampal slices to
recover neuronal function, upon return to normal reoxygenation, depends on the dura-
tion of the hypoxic period, and on the concentration of glucose in the artificial cere-
brospinal fluid. The higher the glucose concentration, the longer the hypoxic period
from which neuronal function can recover (Fig. 5).

Reduction in glucose concentration does not visibly affect neuronal function in hip-
pocampal slices, until it falls below 1.5 mM. However, when glucose deprivation is
combined with hypoxia (in vitro ischemia), a reduction in glucose concentration, from
10 to 5 mM, significantly decreases the ability of hippocampal neuronal function to
recover posthypoxia (Fig. 5). In contrast, increasing glucose concentration, from 10 to
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20 mM, significantly prolongs the hypoxic period from which hippocampal neuronal
function could recover (Fig. 5). Thus, the higher the concentration of glucose during
O2 deprivation in vitro, the better the recovery of neuronal function posthypoxia. This
relationship is in disagreement with in vivo findings, in which hyperglycemia has been
shown to aggravate neuronal ischemic damage, a phenomenon known as the “glucose
paradox” (79,80). These findings led to the formulation of the “lactic acidosis” hypoth-
esis of cerebral ischemic damage (50,81). The glucose paradox, and other apparent
contradictions between results obtained in vitro and in vivo, mostly in the early and
mid-1980s, impeded the acceptance of the hippocampal slice preparation as a valuable
tool in the study of brain energy metabolism and brain encephalopathies.

A hallmark of ischemic/hypoxic conditions in all tissues, including brain, is the
increase in lactate production above the baseline levels under normoxia. When hippocam-
pal slices are exposed to O2 deprivation, lactate production quickly increased 5–6-fold
(44). As mentioned earlier, lactate can support normal neuronal function in hippocam-
pal slices as the sole energy substrate. Moreover, lactate also has been shown to be a
preferred energy substrate over glucose in excised sympathetic chick ganglia (40–42)

and in rat cerebellar slices (34). Lactate is preferable to glucose when recovery from
hypoxia is concerned (44). Moreover, lactate has been shown to be a mandatory aero-
bic energy substrate for recovery of neuronal function posthypoxia in hippocampal
slices (44,56,82).

To demonstrate this role of lactate in the recovery of neuronal function posthypoxia,
two experimental protocols were used. The first manipulated the ability of the glucose
analog, 2DG, to block lactate production during hypoxia via inhibition of glycolysis
(Fig. 6). Normally, 100% of slices perfused with 20 mM glucose recover their neuronal

Fig. 5. Rates of recovery of neuronal function (orthodromically evoked CA1 population
spike) in rat hippocampal slices after 5, 12, or 30 min of hypoxia and 30 min reoxygenation in
the presence of 5, 10, or 20 mM glucose, respectively. The higher was the glucose concentra-
tion in the perfusion medium, the longer was the duration of hypoxia slices could tolerate.
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Fig. 6. A schematic illustration of the experimental paradigms used in establishing the role
of anaerobically produced lactate in the posthypoxic recovery of neuronal function in rat hip-
pocampal slices. Shown are five different experimental paradigms (A–E), the various compo-
sitions of artificial cerebrospinal fluid that perfused the slices during each paradigm, and the
different gas mixtures (bubbles) that were passed over the slices during these paradigms.
In each paradigm, slices were first equilibrated with a medium containing 20 mM glucose and
an oxygenated atmosphere, for at least 30 min (pretreatment). After a treatment period, slices
were allowed to recover for 30 min under pretreatment conditions, before measuring recovery
of neuronal function (bars on the right side of each paradigm’s panel). In paradigm A, slices
were exposed to 13-min hypoxia (gray shading), as 20 mM glucose-containing medium was
replaced with 20 mM 2DG-containing medium. In paradigms B–D, the hypoxic period started
5, 8, or 10 min prior to the onset of 2DG perfusion, and continued an additional 13 min, for a
total of 18, 21, or 23 min of hypoxia, respectively. The longer the hypoxic period prior to the
blockade of glycolysis with 2DG, the more lactate produced and the higher the recovery rate of
neuronal function posthypoxia. Thus, in what appears as a paradox, slices that were exposed to
a total of 23 min hypoxia exhibited a significantly higher rate of neuronal function recovery
than slices exposed to only 13 min hypoxia. Paradigm E is similar to paradigm D, except that,
for the first 13 min of hypoxia, slices were perfused with 2DG, and, for the last 10 min, slices
were perfused with glucose-containing medium. Slices treated according to paradigm E were
unable to produce energy and lactate glycolitically during the first 13 min of hypoxia and,
hence, the lack of recovery of neuronal function. Histograms on the right are mean values +SD.
*Significantly different from paradigm A (p < 0.0005).
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function after 30-min reoxygenation from 23-min hypoxia. Control slices continued to
be perfused with 20 mM glucose during the first 10 min of hypoxia, at which time the
perfusion was switched to 20 mM 2DG for the last 13 min of hypoxia: 80% of these
slices exhibited recovery of synaptic function posthypoxia (Fig. 6, paradigm D).
Experimental slices were also exposed to 23-min hypoxia; however, 20 mM 2DG was
perfused during the first 13 min of hypoxia, followed by 20 mM glucose for the last
10 min of hypoxia. None of the experimental slices recovered neuronal function
posthypoxia (Fig. 6, paradigm E). Although control slices were able to produce lactate
during the first 10 min of hypoxia, experimental slices were unable to do so, since
glycolysis was inhibited from the onset of hypoxia, thus preventing lactate production.
Results shown in Fig. 6 clearly demonstrate the importance of lactate in the posthypoxic
recovery of neuronal function. The more time slices were allowed to produce lactate
anaerobically before the inhibition of glycolysis with 2DG, the higher the percentage
of slices that recovered neuronal function posthypoxia. Hence, more slices that
were exposed to a total of 23 min hypoxia recovered their neuronal function than did
slices that were exposed to 13-, 18-, or 21-min hypoxia (Fig. 6, paradigms A–D). The
most plausible explanation for this phenomenon is the higher levels of lactate found in
tissue slices exposed to 23-min hypoxia than the levels in slices exposed to shorter
hypoxic periods.

The second experimental protocol employed the specific neuronal lactate transporter
inhibitor, 4-CIN (56,83,84). As shown in Fig. 7, this compound is able to block lactate-

Fig. 7. The effect of 0.5 mM 4-CIN, a monocarboxylate transporter inhibitor, on the evoked
population spike (neuronal function) amplitude in two slices, over time. One slice (open circles)
was perfused with artificial cerebrospinal fluid containing 10 mM glucose, while the other was
perfused with the same fluid containing 20 mM lactate. When 4-CIN was added to the perfu-
sion medium of both slices, only the one that was perfused with the medium containing lactate
exhibited diminution of neuronal function, because the inhibitor blocked the entry of lactate
into neurons. The inhibitor had no effect on the entry of glucose into neurons.
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supported neuronal function in rat hippocampal slices (see also ref. 56). When per-
fused with 10 mM glucose, 78% of control slices recovered neuronal function after
10-min hypoxia; only 15% of experimental slices recovered neuronal function after
being exposed to 10-min hypoxia in the presence of 0.5 mM 4-CIN (Fig. 8). Both
groups of slices produced high levels of lactate during O2 deprivation, although experi-
mental slices exhibited a significantly slower decline in those levels during reoxy-
genation. This slower decline could result from blockade of neuronal lactate utilization
by 4-CIN (Fig. 8).

Fig. 8. The effect of 0.5 mM 4-CIN on rat hippocampal slices’ ability to recover their
neuronal function posthypoxia (histogram in upper panel), and on their levels of lactate and
glucose. A significantly lower percentage of slices recovered neuronal function posthypoxia in
the presence of 4-CIN. This poor recovery rate probably resulted from inhibition of neu-
ronal lactate utilization by the monocarboxylate transporter inhibitor. The significantly
higher levels of lactate that were present during reoxygenation in 4-CIN-treated slices
indicate that neuronal lactate utilization was inhibited. Bars represents means ± SD. *Signifi-
cantly different from control slices, p < 0.0005; **p < 0.05.
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The results of the above experiments also explain the ability of elevated glucose
concentration, if supplemented before hypoxia, to afford neuroprotection against
hypoxic damage in hippocampal slices (Figs. 5 and 6). This neuroprotection is prob-
ably the result of two separate processes: First, the increase in glucose availability
allows the tissue to maintain glycolytic flux for a longer period of time, for the support
of ion homeostasis; second, the longer glycolytic flux produces a significant increase
during hypoxia in the lactate level, which in turn is available for aerobic utilization
during the initial stages of reoxygenation, when both ATP and glucose levels are very
low. The ability of the specific neuronal monocarboxylate transporter inhibitor, 4-CIN,
to block posthypoxia recovery of neuronal function, provides further evidence that
aerobic lactate utilization is crucial for such recovery.

Although these in vitro results befit the general understanding of both the aerobic
and anaerobic energy metabolism pathways and their consequences (including the
“more glucose, better tolerance to hypoxia” concept), most investigators in the field of
cerebral ischemia find them hard to accept fully. The reason for this skepticism has
much to do with the heavily heralded in vivo phenomenon, in which preischemic
hyperglycemia significantly exacerbates delayed neuronal damage, as measured 4–7 d
postischemia. This glucose paradox phenomenon of cerebral ischemia was first
reported almost 25 yr (79), and has been reproduced numerous times in different in
vivo models of ischemia. It became the cornerstone of the lactic acidosis hypothesis,
which attributes the bulk of the delayed neuronal damage observed 4–7 d postischemia
to the increase in lactic acid levels in the brain and the resultant acidosis (50).

The glucose paradox of cerebral ischemia also appears to affirm the main premise of
the lactic acidosis hypothesis: more glucose = more lactic acid = more delayed neu-
ronal damage. But does it? If acidosis (pH 6.8–6.5) is detrimental to neurons exposed
to O2 deprivation or to O2–glucose deprivation, the same trend should be seen in vitro.
However, experiments, both in brain slices and in neuronal cultures, showed that aci-
dosis not only did not exacerbate hypoxic or ischemic neuronal damage in vitro, but in
essence was actually neuroprotective (85–87). Again, this contradiction between the
in vitro and in vivo outcomes was used to criticize the in vitro approach to the study
of cerebral ischemia. Nevertheless, the agreement of in vitro results on cerebral
ischemia with in vivo findings, over the past two decades, significantly surpasses the
disagreement.

If one hypothesizes lactate to be a major energy substrate upon reoxygenation after
hypoxia, rather than to be a detrimental factor, perhaps one could uncover supportive
in vivo data. Of the vast number of in vivo studies over the past three decades, several
included measurements of tissue levels of energy substrates and metabolites, such as
glucose, lactate, ATP, and adenylate energy charge, before, during, and after an epi-
sode of cerebral ischemia. Such data from three key studies (88–90) are depicted in
Fig. 9. The trend illustrated by these three studies is typical: Normal preischemic brain
levels of glucose (1.7–3.0 µmol/g) and lactate (1.0–1.8 µmol/g) were drastically
changed following 5–10 min of anoxia or ischemia. Although glucose levels fell (to 0–
0.5 µmol/g), those of lactate rose sharply (to 12–20 µmol/g). After only 15 min of
reperfusion/reoxygenation, glucose in the brain climbed to levels significantly higher
than those existing preischemia (88–90). Even after 90 min of reperfusion, brain glu-
cose level remained over 200% of preischemic level (88). Despite the dramatic increase
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in lactate concentration after 10 min of anoxia, the rate of its efflux from the brain
to the venous blood remained unchanged from the very low control levels (approx
0.2 µmol/g/min) before anoxia (89).

These findings indicate that the brain tightly conserves the lactate it produces, and
agree with the results described above for hippocampal slices (44,56,82). The post-
ischemic/postanoxic increase in brain glucose was accompanied by a rapid decrease in
lactate levels. The investigators themselves termed this decrease “lactate utilization”
(89). Energy charge (EC, [ATP + 1/2ADP/{ATP + ADP + AMP}]) was also mea-
sured before anoxia (0.89), after 10 min of anoxia (0.39), and after 15 min of
reperfusion/reoxygenation (0.92) (89). Similar results were reported in the other two
studies (88,90).

A plausible explanation for a postischemic/postanoxic decline in brain lactate lev-
els, and a concomitant increase in glucose levels, could be as follows. Upon
reoxygenation, lactate is utilized, aerobically, as an energy substrate, but glucose
remains mostly unused, resulting in its accumulation above control levels. This aerobic
lactate utilization is sufficient to rapidly restore preanoxic ATP levels and energy
charge values.

Although it would be prohibitive to review the vast body of data here, the most
revealing information can be extracted from a study (81) that was aimed at investigat-

Fig. 9. Brain tissue levels (µmol/g) of glucose (white bars) and lactate (gray bars) at normoxia
(N), at the end of ischemia/anoxia (I), and after reperfusion/reoxygenation (R), as reported in
three separate and independent studies (88–90).
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ing the role of lactic acidosis in ischemic brain damage under hyperglycemic condi-
tions. But it is the outcome during hypoglycemic conditions that deserves closer atten-
tion. Rats fasted for 16–24 h, and exposed to 30 min of severe incomplete ischemia,
showed more than a 17-fold increase in brain lactate (from 0.88 to 15.5 µmol/g). Both
glucose and glycogen levels fell essentially to zero (from 2.78 and 2.84 µmol/g, respec-
tively) during the same period; ATP levels fell by 95% from the control level. Recircu-
lation for 90 min brought about a significant decrease in brain lactate levels, from 15.5
to 3.19 µmol/g (a decrease of 79%). Glucose levels rose concomitantly to 106% of
control, although the rats were not supplemented with glucose during recirculation.
ATP rose to 81% of its control level, and 54% of the glycogen pools was restored. Even
more striking, however, were the results when another group of fasting rats was infused
with glucose (2 mL 50% glucose solution) during the first 10 min of recirculation.
After 30 min of recirculation, the lactate level dropped 58% (from 15.5 µmol/g at
the end of 30 min of ischemia, to 6.44 µmol/g), declining by 83% after 90 min
recirculation. In contrast, glucose levels, which rose only to 3.58 µmol/g in the
control, nonischemic animals, rose dramatically in the ischemic rats, to 15.7 µmol/g
(439% increase, compared to control) at 30 min recirculation. Even after 90 min recir-
culation, glucose levels were still 380% of the control level. Again, this 20-yr-old study
indicates clearly that, during the first hour or so of postischemia, the brain metabolizes
lactate aerobically, while glucose remains unused.

In a recent preliminary study, using a rat model of cardiac-arrest-induced tran-
sient global cerebral ischemia (TGI), three important results were obtained (91).
First, the glucose paradox, the phenomenon that was heralded as the proof for the
detrimental role of lactic acidosis in delayed neuronal damage, can be brought about
by hyperglycemia (2 g/kg glucose loading), when induced up to 1 h pre-TGI. Rats
that were treated in this way exhibited a significant increase in delayed neuronal
damage post-TGI. Second, loading glucose 2–4 h pre-TGI, while rendering the rats
hyperglycemic at the time of the ischemic insult, did not exacerbate the delayed
neuronal damage post-TGI. Rather, these rats showed significantly less neuronal
damage than that measured in control, isoglycemic rats. Third, brain lactate levels
were equally high in both hyperglycemic groups, thus refuting the argument that
increased lactate level during an ischemic insult is the reason for exacerbation of
neuronal damage.

4. CONCLUDING REMARKS

Neuronal energy metabolism has emerged in recent years as an active field of
study, with great potential of shedding light on newly explored intrinsic mechanisms
supporting special neuronal energy needs. The bulk of the research until now has
been done using in vitro systems, laying the foundation on which future in vivo stud-
ies will undoubtedly appear. The few in vivo studies already available do not neces-
sarily agree with each other, especially regarding the question of anaerobic vs aerobic
glucose utilization during neural activation. Nevertheless, the new information chal-
lenges some of the old dogmas of brain cellular energy metabolism both under nor-
mal conditions and under conditions of energy deprivation. The next few years
promise to be exciting in terms of new knowledge, its understanding, and its practi-
cal uses.
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Plasticity of Extracellular Space

Eva Syková

1. INTRODUCTION

The extracellular space (ECS) of the nervous tissue is a microenvironment for
nerve cells, and an important communication channel (1–4). It includes ions, trans-
mitters, metabolites, peptides, neurohormones, other neuroactive substances, and
molecules of the extracellular matrix (ECM), and directly or indirectly affects neu-
ronal and glial cell functions. Neuroactive substances, released into the ECS by neu-
rons and glia, diffuse via the ECS to their targets, located on nerve as well as glial
cells, frequently distant from the release sites. Since glial cells do not have synapses,
their communication with neurons is mediated only by the diffusion of ions and neu-
roactive substances in the ECS.

The structure and physicochemical properties of the ECS vary around each cell, and
in different brain regions. Certain synapses, so-called “closed” synapses (Fig. 1), and
often even whole neurons, are tightly ensheathed by glial processes or ECM, forming
so-called “perineuronal nets” (5); others are more left naked (“open” synapses). Trans-
mitters released from presynaptic terminals can escape from synaptic clefts, particu-
larly during repetitive stimulation, although open synapses are more easily reached by
molecules diffusing in the ECS (Fig. 1).

The size and irregular geometry of diffusion channels in the ECS (see further
description of tissue tortuosity and anisotropy) substantially differ in various central
nervous system (CNS) regions, and thus affect and direct the movement of vari-
ous neuroactive substances in the ECS (Fig. 2), and thereby modulate neuronal signal-
ing, neuron–glia communication, and extrasynaptic transmission. Dynamic changes in
ECS ionic composition, ECM, and ECS volume and geometry accompany neuronal activ-
ity, neuronal loss, glial development and proliferation, aging, CNS injury, anoxia/ischemia,
spreading depression, tumors, inflammation, dymyelination, and many other patho-
logical (PATH) states in the CNS.

2. ECS

Cellular elements and blood vessels fill ~80% of the total CNS tissue volume, and
the remaining portion (15–25%) is the ECS. ECS ionic changes, resulting from trans-
membrane ionic shifts during neuronal activity, depolarize neighboring neurons and
glial cells, enhance or depress their excitability, and affect ion channel permeability
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Fig. 1. Concept of synaptic transmission and extrasynaptic VT. Closed synapses are typical
of synaptic transmission. This synapse is tightly ensheathed by glial processes and ECM, form-
ing perineuronal or perisynaptic nets. Open synapse is typical of VT. It allows the escape of
transmitter (e.g., glutamate, GABA) from the synaptic cleft (spillover), diffusion in ECS, and
binding to receptors on nearby synapse. This phenomenon is known as “crosstalk” between
synapses. The spillover may also lead to plastic changes, inducing formation of new synapses,
or eliciting the rearrangement of astrocytic processes around the synapse.

58
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(1–3,6–8). These ionic changes may also lead to the synchronization of neuronal activ-
ity and stimulate glial cell function (1–3).

Ionic and volume homeostasis in the CNS is maintained by a variety of mechanisms
present in neurons, as well as in glial cells. It was shown in a number of studies in vivo
and in vitro (1,2,7) that changes in EC K+ concentration ([K+]e), alkaline and acid shifts
in pHe, and decreases in EC Ca2+ concentration ([Ca2+]e) accompany neuronal activity
in different brain regions. For example, in the immediate vicinity of individual neurons
in the mesencephalic reticular formation of the rat, a structure with a high spontaneous-
activity level, dynamic changes in [K+]e have been described. During a burst of sponta-
neous action potentials, K+ accumulates in the close vicinity of the firing cell, and [K+]e

steadily increases by as much as 0.1 mM (9). Most frequently, neuronal activity results
not only in an increase in [K+]e, but also in a decrease in [Ca2+]e and in a rapid EC
alkaline shift, followed by a slower but longer-lasting acid shift (2). After sustained
adequate stimulation of the afferent input, or after repetitive electrical stimulation, the
ionic transients reach a certain steady state, the so-called “ceiling” level (Fig. 3). The
K+ ceiling level found in the adult mammalian cortex is about 7 mM K+ (10), and, in
the mammalian spinal cord 6–8 mM K+ (11,12). The alkaline shifts in mammalian
cortex, cerebellum, or spinal cord do not exceed 0.02 pH units; the acid shifts are about
0.2 pH units (Fig. 3; 2,7,8). When stimulation is continued, a gradual decrease of both
transients, [K+]e and pHe, occurs after the ceiling levels are reached because of homeo-
static mechanisms in neurons and glial cells (Fig. 3). The redistribution of activity-

Fig. 2. Schematic of CNS architecture. The CNS architecture is composed of neurons (N),
axons, glial cells (Glia), cellular processes (G), molecules of the ECM, and intercellular chan-
nels between the cells. This architecture slows down the movement (diffusion) of substances in
the brain, which is critically dependent on the ECS diffusion parameters volume fraction (α),
tortuosity (λ), and nonspecific uptake (k').



60 Syková

related ionic changes is mediated, at least partially, by the Na+,K+-ATPase transport
mechanism, which is located in neurons and in glial cells. Besides the Na+/K+ pump
activity, K+ homeostasis in the ECS is also maintained by three other mechanisms
located in glial cells: K+ spatial buffering, KCl uptake, and Ca2+-activated K+ channels.

The pH changes in the ECS are caused by neurons, as well as by glial cells. There is
now convincing evidence for the neuronal origin of EC alkaline shifts and the glial
origin of activity-related acid shifts (13–15). During early postnatal development, when
glial cell function is incomplete, activity-related pHe and [K+]e changes are substan-
tially different from those observed in adult animals with completed gliogenesis and

Fig. 3. Stimulation-evoked [K+]e and pHe changes during early postnatal development. Rat
spinal cord: Repetitive electrical stimulation of the dorsal root in 3-d-old rats was accompanied
by an alkaline shift, and by an increase in [K+]e. When stimulation was discontinued, a
poststimulation acid shift of smaller amplitude appeared, which was accompanied by a
K+-undershoot. In the 10-d-old rat, the [K+]e increase was smaller, and was accompanied by an
EC acid shift. Chick neostriatum: The effect of taste-aversant methylantranilate (MeA), placed
on the tongue of anesthetized chicks on [K+]e and pHe, recorded in the hyperstriatum ventrale at
postnatal d 3 and 11. In 3-d-old chicks, MeA evoked an alkaline shift; in 11-d-old chicks, only
an acid shift was detected.
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glial cell function. In the neonatal rat spinal cord, stimulation-evoked changes in [K+]e

are much larger than in the adult animal (13). In newborn rats (13) or chicks (16),
alkaline shifts dominate in the ECS, and the acid shifts generated by glia are small.
At postnatal d 10, when gliogenesis in gray matter peaks, the K+ ceiling level decreases,
and stimulation evokes acid shifts in the range of 0.1–0.2 pH unit, which are preceded
by scarcely discernible alkaline shifts, also observed in adult rats (Fig. 3). Stimulation-
evoked alkaline shifts are, in addition, abolished by blocking synaptic transmission
with Mn2+ or Mg2+; acid shifts are unaffected (14). Alkaline shifts resulting from neu-
ronal activity are depressed by the application of the aminobutyric acid (GABA) an-
tagonist, picrotoxin, and by glutamate receptor antagonists and channel blockers,
such as MK801 (noncompetitive N-methyl-D-aspartate receptor antagonist and chan-
nel blocker) and CNQX (competitive α-amino-3-hydroxy-5-methyl-4-isoxazole-
propionate/kainate receptor antagonist) (14,17).

Glial cells play an important role in buffering activity-related alkaline changes in
EC pH. Some of the membrane transport processes regulating intracellular and EC pH,
such as Na+/H+ exchange and Na+/H+/Cl–/HCO3

– co-transport, are present in both neu-
rons and glia; others are specific, either for neurons (e.g., H+ channels, H+ or HCO3

–

permeability of the ionic channels opened by GABA or glutamate) or for glia (e.g., the
voltage-dependent Na+–HCO3

– co-transport and lactate extrusion). The glial cell mem-
brane is also readily permeable to CO2, which reacts with water to form carbonic acid,
which in turn quickly dissociates into water and protons. Some of the membrane trans-
port mechanisms result in alkaline shifts in pHe (acid loaders); others result in acid
shifts in pHe (acid extruders), but it is evident that acid loaders are dominant in neu-
rons, and acid extruders are dominant in glia (2,7,8). EC acid shifts are, therefore, a
consequence of activity-related [K+]e increases. K+-induced glial depolarization results
in an alkaline shift in glial pHi, which leads to the stimulation of classical acid extru-
sion systems in glial cells. Membrane mechanisms responsible for the transport of ions
across the cell membrane are always accompanied by the movement of water, thus
affecting the cell volume and the size of the ECS. Hence, glial cells play an important
role in buffering activity-related alkaline changes in EC pH. This mechanism of nega-
tive feedback control suppresses neuronal excitability (Fig. 4).

The solution in the ECS is, however, not a simple salt solution. It has become appar-
ent that long-chain polyelectrolytes, either attached or unattached to cellular mem-
branes, are present in the ECS. The ECS also contains a number of glycosaminoglycans
(e.g., hyaluronate), glycoproteins, and proteoglycans that constitute the ECM. The
molecular content of the ECM, e.g., chondroitin sulphate proteoglycan, fibronectin,
tenascin, laminin, and so on (5,18), dynamically changes during development, aging,
wound healing, and many pathological processes. ECM molecules are produced by
both neurons and glia. These molecules have been suggested to cordon off distinct
functional units in the CNS (groups of neurons, axon tracts, and nuclear groups).
As shown in Figs. 2 and 4, these large molecules can slow down the movement (diffu-
sion) of various neuroactive substances through the ECS. More importantly, these
molecules can hinder diffusion of molecules, so that they are confined to certain places,
and diffusion to other brain regions will be facilitated.

Other important chemical components of the ECS are substances involved in
metabolism, particularly glucose and dissolved gasses (O2 and CO2). The presence of
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HCO3
– and CO2 forms a powerful buffering system that controls EC and intracellular

pH. The ECS also contains free-radical scavengers, such as ascorbate and glutathione,
which may counteract some potentially lethal products of O2 metabolism. In addition,
the ECS contains amino acids like glutamate and aspartate, catecholamines, indol-
amines such as dopamine and serotonin, various opioid peptides, nitric oxide, and
growth hormones. Transmitters in the ECS bind to extrasynaptically located high-
affinity binding sites on neurons and glia.

Fine cellular processes also produce diffusion barriers and anisotropy (Fig. 2). Glial
cells, when hypertrophied or proliferating, form diffusion barriers (3,19,20), and, in
this way, critically affect the permissiveness of the tissue, synaptic as well as
extrasynaptic (volume) transmission, activity-dependent synaptic plasticity, neuro-
genesis, and regeneration.

3. EXTRASYNAPTIC (VOLUME) TRANSMISSION IN THE CNS

Transmitters that are released nonsynaptically diffuse through the ECS and bind to
extrasynaptic, usually high-affinity, binding sites located on neurons, axons, and glial
cells. This type of extrasynaptic transmission is also called “volume transmission” (VT)
(neuroactive substances move through the volume of the ECS) (3,4,21–23). Popula-
tions of neurons can interact both by synapses and by the diffusion of ions and neu-
rotransmitters in the ECS. Diffusion is therefore the underlying mechanism of VT.
Diffusion parameters are changing throughout life, e.g., during development and aging,
during repeated or prolonged neuronal activity, and in and after pathological states.
This mode of communication by diffusion, and without synapses, is therefore very
plastic, and provides a mechanism of long-range information processing in functions
such as vigilance, sleep, chronic pain, hunger, depression, LTP, LTD, memory forma-

Fig. 4. Schematic of the mechanism of nonspecific feedback suppressing neuronal excitabil-
ity. Active neurons release K+, which accumulates in the ECS, depolarizes glial cells, and
is taken up by glia. In depolarized glial cells, an alkaline shift is evoked by activation of
Na+/HCO3

– cotransport. This alkaline shift in glial pHi causes an acid shift in pHe. EC acidosis
further suppresses neuronal activity. Transmembrane ionic movements are accompanied by
water, and will therefore result in glial swelling. ECS volume decreases lead to a greater
accumulation of ions and neuroactive substances, and to a crowding of molecules in the
ECM of the ECS.
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tion and other plastic changes in the CNS (3). There are distinct types of VT (23).
Besides open synapses, described in Fig. 1, studies using electron microscopy have
shown that peptidergic transmission is mediated by extrasynaptic vesicular release, or
vesicular release from nonjunctional varicosities, when a transmitter is released from
varicosities lacking presynaptic specialization and postsynaptic densities (e.g., cat-
echolaminergic system). Another mechanism for VT is via transmitter uptake carriers.
Ions that diffuse through the ECS can function as intercellular signals, as well as gas-
eous transmitters, e.g., nitric oxide.

3.1. ECS Diffusion Parameters, ECS Inhomogeneity, and Anisotropy

The diffusion of substances in a free medium, such as water or diluted agar, is
described by Fick’s laws. In contrast to a free medium, diffusion in the ECS of the
nervous tissue is hindered by the size of the EC clefts, the presence of membranes, fine
neuronal and glial processes, macromolecules of the ECM, and charged molecules, and
also by cellular uptake (Fig. 2). To take these factors into account, it was necessary to
modify Fick’s original diffusion equations (4,24). First, diffusion in the CNS is con-
strained by the restricted volume of the tissue available for the diffusing particles,
i.e., by the ECS volume fraction (α), which is a dimensionless quantity, and is defined
as the ratio between the volume of the ECS and the total volume of the tissue (α =
VECS/VTOT). It is now evident that the ECS in the adult brain amounts to about 20%
of the total brain volume, i.e., α = 0.2 (Fig. 5). Second, the free-diffusion coefficient
(D) in the brain is reduced by the tortuosity factor (λ). ECS tortuosity is defined as λ
= (D/ADC)0.5, where D is a free-diffusion coefficient and ADC is the apparent diffu-
sion coefficient in the brain (Fig. 2). As a result of tortuosity (in adult brain, λ amounts
to 1.55–1.65), D is reduced to an apparent diffusion coefficient, ADC = D/λ2. Thus,
any substance diffusing in the ECS is hindered by many obstructions. Third, substances
released into the ECS are transported across membranes by nonspecific concentration-
dependent uptake (k'). In many cases, however, these substances are transported by
energy-dependent uptake systems that obey nonlinear kinetics. When these three fac-
tors (α, λ, and k') are incorporated into Fick’s law, diffusion in the CNS is described
satisfactorily (24).

The real-time iontophoretic method is used to determine ECS diffusion parameters
and their dynamic changes in nervous tissue in vitro, as well as in vivo (3,4). In prin-
ciple, ion-sensitive microelectrodes (ISM) are used to measure the diffusion of ions to
which the cell membranes are relatively impermeable, e.g., TEA+, TMA+, or choline.
These substances are injected into the nervous tissue by pressure or by iontophoresis,
from an electrode aligned parallel to a double-barreled ISM at a fixed distance (Fig. 5).
Such an electrode array is made by gluing together a pressure or iontophoretic pipet
and a TMA+-sensitive ISM, with a tip separation of 60–200 µm. In the case of ionto-
phoretic application, TMA+ is released into the ECS by applying a current step of +80–
100 nA, with a duration of 40–80 s. The released TMA+ is recorded with the
TMA+–ISM as a diffusion curve (Fig. 5), which is then transferred to a computer.
Values of the ECS volume, ADCs, tortuosity, and nonspecific cellular uptake are
extracted by a nonlinear curve-fitting simplex algorithm applied to the diffusion curves.

The other methods used to study ECS volume and geometry, e.g., intrinsic optical
signals (IOS), tissue resistance, integrative optical imaging, and nuclear magnetic reso-
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nance (NMR), are less comprehensive, because they only measure relative changes in
the ECS-diffusion parameters, or only some of the three diffusion parameters (25–29).
Integrative optical imaging is used to measure the ADCs of molecules tagged with
fluorescent dye; recordings of IOS, either light transmittance or light reflectance, are
believed to reflect changes in the ECS volume; however, direct evidence is missing.
On the other hand, diffusion-weighted NMR methods provide information only about
the water-diffusion coefficient (30–33). Although a correlation between water-diffu-
sion maps, changes in cell volume, and ECS diffusion parameters has been found, it is
still not well-understood. Our recent experiments suggest that tortuosity can also affect
the ADC of water (34).

Fig. 5. (A) Schema of the experimental arrangement. A TMA+-selective double-barreled
ISM was glued to a bent iontophoresis microelectrode. The separation between electrode tips
was 80–200 µm. (B) TMA+ diffusion curves in the rat somatosensory cortex in vivo, and free
diffusion measured with the same microelectrode array in agar. (C) Typical diffusion curve
recorded in a slice (400 µm) from the human temporobasal cortex of an 18-yr-old woman with
pharmacoresistant epilepsy. (D) Typical diffusion curve in a slice (400 µm) from a human
glioblastoma (grade 4, WHO classification). For each curve, the ECS diffusion parameters,
α (volume fraction) and λ (tortuosity), were extracted by appropriate nonlinear curve fitting.
Experimental and theoretical curves are superimposed in each case. For each figure, the con-
centration scale is linear.
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Using a light-transmittance method (IOS), we recently found that changes in the
ECS volume in brain slices, measured by the TMA method, have a different time-
course than those revealed by IOS. Simultaneous measurements, using IOS and the
TMA method, were used to determine the absolute values of the ECS volume fraction,
α, tortuosity, λ, and nonspecific uptake, k', in the dorsal horns of rat spinal cord slices
(35,36). Cell swelling was evoked by a 45-min exposure to hypotonic solutions,
elevated potassium or glutamate receptor agonists. Hypotonic solution (160 mM/kg),
50 or 80 mM K+, or N-methyl-D-aspartate (10–4 M) induced a decrease in α of 45–85%,
which peaked at 10–15 min; an increase in IOS of 20–35% peaked in the first 5 min.
After the initial peak, IOS quickly decreased to control levels; the changes in α and λ
persisted throughout the application. There was also no correlation with the changes in
ECS tortuosity and uptake. However, the time-course of IOS changes corresponded to
increases in neuronal activity, manifested by transient EC potassium increases. These
data demonstrate that there is no simple correlation between ECS volume and IOS
changes.

Neuroactive substances released constantly into the ECS will accumulate in this
limited volume more rapidly than in free solution. Tortuosity (which is absent in a
free medium) also causes a greater and more rapid accumulation of released sub-
stances. CNS tortuosity reduces the diffusion coefficient for small molecules by a
factor of about 2.5, in many CNS regions. Larger molecules (with a relative molecu-
lar mass above 10 kDa), have a smaller diffusion coefficient than small molecules,
and are significantly more hindered in their diffusion, and therefore exhibit larger
tortuosity (37,38). However, even large proteins, e.g., negatively charged globular
proteins, such as bovine serum albumin (66 kDa), dextrans of 70 kDa, large copoly-
mers of N-(2-hydroxypropyl)methacrylamide (HPMA) polymeric chains with Mr =
1,000,000 and star-like systems, containing either albumin (179,000 Mr) or immuno-
globulin G (319,000 Mr) in the center, with HPMA side branches, developed as water-
soluble anticancer drug carriers still migrate through the narrow interstices of brain
slices (39,40).

ECS diffusion parameters are different in different parts of the CNS. For example,
the TMA+ diffusion parameters in the sensorimotor cortex of the adult rat in vivo are
heterogeneous (14). The mean volume fraction gradually increases from α = 0.19 in
cortical layer II to α = 0.23 in cortical layer VI. These typical differences are apparent
in each individual animal. In subcortical white matter (corpus callosum) the volume
fraction is always lower than in cortical layer VI, often between 0.19 and 0.20 (42,43).
There is also a heterogeneity in the spinal cord, the mean values of the volume fraction
being highest in the ventral horn and lowest in the white matter (44–46). Similar α
values (α = 0.21–0.22) have been found throughout the rat brain. In slices from human
cortex (temporal and frontal lobe), recently obtained α values were not much different:
They ranged between 0.21 and 0.26 (Fig. 5).

By introducing the tortuosity factor into diffusion measurements in the CNS, it soon
becomes evident that diffusion in not uniform in all directions, and that it is affected by
diffusion barriers. This so-called anisotropic diffusion preferentially channels the
movement of neuroactive substances in the ECS in one direction (e.g., along axons),
and may, therefore, be responsible for a certain degree of specificity in VT. Significant
differences in tortuosity have been found in various brain regions, showing that the
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local architecture is significantly different. There is increasing evidence that diffusion
in brain tissue is anisotropic. Isotropy is defined as the state of constant λ in any direc-
tion from a point source; anisotropy indicates a difference in λ along different axes. To
test for anisotropy, the ECS diffusion parameters are measured in three orthogonal
axes: x, y, and z. Indeed, anisotropic diffusion was described using the TMA+ method
in the white matter of the corpus callosum and spinal cord (42,46), as well as in the
gray matter of the molecular layer of the cerebellum (47), in the hippocampus (Fig. 6;
43), and in the auditory, but not in the somatosensory, cortex (20). Using MRI, evi-
dence of anisotropic diffusion in white matter was found in cat brain (48), as well as in
human brain (49), but so far not in the gray matter. It can, however, be concluded that
not only the diffusion of molecules, such as TMA+ or dextrans, but even the diffusion
of water, is hindered by various cellular structures. Because of the distinct diffusion
characteristics, the EC molecular traffic will be different in various brain regions.

The anisotropy of white and gray matter could enable different modes of diffusion
transmission in these regions. Anisotropy changes during development, aging, and
pathological states (50,51). Recently we obtained evidence that changes in anisotropy
during development, aging, and pathological states are mediated by various structures,
including neurons, dendrites, axons, glial processes, myelin sheaths, and ECM. These
variations in molecular structures can affect the migration of substances in the ECS
(e.g., preferred diffusion in one direction is lost), and may, therefore, account for an
impairment of VT (see Subheading 3.2.).

Fig. 6. Effect of repetitive electrical stimulation of dorsal root on the ECS volume, EC potas-
sium increase, and pHe in the dorsal horn of an isolated frog spinal cord. Current (40 nA) was
applied with an iontophoretic pipet filled with TEA+. Top records show TEA+ diffusion
curves recorded using real-time iontophoretic method, and changes in EC potassium (∆[K+]e)
induced by repetitive stimulation (30 Hz, 60 s). pHe: concomitantly recorded pHe changes with
pH-sensitive microelectrode.



Plasticity of ECS 67

3.2. Activity-Related Changes in ECS Volume and Geometry

Transmembrane ionic fluxes during neuronal activity are accompanied by the
movement of water and cellular, particularly glial, swelling. Changes in ECS diffu-
sion parameters (ECS volume decrease, tortuosity increase, and ADC decrease) are a
consequence of activity-related transmembrane ionic shifts and cellular swelling
(52,53). In the spinal cord of the rat or frog, adequate repetitive electrical stimula-
tion results in an ECS volume decrease from about 0.24 to 0.12–0.17, i.e., the ECS
volume decreases by as much as 30–50% (Fig. 7). The ECS volume in the spinal
dorsal horn of the rat also decreases by 20–50%, after injury of the ipsilateral hind
paw evoked by subcutaneous injection of turpentine, or after thermal injury. The changes
in ECS diffusion parameters therefore persist for many minutes (30 min after electri-
cal stimulation, or even 120 min after peripheral injury) after stimulation has ceased
(Fig. 7), suggesting long-term changes in neuronal excitability, neuron–glia commu-
nication, and VT.

3.3. Mechanisms of ECS Volume and Geometry Changes:
Role of Glia and Extracellular Matrix

Astrocyte swelling is an early event in numerous pathological states, accompanied
by an elevation of [K+]e and a decrease in EC osmolarity (54). It was also shown that,
in the isolated turtle cerebellum exposed to hypotonic medium, volume fraction
decreased to 0.12; in hypertonic medium, it increased to as much as 0.60 (38). Cell
swelling and astrogliosis (manifested as an increase in glial fibrillary acidic protein
[GFAP]) were also evoked in isolated rat spinal cords of 4–21-d-old rats, by incuba-
tion in either 50 mM K+ (Fig. 6) or hypotonic solution (235 mOsmol kg). Application
of K+ or hypotonic solution resulted, at first, in a decrease in the ECS volume frac-
tion, then in an increase in tortuosity in spinal gray matter (20). These changes
resulted from cell swelling, since the total water content in spinal cord was
unchanged, and the observed changes were blocked in a Cl–-free solution, and slowed
down by furosemide and bumetanide application. During a continuous 45-min appli-
cation, α and λ often start to return toward control values, apparently as the result of
the shrinkage of previously swollen cells, since total water content remains
unchanged. This return is blocked by the gliotoxin fluoroacetate, suggesting that most
of the changes are caused by the swelling of glia. A 45-min application of 50 mM K+,
and, to a lesser degree, of hypotonic solution, evokes astrogliosis, which persists after
washing out these solutions with physiological saline. During astrogliosis, λ increases
again to values as high as 2.0, while α either returns to, or increases above, control
values. This persistent increase in λ after washout is also found in white matter.
These data show that glial swelling and astrogliosis are associated with a persistent
increase in ECS diffusion barriers.

Many pathological processes in the central nervous system are accompanied by a loss
of cells or neuronal processes, astrogliosis, demyelination, and changes in the extracellu-
lar matrix, all of which may affect the apparent diffusion coefficients of neuroactive
substances. Several animal models have been developed to study changes in ECS diffu-
sion parameters. Brain injury of any kind elicits reactive gliosis, involving both hyper-
plasia and hypertrophy of astrocytes, which show intense staining for GFAP (55).
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Fig. 7. TMA+ diffusion curves under different experimental conditions. For each curve, the
ECS diffusion parameters, α (volume fraction) and λ (tortuosity), were extracted by appropri-
ate nonlinear curve fitting. Experimental and theoretical curves are superimposed in each case.
For each figure, the concentration scale is linear. (A) Typical recordings obtained in rat cortex
at postnatal d (P) 4 and 21. Values of α and λ are shown with each record. Note that, the larger
the curve, the smaller the value of α. (B) In the corpus callosum diffusion in the direction
perpendicular to the orientation of the axons (y- and z-axes) is compromised by the number of
myelin sheaths. (C and D) Diffusion parameters in the hippocampus dentate gyrus of a young
adult (C) and an aged rat (D). Note the anisotropic diffusion in the dentate gyrus of a young
adult rat. TMA+ diffusion curves (concentration-time profiles) were measured along three
orthogonal axes (x, mediolateral; y, rostrocaudal; z, dorsoventral). The slower rise in the z than
in the y direction, and in the y than in the x direction, indicates a higher tortuosity and more-
restricted diffusion. The amplitude of the curves shows that TMA+ concentration is higher along
the x-axis than along the y- and z-axes (λx, λy, λz). Actual ECS volume fraction, α, is ~0.2.
(D) In an aged rat, diffusion curves are higher, showing that α is smaller and anisotropy is
almost lost. (E) Typical diffusion curves obtained in adult rat cortex in vivo (lamina V) during
normoxia, and in the same animal 10 min after cardiac arrest (anoxia). Note the decreases
in α and increase in λ during anoxia. (F) The effect of 50 mM K+ on ECS diffusion param-
eters in spinal cord gray matter as measured in 10–13-d-old rats. Note the decrease in α and
increase in λ, resulting from K+-evoked cell swelling.
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Fig. 8. ECS volume fraction (α), tortuosity (λ), and apparent diffusion coefficient of water
(ADCW), as measured by the TMA method and diffusion-weighted NMR. (A) Experimental
setup for TMA diffusion measurements. (B) The ECS volume fraction and tortuosity, as
measured by the TMA method, revealed a significant increase 7 d after the cortical stab
wound. α increased only in the vicinity of the wound (up to 1000/µm from the wound);
tortuosity was increased in the whole ipsilateral hemisphere. (C) Pseudocolor images show
ADCW maps of rat brain in a control animal, and 7 d after a cortical stab wound. Significant
decreases in ADCW were found in the entire ipsilateral hemisphere, including the auditory
cortex, which corresponded to an increase in chondroitin sulphate immunostaining (not
shown).
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Astrogliosis is also a typical characteristic of cortical stab wounds in rodents (55). The
lesion is typically accompanied by an ECS volume increase and a substantial tortuosity
increase to mean values of α of ~0.26 and λ of ~1.77 (Fig. 8; 19).

ECM molecules and other large molecules can also affect the tortuosity of the ECS.
Their possible effects on changes in TMA+ diffusion parameters have been studied in
rat cortical slices (37,39,40,56), and in isolated rat spinal cord (57). Superfusion of the
slice or spinal cord with a solution containing either 40- or 70-kDa dextran or hyalu-
ronic acid (HA) results in a significant increase in λ. In standard physiological solu-
tion, λ is ~1.57; in a 1 or 2% solution of 40- or 70-kDa dextran, λ increases to
~1.72–1.77. Application of a 0.1% solution of HA (1.6 × 106 Da) results in an increase
in λ to ~2.0. α is either unchanged or decreases by only about 10%, suggesting that
these substances have no effect on cell volume and the viability of the preparation.
Experiments on tenascin-R knockout mutant mice also revealed remarkable decreases
in both α and λ (Syková et al., unpublished results).

Modification of the extracellular matrix can also be achieved by enzymatic treat-
ment. Chondroitin sulphate proteoglycans are essential components of the extracellular
matrix, forming so-called perineuronal nets surrounding neurons in cortex and hippoc-
ampus. There is increasing evidence that NCAM, the protein backbone of polysialic
acid, is involved in synaptic plasticity. Polysialic acid, which is almost exclusively
carried by NCAM, is a major modulator of cell adhesion, and is high in areas of con-
tinuous neurogenesis, neuronal migration, neurite extension, and synapse formation. It
has been found that mice treated with chondroitinase ABC, or with antibodies against
NCAM, and transgenic mice lacking the NCAM gene, have impaired LTP (58). It has
also been demonstrated that hydrated polysialic acid influences a sufficiently large
volume at the cell surface to exert broad steric effects, and that the removal of polysialic
acid causes a detectable change in the intercellular space. A single intracortical injec-
tion of endoneuroaminidase NE (10 U/L, 5 µU) evoked a significant decrease in tortu-
osity in the ipsilateral hemisphere 2 h after injection, and this effect persisted at 24 h
(50). A decrease in tortuosity and a loss of anisotropy, which may be attributed to
changes in the ECM, have also been found during aging (see Subheading 3.4.). These
results suggest that bigger molecules, such as 40- and 70-kDa dextran, hyaluronic acid
and molecules of the ECM may slow the diffusion of small molecules, such as TMA+

(74 Da), ions, neurotransmitters, metabolites, and so on, in the ECS.
It is therefore possible to assume that regularly found changes in glia and ECM

affect VT during physiological, as well as pathological states, and that such ECS plas-
ticity can also contribute to brain plasticity.

3.4. Extracellular Space Diffusion Parameters During Development

Compared to healthy adults, ECS diffusion parameters are significantly different dur-
ing postnatal development (41,42,46,59). The ECS volume in the cortex is about twice as
large (α = 0.36–0.46) in the newborn rat as in the adult rat (α = 0.21–0.23); the tortuosity
increases with age (Fig. 7). The reduction in the ECS volume fraction correlates well
with the growth of blood vessels. The larger ECS in the first days of postnatal develop-
ment can be attributed to incomplete neuronal migration, gliogenesis, and angiogenesis,
and to the presence of large extracellular matrix proteoglycans, particularly hyaluronic
acid, which, because of the mutual repulsion of its highly negatively charged branches,
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occupies a great deal of space, and holds cells apart. In rat spinal cord gray matter, α
decreases with neuronal development and gliogenesis, from postnatal d 4 to 12, by about
15%; while λ significantly increases, showing that the diffusion of molecules becomes
more hindered with age. The large ECS channels during development may allow the
migration of larger substances (e.g., growth factors), and provide better conditions for
cell migration during development. On the other hand, the large ECS in the neonatal
brain could significantly dilute ions, metabolites, and neuroactive substances released
from cells, relative to release in adults, and may be a factor in the prevention of anoxic
injury, seizure, and spreading depression in young individuals. The diffusion parameters
could also play an important role in the developmental process itself. Diffusion param-
eters are substantially different in myelinated and unmyelinated white matter (42,46).
Isotropic diffusion is found in the corpus callosum and spinal cord white matter of young
rats with incomplete myelination. In myelinated spinal cord and corpus callosum, the
tortuosity is higher (the apparent diffusion coefficient is lower), when TMA+ diffuses
across the axons than when it diffuses along the fibers (Fig. 7).

3.5. ECS Diffusion Parameters During Aging

In the mammalian brain, higher cognitive functions such as learning and memory,
depend on the circuits that run through the hippocampus. Until recently, learning
deficits during aging have been associated with neuronal degeneration and synaptic
inefficiency. However, recent observations of a lack of hippocampal cell loss in aged
humans, monkeys, and rats (60–62) suggest that age-related functional change in the
nervous system may not necessarily be a sign of degenerative pathology. The ques-
tion thus arises whether learning deficits during aging also involve the impairment
of extrasynaptic or “volume” transmission, VT, i.e., the diffusion of neuroactive sub-
stances in the ECS.

The ECS diffusion parameters, α, λx,y,z, and k', were measured in the cortex, corpus
callosum and hippocampus (CA1, CA3, and in dentate gyrus). If diffusion in a particu-
lar brain region is anisotropic, then the correct value of the ECS volume fraction cannot
be calculated from measurements done only in one direction. For anisotropic diffusion,
the diagonal components of the tortuosity tensor are not equal, and generally its
nondiagonal components need not be zero. Nevertheless, if a suitable referential frame
is chosen (i.e., if one measures in three privileged orthogonal directions), neglecting
the nondiagonal components becomes possible, and the correct value of the ECS size
can thus be determined (43,47). Therefore, TMA+ diffusion was measured in the ECS,
independently, along three orthogonal axes (x, transversal; y, sagital; z, vertical). In all
three regions (cortex, corpus callosum, and hippocampus), the mean ECS volume
fraction, α, was significantly lower in aged rats (26–32 mo old), ranging from 0.17 to
0.19, than in young adults (3–4 mo old), in which α ranged from 0.21 to 0.22 (Fig. 7).
Nonspecific uptake k' was also significantly lower in aged rats. There is a loss of
anisotropy in the aging hippocampus, particularly in the CA3 region and the dentate
gyrus (63).

Morphological changes during aging include cell loss, loss of dendritic processes,
demyelination, astrogliosis, swollen astrocytic processes, and changes in the  extra-
cellular matrix. It is reasonable to assume that there is a significant decrease in the ADC

of many neuroactive substances in the aging brain, which accompanies astrogliosis and
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changes in the  extracellular matrix. One explanation as to why α, in the cortex, corpus
callosum and hippocampus of senescent rats, is significantly lower than in young adults
could be astrogliosis in the aged brain. Increased GFAP staining and an increase in the
size and fibrous character of astrocytes have been found in the cortex, corpus callosum
and hippocampus of senescent rats, which may account for changes in the ECS volume
fraction (63). Other changes could account for the decreases in λ values, and for the
disruption of tissue anisotropy. In the hippocampus in CA1 and CA3, and in the dentate
gyrus, we have observed changes in the arrangement of fine astrocytic processes. These
are normally organized in parallel in the x–y plane, and this organization totally disap-
pears during aging. Moreover, the decreased staining for chondroitin sulfate proteoglycans
and for fibronectin, suggests a loss of  extracellular matrix macromolecules (63).

Because α is lower in aging rats, we expected some differences in the ECS diffusion
parameter changes during ischemia in senescent rats. Indeed, the final values of α, λ,
and k' induced by cardiac arrest are not significantly different between young and aged
rats; however, the time-course of all changes is faster in aged animals (63). Faster
changes in ECS volume fraction and tortuosity in nervous tissue during aging can con-
tribute to a faster impairment of signal transmission, e.g., faster accumulation of ions
and neuroactive substances released from cells and their slower diffusion away from
the hypoxic/ischemic area in the more compacted ECS.

Our recent study also revealed that the degree of learning deficit during aging corre-
lates with the changes in ECS volume, tortuosity, and nonspecific uptake (64). The
hippocampus is well-known for its role in memory formation, especially the declara-
tive memory. It is therefore reasonable to assume that diffusion anisotropy, which
leads to a certain degree of specificity in extrasynaptic communication, may play an
important role in memory formation. There was a significant difference between mildly
and severely behaviorally impaired rats (rats were tested in a Morris water maze), which
was particularly apparent in the hippocampus. The ECS in the dentate gyrus of severely
impaired rats was significantly smaller than in mildly impaired rats. Also, anisotropy
in the hippocampus of severely impaired rats, particularly in the dentate gyrus, was
greatly reduced; a substantial degree of anisotropy was still present in aged rats with a
better learning performance. Anisotropy might be important for extrasynaptic trans-
mission by channeling the flux of substances in a preferential direction. Its loss may
severely disrupt volume transmission in the CNS, which has been suggested to play an
important role in memory formation (4,63). Chondroitin sulfate proteoglycans partici-
pate in multiple cellular processes (65), including axonal outgrowth, axonal branching,
and synaptogenesis, which are important for the formation of memory traces.

What is the functional significance of the observed changes in ECS diffusion param-
eters during aging? We suggest that the alterations in hippocampal diffusion param-
eters seen in aged animals with severe learning deficits may account for the learning
impairment, either because of their effect on VT (4) or on crosstalk between synapses,
which has been suggested to be involved in LTP and LTD (66), or on both. Anisotropy,
which, particularly in the hippocampus and corpus callosum, may help to facilitate the
diffusion of neurotransmitters and neuromodulators to regions occupied by their high-
affinity extrasynaptical receptors, might have crucial importance for the specificity of
signal transmission. The importance of anisotropy for the “spill-over of glutamate,” for
crosstalk between synapses, and for LTP and LTD has been proposed (66,67). The
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observed loss of anisotropy in senescent rats could therefore lead to impaired cortical
and, particularly, hippocampal function. The decrease in ECS size could be respon-
sible for the greater susceptibility of the aged brain to pathological events, such as
ischemia, cell death during anesthesia (63), the poorer outcome of clinical therapy, and
the more limited recovery of affected tissue after insult.

3.6. ECS During Pathological States

Pathological states are accompanied by a lack of energy, seizure activity, the exces-
sive release of transmitters and neuroactive substances, neuronal death, glial cell loss or
proliferation, glial swelling, the production of damaging metabolites, including free radi-
cals, and the loss of ionic homeostasis. Others are characterized by inflammation, edema,
or demyelination. It is therefore evident that they will be accompanied not only by
substantial changes in ECS ionic composition (1,2), but also by various changes in
ECS diffusion parameters, according to the different functional and anatomical changes.

3.6.1. Anoxia/Ischemia

Dramatic K+ and pHe changes occur in the brain and spinal cord during anoxia
and/or ischemia (2,44,68). Within 2 min of respiratory arrest in adult rats, blood pres-
sure begins to increase and pHe begins to decrease (by about 0.1 pH U); [K+]e remains
unchanged. With the subsequent blood pressure decrease, the pHe decreases by 0.6–
0.8 pH U, to pH 6.4–6.6. This pHe decrease is accompanied by a steep rise in [K+]e to
about 50–70 mM; decreases in [Na+]e to 48–59 mM, [Cl–]e to 70–75 mM, [Ca2+]e to
0.06–0.08 mM, and pHe to 6.1–6.8; an accumulation of excitatory amino acids; a nega-
tive DC slow potential shift; and a decrease in ECS volume fraction to 0.04–0.07. The
ECS volume starts to decrease when the blood pressure drops below 80 mmHg and
[K+]e rises above 6 mM (44).

Figure 7 shows that during hypoxia and terminal anoxia, the ECS volume fraction in
the rat cortex decreases from 0.20 to 0.05; tortuosity increases from about 1.5 to about
2.0 (44). The same ultimate changes have been found in all neonatal, adult, and aged
rats, in gray and white matter, in the cortex, corpus callosum and spinal cord. However,
the time-course in white matter is significantly slower than in gray matter; and the
time-course in neonatal rats is about 10× slower than in adults (59). Linear regression
analysis reveals a positive correlation between the normoxic size of the ECS volume
and the time-course of the changes. This corresponds to the well-known resistance of
the immature CNS and the greater susceptibility of the aged brain to anoxia.

In studies using diffusion-weighted 1H MRS/MRI, the apparent diffusion coeffi-
cient of water (ADCW) was measured during terminal anoxia in rats. Anoxia evokes
similar decreases in the apparent diffusion coefficient of ADCW (measured by the NMR
method) and ADCTMA (measured by the TMA method). A comparison of the decreases
in ADCW and ADCTMA, in rats 8–9 d of age, revealed the same time-course, both corre-
sponding to the decrease in ECS volume fraction. Although water moves freely across
the cellular membranes, TMA+ stays predominantly in ECS. Since the total amount of
tissue water is not believed to increase (33), this study shows that changes in the ADC

of brain tissue water measured by diffusion-weighted in vivo MR techniques reflect
extra- and intracellular volume changes resulting from a water shift from the extra- to
the intracellular compartment.
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3.6.2. Brain Injury

A stab wound of the rodent brain is a well-characterized and common model of
reactive gliosis, which can impose diffusion barriers in the CNS, because of the hyper-
trophy of astrocytic processes and an increased production of extracellular matrix com-
ponents (55,69,70). We compared two different methods for revealing diffusion
changes in the rat cortex after injury: the TMA method and diffusion-weighted MR.
TMA and MR measurements were performed in the cortex of adult rats from d 3 to d 35
after a unilateral sterile cut through the cortex. Severe astrogliosis is found close to the
injury site (up to 1 mm), and mild astrogliosis up to 2 mm from the wound in the
ipsilateral cortex, but no astrogliosis is found in the auditory cortex or in the con-
tralateral hemisphere. In contrast to GFAP staining, immunostaining for chondroitin-
sulfate preoteoglycan increases in the whole ipsilateral hemisphere (50,71). The mean
values of α, ADCTMA, and ADCW in the contralateral hemisphere were not significantly
different from those in nonlesioned, control animals. In the astrogliotic cortex, less
than 1 mm distant from the wound, the mean values of α are significantly higher (α =
0.26); the mean values of ADCTMA are lower: 0.42 × 10–5 cm2/s. The more distant from
the wound, the less the values of α and ADCTMA differ from control values. On the
other hand, ADCW is significantly lower in the whole ipsilateral hemisphere, particu-
larly in the auditory cortex: ADCW = 0.55 × 10–5 cm2/s. We conclude that an increase in
diffusion barriers, manifested by the decrease of both ADCTMA and ADCW, occurs
throughout the entire cortex of the wounded hemisphere, without significant changes
in ECS volume. The changes are related to astrogliosis, particularly in and closely
around the injured area, and to an increase in the extracellular matrix, which occurs
throughout the entire hemisphere.

3.6.3. Demyelination

Changes in the ECS diffusion parameters are found in the spinal cord of rats during
myelination, as well as demyelination, e.g., during experimental autoimmune encepha-
lomyelitis (EAE), an experimental model of multiple sclerosis (45), (EAE), which is
induced by the injection of guinea-pig myelin basic protein and results in typical mor-
phological changes in the CNS tissue, namely, demyelination, an inflammatory reac-
tion, astrogliosis, BBB damage, and paraparesis, at 14–17 d postinjection. Paraparesis
is accompanied by increases in α in the dorsal horn, in the intermediate region, in the
ventral horn, and in white matter from ~0.18 to ~0.30. The λ in the dorsal horn and the
intermediate region significantly decreases, and k' decreases in the intermediate region
and the ventral horn (45). There is a close correlation between the changes in ECS
diffusion parameters and the manifestation of neurological abnormalities.

These results suggest that the expansion of the ECS alters diffusion parameters in
inflammatory and demyelinating diseases, and may affect the accumulation and move-
ment of ions, neurotransmitters, neuromodulators, and metabolites in the CNS, in these
disorders, possibly by interfering with axonal conduction.

3.6.4. Brain Tumors

Cancer is the second leading cause of death in many industrialized countries, and
malignant brain tumors, particularly the gliomas, are among the deadliest of tumors:
Many patients, including children, die within 2 yr. Only recently have new basic find-
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ings been made about tumor cell division, differentiation, and migration, the relation-
ship between glial cells and gliomas, the existence of multiple glial precursor cell popu-
lations, and new insights into the developmental biology of glial cells. One of the
recently discussed issues is the existence of CNS-specific extracellular matrix proteins,
e.g., brain-enriched hyaluronan binding proteins and brevican, which are expressed at
high levels during initial gliogenesis, and also in all types and grades of human gliomas
(72). Hyaluronan binding proteins (BEHAB) help cells to move through tissue during
development, and have also been associated with invasive cancers. It has also been
suggested that the migration of cells could be critically dependent on their shape and
size, their binding to various proteins in the ECS, such as hyaluronan-binding protein,
which can boost the invasiveness of tumors, and on the size and geometry of the ECS.
The delivery of drugs to tumors is affected by the permeability of the blood–brain
barrier, their diffusion through the ECS in normal and malignant tissue, and their side
effects on healthy cells surrounding the tumor. It is therefore crucial to quantify the
size, composition, and geometry of the ECS, because these factors critically affect cell
migration and the diffusion of substances in the brain (3,4).

Older studies, particularly using sucrose space and electron microscopic methods,
showed that the visible EC compartment is larger in brain tumors, particularly in glio-
mas, than in normal brain tissue (73,74). However, these methods resulted either in
small values for the size of the ECS, because of tissue shrinkage during fixation and
embedding, or did not allow one to measure the absolute values of ECS size and geom-
etry, or to follow the diffusion of molecules of different sizes and shapes. Increased
ECS, along with the above mentioned ECM proteins, could allow cells to migrate more
easily in tumors and into surrounding tissue. Shrinkage of the ECS and ECM proteins
could slow or substantially limit the diffusion and migration of cells.

To quantify ECS size, geometry, and diffusion properties in tumors (particularly
malignant gliomas), TMA measurements were performed in slices from surgically
removed pieces of patients’ brains. We found that, the more malignant the glioma, the
more dramatic the increase in ECS volume. In many brain slices from glioblastomas
(grade 4, WHO classification system), the ECS volume is as large as 37–46% of total
tissue volume (Fig. 5). There is also a significant increase in tortuosity, which may be
caused either by the frequently observed astrogliosis or by changes in the ECM. It is
therefore reasonable to assume that ECS composition, volume, and geometry play an
important role in cancer malignancy and invasiveness. The size of the ECS in malig-
nant tumors, and their geometry and structure, could be taken into account during thera-
peutic drug delivery.

3.6.5. Grafted Tissue and Regeneration

Both α and λ are increased in cortical grafts of fetal tissue transplanted to the mid-
brain, where severe astrogliosis, compared to host cortex, is found, but not in fetal
grafts placed into the cavity of the cortex, where only mild astrogliosis occurs (75).
Another characteristic feature of cortical grafts into the midbrain is the variability of
α and λ. The different values found at various depths of the graft correlate with the
morphological heterogeneity of the graft neuropil. These measurements show that, even
when the ECS in gliotic tissue or in cortical grafts is larger than in normal cortex, the
tortuosity is still higher, and the diffusion of chemical signals in such tissue may be
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hindered. Limited diffusion may also have a negative impact on the viability of grafts
in host brains. Compared to host cortex, immunohistochemistry shows myelinated
patches and a larger number of hypertrophic astrocytes in areas of high λ values, sug-
gesting that more numerous and/or thicker glial cell processes may be the cause of
increased tortuosity.

Extrasynaptic VT of dopamine plays an important role in Parkinson’s disease. The
6-hydroxydopamine rat model of Parkinson’s was used to study how the grafting of
fetal dopaminergic cells affects diffusion of dopamine from a graft into the striatum in
vivo (76). Lesioned rats were divided into three groups: They either received grafts of
E14 cell suspensions of ventral midbrain, shamgrafts (saline injection), or remained
untreated. Age-matched nonlesioned rats served as controls. The cells for intrastriatal
transplantation (100,000 in 4 µL) were unilaterally distributed by either two deposits
by a metal cannula (macrografts) or eight deposits by a glass capillary (micrografts).
The degree of lesion, the survival, function of transplants, and astrogliosis were stud-
ied by amphetamine-induced rotational behavior, and by immunohistochemistry of
tyrosine hydroxylase and GFAP. We found a functional recovery, good survival of
tyrosine hydroxylase-positive cells, and astrogliosis in grafted rats 3–5 mo after graft-
ing. Prior to diffusion studies, grafts were localized by T2 or diffusion-weighted MR,
rats were anesthetized, and TMA diffusion parameters investigated in the striatum.
In nongrafted rats, α and λ were unchanged, compared to controls, and k' decreased.
In both grafted and shamgrafted rats, α increased, and k' remained decreased, sug-
gesting a lower density of cells in injured tissue. λ increased in the grafts and in the
tissue adjacent to them. The increase in ECS diffusion barriers corresponded to
astrogliosis in and around the grafts. The increase of EC tortuosity therefore suggests
an impediment of dopamine VT from the grafts (particularly for macrografts) into
the lesioned striatum.

4. CONCLUSION

Brain plasticity is defined as the adaptive capacity of the brain: its ability to modify
its own structural organization and function. We suggest that brain plasticity also
includes changes in ECS volume and geometry, up- and downregulation of extra-
synaptic receptors, and reorganization of areas without hard-wired circuitry changes.
There is increasing evidence that long-term changes in the physical and chemical
parameters of the ECS accompany many physiological and pathological states. The
acute, or relatively fast, changes in the size of the intercellular channels are apparently
a consequence of cellular (particularly glial) swelling. An abrupt ECS volume decrease
may cause cellular or molecular crowding, which can lead to an acute increase in tortu-
osity. Long-term, or even permanent, changes in ECS diffusion parameters would
require either permanent changes in the size of the intercellular channels, changes in
ECM molecules, or changes in the number and thickness of cellular processes. Avail-
able data suggest that, in some pathophysiological states, α and λ behave as indepen-
dent variables. A persistent increase in λ (without a decrease in ECS volume) is always
found during astrogliosis and in myelinated tissue, suggesting that glial cells can form
diffusion barriers, render the nervous tissue less permissive, and play an important role
in signal transmission, tissue regeneration, and pathologic states. This observation has
important implications for understanding the function of glial cells. The ECM appar-
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ently also contributes to diffusion barriers and to diffusional anisotropy, particularly
since its loss, e.g., during aging, correlates with a tortuosity decrease and a loss of
anisotropy. Various changes, transient or permanent, in glial cell morphology and in
the ECM (which accompany physiological and pathological states), alter the diffusion
properties of the ECS, which in turn affects the communication efficacy between the
nerve cells. One critical plasticity-related question, which is important for rehabilita-
tion and tissue repair, is the following: What factors affect the adaptation and reorgani-
zation capacity of the adult CNS? In answering this question, extrasynaptic VT
plasticity should be taken into account, because new functional connections can be
achieved by facilitation of VT (i.e., diffusion of neuroactive substances), and by the
development of new extrasynaptic receptors.
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Transmitter–Receptor Mismatches

in Central Dopamine, Serotonin,
and Neuropeptide Systems

Further Evidence for Volume Transmission

A. Jansson, L. Descarries, V. Cornea-Hébert,
M. Riad, D. Vergé, M. Bancila, L. F. Agnati, and K. Fuxe

1. INTRODUCTION

In the central nervous system (CNS), the existence of neurotransmitter-defined neu-
rons, with projections showing a regional distribution distinctly separate from that of
the corresponding receptors on target cells, represents a compelling argument in favor
of volume transmission (VT). Such mismatches imply that the transmitter reaches its
functional targets by diffusion into the extracellular space (ECS) (1–4), as initially
postulated to be the case for cortical monoamines released from axon terminals (vari-
cosities) often lacking synaptic membrane specializations (5; for review, see refs. 6
and 7). In the past 10 yr, it has been further realized that the VT modality may also
apply to entirely synaptic neuronal systems, such as those using γ-aminobutyric acid and
glutamate, in which spillover of transmitter beyond synaptic clefts has been
described (8–10). This chapter focuses on recent immunofluorescence, confocal laser,
and immunoelectron microscopic (IEM) observations, which illustrate the diversity of
topological relationships between dopamine (DA)-, serotonin (5-hydroxytryptamine
[5-HT])-, and neuropeptide (NP)-containing neurons and their receptors in various
regions of the brain. The clinical relevance of some of these data is also emphasized
(11). Noradrenaline and acetylcholine systems are not considered here, since they have
been recently reviewed elsewhere (7,12,13). In each of these transmitter-defined sys-
tems, and presumably many others, the bulk of the data supports the view that VT plays
a major role throughout the CNS.

2. DOPAMINE (DA) SYSTEM

In several DA-innervated regions, which have not all been systematically examined
for the synaptic frequency of their DA varicosities, the evidence for VT comes mostly
from some of the striking mismatches observed by light microscopic immunocytochem-
istry between these axon terminals and DA receptors, and from IEM observations on
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the subcellular distribution of the latter, combined or not with a simultaneous visual-
ization of the DA terminals.

A detailed immunofluorescence analysis of the distribution of D1 and D2 receptors,
in relation to tyrosine hydroxylase (TH)- and DA transporter-labeled elements has
recently been carried out in the rat nucleus accumbens (14). In the dorsomedial part of
the shell of this nucleus, the existence of patches with a high density of D1 receptors,
but a low density of D2 receptors, TH, and DA transporter were demonstrated (Figs. 1
and 2). In contrast, these D1-rich, but poorly DA-innervated, patches were surrounded
by a high density of TH-containing nerve terminals, coincident with the distribution of
D2 receptors. These D1-rich patches formed a continuous tubular-shaped network
through the shell of the nucleus, suggesting that its population of D1-bearing neurons
may be modulated by DA released and having diffused from surrounding DA nerve
terminals.

Extensive observations were also made in the islands of Calleja complex (ICC),
which consists of dense aggregations of small granule cells (7–9 µm), closely grouped
together and showing somatic appositions compatible with ephaptic (electrical) cou-
pling (15). A recent study (16) has shown that activation of D3 receptors in the ICC
results in the formation of gap junctions between its granule cells. The DA afferents
from the substantia nigra and ventral tegmental area do not reach into the ICC, but
mostly form a dense network around its islets (17,18). Only a few fine DA fibers enter
the core of the islets (see ref. 19), as also described previously for cholecystokinin and
substance P (SP) fibers (20). Abundant D3-receptor mRNA and a high density of D3

receptor binding sites are present in most ICC granule cells (21–25). D1 receptors are
also expressed in these cells, as indicated by high D1 mRNA levels, a high density of
D1 receptor binding sites, and functional responses to D1 receptor activation (26–29).
The presence of these two DA receptor subtypes, away from the corresponding affer-
ents, strongly argues in favor of VT/modulation by DA in the ICC.

In the neostriatum of rat, the asynaptic nature of 60–70% of DA terminals, identified
electron microscopically after [3H]DA uptake autoradiography or DA immuno-
cytochemistry (30), has provided a strong indication of a dual mode of communication,
diffuse as well as synaptic. A major extrasynatic localization of D1 and D2 receptors
has been described in several parts of the basal ganglia of rat, monkey, and human
(28,31,32). In rat neostriatum, it has been emphasized that a majority of membrane-
associated D1 or D2 receptors were located along portions of dendrites lacking a synap-
tic input. Extracellular (EC) DA concentrations are presumably sufficient to activate
high-affinity D1 and D2 receptors in the basal ganglia (33), especially in view of the
increases in EC efflux of DA associated with burst firing (34). It has been calculated
that the distance traveled by DA molecules in the ECS might be on the order of 10 µm
during one half-life (33,35). This could allow DA, released from nonjunctional vari-
cosities and spilling over from synaptic varicosities, to exert its influence on several
thousand neighboring axon terminals or dendritic spines, provided that these potential
targets are endowed with high-affinity DA receptors (for bases of this estimate, see ref. 12).

The major mechanism for terminating EC DA signaling is the plasma membrane
transporter for DA (36), located along all parts of DA neurons, but outside synapses
(37,38). Intraregional differences in the release of DA have already been documented
in the neostriatum of adult rat (39,40), presumably corresponding to the islands and
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Fig. 1. Patches of D1 receptor-immunoreactivity in the shell of the nucleus accumbens
(bregma 1.5 mm; adult rat). As shown in (A), these form rostrocaudally running bands on
consecutive sections. Note the lack of immunoreactivity to D2 receptor (B) and TH (C) in the
corresponding areas of adjacent 10-µm-thick sections. Calbindin immunoreactivity is weak in
this region (D). Immunofluorescence microphotographs. Scale bar = 100 µm.
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Fig. 2. Double immunofluorescence labeling with a polyclonal D1 receptor Ab and a
mouse monoclonal TH Ab in the shell of nucleus accumbens (11-day-old rat). Arrows des-
ignate the patches of strong D1-immunoreactivity (A,C,E) and low TH-immunoreactivity
(B,D,F). (For details, see ref. 14). Scale bar = 100 µm.



Transmitter-Receptor Mismatches 87

matrix of hyperdense and dense DA innervation, respectively (41). A similar heteroge-
neity might be expected in the nucleus accumbens, in view of its patchy DA innerva-
tion. Moreover, a higher density of plasmalemmal transporter immunoreactivity has
been reported on DA axons in the core vs the shell of the nucleus accumbens (38).
Recent IEM observations (42) on DA (TH-immunostained) terminals in the prelimbic
division of rat prefrontal cortex have shown that the membrane transporter for DA
predominates on preterminal or intervaricose axon segments, compared to axon vari-
cosities. Such a location of the DA transporter away from release sites may be in keep-
ing with the even greater diffusion of DA measured in the prefrontal cortex, compared
with the striatum (43). It could also account for the markedly higher release rate and
lower uptake of DA in this brain region (44).

The issue of VT is clearly of relevance in the pathophysiology and treatment of
Parkinson’s disease. Considerable experimental evidence indicates that the loss of
nigrostriatal DA innervation underlying this disease may be, at least initially, compen-
sated by DA spreading from residual DA terminals (30,45–50). In a recent study show-
ing spontaneous recovery in 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine-treated cats
(50), decrease DA uptake by surviving DA neurons has also been suggested as a pos-
sible compensatory mechanism. Of similar interest was the finding of a regional
downregulation of TH in mice lacking DA transporter (51), a reduction more pro-
nounced in the dorsal striatum than in nucleus accumbens, where the uptake of DA is
purported to be less efficient (52). It may then be expected that the treatment of patients
with Parkinson’s disease would benefit from an efficient DA transporter inhibition,
increasing the residual levels of DA, and thus compensating for the loss of DA termi-
nals via VT mechanisms (49,53).

3. SEROTONIN SYSTEM

5-HT neurons (54–56) have long been known to innervate the brain with axon vari-
cosities (terminals) that often lack morphologically defined synaptic specializations
(5). For example, in rat neocortex, neostriatum, and hippocampus, the synaptic inci-
dence of 5-HT terminals has been shown to be in the order of 20–45%, depending on
the region and/or the layer considered (57). In the cerebral cortex, both junctional and
nonjunctional 5-HT varicosities have been observed along the same axons (58), dispel-
ling the suggestion of two categories of terminals issued from different cell groups of
origin (59). The existence of asynaptic cortical 5-HT varicosities has now been
confirmed in all mammalian species examined, including primates, strengthening the
view of a widely distributed system using both volume and wiring modalities of
transmission (7).

The cyclic voltammetry studies of Bunin et al. (60–62) on rat brain slices, compris-
ing the mesencephalic raphe nuclei and substantia nigra, have provided functional evi-
dence for VT from synaptic, as well as asynaptic, 5-HT release sites. Those authors
demonstrated comparable electrically evoked diffusion of 5-HT in the substantia nigra,
pars reticulata, in which an abundant 5-HT innervation is known to be entirely junc-
tional (63), and in the dorsal raphe nucleus, where most of the rare 5-HT varicosities
appear to be nonjunctional (64) and 5-HT release occurs mostly from somata/dendrites
(65–68). Such results clearly indicate that rises in EC 5-HT, upon electrical stimula-
tion, may be derived from leaky synapses, as well as 5-HT somata/dendrites and/or
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asynaptic varicosities. Moreover, in the substantia nigra, they have led to estimating
the half-life of 5-HT in the order of 200 ms, during which diffusion could take place
over 20 µm (61), which is a huge distance at the subcellular level.

Recent IEM studies (69,70) on the ultrastructural distribution of the plasma mem-
brane transporter for 5-HT have also yielded results consistent with a diffusion of 5-HT
away from synaptic and/or asynaptic release sites. A predominant localization of the
transporter along nonsynaptic portions of the membrane of 5-HT axons was then
demonstrated in several regions of adult rat brain: Uptake experiments confirmed
that the transporter was indeed functional in such a location (69). Additional studies
(71) have shown the 5-HT transporter to be scant on the membrane of 5-HT neuron
somata/dendrites, and mostly concentrated along extrasynaptic portions of the
axolemma of their axons and varicosities.

As in the case of DA, double immunolabeling experiments at the light microscopic
level have been carried out to investigate the spatial relationships between 5-HT neu-
rons and some of their receptor targets. For example, using anti-5-HT and anti-5-HT2A

receptor antibodies (Abs) in nucleus raphe pallidus of the medulla oblongata, 5-HT2A-
immunoreactive axon-like processes were found within the dendritic arbors of 5-HT-
immunoreactive neurons (72,73). In this instance, both types of processes remained a
short (10–50 µm) distance away from each another, suggesting that these 5-HT2A

receptors may be activated by somatodendritically released 5-HT that reaches them by
diffusion. In the ICC, a striking 5-HT–5-HT2A receptor mismatch was observed,
resembling that of the DA system (Fig. 3). A large number of 5-HT2A-immunoreactive
somata/dendrites contrasted with a paucity of 5-HT-immunoreactive fibers in the islets
proper and Calleja magna; these were surrounded by a strong 5-HT innervation (73).

In contrast, in the facial and trigeminal motor nuclei (Fig. 4), point-to-point relation-
ships were apparent between 5-HT axon varicosities and the dendritic branches of large
motor neurons showing 5-HT2A receptors, in keeping with previous electron micro-
scopic demonstrations of the existence of axosomatic and axodendritic synapses formed
by 5-HT varicosities in these two nuclei (74,75). Similarly, 5-HT-immunopositive
axons, abutting on 5-HT2A immunopositive neurons, were visible in the nucleus
ambiguus, where the existence of direct appositions between both types of elements
has in fact been established by dual IEM labeling (Fig. 5). In the ventral tegmental
nucleus, there was no relation of proximity between 5-HT-immunoreactive terminals
and 5-HT2A-immunoreactive cell bodies and dendrites. Instead, these 5-HT2A-immuno-
reactive neurons are presumably reached by diffusion of 5-HT released from cell bod-
ies and dendrites in the neighboring dorsal raphe nucleus or 5-HT axons passing through
this nucleus (72).

Such a diversity of topological relationships between 5-HT elements and one
of their receptor targets should be sufficient evidence in itself that 5-HT transmis-
sion/modulation may involve both VT and wiring transmission. In many regions of
adult rat brain and the spinal cord, however, it has also been possible to investigate the
distribution of the 5-HT2A receptors at the ultrastructural level. After immunogold
labeling, it was then found that these 5-HT receptors are mainly cytoplasmic, rather
than membrane-bound, whether located on the somata, dendrites, or myelinated axons
of central neurons (76). Of particular interest was their prominent localization in pyra-
midal neurons of adult rat cerebral cortex (77,78), in which quantitative analysis after
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immunogold labeling excluded any enrichment of the plasma membrane (76; Fig. 6).
Moreover, in these and other spiny dendrites, the 5-HT2A receptors were always absent
from dendritic spines, even though these represent a major site of synaptic afferents

Fig. 3. Double immunofluorescence labeling for 5-HT2A receptor (A) and 5-HT itself (B) in
the basal forebrain (bregma 1.2 mm; adult rat). Although strongly 5-HT2A-immunoreactive
processes, probably dendrites, are visualized in the island of Calleja magna (ICjM) (A), a dense
network of 5-HT-immunoreactive nerve terminals surrounds this island (B). Arrowheads indi-
cate the border of the ICjM (see also ref. 73). Scale bar = 50 µm.

Fig. 4. Double immunofluorescence labeling in the facial nucleus (adult rat), showing
5 HT-immunoreactive terminals in close relationships with a 5-HT2A-immunoreactive neu-
ronal cell body. Scale bar = 50 µm.



90 Jansson et al.

90

Fig. 5. Double immuno-electron microscopic labeling for 5-HT (rabbit polyclonal anti-5-HT
Ab/DAB labeling) and 5-HT2A receptor (mouse monoclonal Ab/immunogold labeling) in the
nucleus ambiguus (adult rat). A DAB-labeled 5-HT axon terminal (A) is visualized in direct
apposition with at least two dendrites (D) displaying internal 5-HT2A receptor. Scale bar = 10 µm.

Fig. 6. Electron micrographs from layer V of the parietal cortex (adult rat), illustrating the
subcellular localization of immunogold-labeled 5-HT2A receptors. In both, the cell body of a
pyramidal neuron (A) N in nucleus, and relatively large dendrites (d) in the neuropil (B), most
of the immunogold particles are found in the cytoplasm, and very few on the plasma mem-
brane. In (A), note the absence of labeling on the endoplasmic reticulum (er), Golgi apparatus
(Go), and mitochondria (m). In (B), note that dendritic spines (arrowheads), as well as axon
terminals (asterisks) remain immunonegative. Scale bar = 1 µm. (Adapted with permission
from ref. 78a.)
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(Fig. 6B). The suggestion was therefore made that 5-HT2A receptors are permanently
internalized under physiological conditions, and that one of their main functions is to
participate in retrograde signaling processes, activated also by other 5-HT receptors
located on the same cells. In IF experiments, a redistribution of 5-HT2A receptors from
apical dendrites into the cell bodies of pyramidal cortical neurons, has now been
reported in vivo and in vitro, following treatment with the atypical antipsychotic,
clozapine (79,80). This observation lends further support to a retrograde signaling func-
tion of 5-HT2A receptors.

Electron microscopic observations after immunogold labeling have also been made
on both 5-HT1A and 5-HT1B receptors in adult rat brain (81–84). In nucleus raphe dor-
salis, where 5-HT1A receptors are known to behave as autoreceptors, their immunogold
labeling was exclusively on the somata/dendrites of 5-HT neurons, and exhibited a
clearcut predilection for the plasma membrane, but to the exclusion of its synaptically
differentiated portions (Fig. 7). Because this 5-HT nucleus receives only a scant, mostly
asynaptic, 5-HT innervation (64), presumably from other raphe nuclei, it could be
assumed that these high-affinity autoreceptors are activated by somatodendritically
released 5-HT. In the hippocampal formation, both the somata and dendrites of pyra-
midal and granule cells displayed extrasynaptic, membrane-associated 5-HT1A

heteroreceptors, which appeared to be particularly abundant on the dendritic spines of
pyramidal cells, at least in CA3 (82). In this hippocampal sector, not only is the 5-HT
innervation known to be mostly asynaptic, but it has also been shown to synaptically
contact only dendritic branches, and never dendritic spines (85). Thus, in every respect,
the topological relationships between 5-HT somata/dendrites or axon terminals and
5-HT1A auto- and heteroreceptors favor the diffuse transmission paradigm.

Fig. 7. Immunogold labeling of 5-HT1A receptors on part of a neuronal cell body (A) N in
nucleus, and dendrites (A and B) in the nucleus raphe dorsalis (adult rat). In both the cell body
and dendrites, most of the immunogold particles are associated with the plasma membrane.
In dendrites, however, such particles are never seen on postsynaptic specializations (between
arrows in [B]). Scale bar = 1 µm. (Adapted with permission from ref. 78b and 82).
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5-HT1B receptors have been visualized in both the substantia nigra and globus
pallidus of adult rat (82–84; Fig. 8). These receptors were then shown to be preferen-
tially located on the membrane of fine, unmyelinated, preterminal axons, presumably
belonging to striatonigral and striatopallidal neurons (Fig. 8A). 5-HT1B receptors on
nerve terminals in the substantia nigra and superior colliculus were consistently found
in extrasynaptic locations (83,84). A selective localization to the cytoplasm of endot-
helial cells of cerebral microvessels was also observed (81; Fig. 8B). The presence of
5-HT1B receptors on the membrane of preterminal axons suggested that they may
mediate a 5-HT control of transmitter release through effects on axonal conduction.
Together with their microvascular localization, it represents a further aspect of 5-HT
function that appears incompatible with wiring transmission.

It seems likely that novel antidepressants, such as fluoxetine, which selectively block
the 5-HT transporter, exert their therapeutic effects through increased EC levels of
5-HT. These will then activate extrasynaptic 5-HT receptor subtypes that may be oth-
erwise silent or merely mediating long-term influences of an ambient, resting level of
5-HT. The 5-HT2A receptors, and notably their downregulation, have been implicated
in the etiology of depression (86–90). Their involvement is further evidenced by clini-
cal and genetic observations of altered 5-HT2A receptor function in depressed patients
(91–93), and by their mediation of estrogen- or androgen-induced mood changes in
animals (94,95).

5-HT1A receptors are a major target for psychotherapeutic drugs (96). The implica-
tion of these receptors in the therapeutic efficacy of antidepressants is well-established
(97). In particular, their desensitization as autoreceptors on the somata/dendrites of
5-HT neurons in the dorsal raphe nucleus accounts for the therapeutic delay following

Fig. 8. Immunogold labeling of 5-HT1B receptors in the globus pallidus (adult rat). In this
field of neuropil, (A), most of the immunogold particles are associated with the membrane of
fine, unmyelinated, preterminal axons. On a nearby microvessel, (B), the immunogold labeling
is confined to the endothelial lining (between arrowheads), and spares an underlying myocyte
(M in nucleus). Scale bar = 1 µm. (Adapted with permission from ref. 78b and 82).
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treatment with monoamine oxidase inhibitors or selective 5-HT reuptake inhibitors
(98). A recent study in adult rat has provided an explanation for this desensitization.
Using quantitative IEM, after treatment with the selective 5-HT1A agonist, 8-hydroxy-
2-(n-dipropylamine)tetralin hydrobromide, a significant decrease in the amount of
receptor located on the membrane of dorsal raphe somata/dendrites, and increase in
their cytoplasmic labeling, was demonstrated 1 h after intravenous injection of the
drug (99).

These findings are in keeping with previous electrophysiological results having
shown a desensitization of 5-HT1A autoreceptors after treatment with selective 5-HT
reuptake inhibitors (100). They strongly suggest that this desensitization is the result of
an internalization. Internalization of 5-HT1A autoreceptors would thus prevent inhibi-
tion of the firing of 5-HT neurons and their release of 5-HT, and hence increase their
functional activity upon stimulation.

4. PEPTIDERGIC SYSTEMS

During the past decade, considerable attention has been devoted to the diverse prop-
erties of NPs, several of which are now recognized as neuromodulators with potent
physiological effects. There have been no systematic studies to determine the synaptic
or asynaptic character of these innervations, but mismatches between presumed sites
of NP release and their receptors were recognized early, during investigations of the
distribution of β-endorphin- and enkephalin-immunoreactive terminals and opiate
receptor binding sites (2,3). Furthermore, it was subsequently documented that exog-
enous neuropeptide tyrosine (NPY) (4), β-endorphin and prolactin (101) may diffuse
for long distances in brain, and that endogenously released β-endorphin seems capable
also of globally modulating brain function via the cerebrospinal fluid (CSF) (102).
Topographical analysis of these systems has also greatly benefited from the develop-
ment of specific Abs against various NP receptors, allowing analysis of the relation-
ships between release and target sites, by double immunolabeling at both the light and
electron microscopic levels.

4.1. Enkephalin

The light microscopic observations of a mismatch between putative opioid binding
and release sites have now been confirmed by immunofluorescence observations on the
distribution of opioid receptors and axon terminals. In rat entopeduncular nucleus, for
example, enkephalin-immunoreactive terminals were found in a medial subregion; the
neuronal cell bodies and dendrites bearing delta-opioid receptor were located laterally,
suggesting VT signaling (103). Whether such remote delta-opioid receptors are fully
functional, or are spare receptors (104), remains to be established, but they may be
reached by EC β-endorphin released from surrounding plexa of β-endorphin terminals
or coming from the CSF (102). An IEM study of rat dentate gyrus (105) has demon-
strated delta-opioid receptors in granule and nongranule cell bodies, dendrites, dendritic
spines, axon terminals, and astroglia. It concluded that the distribution of these profiles
overlapped with, but was not restricted to, regions known to contain enkephalin. Again,
such delta-opioid receptors could be reached by β-endorphin from the CSF.

In early electron microscope autoradiographic studies of rat neostriatum with
radioligands, µ-opioid receptors were observed in para- and extrasynaptic locations,
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along the plasma membrane of somata/dendrites and axons (106). More recently, a
double-immunolabeling study of µ-opioid receptors and leu5-enkephalin, carried out in
the patch compartment of neostriatum (107), also demonstrated an extrasynaptic plasma
membrane distribution of these receptors on the soma-dendrites of spiny neurons,
including some containing leu5-enkephalin. µ-opioid receptors were also found in axon
terminals, some of which contained leu5-enkephalin then did not form recognizable
synaptic junctions. Opioids, acting in an autocrine or paracrine fashion, might thus be
in a position to exert a variety of effects. They could modulate their own release from
either somata/dendrites or axon terminals through autoreceptors, but also influence
neuronal excitability and/or the release of other transmitters through somatodendritic
and axon terminal heteroreceptors. Moreover, they are likely to exert these effects as
coexistent transmitters, as already shown for other peptides, such as galanin in the
noradrenaline neurons of rat locus coeruleus (108).

4.2. Neuropeptide Y

Early immunocytochemical studies of NPY and its receptors also revealed signifi-
cant mismatches (4,109). This work has now been extended by detailed immunocyto-
chemical observations of NPY terminals and Y1 receptor bearing profiles in the same
rat brain sections (110). In the hippocampal formation, there were no close associa-
tions between Y1-immunopositive somata and dendrites and a sparse plexus of weakly
NPY-immunoreactive nerve terminals. This contrasted with areas of co-distribution of
the two markers in the hypothalamus (paraventricular nucleus and dorsomedial
nucleus). In the arcuate nucleus, some of the cell bodies and dendrites showing Y1
receptors and also immunoreactive for β-endorphin (111), were closely surrounded by
NPY terminals, suggesting appositional or synaptic contacts in addition to short-dis-
tance relationships (µm range). In the rostral and dorsal part of the spinal tract nucleus
of the Vth nerve (Fig. 9), the area displaying Y1-immunoreactive neurons was consid-
erably larger than that pervaded by NPY terminals, suggesting activation of the con-
stituent neurons by diffusing NPY, in addition to point-to-point contacts. More
caudally, the distance between the terminals and receptors was even greater, the former
being confined to the superficial layer and the Y1-immunoreactive processes to the
deeper magnocellular layer.

As with DA and 5-HT and some of their receptors, the ICC also displayed an
obvious mismatch between NPY-immunoreactive terminals and Y1 receptors. The
islands and Calleja magna were surrounded by a dense network of NPY terminals
(Fig. 10); there were only a few within the ICC, in which numerous dendritic
profiles exhibited a high density of Y1 receptors. Binding of a peptide YY deriva-
tive, selective for the Y1 receptor has previously been shown to be highly concen-
trated in the islands of Calleja (112). These findings imply that, in order to activate
Y1 receptors in the islands, NPY released in their surroundings must diffuse for dis-
tances of 100–200 µm (110).

Somewhat divergent observations were, however, made in a double-labeling IEM
study (113) on the localization of Y1 receptors and NPY, carried out on rat nucleus
accumbens. It was then shown that, in the core and shell of the nucleus, Y1 receptors
were present within neuronal cell bodies, dendrites, and axon terminals that contained
or were apposed to NPY-immunoreactive neurons, and also in numerous other spiny or
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Fig. 9. Double immunofluorescence labeling for NPY Y1 receptor (A,B) and NPY (C,D) in
transverse sections from the dorso-rostral part of the spinal trigeminal nucleus (Sp5) (adult rat;
bregma 13.5 mm). Note the high degree of overlap between the regions, showing Y1 receptor-
IR dendritic profiles (A and B) and NPY-IR terminals (C and D). As indicated by correspond-
ing arrows and arrowheads, many NPY-IR terminals are closely associated with Y1 receptor-IR
somata/dendrites, suggestive of point-to-point connections. Scale bar = 50 µm.

aspiny neurons, axon terminals, and astrocytes. It was concluded from those observa-
tions that Y1 receptors may play a role in the autoregulation of NPY neurons, in which
they would be internalized, along with endogenous NPY, but may also be implicated in
effects of NPY on other transmitters and glial function.

4.3. Substance P

Ultrastructural data are also available in the case of SP and the neurokinin receptors.
In cerebral cortex, striatum, and spinal cord, a subcellular mismatch has been described
at the EM level, after double immunolabeling for SP and SP receptors (114). It was
then estimated that ~70% of the plasma membrane of receptor-immunoreactive
somata/dendrites was laden with receptor, but that less than 15% was contacted by
synaptic boutons, only some of which were SP-immunoreactive.

In contrast, in the superficial laminae of the dorsal horn, another double-immuno-
labeling study (115) has demonstrated that most dendrites endowed with NK-1 recep-
tors were apposed by SP-containing boutons, and this more frequently than their
receptor-immunonegative counterparts. A preferential relationship between SP-immuno-
reactive boutons and neurokinin-1 receptor sites has also been described by light
microscope in the so-called “striocapsules” encircling striosomes (116), within which
SP-immunoreactive puncta were reported to densely innervate SP-immunoreactive
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dendritic processes. In the dorsal vagal complex of rat and cat, however, NK-1 recep-
tors were found mostly in an extrasynaptic, somatodendritic plasma membrane local-
ization, even if many SP terminals make synaptic contact with these neurons (117).
This was taken as an indication that these SP receptors would be activated by VT, but
from synaptic release sites. In the rat spinal cord, immunoreactivity to NK-2 receptors
(receptor for neurokinin A) was found to be primarily associated with astroglia (118);
that for NK-3 receptors (receptor for neurokinin B) decorated the plasma membrane of
spines and axon terminals, but outside of synaptic differentiations (119). There is

Fig. 10. IF labeling for NPY Y1 receptor (A) and NPY (B) in adjacent transverse sections
from the ventral forebrain (adult rat; bregma 1.7 mm). As shown in (A), Y1 receptor-immuno-
reactivity is dense inside the islands of Calleja (ICj); in (B), NPY terminals surround the
ICj (arrowheads) and very few penetrate it. (For details, see ref. 110). Scale bar = 50 µm.
Bregma: 1.7 mm.
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indeed good evidence (120,121) that SP has the ability to spread over considerable
distances in the ECS, at least under conditions of endopeptidase inhibition, or of
endogenous release of calcitonin gene-related peptide, competitive substrate for these
enzymes. Another tachykinin, neurokinin A, has been detected in CSF 30 min after its
release (122), and, in controlled superfusion experiments, displays substantial
spread and clearance within the spinal cord, in line with the astroglial location of NK-2
receptors (121).

4.4. Neurotensin

New and interesting data have also emerged from the study of neurotensin (NT).
Previous immunocytochemical mapping studies had shown extensive axon networks
immunoreactive for this peptide in rat basal forebrain, hypothalamus, and some
brainstem regions, including those containing the cell bodies of origin and terminal
arborizations of nigrostriatal and mesolimbic DA (123). Autoradiographic studies later
demonstrated NT-binding sites in the same regions, including the mesostriatal and
mesolimbic systems, although transmitter/receptor mismatches appeared to be present
in other regions, e.g., the cingulate cortex (124).

NT receptor-immunoreactivity has now been studied in great detail, at both the light
and electron microscopic levels (125,126), disclosing unexpected findings. First, a
number of regions endowed with NT-binding sites showed no or divergent patterns of
NT receptor immunostaining, suggesting that they may express a molecularly distinct
form of the receptor (127–129). Second, in rat substantia nigra, NT receptor-immuno-
reactivity was highly correlated with [125I]NT binding, and both markers were located
extrasynaptically, along the plasma membrane of presumed DA neurons, and less
heavily in myelinated and unmyelinated axons and astrocytic leaflets, suggesting func-
tional sites activated by VT (126). A similar conclusion had already been reached from
an electron microscope autoradiographic study (130) of the ultrastructural distribution
of NT-binding sites in the ventral tegmental area and interfascicular nucleus of rat.
Moreover, a subsequent double-immunolabeling study had shown that NT terminals
directly abutted, but only infrequently established, differentiated synaptic contacts
with TH-containing perikarya and dendrites, furthering the view of a widespread,
paracrine type of action of NT in the midbrain tegmentum (131). A similar ultra-
structural localization of somatostatin sst2A receptors, mostly involving extra-
synaptic portions of somatodendritic plasma membrane, was recently described by
Dournaud et al. (132), in rat brain regions displaying diffuse, rather than dense, sst2A
receptor labeling and only moderate or low densities of somatostatin-immunoreactive
fibers and varicosities.

4.5. Extracellular (EC) Enzymes

The study of EC brain enzymes has also thrown new light on VT by NPs. For example,
endoprotease 3.4.24.16, which participates in the degradation of NT (133), is present in
nerve cells and glial cells, but also exists in a soluble form. The neuronal form is mem-
brane-bound: the glial form is soluble and secreted into the ECS (134). Such a localiza-
tion suggests a role in restricting the diffusion of released NT.

Another example is the prohormone convertase 5 (PC5), an endoprotease respon-
sible for the formation of peptides and peptide fragments. PC5 is associated with nerve
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cell bodies and dendrites, but not with astrocytes (135). It has an extensive distribution
in the forebrain, and is only one of at least six prohormone convertases thus far iden-
tified in rat brain. The isoform, PC5-A, has been shown to process NT, nerve growth
factor, brain-derived neurotrophic factor, and other signaling proteins (135,136).
It is probable that secreted endopeptidases or endoproteases, bound to the cell mem-
branes bordering the ECS, act in the EC environment, to enhance or terminate NP
signaling, through the formation of active or inactive fragments, respectively, as
already suggested for galanin and galanin fragments (137,138). EC enzymes, attached
to the plasma membrane and/or present in the ECS, are themselves regionally
distributed in brain in a differential manner, thus creating, in the case of NPs, neuro-
chemical networks for VT molecules. In the clinic, increased activity of prolyl-
endopeptidase has been measured in serum from patients with posttraumatic stress
disorder (139), and it has been suggested (140) that peptidase inhibitors could be
used to modulate nociceptive pain. Future research will tell how components of the
ECS, notably various enzymes, may actually influence the chemical pathways and
networks for VT signaling.

4.6. Clinical Relevance

The involvement of NPs in the etiology and treatment of psychiatric disorders may
depend directly or indirectly on VT. Indeed, NPs are now recognized as possible regu-
lators of DA and 5-HT transmission/modulation, as shown, for example, by the effects
of NT or cholecystokinin-8 on the binding of D2 DA receptor antagonists (141). Clini-
cal investigations have indicated that schizophrenic symptoms may be associated with
low levels of NT in CSF (142–144); reduced amounts of NT receptor binding have
been measured postmortem in several cortical regions of the brain of schizophrenic
subjects (145,146). These findings have drawn attention to the possible treatment of
psychotic disorders with NT receptor agonists (147). In patients with major depression,
recent studies have suggested an association between NPY and mood disorders, despite
earlier conflicting reports regarding the CSF levels of NPY in such patients (148,149).
Low plasma levels of NPY were measured in patients with a history of suicidal attempts
(150), and reduced NPY mRNA levels in the prefrontal cortex of subjects diagnosed
with bipolar disorder (151).

The implication of NPY and Y1 receptors in depression is also supported by
observations on a genetic animal model, in which NPY-immunoreactivity was found
to be decreased and Y1 binding increased in the hippocampus (152). Because of
increased CSF levels in vivo (153), and an altered morphology of hippocampal NPY
terminals postmortem (154), NPY has also been implicated in schizophrenia. Spe-
cific changes in CSF concentrations of NPY, somatostatin, and CRF, parallel to clini-
cal recovery, have indeed been measured after effective electroconvulsive therapy in
both depressed and schizophrenic patients (155). Since NPY, given systemically to
healthy subjects, promotes and improves sleep (156), it will be of interest to deter-
mine whether it improves the sleep disturbances so commonly found in depression.
New leads for the development of antidepressant drugs are also provided by recent
clinical trials demonstrating an improvement of major depression after treatment with
SP receptor antagonists (157,158).
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5. CONCLUSIONS

Clearly, on the basis of increasing light, confocal and electron microscopic immuno-
cytochemical evidence, and depending on the region and chemical messenger consid-
ered, monoamine and NP communication in brain may be both synaptic and/or diffuse,
whether in the form of short- or long-distance VT. The two modes of transmission pre-
sumably operate in parallel, complementary to each other. When it will become possible
to determine discrete sites of transmitter release, as well as effect, in vivo, their respective
roles and relative importance, should be amenable to investigation. The fact that a major-
ity of the monoamine and NP receptors display an extrasynaptic location favors a pre-
dominance of VT in the case of these neuromodulators. In some NP systems, such as the
β-endorphin, long-distance communication, including CSF convection, has already been
demonstrated (102). In others, such as the NPY and neurokinins, both short- and long-
distance VT may be involved, in addition to wiring transmission. Long-distance commu-
nication by active peptide fragments must also be taken into account, as initially shown
for vasopressin (159), some fragments of which are highly active and improve perfor-
mance in behavioral and memory experiments (160,161). Such a mechanism is probably
important for many NPs, as exemplified by the existence of EC enzymes degrading
and modifying the activity of, e.g., NT (153,154). Additional evidence should also be
forthcoming from the study of prohormone convertases, e.g., PC5A, which have the
ability to form active fragments or terminate the action of several NPs.
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1. INTRODUCTION: GENETIC MECHANISMS VS ENVIRONMENT

Differentiation and morphogenesis of neural tissues involve a diversity of inter-
actions between neural cells and their environment. Many potentially important
interactions occur with the extracellular matrix (ECM), a complex association of extra-
cellular molecules organized into aggregates and polymers (1–3).

In general terms, a distinction can be made in the development of the organism
between events that are genetically determined and those that are more subject to local-
ized environmental factors. The former apparently underlie the early stages of prolif-
eration and stem cell determination and the initial migration out of the neuroepithelial
zones of proliferation; the further the neuronal cells pass along the route of morpho-
genetic development, the greater is the role of the latter environmental cues in deter-
mining the cell’s behavior.

Developing cells of the nervous system are embedded in complex fields of mechani-
cal tension and diffusible biochemical signals. This constantly changing pattern of spa-
tial and temporal information for each cell is primarily generated by the cells of
the nervous system themselves, and represents the major environmental forces that
drive the sequence of developmental processes. The dynamic interactions between
these environmental influences and the cells’ response to them account for the consid-
erable transformations that the cells undergo during periods of growth and survival,
migration and sorting, and morphological and biochemical differentiation.

This chapter presents an overview of the different proteins expressed in the ECM of
the nervous system, together with some of the membrane-bound cell surface receptors
with which they interact. The mechanisms underlying signaling between cells and the
ECM are then discussed, concentrating on those mediated by the integrins, and by
receptors that can modify intracellular protein tyrosine phosphorylation. Subse-
quent changes in response to such signals are illustrated by showing how these can
result in adjustments to the cell’s cytoskeleton. The molecular interactions between
cells and the ECM are then related, through the underlying processes of cell prolifera-
tion, migration, and differentiation, to changes in the development and maintenance of
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the morphology of nervous tissue. Finally, possible roles of the ECM in the pathology
and regeneration of the nervous system are presented.

2. COMPOSITION AND STRUCTURE OF ECM

2.1. ECM Organization in General

ECM is the term generally given to any material produced by cells and secreted into
the surrounding medium. The ECM can be divided into three component classes:
fibrous elements, particularly collagen and elastin; link proteins, such as fibronectin and
laminin, and space-filling molecules, principally glycosaminoglycan polymers (GAGs).

The ECM of connective tissue is particularly extensive, and determines the proper-
ties of the tissue: It may be mineralized to resist compression, as in bone, or predomi-
nantly composed of tension-resistant fibers, as in tendons.

Basement membrane is the ECM characteristically found under epithelial cells, and
consists of two distinct layers: The basal lamina, immediately adjacent to the cells, is a
product of the epithelial cells themselves, and contains collagen type IV; the reticular
lamina is produced by fibroblasts of the underlying connective tissue, and contains
fibrillar collagen.

ECM can be considered as both a structural support for the overall shape of a tissue,
as a means of delimiting different tissue subtypes, e.g., cortical layers, and as a medium
of cell–cell communication, filled with many kinds of signaling molecules. Hence,
the ECM of tissue serves not only to hold the cells together in a tissue, and to give the
tissue its characteristic shape and texture, but it also plays an important role in the
development and functional maintenance of tissue, influencing the proliferation,
survival, migration, and differentiation of cells (4–9).

2.2. Neuronal ECM

Histology studies reveal two different general patterns for the formation and mainte-
nance of the ECM. On the one hand, there are cells forming an epithelium, which are
linked by both tight junctions and gap junctions, thereby excluding an extracellular
space (ECS) between them, but which, as epithelial layers, are attached to basement
membranes. On the other hand, cells that do not form an epithelium have an ECS
between them, through which the development of the tissue and communication
between cells is achieved.

Although some populations of astrocytes, beneath the meninges and at certain other
locations in the central nervous system (CNS), are linked by gap junctions, with a
subsequently narrow ECS between them (10), the neurons and glial cells forming the
CNS are mostly separated by ECS, filled with a dynamic ECM composed of a wide
variety of proteins and carbohydrate structures (11,12). In quantitative terms, it is esti-
mated that this ECM could represent up to 20% of the total volume of the adult brain,
with all of the potential roles in development and functional maintenance of the tissue
that this implies (13).

Although most of the ECM of the CNS seems to have a fairly loose structure, there
are several regions where relatively organized connective tissue and basement mem-
branes are formed, most notably the meningeal coverings: the dura mater, the arach-
noid mater, and the pia mater, which are composed of interlacing collagenous bundles
surrounded by fine elastic networks (14).
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The dura mater is the outermost layer, lining the skull. The arachnoid mater adheres
to the inner surface of the dura mater, and constitutes the outer layer of the subarach-
noid spaces, where the cerebrospinal fluid circulates. The cerebrospinal fluid is secreted
by the choroid plexus, which is a highly irrigated epithelium, and there is connective
tissue between the choroid endothelium of blood capillaries and the choroid epithe-
lium. The nervous tissue and cerebrospinal fluid are separated by a layer of ependymal
cells, forming an epithelium on a basement membrane (15).

The pia mater contains the blood vessels, and directly covers the brain and the spinal
cord. From here, the blood capillaries enter the nervous tissue. The endothelial cells
comprising the capillary walls are linked by tight junctions, to form a restrictive blood–
brain barrier (16). A basement membrane is formed between the vascular endothelial
cells and the endfeet of the surrounding astrocytes. The marginal layer of astrocytes
also sends processes to the external surface of the CNS, where there is a basement
membrane with the fibroblasts of the pia mater, forming the external glia limitans.

In compositional terms, the ECM of the CNS is relatively rich in chondroitin sulfate
proteoglycans and hyaluronan (HA) but poor in fibrous elements. It is also possible to
extract many of the elements of the ECM from tissue homogenates, using physiologi-
cal buffers suggestive of a much more open structure than that found in other tissues.
Indeed, fixation techniques employed in electron microscopy have often removed the
ECM from the CNS, a problem which at one time led to doubts as to the very existence
of ECM there (17–19).

In contrast to the CNS, the peripheral nervous system (PNS) has a highly organized
ECM, because of the need to protect peripheral nerves with sleeves of fibrous connec-
tive tissue as they traverse the rest of the body. Nerves are made up of many peripheral
axons, embedded in many layers of connective tissue. Each axon is covered by Schwann
cells and a basal membrane that separates each axonal fiber. These nerve fibers are in
turn surrounded by capillaries and collagen fibers, which together form a very loose
connective tissue called “endonerve.” Bundles of endonerve and nerve fibers are sur-
rounded by perinerve, composed of epithelial cells and fibroblasts. The perinerve is
finally enveloped by the epinerve, a connective tissue containing fibroblasts, blood
vessels, lymphatic vessels, and fatty tissue. Ganglia contain the cell bodies of the
peripheral nerves, covered by satellite Schwann cells and a basal membrane. This is
covered by the endoganglional connective tissue, composed of fibroblasts, and an
extension of the perinerve.

2.3. Type of Molecules Present in the Extracellular Space (ECS)

The ECM in neural tissues is a complex and dynamic entity composed of many
types of molecules that have distinct patterns of spatial and temporal expression. Many
ECM components, originally discovered in nonneural tissues, are also present in devel-
oping neural tissues, including fibronectin, laminin, vitronectin, collagens, proteo-
glycans (PGs), and thrombospondin (20–28).

The ECS is filled with an assortment of molecules, ranging from small ionic species
to huge polymers attaining sizes of several million Daltons. The ECM is composed of
proteins and carbohydrate polymers, which are secreted into the space between the
cells, and which are likely to contribute to the higher organization structure of the
ECM, by interacting with each other and with the surfaces of the cells. The interactions
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of the molecules of the ECM with the membrane-bound receptors on the cell surface,
provides structural coherence to the organization of the tissue, and a means of transmit-
ting extracellular signals into the cells, or, alternatively, of sending signals from cells
via molecules in the ECM.

As a general feature, the proteins described tend to be of a modular nature, that is,
they are composed of varying combinations of conserved protein domains that occur in
other extracellular proteins, the number and juxtaposition of these domains tending to
be characteristic of particular protein families (29–33).

In addition, there is extensive glycosylation of many of these proteins, the most
extreme example being some of the PGs, in which the sugar modifications account for
the majority of the molecule.

2.3.1. Proteoglycans and GAGs

PGs are proteins that have been posttranslationally modified by the covalent addi-
tion of at least one GAG chain. Depending on the type of GAG they carry, PGs can be
divided into three general classes: the CSPGs, heparan sulfate PGs (HSPGs), and
keratan sulfate PGs (KSPGs) (34–37).

GAG chains are polymers of disaccharides that are covalently linked to the core
protein: chondroitin sulfate (CS) has a disaccharide unit composed of D-glucuronic
acid and N-acetyl-galactosamine (Fig. 1; dermatan sulfate is a form of CS, in which
there is epimerization of the uronic acid to iduronic); heparan sulfate (HS) has a disac-
charide unit composed of D-glucuronic acid and N-acetyl-glucosamine; and keratan
sulfate (KS) has a disaccharide of D-galactose and N-acetylglucosamine. There is in
fact another class of glycosaminoglycan, HA, with a disaccharide composed of glucu-
ronic acid linked to N-acetylglucosamine, although, unlike the first three GAG types,
HA is not bound covalently to proteins, and it is not sulfated. However, the sugars of
most GAGs are further chemically modified by O-sulfation, N-deacetylation followed
by N-sulfation, and/or epimerization (isomerization) of glucuronic acid to iduronic acid.
Because each disaccharide in a GAG chain may be modified to a different degree, the
large-scale structures of GAGs can be exceedingly complex, e.g., an HS disaccharide
can be modified in up to five ways: hence, a hexasaccharide could have over 30,000
possible structures. Each disaccharide is repeated 40–100× in a single GAG chain.
Because one disaccharide is 1 nm in length (with a mol wt of 440 Daltons), and the
chains are fairly rigid linear structures, one can imagine the huge size of the chains and
the resulting PGs. In addition, the abundance of negative charges from the acidic and
sulfate groups on the GAG makes them very hydrophilic, hence the hydrodynamic
properties of PGs.

CS, HS, and KS GAG chains are usually attached to the core protein on serine resi-
dues, although a clear consensus sequence has not yet been established (38). The GAG
chain begins with the addition of a tetrasaccharide composed of a xylose, two galactose
sugars, and a glucuronic acid. However, O-glycosylation of threonine residues via a
N-acetylglucosamine has also been shown for some KS, and corneal KS is N-linked to
asparagine.

The number of GAG chains carried by a protein can vary from a single chain to
many dozens (e.g., aggrecan). Some PGs can bear more than one type of GAG chain at
the same time (e.g., syndecan has HS and CS; and phosphacan can be found with both
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CS and KS). Although most PGs are always expressed as PGs, there are also some part-
time PGs, that is, some proteins can be expressed either with or without the addition of
GAG chains (e.g., amyloid precursor protein [APP]/appican [39]). In addition, there
may be cell-type and stage-specific variations in the number of GAG chains present on
a PG, e.g., the addition of KS to phosphacan (40). Also, there is often further N- and
O-linked glycosylation of the PG core protein with other classes of oligosaccharide.
Hence, PGs can be very complex proteins, presenting a wide variety of sites for inter-
action with other molecules in the ECM (41–44).

At least 25 different PG core proteins have been detected in preparations of develop-
ing and adult rat brain plasma membrane (45), primarily substituted with HS. Many
PGs, primarily substituted with CS, can be extracted from brain, using physiological
buffers without detergent, indicating a loose association with the ECM.

2.3.1.1. HYALURONIC ACID/HYALURONAN

HA is the only GAG chain not covalently bound to a protein core. It is synthesized
on the inner surface of the plasma membrane and secreted during its elongation;
the synthesis of other GAG chain types is achieved during exocytosis through the
Golgi. HA is evolutionarily a well-conserved molecule, being found even in bacteria.
As a linear GAG polymer, it can attain sizes of several million Daltons, presenting
many sites of interaction for HA-binding proteins (17,46).

HA is bound noncovalently by a range of EC proteins, including the CSPGs from
the aggrecan/lectican family, link protein, and brain enriched HA-binding protein
(BEHAB). The C-lectins, including the lecticans, bind HA via the PG tandem repeat
binding site. Link protein, first characterized in cartilage, but also apparently expressed
in mouse brain (47), possesses separate binding sites for HA and aggrecan, and hence
can link HA and aggrecan together. Brevican/BEHAB is specific to the CNS (48–50).
Other HA-binding proteins include hyaluronectin and the glial HA-binding protein
(17). Hyaluronectin (68 kDa) is found in the Ranvier’s node of adult rat nerves, in
myelinated peripheral nerves, and is expressed by oligodendrocytes in vitro. Glial
HA-binding protein (60–70 kDa, 45 kDa after deglycosylation) is specific to the CNS, and
is found mainly in the white matter. It is identical to the HA-binding region of Versican.

The first receptor identified for HA was CD44, a transmembrane protein involved in
immunological functions (51). CD44 acts on small G proteins to regulate lamellipodial
outgrowth in epithelial cells (52). More recently, another receptor for HA has been
identified and cloned: murine cell surface receptor for hyaluronan-mediated motility
(RHAMM), which is a glycosyl-phosphatidyl-inositol (GPI)-anchored protein.
RHAMM is implicated in the motility of astrocytes and microglia, and in axon growth
(53–55). RHAMM could be an oncogene (56). HA has been recently found (46) in the
cytosol, and putative functions for this intracellular localization have been suggested.
Intracellular hyaluronicacid-binding protein (IHABP), hsp90, cdc37, and an intracel-
lular form of RHAMM are intracellular receptors for HA, but these results still need to
be confirmed in the context of the nervous system.

2.3.1.2. SMALL LEUCINE-RICH PGS

These PGs constitute a family of structurally related PGs arising from distinct genes.
More than 70% of their core protein is occupied by leucine-rich repeats. Decorin and
biglycan are two members of this family that are associated with the CNS (41,57).
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Biglycan has a 38-kDa core protein that carries two CS GAG chains, is expressed by
astrocytes, and is associated with the cell surface or pericellular matrix. Biglycan has
been shown to bind transforming growth factor β (TGF-β) and the epidermal growth
factor (EGF) receptor, thereby playing a role in cell cycle regulation. It can also bind
fibronectin and thrombospondin.

Decorin has a 36-kDa core protein that carries a single CS GAG chain (Fig. 1). It is
expressed by astrocytes, and upregulated in the context of lesions. In connective tissue,
decorin can modify the kinetics of collagen fibril formation, and affects the morphol-
ogy of collagen fibrils, although its role in the CNS is not known (58).

2.3.1.3. LECTICAN/AGGRECAN FAMILY

These CSPGs are characterized by HA-binding domains at their N-termini and
C-type lectin-like domains at their C-terminal ends. The central regions of these pro-
teins have no apparent homology with each other, and are considered to represent those
parts of all proteins of this family where glycosaminoglycan chains are attached (41–

44,59–61).

Fig. 1. Modular structure of PGs. Represented are three CSPGs and the disaccharide mono-
mer of CS. The GAG chain is formed from the association of the disaccharide, and can be
subsequently modified by selective sulfation of N-acetyl galactosamine at the boxed positions
shown, or by epimerization of the GA. The GAG chain is covalently attached to the protein
core at certain serine residues. Decorin has a single CS GAG chain; versican and phosphacan
have several. DSD-1-PG/phosphacan is a secreted form of a transmembrane receptor tyrosine
phosphatase, RPTPβ, which occurs in a long and a short form, as indicated. The protein
cores of PGs have modular domain structures resembling those found in other EC proteins,
e.g., FN III and Ig-like domains.



ECM in Neural Development 115

This family includes aggrecan, the archetypal PG. Aggrecan is a very large CSPG
found primarily in cartilage and connective tissue, but which also occurs in the CNS.
It is heavily modified with GAG chains, and has a bottlebrush-like appearance, when
observed by electron microscopy using rotary shadowing.

Neurocan is a CSPG specific to the CNS, which has been found to co-localize in
brain with the neural cell adhesion molecules, NCAM and neuron-glia (Ng)-CAM, and
with tenascin during certain developmental stages, and to interact with these morpho-
regulatory proteins in binding and aggregation inhibition assays. It bears 2–3 chon-
droitin sulfate chains and 30–40 sialylated O-linked oligosaccharides. During the first
postnatal month, neurocan is increasingly proteolytically processed in the central region
of the molecule, resulting in the generation of a distinct C-terminal fragment, neurocan-
C. This fragment has been shown to retain the ability to interact with the neural cell
adhesion molecules and to inhibit their homophilic interaction (44,62).

Brevican (BEHAB) is a part-time CSPG (145 kDa), of which a truncated form
(80 kDa) has also been detected (in bovine brain). In rat brain, two isoforms are known,
sharing 82% homology with bovine brevican. One of these isoforms may be modified
with a GPI-anchor (63). Brevican is brain-specific, and is expressed by astrocytes (48,50).

Versican is a CSPG (Fig. 1; 64), which can also be expressed as a brain-specific
splice variant named “V2” (65). It is associated with myelin fibers, and it has been
found to be inhibitory for neurite growth in vitro (66,67). In addition, versican is impli-
cated in the regulation of cell adhesion and proliferation (68,69).

2.3.1.4. DSD-1-PG/PHOSPHACAN/RPTP-BETA

Phosphacan (also known as DSD-1-PG [70] and 6B4-PG [71]) is a large CSPG
(180-kDa protein core, but up to 800 kDa with glycosylation), which represents the
secreted isoform of a receptor protein tyrosine phosphatase, RPTP-β (72,73) (also
called PTP-ζ; Fig. 1). At its N-terminus, there is a carbonic anhydrase-like domain,
followed by a single fibronectin type III domain, although the remainder of the protein
has no apparent strong homology with other known proteins. It is equivalent to the
entire EC portion of the long form of RPTP-β up to its transmembrane domain. There
is a shorter variant of the receptor, in which the second half of the EC region is absent.
Both forms of RPTP-β possess two IC tyrosine phosphatase domains, only the first of
which seems to be active (74).

In addition to CS GAG chains, of which there are at least four with a mol wt of
~25 kDa each, phosphacan can possess keratan sulfate GAG chains (of ~10 kDa), and
a variety of smaller N-linked sugars, including the HNK-1 epitope and Lewis-X (40,75).

Studies of the distribution of both the phosphacan mRNA (76) and of the expressed
protein (77) show that, for example, at E13-16, the phosphacan mRNA is mostly con-
fined to areas of active cell proliferation, such as the ventricular zone of the brain and
the ependymal layer surrounding the central canal of the spinal cord. Also, although
the mRNA is mostly in the neuroepithelium of the embryonic brain and spinal cord, the
protein is widely distributed in these tissues, presumably as a consequence of transport
in or along glial processes, local secretion, and/or redistribution as a consequence of
cell migration (77). Based on the punctual expression pattern of phosphacan through-
out the developing nervous system, it has been proposed (71,77) that it may play a role
in neuronal migration, differentiation, and circuit formation.
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Phosphacan can bind specifically to cell adhesion molecules, including NCAM,
NrCAM, NgCAM (72), F3/contactin, and TAG-1/axonin-1 (78), as well as many other
cell surface and ECM proteins, including tenascin-C, tenascin-R, heparin-binding
growth-associated molecule (HB-GAM/pleiotrophin), and tissue plasminogen activa-
tor (tPA/plasmin). Some of these interactions are mediated through sugar residues,
e.g., sialylated complex-type oligosaccharides in the CA and FN III domains are neces-
sary for binding to NgCAM/L1, NCAM, and tenascin-C (79,80).

The distribution of DSD-1-PG/phosphacan during development has been found to
correspond to regions related to the formation of axonal trajectories. In this respect,
it may play either a neurite-promoting role, as in the interrhomberic boundaries in
chick (81), or an inhibitory role, which would correspond to its presence in glial barrel
field boundaries in the developing somatosensory cortex of mouse (82).

Neurite-outgrowth studies with cell culture systems have demonstrated that
phosphacan can play both outgrowth-promoting and inhibitory roles. Outgrowth-pro-
motion from embryonic hippocampal neurons was shown to be dependent on a CS
GAG chain motif, recognized by the monoclonal antibody, 473HD; inhibition of
laminin-promoted outgrowth from dorsal root ganglion explants was associated with
the core glycoprotein (70).

Several studies have reported the enhanced expression of growth-inhibiting CSPGs
in the context of CNS lesions (83–86; see Subheading 7.1.), and DSD-1-PG is also
strongly upregulated upon wounding in the CNS (87–89).

2.3.1.5. SYNDECANS AND GLYPICANS

Syndecans and glypicans are cell surface HSPGs bearing a variable number of
HS GAGs, and sometimes CS chains (Fig. 3).

The syndecan family contains four members (syndecan-1/syndecan, syndecan-2/
fibroglycan, syndecan-3/N-syndecan, syndecan-4/ryudocan), possessing homologous
transmembrane and short cytoplasmic domains with four well-conserved tyrosine resi-
dues (90–92). The cytoplasmic tail of syndecan-1 interacts with intracellular microfila-
ments, and that of syndecan-4 with focal adhesion molecules, e.g., through the PDZ
domains of syntenin, and of the serine kinase, CASK-LIN-2 (93–95).

The glypican family is composed of five members (glypican-1/glypican, glypican-2/
cerebroglypican, glypican-3/OCI-5, glypican-4/K-glypican, glypican-5). Glypicans are
linked to the cell surface by a GPI anchor at the carboxyl-terminus (96–98). They pos-
sess an EC region, with GAG attachment sites and 14 invariant cysteine residues, which
stabilize a compact tertiary structure. They are mainly targeted to apical surfaces, a
process partially dependent on glycosylation. In neural tissues, syndecan-3 is the most
expressed HSPG receptor, but syndecan-4 and glypican-4 are also expressed.

2.3.1.6. NG2

NG2 is a CSPG that exists in three forms: one transmembrane, full-length form of
300 kDa; and two shorter forms, one of 275 kDa, which remains attached to the mem-
brane, and one of 290 kDa, which is secreted into the ECM (35,41,42,99,100). How-
ever, these different forms arise from EC proteolytic cleavage, and not from mRNA
splicing. In vivo, NG2 is expressed in oligodendrocyte precursor cells/platelet-derived
growth factor (PDGFα) receptor-positive. In adult rodents, some NG2-positive cells
can be observed, which express the PDGFα receptor but not glial fibrillary acidic pro-
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tein; hence, some authors (101) argue that these cells are either a pool of precursors of
oligodendrocytes still present in the adult brain, or a new type of astrocyte. The func-
tions of NG2 have been studied in vitro: the PG inhibits neurite outgrowth of cerebellar
neurons and dorsal root ganglions in the presence of laminin (102). NG2 could be
involved in the inhibition of axonal regeneration, because it is upregulated in sites of
lesion after brain injury (103,409). The molecular mechanisms of NG2 action are
unknown; no clear evidence for the existence of any receptor has been given (104), but
the range of interactions with other molecules from the ECM is better known: NG2 can
bind to different types of collagen, to tenascin, and laminin (105,106).

2.3.1.7. APPICAN

Appican is the CSPG form of amyloid precursor protein (APP) (39,41,42,107,108),
and is expressed by certain transformed cell lines of neural origin, namely, C6 cells and
N2a neuroblastomas, and is detected in both human and rat brain, and, in primary cul-
tures, is expressed by astrocytes, but not neurons. The core protein of appican has been
shown to be an alternatively spliced isoform of APP, lacking exon 15 of the APP gene;
splicing out of exon 15 results in the joining of exons 14 and 16, and formation of a CS
GAG chain attachment site at serine 619, which lies 16 amino acids upstream of the
Abeta peptide sequence, implicated in the pathology of Alzheimer’s disease (AD).
Levels of appican expression could be regulated by growth conditions independent of
APP, suggesting that these molecules may serve distinct physiological roles within the
cell. Morphological changes were also observed in both astrocytic and transformed
cell cultures, suggesting that appican may be a CAM. Appican-enriched ECM was also
observed to serve as a better substrate for attachment of N2a neuroblastomas, pheo-
chromocytoma PC12 cells, and primary astrocytes, compared to APP-enriched ECM.

2.3.2. Glycoproteins

2.3.2.1. FIBRONECTIN

Fibronectin is a glycoprotein that can mediate or modulate cell adhesion, morphol-
ogy, and migration (109–111). Fibronectin is composed of three types of repeating
unit, and these structural modules are termed types I, II, and III (Fig. 2). These modular
binding units can bind to cells, as well as to other key EC molecules; hence FN type I
binds to heparin (HSPGs), fibrin, and collagen; FN II binds to collagen, and FN type III
can bind to heparin and cell surfaces, but not to collagen. Various pairings of these
binding domains can account for the ability of FN to form crosslinks between different
ECM proteins, as well as its ability to mediate cell adhesion to collagen or fibrin.

Alternative splicing of the single FN gene results in the insertion or absence of three
FN III domains, ED-A (EIIIA), ED-B (EIIIB), and IIICS, processing of the latter
domain being more complex, occurring at three sites.

There are six sites in the FN molecule capable of mediating cell adhesion, all of
which occur in the type III domains. These can be subdivided into three regions.
First, there is the central binding domain, which contains the amino acid sequence,
Arg-Gly-Asp (RGD), a key recognition unit for integrin receptor binding, found in a
number of EC adhesion proteins. However, full receptor binding specificity and
strength of binding to the major FN receptor requires another region containing
the sequence, Pro-His-Ser-Arg-Asn, which functions in synergy with this basic adhe-
sion sequence. Second, there are two sites in the alternatively spliced IIICS region,
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with the consensus peptides, Leu-Asp-Val (LDV) and Arg-Glu-Asp-Val (REDV).
These can confer cell-type specificity to the FN recognition; hence, although most cells
adhere to the RGD and synergy sequences, adhesive recognition of the latter two IIICS
sites is more restricted. For example, cells derived from the neural crest, such as those
of the PNS (neurons from the sympathetic and sensory ganglia), bind to LDV, as do
lymphocytes. Finally, there is the heparin-binding domain, containing two peptide
sequences recognized by melanoma cells.

FN protein can be modified by glycosylation (mostly by N-linked sugars), phospho-
rylation, and sulfation. The FN monomer can form multimers by disulphide bonding at
the carboxyl-terminus. From these, it can form detergent-insoluble fibrils. This is
achieved by disulfide bridges or by transglutaminase crosslinking. For matrix assem-
bly, the central binding domain and the N-terminal part are involved, because
fibrillogenesis is inhibited by specific antibodies directed against these regions.

Fig. 2. Modular structure of GPs in the ECM. LAM is a heterotrimer composed of α, β,
and γ chains. Lines connecting the monomers represent disulfide bridges. A = RGD sequence;
B = cell interaction site; C = Collagen type IV interaction site; D = Nidogen interaction
site; E = α6β1 integrin cell interaction site; F = P20 sequence involved in neuronal adhesion;
G = Heparin interaction site, which promotes aggregation of laminin into a noncovalently asso-
ciated polymer. FN is composed of multiple repeats of three types of structural module, termed
I, II, III. Interaction sites with other molecules and the sites of cell interaction are indicated.
Arrows show specific peptide sequences. FN forms a dimer of nonidentical subunits linked by
disulfide bridges. Human TN-C is composed of repeats of EGF-type and FN III sequences.
The FN III repeats are numbered, and alternative splicing occurs between numbers 5 and 6.
The N-terminus is composed of a Cys-rich region; the C-terminus has a fibrinogen-like
sequence.
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Fibrillogenesis is inhibited by an antibody directed against the α5β1 integrin, leading
to the hypothesis that some receptor-like system is involved between cells and secreted
FN during the formation of an organized ECM.

2.3.2.2. LAMININ

There are at least seven structurally distinct forms of laminin, of which the most
abundant form is classic LAM, and they are mostly found as prominent constituents of
basement membranes (112–115). LAM is a 850-kDa heterotrimeric glycoprotein, con-
taining three noncovalently associated chains, termed α (400 kDa), β (210 kDa) and γ
(200 kDa) (Fig. 2). Classic LAM (LAM-1) comprises α1, β1, and γ1 (formerly called
A, B1, and B2). Each monomer is expressed by a single gene giving rise to different
isoforms by alternative splicing. Each of the chains forms a short arm; the long arm
consists of all three subunits intertwined in a rigid coiled-coil structure terminated by
a globular terminal domain. 25% of the total weight of LAM results from carbohydrate
moieties. The short arms of all monomers contain an EGF repeat.

Like fibronectin, LAM plays important roles in mediating the adhesion and migra-
tion of cells, although LAM seems to be more specialized for neuronal and epithelial
cells. LAM is principally expressed in basement membranes where it is organized in a
complex polymerized structure associated with other ECM molecules, such as nidogen,
perlecan, and collagen IV (116), but can appear transiently elsewhere to play a role in
other processes, such as neurite outgrowth. LAM-1 could be implied in the promotion
of axon growth, and the α6β1 integrin, known as a receptor for LAM, plays critical
roles in mammalian neural development (117,118).

LAM contains differents domains associated with different functions. There are a
number of cell-binding sites, including a RGD sequence on the α chain, and a neurite
interaction site, which involve all monomers. There is also a central cell binding site,
less active for binding neurons, which could be a cryptic domain. Indeed, several
reported peptide-adhesive sites appear to be cryptic, and probably require proteolysis
or denaturation to be exposed or released. Unlike FN, LAM can also bind to cells
through sulfated glycolipids or cell-surface glycosyl transferases.

The HS (or HSPG)-binding domain of the multiglobular part of the A chain is
important for basement membrane integrity. LAM can also bind type IV collagen and
entactin, other major structural components of basement membranes. Entactin (also
named nidogen) binds the short arm of LAM in a noncovalent manner, with a stoichi-
ometry of 1:1, forming a highly stable complex. This binding is such that purified
LAM is in fact usually a LAM–entactin complex (119).

The other forms of LAM include merosin (LAM-2) with the structure α2, β1, γ1,
which is particularly present in the brain and PNS, synaptic- or S-LAM (LAM-3), with
the structure α1, β2, γ1, which is enriched in synaptic sites, and which binds to ciliary
ganglion neurons, using a Leu-Arg-Glu (LRE) sequence present in the neurite inter-
action site, and S-merosin (LAM-4), with the structure α2, β2, γ1, which is expressed
by Schwann cells.

Cell-surface receptors for LAM include the integrins (120), although there are
many nonintegrin-binding proteins, such as lectins, elastin, dystroglycan (121),
cranin (a 120-kDa form of dystroglycan, whose LAM binding is inhibited by heparin:
Cranin is localized in synapses, and contains carbohydrates, including HNK-1)
(122,123), and galactosyl transferase, an enzyme localized on growth cones, which
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transfers galactose residues from a donor (UDP-galactose) to an acceptor (N-acetyl-
glucosamine) located on LAM, especially in the E8 domain. This enzyme plays a role
in PC12 neurite outgrowth, and it may also change LAM-binding cell properties by
changing the number of lectin binding sites on the molecule.

LAM α2 is expressed in the brain, where it seems to play critical roles, because the
mutation affecting its gene cause severe neurological defects. Abnormal myelination is
observed in these mutants, but the mechanisms responsible for such defects are unclear
(124–126).

2.3.2.3. THROMBOSPONDIN AND F-SPONDIN

The thrombospondin (TSP) family comprises five members: TSP-1–4 and COMP
(now renamed TSP-5) (28,127). All TSPs contain EGF repeats (named “TSP type 2
repeat”) and seven calcium-binding domains (TSP type 3 repeat) at their carboxyl-termi-
nus. TSP-1 and TSP-2 contain, in addition, a procollagen homology domain and three
TSP type 1 repeats. TSP-1 and 2 are assembled as homotrimers; TSP-3–5 are
pentamers. All TSPs but TSP-5 are expressed in the developing nervous system.

The interaction of TSP-1 with cellular and EC binding molecules has been exten-
sively studied. The N-terminus of TSP contains a heparin binding domain, which in
addition to membrane-inserted HSPGs, such as syndecan, can bind sulfated lipids
on cell surfaces. TSP inhibits adhesion of FN to cells. It also contains an RGD sequence
in its last calcium binding domain, and this probably explains the binding of TSP to
integrins αVβ3 and α2β3 (128,129). The α3β1 integrin is another receptor for TSP,
through which it can promote neurite growth (130). TSP is expressed by microglia
(131), and neurons (132), and is a strong neurite growth promoter. It is also found in
basement membranes during embryonic development, and is associated with periph-
eral nerves. In addition, TSP-1 regulates plasminogen activity, and can bind and acti-
vate TGF-β (28).

F-Spondin and mindin form a family of molecules containing a TSP type I repeat at
the C-terminus and two spondin domains, called FS1 and FS2, at the N-terminus (28).
F-Spondin is required for the appropriate pathfinding of commissural axons of the floor
plate (133,134), and is expressed in the hippocampus, where it promotes outgrowth of
embryonic neurons (135).

2.3.2.4. TENASCINS

The tenascin (TN) family comprises five distinct members: TN-C, TN-R, TN-W,
TN-X, and TN-Y (136). The TNs display highly restricted and dynamic patterns of
expression in the embryo, particularly during neural development, skeletogenesis, and
vasculogenesis. These molecules are re-expressed in the adult during normal processes,
such as wound healing, nerve regeneration, and tissue involution, and in pathological
states, including vascular disease, tumorigenesis, and metastasis (137,410).

TNs are characterized by a serial arrangement of a cysteine-rich N-terminus, fol-
lowed by varying numbers of EGF-type repeats, succeeded by multiple FN III repeats,
and a carboxy-terminus, with homologies to fibrinogen-β and -γ (Fig. 2; 136).

The basic TN-C protein in mouse comprises 14.5 EGF-type repeats, followed by
eight FN III repeats, although there is considerable splicing of up to six additional
FN III domains between the fifth and sixth FN III units of the basic structure, poten-
tially resulting in up to 64 different isoforms, of which 27 have been shown to be
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expressed as mRNAs (138). The N-terminal region contributes to the central knob, a
cysteine-rich structure that assembles six monomers via disulfide bridges, to form a
hexameric polymer. In the CNS, TN-C is principally expressed by astrocytes and radial
glia at early stages of development. In the adult, the protein is restricted to regions such
as the molecular layer of the cerebellum, the olfactory bulb, and the optic nerve head
(139–141). TN-C has been shown, in different in vitro assays, to exert both inhibitory
and stimulatory actions on neuronal cells (89,136,142–144,411,412). These diverse
functions have been localized to distinct functional domains, using proteolytic frag-
ments and fusion proteins. Hence, for example, an analysis of the alternatively spliced
FN III domains shows that, together, they support short-term, but not long-term, adhe-
sion of embryonic and early postnatal neurons; FN III domains A1, A2, and A4 together
exhibit repulsive properties on HC neurons; FN III B and D promote neurite outgrowth
(143). These contrary cellular functions also seem to depend on their mode of presen-
tation, i.e., whether the proteins are soluble or substrate-bound, and also upon the cell
types and differentiation states of the target tissues (144).

TN-R is shorter than TN-C, with 4.5 EGF-type repeats and 8–9 FN III repeats. It is
predominantly expressed by oligodendrocytes during the onset and early phases of
myelin formation, and remains expressed by some oligodendrocytes in the adult,
although it is also expressed by some neurons in the spinal cord, retina, cerebellum,
olfactory bulb, and hippocampus (145–147). TN-R, like TN-C, seems to be a multi-
functional molecule that promotes neurite outgrowth when presented as a uniform sub-
strate, inhibits growth cone advance when offered as a sharp substrate boundary, and
induces axonal defasciculation in vitro (146,148,149).

Expression of TNs is regulated by a variety of growth factors (GFs), cytokines,
vasoactive peptides, ECM proteins, and biomechanical factors (150–152). The signals
generated by these factors converge on particular combinations of cis-regulatory
elements within the recently identified TN gene promoters, via specific transcriptional
activators or repressors (145,153–159), e.g., the transcription factor, Sp1, activates
the expression of the mouse TN-X gene (154), Sp1 and Ets proteins act as potent
activators of TN-C expression (155), and OTX2 binds and represses the human TN-C
promoter (157).

2.3.2.5. BIFUNCTIONAL AXON GUIDANCE MOLECULES

Over the past few years, significant progress has been made in understanding the
molecular basis of axonal guidance, by the identification of several families of proteins
that can act as substratum-bound, short-range, or long-range diffusible axon guidance
signals (160,161).

The netrin protein family was first discovered in C. elegans with unc-6, but two
mammalian homologs are known: netrin-1 and netrin-2 (162). The netrins contain
globular and EGF repeat domains highly related to domains V and VI of the LAM
β-chain, and a unique basic C-terminal amino acid sequence. Netrins are secreted pro-
teins exerting both repulsive and attractive effects on axonal growth cones (163). They
are considered to be diffusible factors acting as cues for growing axons, e.g., of the
commissural neurons of the spinal cord (164). Two transmembrane netrin receptors are
known, possessing EC domains related to the immunoglobulin (Ig) family of CAMs:
Both unc-5 in C. elegans, and its mammalian homolog, contain two Ig domains and
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two TSP type I domains; unc-40 in C. elegans, and its mammalian homologs, DCC and
neogenin, contain four Ig domains and six FN III domains (165,166).

The semaphorins are the largest family of signaling molecules implicated in axonal
guidance. They can be divided into eight classes (1–7, and V), and can be both secreted
and transmembrane molecules (167–169). They are characterized by the presence of a
conserved semaphorin domain of 500 residues found in both invertebrate and verte-
brate proteins. The secreted forms contain an Ig domain, in addition to the Sema
domain; the transmembrane forms contain an IC domain and the Sema domain, but
can occur with a TSP domain, instead of the Ig domain. Semaphorin was first
termed as “fasciclin” in the grasshopper, and as “collapsin” in the chick (165,170).
The Semaphorins play critical roles in axon guidance, by acting as repulsive cues,
inducing growth cone collapse in in vitro tests; e.g., exposure of sensory neurons to
the secreted protein, SemD, or its chick homolog, collapsin-1, induces a rapid but
reversible collapse of their growth cones (171,172), and a limited contact of growth
cones with immobilized Sema 3A (collapsin) can redirect the trajectories of growing
axons, an effect mediated by the neuropilin membrane receptors. Semaphorins can
also act as attractive cues during neuronal morphogenesis, e.g., controlling den-
dritic arborization (173).

First characterized in Drosophila, Slit is a secreted protein containing four LRR and
seven EGF repeats expressed by midline glia, which binds to the Roundabout (Robo)
receptor (174–176). Although Drosophila and C. elegans have a single gene coding for
Slit, three genes occur in mammals, coding for Slit proteins, which are known to be
involved in the repulsion of motor and olfactory bulb axons (177). In addition, Slit is
the first known protein to act as a promoter of axon branching, as demonstrated on
sensory neurons (178). Slit can bind to netrin and LAM, and can act as a ligand for
glypican-1 (177).

2.3.2.6. ASTROTACTIN

Astrotactin is a GP containing three EGF domains and two FN III domains. In the
developing cerebellum, it is expressed by postmitotic immature neurons during their
migration along the radial glia. Astrotactin therefore appears to be a ligand for neu-
ronal migration in the CNS along astroglial fibers. It is also expressed in the develop-
ing hippocampal formation and olfactory bulb (179–181).

2.3.2.7. REELIN

The Reeler mouse is a mutant that shows a disturbance in the formation of its
cortical layers. Characterization of this mutant identified the reelin protein. Reelin is
a GP expressed by Cajal-Retzius cells in the developing cortex, and by neurons from
the external and internal granule layer of the developing cerebellum. It contains EGF
repeats, and its N-terminus reveals 25% identity with F-spondin (182,183). It is a
ligand for lipoprotein receptors (184,185), for α3β1 integrin (186), and for proteins
of the cadherin-related neuronal receptors (CNR) family: These are proteins contain-
ing six EC cadherin ectodomains and a cytoplasmic domain interacting with the
tyrosine kinase (TK) Fyn (187).

2.3.3. Collagen

Collagen accounts for up to 30% of the total protein mass in mammals. The collagen
family is a heterogeneous group of proteins, consisting of at least 19 different types.
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They are macromolecular proteins of approximate mol wt 300,000, composed of three
helical polypeptide chains wound round each other to form a triple helix. The amino
acid composition of these chains is characterized by a high content of glycine, proline,
alanine, absence of Cys and tryptophan, low content of tyrosine, and the presence of
unique hydroxylated amino acids (hydroxyproline and hydroxylysine) (188–191).

Collagen types I, II, III, V, and XI, the fibrillar collagens, are composed of long,
uninterrupted triple helices, flanked by globular domains that are cleaved off on matu-
ration: These molecules associate into long fibrils. Collagen fibers provide mechanical
support to the connective tissue, e.g., in the meninges (192,193). They exhibit struc-
tural variation from tissue to tissue, with reference to the orientation of fibrils and in
the diameters and the density of packing of fibrils in the tissue. This variation is contin-
ued at the molecular level, where there are tissue-specific differences in the lateral
packing of individual molecules into fibrils. This fibrillar diversity in structure is
related to the specific mechanical and structural properties characteristic of each tis-
sue. In addition, the collagens also form an essential substrate for cellular adhesion and
migration.

Collagen type IV differs considerably from the fibrillar collagens, with many interrup-
tions in its triple helix, and several noncollagenous domains: a highly disulphide-bonded
triple-helical N-terminal domain, 7S, and a C-terminal globular domain, NC1, which
persists in its mature form. Carbohydrate accounts for 10% of its mass. Collagen type IV
is the major component of basement membranes. It is highly expressed by the endothe-
lium of blood vessels (194). The globular terminal extensions of the molecule associate
to form a network; hence, association of four molecules at their N-termini gives rise to
tetramers, which can further aggregate into a regular tetragonal or irregular polygonal
meshwork. Variations in the size and the nature of these pores may account for the
variations in the properties of the basement membranes of different tissues (190).

2.3.4. Proteases

The matrix metalloproteinases (MMPs) are a family of more than 20 secreted and
cell-surface zinc-endopeptidases, which can degrade the proteins of the ECM, and are
thereby involved in the remodeling of the ECM in a variety of physiological and patho-
logical processes (195–201).

All of the MMPs are initially expressed as inactive pro-MMP zymogens, with a
common 80-amino acid propeptide, followed by the N-terminus catalytic domain and a
C-terminus domain (except in MMP-7). A Zn atom in the catalytic domain is bound to
a Cys in the propeptide, and the enzyme is activated (notably by plasmin) by disrupting
this interaction, thus exposing the active site, which cleaves the propeptide by auto-
catalysis. The MMPs bind to their ECM substrates via the C-terminus domain, and
there is an additional C-terminal transmembrane domain in the membrane-type matrix
metalloproteinases (MT-MMPs). Although there is some substrate specificity, many of
the MMPs can degrade several different classes of ECM protein, e.g., MMP-2
(gelatinase A) and MMP-9 (gelatinase B) degrade collagens I, IV, V, VII, and X, gela-
tin, elastin, FN, and PGs; MMP-3 (stromelysin-1) and MMP-10 (stromelysin-2)
degrade collagens IV, IX, and X, LAM, elastin, FN, and PGs.

Given their potential capacity to catalyze the degradation of all of the protein com-
ponents of the ECM, their activities are kept under tight control, to prevent tissue



ECM in Neural Development 125

destruction. In addition to the control of proenzyme activation, there are numerous
transcription factors that regulate their gene expression, and there is a family of inhibi-
tory molecules (tissue inhibitors of MMPs [TIMPs]), which can regulate the activity
of the enzyme, once it is activated.

A number of different signals, including cytokines, growth factors, integrins and
viruses, can activate transcription of the genes encoding MMPs; hence, there is an
upregulation of MMPs associated with wound healing and angiogenesis, but also with
various pathologies, such as tumor invasion and metastasis, and multiple sclerosis (198).

An important activator of pro-MMPs is plasmin, a serine proteinase generated from
plasminogen by the action of the tissue- or urokinase-plasminogen activator (tPA/uPA),
which is anchored to the cell surface by its receptor (tPA-R/uPA-R). Pro-MT-MMPs
are also activated by furin, another Ser proteinase. The localization of this activa-
tion mechanism on the cell surface implies a concentration of proteolysis in the
immediate pericellular environment, where it can influence cell–cell and cell–ECM
interactions (199).

There are currently four members of the family of TIMPs, of which three are
expressed in the brain (TIMPs 2–4) (202). These bind with high affinity to the C-terminus
domain of MMPs, but can also bind to the proenzymes by other mechanisms. It seems
that a balance between the MMPs and the TIMPs can regulate a number of cell–matrix
interactions, and that their relative stoichiometry is critical. For example, TIMP-2 can
bind MMP-2 and MT-MMPs, but it can also serve as an adaptor molecule, allowing
pro-MMP-2 to associate with, and be activated by, MT-MMPs (199,202).

2.3.5. Lectins

Lectins are proteins that recognize specific carbohydrate structures (203,204). They
bind through their carbohydrate recognition domains, and play an important role in the
ECM, where there are many carbohydrate structures to which they can bind, including
GAG chains and N-linked sugar residues, such as sialic acid and mannose (205). Lectins
can belong to other protein families, according to the nature of the other protein domains
that make up their structure.

Lectins can divided into two kinds: I-lectins and C-lectins. I-lectins belong to the
Ig-like superfamily. A number of I-lectins are present in the nervous system, including
P0, which can bind to HNK-1 (a sulphated glucuronic structure), ICAM 1 (I for inter-
cellular), which binds HA, NCAM, and the fibroblast growth factor (FGF)-receptor,
which is the only non-CAM I-lectin that can bind to HS. In addition, there are the
sialoadhesins, a family of sialic-acid-binding I-lectin CAMs (also denoted as Siglec-
1–4), which includes myelin-associated glycoprotein, Schwann myelin protein, and
sialoadhesin. Sialoadhesin is a 185-kDa protein expressed in murine macrophages in
the PNS, and at specific sites of the blood–brain barrier, such as the choroid plexus
(206). I-CAM1 is a protein that can bind HA by its Ig domain. It can mediate intercel-
lular interactions in the immune and nervous system, and is expressed by microglia and
astrocytes in vitro and under pathological conditions in vivo.

C-lectins are calcium-dependent and include L-selectin on lymphocytes, as well as
the lectican family of CSPGs (which includes aggrecan, neurocan, versican, and
brevican). In addition to a C-type lectin domain, a C-lectin must contain a HA-binding
site and a Ig-like domain toward its N-terminus (203).
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2.3.6. Growth Factors

An important function of FN and other extracellular molecules is to serve as carriers
of growth and differentiation factors, such as TGF-β (207,208). Growth factors can
bind to the ECM via protein domains or sugar groups, particularly GAG chains. ECM
binding of growth factors limits diffusion, providing localized storage of factors, which
may persist after growth factors production has ceased; e.g., matrix-bound FGF is
degraded more slowly than free FGF, prolonging its activity (209). Such matrix-bound
growth factors can be released following focalized protease destruction of ECM mol-
ecules (36), e.g., PDGF (210).

HS and heparin can bind to and modulate the activity of various growth factors,
including FGFs 1–9, vascular endothelial growth factor, and heparin-binding epithelial
growth factor (96,211). As such, it has been shown that HSPGs can regulate the
mitogenicity of FGFs, and that these interactions are prerequisites for the binding of
the growth factors to their high-affinity transmembrane receptors. However, the criti-
cal roles of HSPGs in developmental processes and specific signaling pathways have
recently been illustrated by the identification of mutations involved in the biosynthe-
sis of HS in Drosophila and mice.

In Drosophila, mutations in the UDP-D-glucose dehydrogenase, which produces the
UDPGlcA HS precursor sugar (sugarless), and in the N-sulphotransferase, which
sulphates the HS GAG chain (sulfateless), result in a disruption of the FGF, Wingless,
and Hedgehog signaling pathways. The loss of activity of these pathways results in
severe phenotypes, indicating that the HSPGs are absolutely required for signaling of
these growth factors and morphogens (212,213).

Some ECM molecules also possess intrinsic growth factor activity that might be local-
ized to growth factor-like sequences; e.g., EGF-like regions are present in LAM (214), TN
(215), and TSP (216), all of which have been reported to possess mitogenic activity (217).

3. MEMBRANE BOUND PROTEINS: CELL CONTACT TO THE ECM

EC molecules interact with each other to form and organize the ECM, but they
interact also with receptors on cell surfaces. These receptors can be divided into five
major groups: CAMs, integrins, selectins, cadherins, and syndecans/glypicans (dis-
cussed in Subheading 2.3.1.5.). All are represented in the CNS, and induce signal
transduction, allowing the cells to adapt their behavior to their microenvironment.
Although cadherins are only involved in direct cell–cell interactions, the other recep-
tor groups can all mediate both cell–cell contact and cellular interactions with the
ECM. The modular structure of these cell–surface molecules is illustrated in Fig. 3.

3.1. Cell Adhesion Molecules (CAMs)

CAMs are cell-surface macromolecules from the Ig superfamily (218,219). They
contain a variable number of Ig-like domains and FN III repeats, and CAMs bind their
ligands in a Ca2+-independent manner. In this family of adhesion molecules, molecules
can be distinguished that have a transmembrane domain followed by a cytoplasmic
C-terminus, such as NCAM180/140, NrCAM, NgCAM/L1, or neurofascin, and CAMs
that are linked to the membrane by a GPI anchor, such as NCAM120, F11/F3/contactin,
or TAG-1/axonin (220–224). GPI-attached molecules are generally associated with
others in the membrane.
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In the CNS, Ng(neuron-glia)CAM/L1, N(neuronal)CAM, F11/F3/contactin, and
TAG-1/axonin have all been shown to mediate fundamental processes in brain devel-
opment and neuronal plasticity, such as process outgrowth, guidance, and fasciculation
(225–227).

CAMs can also possess important posttranslational modifications, such as glyco-
sylation; e.g., a form of NCAM exists with a polysialic acid (PSA) modification (known
as PSA-NCAM), and it has been demonstrated that the functional activity of NCAM in
neuronal plasticity can be regulated by the presence of this carbohydrate moiety
(228,229).

3.2. Integrins

Integrins are the major group of receptors for EC molecules. They are heterodimeric
receptors that result from the association of two subunits, α and β (Fig. 3). At least
20 α (α 1–9, α V, α IIb, α L, α M, α X, α PS2, α IEL) and nine β (β 1–9) subunits have
been identified. One α-subunit can bind to one of several β-subunits, and vice versa,
giving rise to a large number of possible combinations: e.g., β1 can bind 10 α units
(α 1–9, respectively, and α V) (230). In this way, the ligand specificity of the integrins
can be modulated (231).

Each of the integrin subunits is composed of a large N-terminal EC domain, a
transmembrane segment, and a short C-terminal cytoplasmic region. The EC region
of α-subunits consists of seven homologous repeats, the repeats IV–VII, containing
motifs similar to divalent-cation-binding EF-hands found in calmodulin, and their fixa-
tion of Ca2+ or Mg2+ not only stabilizes the tertiary structure of the molecule, but is also
necessary for the interaction of the dimeric receptor with ligands. The N-terminal region
of the β-subunits is characterized by a highly conserved segment that also contains an
EF-hand-like motif and an EC region consisting of cysteine-rich repeats (230).

In the brain, integrins are found in all regions, and seem to participate in all develop-
mental processes, plasticity, and repair mechanisms (232).

3.3. Selectins

Selectins are a group of glycoproteins composed of an N-terminal C-type lectin
domain, an EGF-like domain, and a variable number of short consensus repeat units
similar to those found in complement regulatory proteins of the immune system, fol-
lowed by a transmembrane and a short cytoplasmic domain (Fig. 3). The selectin fam-
ily consists of L-selectin (lymphocytes), E-selectin (endothelium), and P-selectin
(platelets) (233). These molecules are expressed on blood cells and the endothelium of
vascular vessels, where they play an important role in inflammatory processes (234),
although there is no evidence that selectins interact directly with neural cells in brain
inflammatory mechanisms.

3.4. Cadherins

Cadherins form a large superfamily of transmembrane glycoproteins comprising
at least 50 different members sharing similar structures (235–237). Cadherins have
been subclassified into several categories: the type I includes N-, E-, P-, R-, and M-
“classical” cadherins; the type II comprises cadherins 5–12, and finally, there are the
T-cadherin, protocadherins, cadherins from desmosomes, and the CNR cadherins.
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Typically, they all possess an extracellular region composed of several homologous
β-sandwich EC domains (five for the classical cadherins, and 6–7 for protocadherins),
which are topologically similar, but not identical, to Ig domains (238,239; Fig. 3).

Cadherins are primarily responsible for specific adhesion between cells, during
which the binding will be homophilic, between like cadherin molecules on adjacent
cells, although there are some known cases of interaction between different cadherins,
and cadherin molecules can also interact on the same cell surface. All of these binding
interactions are calcium-dependent, cadherins possessing two calcium-binding sites at
the junction between each of the EC domains (240). The binding of calcium stabilizes
the structure of the molecule in a functional conformation (241).

Most of the cadherins are expressed in the CNS. E- and N-cadherins are involved in
neural connections, and in regulating synaptic mechanisms (242).

4. SIGNALING MECHANISMS AND THE ECM

Interactions of cells with each other, and with the ECM during development and
remodeling, depend on a multifactorial, complex array of molecular interactions and
signaling events that are constantly being integrated by the cell to produce behavior
appropriate for the spatial and temporal environment (Fig. 4).

The development of different cell types in the brain depends on interactions between
the molecules of the ECM and their receptors on the cell surfaces. Signals from the
cell’s microenvironment can be transmitted through these receptors, allowing the cells
to respond and to adapt appropriately (243).

Different types of interaction can be distinguished. First, receptors can pass on
extracellular signals directly via secondary messengers: This is the case for integrins
and changes to the cytoskeleton. But receptors can also be associated to other cell-
surface molecules when transmitting information from the ECM; e.g., ECM inter-
actions with the GPI protein, F3/F11/contactin, in turn depend on its interaction with
other transmembrane CAMs, such as NCAM or Caspr/Paranodin, which can modulate
the activity of Fyn kinase on the cytoplasmic surface of the cell membrane (244,245).

4.1. Integrins and IC Signal Cascades

The interaction of cells with components of the ECM is vital for cell growth, cell
differentiation, and cell migration. The family of cell-surface receptors chiefly respon-
sible for these interactions is the integrin receptor family, a group of highly versatile,
heterodimeric, transmembrane glycoproteins. Signaling via integrins is achieved
through interactions with IC effectors that couple integrins and growth factor receptors
to downstream components (246–249; Fig. 4).

4.1.1. Outside-In Signaling

The ligand-binding or antibody-mediated clustering of integrins results in the acti-
vation of a variety of intracellular signaling processes, such as stimulation of the activi-
ties of cytoplasmic tyrosine and serine/threonine protein kinases, induction of calcium
and hydrogen transients via activation of calcium channels and the Na+/H+ antiporter,
stimulation of lipid metabolism and generation of lipid second messengers, and organi-
zation of the actin cytoskeleton (250–253). Although capable of direct signaling,
integrin-mediated adhesion can also regulate signaling events emanating from other
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receptors, e.g., receptor tyrosine kinases (RTKs). Engagement of integrins results in
tyrosine phosphorylation of focal adhesion kinase (FAK), a protein tyrosine kinase
present in focal adhesions. FAK associates with several different signaling proteins, such
as Src-family protein tyrosine kinases, p130Cas, Shc, Grb2, PI-3 kinase, and paxillin
(254). This enables FAK to function within a network of integrin-stimulated signaling

Fig. 4. Integrin-mediated signaling pathways linking the ECM to cytoskeletal adjustments.
αβ = integrins make up a large family of heterodimeric proteins composed of α- and β-subunits
that mediate cell–ECM adhesive connections. The EC domains interact with ECM molecules,
such as FN, LAM, and TN, and the IC domain interacts with the actin cytoskeleton through
several intermediate proteins. In addition to ligand binding, integrin signaling also requires
integrin clustering, which is dependent on the GTPase, Rho. Through such clustering, a focal
adhesion plaque is formed, which is a large complex of IC proteins, composed of cytoskeletal
and signaling molecules, such as talin, α-actinin, filamin, tensin, vinculin, and FAK. Here,
FAK becomes hyperphosphorylated. The major signaling pathways involving the Rho family
of GTPases (small G proteins), Rho, Cdc42, Rac, and Ras are also illustrated. Integrins can
activate Ras via the phosphorylated FAK, and subsequently Rac via Ras, and Rho. Cdc42, Rac,
and Rho are interconnected in a hierarchical fashion, and interact with a number of target effec-
tors. Some of these, such as WASP (Wiskott-Aldrich syndrome protein), Por1, Rho kinase, and
phosphatidylinositol phosphate 5-kinase (PI-5 kinase), are responsible for organizing
cytoskeletal structures, such as filopodia, lamellipodia, and focal adhesions. Other effectors,
such as the MAPKs, activate elements that influence gene expression, resulting in protein syn-
thesis. Another pathway involves the conversion in the membrane of PIPs by the action of
enzymes, such as phospholipase C and protein kinase C (PKC). For example, vinculin regu-
lates the anchorage of the cytoskeleton to the membrane: It is recruited to the membrane by
Rho-dependent synthesis of PIP2, a process that can be inhibited through phosphorylation of
vinculin by PKC. PKC also plays a role in activation of integrins, probably via its substrate
Rack-1, which binds directly to integrin β tails.
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pathways, leading to the activation of targets, such as the extracellular-signal-regulated
kinase (ERK) and mitogen-activated protein kinase (MAPK) pathways (253).

The net effect of integrin engagement is cell-type-specific, and depends on the con-
text in which the cell finds itself. Integrin-mediated adhesion to the ECM can regulate
apoptosis and the cell-cycle machinery, mitogenesis, cell differentiation, cell migra-
tion, and cell-to-cell adhesion.

4.1.2. Inside-Out Signaling

The adhesive property of integrins is of fundamental importance during various
stages of embryonic development, as shown by the targeted elimination of many of the
integrin subunits by gene-knockout strategies, which results in a spectrum of embry-
onic lethality (255). The binding of integrin to its ligands is a dynamic process that can
be regulated. Hence, integrins can either be active and capable of binding to their
ligands, then of forming productive cytoskeletal linkages via their cytoplasmic tails, or
they can remain inert and incapable of forming such connections. The switch from
inert to active integrins can be influenced by factors inside the cell, and this has been
termed “inside-out” signaling (256,257). Such integrin activation can promote the
assembly of ECMs around and between cells, indicating a true signaling process from
the inside to the outside of the cell. The resulting increase in cell adhesion varies
according to the stimulus and the cell type.

Many factors have been implicated in the activation of integrins, including phorbol
esters, lipid mediators, calcium ionophores, thrombin, chemokines and chemo-
attractants acting through serpentine receptors, aggregation of various coreceptors,
including CD2, CD28, and CD31, protein kinase C, and TSP binding (257).

4.2. Protein Tyrosine Phosphorylation

Protein phosphorylation and dephosphorylation are fundamental mechanisms used
to control biological processes. Perhaps one-third of cellular proteins are phosphory-
lated, of which the vast majority are phosphorylated on serine or threonine residues.
However, although tyrosine phosphorylation only accounts for less than 0.1% of total
protein phosphorylation, it has become clear that tyrosine phosphorylation is involved
in the regulation of numerous cell functions, including passage through the cell cycle,
proliferation and differentiation, motility, and cytoskeletal organization (263). Hence,
in neurons, signal transduction based on protein tyrosine phosphorylation of cytoplas-
mic proteins seems to regulate cell fate choices, cell differentiation, survival, and
axogenesis, and is also implicated in synapse formation.

The level of tyrosine phosphorylation is regulated by the opposing actions of protein
tyrosine kinases and protein tyrosine phosphatases (PTPs). Both protein families are
very large, with ~100 PTPs so far identified, and many more kinases known. Both
PTKs and phosphatases can be either cytoplasmic or single-pass transmembrane recep-
tors. Through their extracellular domains, the receptors can interact with extracellular
ligands, triggering the enzymatic activity of their cytoplasmic domains.

4.2.1. Receptor Tyrosine Kinases (RTKs)

EC signal molecules, such as EGF, PDGF, and insulin bind to RTKs (258). These
receptors possess one or two cytoplasmic tyrosine kinase regions. Upon ligand bind-
ing, RTKs autophosphorylate. The resulting phosphotyrosine residues act as highly
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selective binding sites for so-called Src homology domain 2 (SH2)-containing proteins,
which transduce the signal by changing their enzymatic activity or recruiting other
proteins (259,260). Among these SH2-containing proteins are Ras-GTPase activating
protein and phospholipase C. Phospholipase C hydrolyzes phosphatidylinositol 4,5-
bisphosphate (PIP2) into inositol 1,4,5-trisphosphate (IP3) and diacylglycerol (DAG).
IP3 releases Ca2+ from intracellular stores, and diacylglycerol activates protein kinase C.
The SH2-containing adaptor molecules, and growth factor receptor-bound protein 2
(GRB2), also bind to phosphorylated RTKs (261). The latter recruit G-nucleotide
exchange factors toward the plasma membrane, where they activate the small G-protein
Ras by stimulating the exchange of GDP for GTP on it. Activated Ras-GTP in turn stimu-
lates a protein kinase cascade, resulting in MAPK/ERK activation (261). Stimulation of
MAPK/ERKs results in transcriptional activation and gene expression (253).

4.2.2. Receptor Protein Tyrosine Phosphatases (RPTPs)

RPTPs contain a variable extracellular domain, a transmembrane domain, and 1–2
intracellular Tyr phosphatase domains. Depending on the RPTP subtype, the EC
domain exhibits Ig- and FN-like regions and other sequence motifs involved in cell–cell
adhesion (262,263).

RPTP β contains in its EC domain a region with sequence homology to the enzyme,
carbonic anhydrase, followed by a FN (FN III) and a long, unique sequence termed the
“spacer domain,” which is spliced out in a shorter RPTP β (74,264). The entire EC part
of RPTP β is expressed as a PG, DSD-1-PG/phosphacan (Fig. 1; described in Subhead-
ing 2.3.1.4.). The different forms of RPTP β bind to multiple ligands (43,265,266),
including the neuronal recognition molecules, NCAM, NgCAM (72), and TAG-1 (78),
the ECM molecules, TN-C and TN-R (79,148,267,268), and with several heparin-bind-
ing growth factors, including HB-GAM (71), amphoterin (269), and bFGF (270). The
multifunctional interaction of phosphacan and RPTP β with different ligands involves
different domains of the receptor and, at least for phosphacan, depends on the presence
of CS, or is mediated by N-linked oligosaccharides (266). RPTP β is predominantly
expressed in the nervous system, where it is found mostly in glial precursors, radial
glia, and astrocytes (271), as well as in certain neurons (272). The expression of the
different forms of RPTP β is regulated during development of the glial lineage. Early
in development, high levels of the receptor forms are found in proliferating precursor
cells at the subventricular zones. As development progresses and cells mature, these
receptor forms are replaced by the secreted nonphosphatase form (273,274).

The RPTP, CD45, is involved in the activation of B- and T-lymphocytes. It stimu-
lates the Src-like kinases, Lck and Fyn, by dephosphorylating them (263). Similarly,
RPTP α is thought to activate Src, and binds to the adapter protein, GRB2, implying
signaling links through SH2- and SH3-domain binding. Both Src and Fyn kinases are
required for CAM-mediated axon outgrowth (262).

The RPTPs, µ and κ, have been shown to modulate cell–cell interaction, and it has
been proposed that there is an association of the cytoplasmic domain of RPTP µ with a
protein complex containing cadherin transmembrane adhesion molecules and catenins
(which are linked to the underlying actin cytoskeleton) (263).

RPTP δ expression generally correlates with populations of differentiating neurons.
DLAR, a Drosophila homolog of RPTP δ, is required for motor axon pathfinding.
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RPTP σ is expressed in both proliferating and differentiated cells in the CNS. However,
there is still relatively little known about the cytoplasmic targets of the RPTPs (262).

4.3. Cytoskeletal Adjustments in Response to ECM

The IC signal cascades induced by the ECM in different developmental processes
and mechanisms of plasticity, such as process outgrowth and guidance, cell migration,
synaptogenesis, or regeneration, result predominantly in cytoskeletal adjustments
(254). Cell matrix adhesion regulates actin cytoskeleton organization, through distinct
steps, from formation of filopodia and lamellipodia in the early phases of cell adhesion,
to organization of focal adhesions and stress fibers in fully adherent cells. Focal adhe-
sions are formed by the clustering of integrins that are associated with a number of
cytoplasmic proteins, which include α-actinin, talin, tensin, paxillin, vinculin, and
many others. Focal adhesions are also anchoring points for actin-myosin microfila-
ments bundled in stress fibers.

The polymerization of the cytoskeletal components, such as globular actin to fila-
mentous actin (F-actin), or α- and β-tubulin, can be regulated by a number of different
factors. These regulators, which are targets of IC cascades from receptors, essentially
integrins, can modulate both the polymerization of the cytoskeleton and its anchorage
to the membrane (249,251,252,275,276). Many cytoplasmic proteins are involved in
cytoskeletal adjustments, and include talin, vinculin, α-actinin, filamin, ankyrin,
spectrin, profilin, myosins, and zyxin (Fig. 4). Their activities are modulated by small
G proteins and kinases. Small G proteins are monomeric GTPases, and include Rho,
Rac, and Cdc42 (249). They regulate the actin cytoskeleton, and influence gene
expression by interacting with multiple effectors. The small GTPases do this by con-
trolling the activity of different types of kinases, such as those that are involved in the
PIP cascades, but they can also directly modulate proteins associated with the cyto-
skeleton (246). De novo protein synthesis is a key element to the cell’s response to
extracellular signals; e.g., many new components are necessary to modify the structure
of synapses in synaptogenesis and memory.

Talin, vinculin, and filamin regulate anchorage of cytoskeletal molecules to the
cytoplasmic membrane. These proteins transmit traction forces through the cytoplas-
mic membrane from the extracellular space or from cytoplasmic compartments. Talin
is a protein of 270 kDa, and possesses binding sites for membrane proteins, such as
β integrins (277–279), F-actin (280), vinculin (281), and focal adhesion kinase (FAK)
(282). Two forms of talin have been described (talin 1 and 2). They play an important
role in linking integrins to F-actin. In fact, talin, forming dimers, acts as a hinge
between the ECM and the cytoskeleton, and is also involved in regulation of integrin
activation (283). As such, talins have a key role in adhesion to the ECM and the con-
nection of the cytoskeleton to EC components.

Vinculin, a cytoplasmic protein, participates in intramolecular interactions with talin,
α-actinin and F-actin. Its role consists in the regulation of anchorage of the cytoskel-
eton to the membrane. Vinculin is amphitropic, i.e., it binds weakly (reversibly) to
membrane lipids, and this process regulates its function. Recent studies (284) have
shown that Rho-dependent synthesis of PIP2 promotes the recruitment of vinculin to
the membrane, and that PIP2 inhibits interaction of vinculin with F-actin (285). More-
over, vinculin can be phosphorylated by protein kinase C, inhibiting its association to
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the membrane, since this depends on acidic phospholipids (286,287). Filamin is
involved in focal adhesion of the cytoskeleton to the cytoplasmic leaflet of the mem-
brane. Three members have been characterized, which interact with β-integrin sub-
units (288) and small G proteins (289). Several studies have shown that these proteins
participate in cell migration mechanisms (290).

5. DEVELOPMENTAL PROCESSES AND THE ECM

In general terms, major functions of the ECM include providing structural support,
tensile strength or conditioning, providing substrates and pathways for cell migration
and regulating cellular differentiation and metabolic functions.

5.1. Cell Proliferation and Cell Survival

In the nervous system, apoptosis of developing neurons occurs if insufficient target-
derived growth factor is available (291). It is now appreciated that developmental
apoptosis (programmed cell death) often results from an interaction between respon-
sive cells that are competing for trophic support: The cells that compete successfully
survive; the remainder undergo apoptosis. In addition, many cell types require integrin-
mediated adhesion to ECM proteins, in order to survive (292). In the absence of appro-
priate ECM contacts, cells also undergo apoptosis. The signaling pathways from growth
factor receptors and integrins converge at relatively early points; hence, control of cell
survival by growth factors and adhesion may be interdependent and involve similar
mechanisms (293–295). Signaling intermediates for integrins and cell survival include
FAK, MAPK, and phospho-inositide 3-kinase (PI-3 kinase); p53 and Bcl-2 appear to
be mediators of the subsequent apoptosis. However, by binding to them, the molecules
of the ECM may also influence the diffusion of growth factors through the ECM.
Hence, by regulating the accessibility of the factors for their cell-surface receptors, the
ECM can regulate the transmission of the signal; e.g., reservoirs of factors stocked in
the ECM may be released by a localized activation of proteases (210).

5.2. Cell Migration

Migration of cells plays a significant role in brain morphogenesis (181,296–298).
Most neurons travel long distances through the complex extracellular terrain of the
developing embryo to reach their final position. The most common mechanism for
neuron movement appears to be a combination of the extension of a cell process and
its attachment to the substratum, followed by the pulling of the entire cell toward the
point of attachment by means of contractile proteins associated with an intracellular
network of microfilaments. Directional control of cell movement appears to be of
two types, with cells either moving along a scaffold made up of guide cells, or fol-
lowing a concentration gradient of a trophic factor laid down in a multicellular ter-
rain. In both cases, small molecules diffusing through, or attached to, the ECM can
alter a cell’s behavior. Reelin, for example, appears to function as an instructive
signal in the regulation of cell patterning during cortical development (183). Other
molecules, such as astrotactin (179), are implied in the formation of cortical and
cerebellar layers, and FN, LAM, and TN are found in the neuroepithelium (23–

25,144). Finally, integrins have been shown to be necessary keys for the establish-
ment of the laminar organization of the cerebral cortex (299).
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In the complex neuropil of the cerebral cortex, molecular signals undoubtedly per-
mit neurons to distinguish radial glial processes, along which they travel from the other
neuronal, glial, and endothelial surfaces. Neural crest cell movement is another model
of molecular control of cell migration, and contrasts with the work from the cortical
systems. Since there are no glial cells to create highways for the crest cells, the migra-
tion of these cells into the spaces surrounding the neural tube depends on the nature of
the ECM (300). In order to migrate to specific destinations, a number of signals must
be regulated in a coordinated fashion, both spatially and temporally. Nearly all of the
major components of the matrix (collagen, FN, LAM, F-spondin [301]), TSP-1 (302),
PGs such as versican (303), and HA appear to play a role in regulating neural crest cell
migration (297,304).

5.3. Morphological Differentiation and Neuronal Polarity

A variety of substrate- and cell-attached factors influence neural development, by
regulating adhesion properties of cells. Interactions occur directly between cells or
between a cell and the ECM of the microenvironment (305). Growth cones are located
at the leading edge of a neurite, and display two types of motile structure: long, spike-
like structures called “filopodia,” and thin, broad sheets of membrane called “lamel-
lipodia.” These delicate structures are important in pathfinding and outgrowth
branching. Although growth cone movements can be influenced by soluble factors,
such as NGF and FGF, adhesion molecules, either on the cell surface or in the ECM,
also seem to play an important role in neurite outgrowth, since these molecules medi-
ate neurite–neurite and neurite–glial interactions. The initiation of process outgrowth,
rate of elongation, and degree of branching of neurites are all strongly influenced by
interactions with the ECM. The molecules mediating these interactions have been
implicated in regulating the specificity and timing of cell–cell adhesion and the conse-
quences on cell morphology and physiology (306). Hence, they influence the ability of
the cells not only to migrate, but also to identify themselves, stabilizing the spatial rela-
tionships considered important for the process of differentiation. The CAMs, integrins,
and cadherins all belong in this category (299,307–313). In general, many of the same
soluble and matrix components that regulate cell proliferation, survival, and migration
have been shown to also mediate process outgrowth, both in vivo and in vitro
(314,315). Most PGs act as inhibitors or promoters of neurite growth, although the
respective roles in these effects of the core protein vs the GAG chains are still a matter of
debate (60,70,102,265,316–319). It seems that most of the glycoproteins of the CNS
ECM can play a role in the regulation of neurite growth (320). Some are strong promot-
ers of axon growth, such as LAM (113); others can act as promoters or inhibitors,
depending on the context, such as the type of neurons tested. This is the case, e.g., with
TN-C (143). Finally, some proteins of the ECM act as guidance cues, instructing the
growth cone, so that it can reach its target: netrin and semaphorin are such proteins (321).

5.4. Glial Boundaries and Axon Highways

Axon pathfinding during development, synaptogenesis and regeneration is supported
by glial cells and by ECM molecules produced by glia (322–326). Numerous mol-
ecules, produced by astrocytes in the neuronal environment such as LAM, are known
to encourage axon growth. However, another important role of glia in the CNS is the
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production of molecules that negatively modulate axon growth. These adverse effects
on axon pathfinding may be important for cell distribution and the establishment of the
interneuronal circuitry, suggesting the existence of tissue segmentation and boundary
formation in the CNS.

Many experiments have shown that ECM molecules are associated with boundaries
(327,328). TN, for example, is associated with glial boundaries. It is found with devel-
oping axon pathways in the spinal cord (85,329), in the optic nerve (141), in the optic
tectum (139), the olfactory bulb (330), and the somatosensory cortex (140). Similarly,
PGs, particularly CSPGs, have been implicated in the formation of glial boundaries at
the roof plate and the midline dorsal tectum (331), the dorsal root entry zone and dorsal
columns in the spinal cord (85), cortical barrels, thalamic nuclei, geniculate nucleus,
and in the cerebellum (332–336).

The transitory expression of these molecules in different areas of the CNS suggests
a contribution of such boundaries to the regulation of axonal growth and the establish-
ment of axonal highways. Indeed, it has been demonstrated that molecules associated
with boundaries can regulate outgrowth. This is the case for different forms of TN,
which have positive or negative effects on outgrowth (137,327), and PGs, which can
inhibit neurite growth via their GAG sugar chains (331,337–339). But other types of
mechanisms could be involved, such as cell–cell interactions mediated by Ephrin mol-
ecules (340), and the idea of glial boundaries playing an instructive role for growing
axons still remains controversial (341).

5.5. Synaptic Cleft and Neuromuscular Junction

In the CNS, the composition of the ECM in the highly specialized extracellular space,
localized between the pre- and postsynaptic elements, is still relatively ill-defined, but
some of the proteins that have been localized in synapses include the PGs, TN (342),
TAP-1 (343,344), and syndecan-2 (94), and GPs, such as agrin (345,346) or TSP-4
(132), and the cell–cell contact protein, cadherin (347).

There is, however, much more known about the nature of synapses in the PNS,
particularly, the neuromuscular junction. Here, the synaptic cleft (50 nm wide) is a
continuum of the basal lamina ensheathing the muscle, composed of type IV collagen,
perlecan, and S-LAM (LAM-4). Agrin is also a major component, which is synthe-
sized and secreted by both the nerve ending and muscle cells. During the development
of the neuromuscular junction, the 225-kDa core protein becomes glycosylated, nota-
bly by the addition of HS GAG chains, giving it an apparent mol wt of 400–600 kDa.
Its structure includes EGF-type repeats and LAM-type, follistatin-like domains. Agrin
can interact with α-dystroglycan and LAM. The main function attributed to agrin is the
clustering of acetylcholine receptors on the muscle cell surface beneath the presynaptic
element. Agrin is also necessary for the maintenance of the synapse (348).

The best understanding of the structure of the synapse has come from studies of the
interaction of agrin with other molecules, such as dystroglycan. It appears that, as in
other basement membranes, collagen IV and LAM-4 form a coherent matrix structure,
and that the postsynaptic element (i.e., the muscle cell) can be linked to this structure
via agrin and dystroglycan. The actin cytoskeleton of the muscle cell is involved in this
interaction. Hence, it seems that, in the neuromuscular junction, there is a link between
the structure of the ECM, cell surface receptors, and the actin cytoskeleton (349).
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The synapse of the neuromuscular junction is flanked by Schwann cells, and experi-
ments on knockout mice have demonstrated a crucial function for LAM-4 in excluding
the invasion of the synaptic cleft by the surrounding Schwann cells, illustrating the role
this protein plays in the construction of the cleft itself (350).

Astrocytes flank the synapses of the CNS, and contribute to the regulation of syn-
apse function, e.g., in glutamatergic synapses, where the astrocytes remove the
glutamate neurotransmitter, preventing overstimulation and apoptosis of the neurons.
Other functions have emerged in recent years, but little information is available con-
cerning the regulation by astrocytes of the composition and structure of the synapse
during its development and maintenance (351).

6. PLASTICITY IN THE MATURE BRAIN AND THE ECM

6.1. Long-Term Potentiation and Memory: Synaptic Plasticity

Changes in extracellular composition are a consequence of neuronal activity and
glial regulation. These events allow the adaptation of neurons as a function of their
activity and of their connections with other cells, modulating their synaptic transmission.

Contacts between neurons, the synapses, are regulated, and can change, enduring
from minutes to hours to days. The presence of adhesion molecules in the synaptic cleft
suggests that these molecules can participate in initiating and maintaining synaptic
remodeling (352,353). Long-term potentiation (LTP) is the predominant event under-
lying these changes, and most studies of LTP have been made in the hippocampus, a
brain structure implicated in memory formation (354). Several studies have shown that
different types of adhesion molecules are involved in LTP and learning processes, and
that expression of these molecules is modulated by LTP, indicating a role for adhesion
molecules in plasticity processes (355,356).

This is the case for TN-C, which is overexpressed during LTP, in correlation with
changes in synaptic plasticity (357). Cadherins are also clearly implicated in synaptic
cell contacts: They can modulate the structure of the synaptic cleft or the maintenance
of the cell junction, affecting the quality of the synaptic transmission between two
neurons (358). LAM is another regulator of LTP: Its degradation by plasmin regulates
LTP, which can be induced, but not maintained, in the presence of plasmin (359).

The most interesting and well-known molecule implicated in LTP is NCAM (360).
Hippocampal tissues from NCAM-deficient mice exhibit a strongly reduced capacity
to generate LTP (361). Moreover, several studies provide evidence for the role of the
polysialated form of NCAM (PSA-NCAM) in LTP, and support results suggesting an
important role for CAMs in learning and memory (227,362). PSA-NCAM expressed in
the synaptic cleft induces a structural remodeling, which affects transduction mecha-
nisms to potentiate LTP.

6.2. Song Birds and Rodent Olfactory Bulbs

Although it was once thought that the anatomy of the adult vertebrate brain remained
relatively static throughout the animal’s life-span, it is increasingly evident that there
are populations of progenitor cells present in the adult CNS, and that a degree of ana-
tomical plasticity persists. Two well-studied examples of this are the seasonal brain
changes in the songbird, and the olfactory bulb in mammals. The role of the ECM in
these processes is most evident in the migration pathways of the neuronal progenitor
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cells, from the proliferative ventricular and subventricular layers to their final destina-
tions (363–365).

Songbirds use song to attract mates and to defend breeding territories. There are
seasonal changes in song behavior and the brain regions that control it: The entire
volumes of several song nuclei, including the neostriatal higher vocal center and
the robust nucleus of the archistriatum, are considerably larger during the spring breed-
ing season than in autumn and winter. In spotted towhees, the volume of the higher
vocal center almost triples, and the adult canary higher vocal center can generate over
1.4% of its neurons daily. Neurogenesis in the ependymal/subependymal zone is fol-
lowed by daughter cell migration into the parenchyma, along radial guide cells, as in
forebrain development. It seems that, as in development, the radial guide cells and
the new neurons derive from a common progenitor. It has been suggested that release
of neurons from the subventricullar zone (SVZ) may require a downregulation of
N-cadherin, and that the expression of CAMs by the neurons, notably NgCAM, is
necessary for the subsequent migration, as indicated by antibody-blocking studies (363).

Neuronal migration in the postnatal rodent brain is a robust, ongoing process, with
constant neuronal recruitment to the olfactory bulb from progenitor cells distributed
throughout the rostral forebrain subependyma. However, in contrast to the widespread
parenchymal migration in adult birds, in which radial cells guide neurons to their des-
tinations, the migration in the adult mammal seems to be a persistent manifestation of
the rostral migratory stream, in which cells migrate over great distances within the
plane of the ventricular subependyma. Migrating neurons are restricted to the olfactory
stream, with little or no trangression of its borders. The guidance cues required for this
tight spatial restriction are not well understood, but the migrating chains of neurons are
surrounded and demarcated by glial sheaths that form topologically contiguous tubes.
The stream is also demarcated by the presence of heterophilic ECM ligands for
CAMs such as NCAM and NgCAM, including TN, and CSPGs, such as DSD-1-PG/
phosphacan (363).

6.3. Perineuronal Nets

Described for the first time by Golgi in 1893, who defined them as “a finely reticular
covering” adhering to the surface of the cell, perineuronal nets (PNs) are present on
the cell body and proximal dendrites of some neurons. PNs are seen on Purkinje cells
in the cerebellum, in the spinal cord, the deep cerebellar nuclei, the hippocampus, and
the cerebral cortex, independent of the class of neurotransmitter secreted by the neu-
rons. They are also seen on interneurons expressing parvalbumin, a calcium binding
protein, these cells being nonpyramidal and GABAergic. In functional terms, it is not
clear what role PNs play in the functioning of the nervous system, although their selec-
tive distribution, associated with glial endfeet and the surfaces of only certain subsets
of neurons, have led to a number of suggestions, notably regarding the formation and
stabilization of synaptic contacts, and the maintenance of cellular relationships in the
adult brain (366–368).

In developmental terms, PNs appear postnatally, during the second week, but astro-
cytes can assemble PNs in vitro from cells prepared from earlier stages. PNs have not
been extensively studied, because their visualization relies on relatively difficult meth-
ods, i.e., Golgi staining, periodic acid Schiff reaction, or using the particle exclusion
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assay (369). Nevertheless, PNs can be observed using certain biotinylated lectins that
recognize sugar epitopes such as N-acetyl-galactosamine (18,370,371).

The presence of such carbohydrates in PNs suggests a role for PGs, and it has been
shown, by use of specific antibodies, that the PN contains a number of typical neuronal
ECM proteins. A relative abundance of HA in PN is revealed by staining for
hyaluronectin, a HA-binding protein. CSPGs are also present (notably DSD-1-PG/
phosphacan) (147,372–374), and TN-C and -R are among the glycoproteins present.
Some subsets of PN have also been characterized by the presence of parvalbumins,
small (12-kDa) Ca2+-binding proteins, and this has led to the suggestion that they cre-
ate polyionic microenvironments. The PN is probably expressed by both the neu-
ron and the astrocytic processes, and it also seems clear that PNs are very
heterogeneous in their make-up, their association with different sets of neurons being
reflected in distinct molecular compositions.

Attempts at visualizing a higher order of PN organization have recently led to the
proposal that some nerve cells are surrounded by three almost-concentric nets: two
extracellular, the first composed of interlaced astrocytic processes, the other of ECM
molecules interposed between these astrocytic endfeet and the neuronal surface; the
third net is intracellular and consists of a membrane-cytoskeleton composed of spectrin
and ankyrin (375,376).

7. NEURAL ECM IN REGENERATION AND PATHOLOGY

7.1. Glial Scar and Lesions

When the CNS is damaged, a glial reaction (gliosis) leads to the formation of a glial
scar. This response results in a recruitment of microglia, oligodendrocyte precursors,
meningeal cells, astrocytes, and stem cells (377–382). Most of these cells produce
EC molecules that essentially inhibit axon regeneration (84,383,384). In this glial
environment, different molecules of the ECM might act as inhibitors for regeneration.
This is the case for PGs and glycoproteins, such as TNs and CD44. TN-R, which is
present in white matter produced by oligodendrocytes, is upregulated after injury to
the CNS. Likewise, TN-C is overexpressed in glial scars by reactive astrocytes. Both
TN-R and some forms of TN-C inhibit axon growth in vitro (136,142).

A second important class of inhibitory molecule in glial scars are CSPGs (385),
essentially expressed by astrocytes, but also produced by oligodendrocyte precursors
and meningeal cells. There is a considerable increase of CSPG expression in CNS
injuries after a few days, which can last for several weeks. Phosphacan, neurocan, NG2
decorin, and biglycan are upregulated in CNS injuries (386–392), and other molecules,
such as aggrecan, versican, and brevican (393,394), which might also be overexpressed
in nervous system lesions, are known to inhibit axon growth in vitro, interacting with
various neuronal receptors, such as the CAMs, L1, F3/F11, and TAG-1/axonin.

7.2. Extracellular Aggregates and Alzheimer’s

AD is a progressive neurodegenerative disorder that accounts for 70% of all cases of
dementia. It is characterized by two diagnostic pathological lesions: EC senile plaques,
and intraneuronal neurofibrillary tangles (bundles of abnormal filaments within neu-
rons) (395,396). The major components of the senile plaques are an irregular, loosely
arranged aggregate of neuronal and glial processes, and the β-amyloid peptide (Abeta).
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The discovery of familial AD mutations, which cause increases in Abeta production,
has illuminated the importance of Abeta deposition in AD.

Abeta is a 39–42-amino-acid peptide that arises from proteolytic processing of the
amyloid precursor protein (APP). The Abeta peptide, that is found in senile plaques and
cerebrovascular deposits, exists as a multimeric aggregate with a fibrillar appearance
(397). The amyloid hypothesis proposes that the accumulation of Abeta aggregates, in
brain regions important for memory, reasoning, and cognition, are the principal cause of
the neurotoxicity and inflammatory processes observed in AD (398,399). Therefore, the
processes that lead to fibrillar Abeta accumulation are a major focus in AD research.

Several other extracellular molecules have also been shown to be associated with
amyloid deposits, and in vitro studies of fibrillogenesis suggest that they may be
important in the aggregation and persistence of the Abeta fibrils in vivo. These include
apolipoprotein E (400,401), LAM (402,403), acetylcholinesterase (404), and PGs,
notably the HSPGs, perlecan (405), and agrin (406).

7.3. Tumor Invasiveness

Gliomas, a type of devastating primary brain tumor, are distinct from other solid,
nonneural neoplasms, in that they display extensive infiltrative invasive behavior, but
seldom metastasize outside the CNS. They are thought to be derived from astrocytes,
oligodendrocytes, or ependymal cells, and display a correspondingly broad spectrum
of histopathological features. Malignant gliomas are the most common type of malig-
nant brain tumor in adults, and are second only to stroke as the leading cause of death
from neurological disease (407).

Although they rarely metastasize outside the CNS, gliomas are extremely invasive
tumors in the surrounding normal brain, and this local invasiveness that contributes
substantially to the inability to achieve total resection by surgery, and often results in
recurrences at the primary site and at locations on the opposite side of the brain.

Glial cell invasion is a multistep process that is inevitably accompanied by proteolytic
remodeling of the ECM. Initially, the cancerous cells change their affinity for each other
or for the ECM, in order to be released from the primary tumor. To allow for cell migra-
tion, the surrounding ECM must then be remodeled by the local production of proteolytic
enzymes. Numerous studies have demonstrated a close association between gliomal cell
migration and the expression of various proteases, such as cysteine proteases (cathepsin
B), serine proteases (including the plasminogen activation/plasmin system), and MMPs.
However, MMPs seem to be responsible for much of this activity, and a strong correla-
tion can be found between the invasiveness of glioma cells in vitro or in vivo and their
production of MMP-2, MMP-9, or MT-MMPs (408). The levels of the TIMPs can also
be lower in malignant gliomas, suggesting that a decreased inhibition of MMPs could
contribute to their disregulation by these cells (198,300).

8. CONCLUDING REMARKS

The purpose of this chapter has been to present an overview of the complex mixture
of proteins and carbohydrates that constitute the neuronal ECM, and to relate these to
the cellular receptor and signaling processes through which the cells of the nervous
system orient themselves and respond. This is a rapidly expanding domain, which is
providing many new insights into the mechanisms underlying the cell’s interaction
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with its environment, and the roles that these play in the development and functional
maintenance of the nervous tissue. In addition, from an applied viewpoint, it is increas-
ingly clear that the ECM is involved in many pathological conditions, and that a greater
understanding of its dynamic nature should contribute to the treatment of such diseases.
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Homeostatic Properties of Astrocytes

Wolfgang Walz and Bernhard H. J. Juurlink

1. INTRODUCTION

The most striking feature of the group of satellite cells collectively termed “astro-
cytes” is the fact that they seem to constitute a huge syncytium in the brain, since these
cells are connected by gap junctions. They take up about 40% of the brain volume, but,
since they are smaller than neurons, their cell number is about 10× larger. Other struc-
tural specializations are endfeet around the endothelial cells of capillaries, and cyto-
plasmic processes that surround synaptic clefts. These structural specializations enable
the astrocytes to interact with all major elements in the central nervous system, and to
integrate within the syncytium the available information from different areas. Indeed,
astrocyte function seems to be twofold: First, they are support cells that respond to
neuronal activity with more efficient delivery of supplies (such as lactate [lact]) and a
more effective removal system of products (such as potassium [K] and transmitter sub-
stances) that would interfere with the normal operation of neurons; a second function is
the detection of synaptic use, and the subsequent modification of the synaptic transmis-
sion. This is an involvement that has more to do with information processing than
tissue homeostasis, although both are of course interrelated. This chapter deals with the
homeostatic functions of astrocytes and the subsequent chapter focuses on the second
functional role, the interaction of these cells with synaptic processing.

Early histological investigations in the brain clearly demonstrated the presence of
two major types of astrocytes in the adult brain: fibrous and protoplasmic (1). Fibrous
astrocytes are located in the white matter, having long processes that run between
myelinated fibers, and are the cells responsible for vascular endfeet production. Some
of these processes also extend into the gray matter. Other more specialized astrocyte-
related cells are also present in the adult central nervous system (2): ependymal cells,
that form a continuous lining around the ventricles and the central canal, are dealt with
in a separate chapter. Tanycytes are cells found in patches in the circumventricular
organs, see Chapter 12. Pituicytes are astrocyte-like cells located in the posterior pitu-
itary (neural lobe or neurohypophysis); Bergmann glia appear to be radial glia that
have survived into adulthood in the cerebellum only. Finally, Muller cells are special-
ized cells in the retina, where they occur along with astrocytes. Astrocyte classification
is complicated by the fact that astrocytes in the gray matter seem to be divided into two
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groups: those that express detectable glial fibrillary acidic protein (GFAP) and those
that do not. There are indications that the two subgroups have different physiological
properties, but this conclusion is controversial (3): the GFAP distribution seems to
coincide with the presence (GFAP-negative) and absence (GFAP-positive) of voltage-
gated K and sodium (Na) channels in these cells. The function of voltage-gated ion
channels in astrocytes is not clear, but there is speculation that they may play a role in
proliferation (4), K buffering (5), or motility/size changes (6).

Many ionotropic and metabotropic receptors for neuronal signaling substances are
also present in astrocytes. Metabotropic receptors seem to be important in the integra-
tion of astrocytic function with neuronal activity level, but the role of the ionotropic
receptors is less clear (7). In cultured astrocytes, the exposure to serum factors induces
the expression of virtually all known receptors, except the N-methyl-D-aspartate
(NMDA)-type glutamate (Glu) receptor. Astrocytes in situ have fewer receptors and
they are distributed in a more heterogeneous manner (8). However, even in vivo, recep-
tors for most major transmitter systems are present, e.g., the α-amino-3-hydroxy-5-
methyl-4-isoazolepropionate (AMPA)-type Glu and the γ-aminobutyric acid A
(GABAA) receptor (9,10). Activation of the ionotropic receptors will, in almost all
cases, induce a membrane depolarization (11). This transmitter-induced depolarization
could play a role in enhancing K-mediated depolarization during neuronal activity,
which is important for spatial buffering (see Subheading 2.).

2. K HOMEOSTASIS

One of the best-documented cases for functional astrocytic–neuronal interactions is
the regulation of the K concentration in the extracellular space (ECS). This role pre-
vents a build-up of K in the ECS during neuronal activity. The K ions leave the neu-
ronal elements and enter the ECS, because of increased conductance and existing
driving force during action and synaptic potentials. The increase is approx 1 mM above
the resting level during the passage of a single action potential. During intense stimula-
tion, or during seizures, the concentration in the ECS can reach a ceiling level of 12 mM.
Only during injury (hypoxia/ischemia, trauma, hypoglycemia) is the ceiling level dis-
rupted, and concentrations of up to 25 mM are reached (3). An extreme case is the
occurrence of spreading depression waves, which result in transient elevations of 30–
80 mM (see Subheading 5.). EC K increases of up to 5 mM lead to hyperexcitability, as
the result of effects on the membrane potential and direct modulation of ion channel
gates (12). K increases that exceed 5 mM, in addition, affect the efficacy of synaptic
transmission (13). Thus, in order to protect the neural circuits from distortions of infor-
mation transfer, and to prevent hyperexcitability, mechanisms have to be in force to
prevent all but a minor build-up of EC K during neuronal activity.

One would expect that immediate reuptake of K into neurons and diffusion in the
ECS, would be sufficient to prevent a build-up of excess EC K. There must be K
removal sites not resident in neurons, because iontophoretically applied EC K is
removed as efficiently as K that was released from the neurons (14). Only in the second
case would there be simultaneous accumulation of neuronal Na that would stimulate
the neuronal Na/K pump. If K is iontophoresed into the ECS, the diffusion curves
appear normal, but the volume fraction routinely exceeds 100% (15), which is physi-
cally impossible, and the only solution is that the exit of K from the ECS through
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adjacent cell membranes is facilitated by auxiliary mechanisms. The existence of
two different K clearance principles residing in astrocytes is now an established fact:
The removal of excess K by current loops through the astrocytic syncytium, which
would not lead to K accumulation in astrocytes, since, for each ion entering, one would
leave at a site distant from the active neurons (this mechanism is known as spatial
buffer [16]); the removal of excess K by uptake and accumulation into adjacent astro-
cytes, including its transient storage and subsequent return (17).

The spatial buffer concept was first advanced by Orkand et al. (16). In a syncytium,
the membrane of neighboring cells has a tendency to stay isopotential. Therefore, any
region that is experiencing an increased EC K concentration will have a K equilibrium
potential that is more positive than the membrane potential. This will lead to an inward
driving force for K and, since the astrocytic membrane is highly permeable to K, it will
enter the cell via a passive current. This current must be part of a closed loop, and the K
current will be distributed to the other parts of the syncytium via the gap junctions.
In regions further removed from the area exposed to high EC K concentrations, the K
equilibrium potential is more negative than the membrane potential, because of the
tendency of the syncytium to remain isopotential. Therefore, at these farther-removed
areas, there is an outwardly directed driving force for K. Thus, the current into the cells
(at regions with high EC K), inside the syncytium and out of the cells (at regions distant
from high K locations), is almost completely carried by K. The loop is closed by a
return current in the ECS, which is carried mainly by Na and chloride (Cl) ions (the
bulk of the EC ions). Despite the closed current loop, K does not cycle, but is passively
transported from an EC location with high K concentrations, and dispersed to EC areas
with low K.

Nicholson and Philips (18) studied ion diffusion in rat cerebellum, using ion-selec-
tive microelectrodes and iontophoretic point sources. Assuming an ECS of 20%, they
found, for a variety of anions and cations, a close correlation of their movement with
the laws of macroscopic diffusion. However, there was one ion that did not fit into the
scheme: The movement of K in an electrical gradient is more in keeping with an ECS
that occupies more than 100% of the brain volume (18–20). The anomalous nature of
the K migration can be explained by assuming that the ion does not remain in the ECS,
but is, in fact, the major current carrier across cell membranes. Hounsgaard and
Nicholson (21) analyzed the possibility in more detail. They measured changes in
the EC K concentration in the vicinity of Purkinje cells in guinea pig cerebellar slices.
No EC K changes were seen when the cells were hyperpolarized. Only during spike
activity was there a rise in EC K levels. In the vicinity of glial cells, however, a hyper-
polarizing current, injected into glia, reduced the outside K concentration in a sym-
metrical manner; depolarizing current injection induced a rise in the outside K levels.
These results demonstrate that the K ions are mainly using the glial cell membrane
during their movement in an electrochemical gradient. Thanks to its easy accessibility
and well-layered structure, the retina is part of the CNS that is best-characterized in
terms of spatial buffering. The major glial element of the retina stretches through all
layers, starting at the photoreceptors and ending with endfeet at the inner limiting mem-
brane adjacent to the vitreous humor. The inner and outer plexiform layers are the areas
of light-induced K increases: This is where K ions have to enter the Muller cells gener-
ating a current sink. The endfeet K channel density is 10-fold greater than in other
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regions (22). Since the endfeet border at a large liquid reservoir, any K released will be
quickly disperse, keeping the EC K concentration close to normal. If, during light stimu-
lation, the plexiform layers accumulate excess EC K, and the Muller cell membranes in
this region are depolarized, there is a driving force for K currents into the cell for these
areas, and toward the hyperpolarized endfeet where K is released. Again, the return
current will be carried by Na and Cl ions (23). Because this mechanism is based
on anatomically fixed loops resulting from the increased endfeet K channel density,
it is also called “K siphoning” (23). Whether such siphoning and endfeet specialization
also applies to astrocytes in the cerebral cortex and other brain structures is still a
matter of speculation. The most pressing argument against a buffer function is that the
few measurements of the length constant of the glial processes proved the constant to
be too short for K currents to reach neighboring cells via gap junctions (24). The con-
stant could be large enough, however, to disperse K within reach of the elaborate pro-
cesses of a single astrocyte. There is direct evidence from hippocampal slices that glial
ion channels are involved in K homeostasis. Treatment of these slices with cesium (Cs)
and intense synaptic activation, together caused increases in EC K, which in turn caused
abnormal discharged of neurons (25). The effects were not caused by actions of Cs on
neuronal ion channels, but resulted from action on glial inwardly rectifying K chan-
nels. Inhibition of this Cs-sensitive glial clearance mechanism caused seizure-like dis-
charges because of K accumulation. However, such a Cs-sensitive glial inward-rectifier
K channel could mediate Donnan-like accumulation of K and anions through channels
for these ions (see below).

The operation of the spatial buffer current requires no storage of K ions: For every K
ion entering the syncytium, one is leaving at the same time, although at a different
location. Thus, no significant accumulation of K inside astrocytes will take place, and
any observed accumulation can be seen as an indication of an active mechanism other
than spatial buffering. In all preparations tested, astrocytes accumulate K ions when
the EC concentration increases. They release K again as soon as the EC concentration
is lowered. This transient accumulation or storage was observed when the EC K level
was increased artificially in a uniform way (a situation in which special buffer currents
should not arise), or when, in functional modules, the neighboring neurons were acti-
vated by physiological or by nonphysiological stimuli. This was shown for cultured
astrocytes (26) and oligodendrocytes (27), glial cells in brain slices (28), glial cells of
the drone retina (29), glial cells of the leech CNS (30), and reactive astrocytes in hip-
pocampal scar tissue (31). The increases are similar, if the neighboring neuronal ele-
ments are stimulated or the external K level is increased experimentally to levels
observed during neuronal stimulation. This is an important point, since neuronal stimu-
lation increases not only the external K concentration, but also significantly changes
calcium (Ca) and hydrogen levels, as well as transmitter and metabolite levels (32,33).
The increase in glial intracellular (IC) K is therefore exclusively a response to the
increased EC K levels, and the other changes may modify this response, but do not
cause it.

Ransom et al. (34) compared the efficiency of reuptake into axons with uptake into
astrocytes, after activity-dependent K accumulation in the rat optic nerve. They used a
situation in which spatial buffering is not a factor, and found two distinct poststimulus
K clearance processes. The results were compatible with a model of K removal that
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attributes the fast, initial phase of K removal to K uptake by glial Na/K pumps, and the
slower, sustained decline to K uptake via axonal Na/K pumps. The astrocytes express
an isoform of the Na/K pump that is sensitive to changes in the EC K concentration
around the physiological concentration of 3 mM (35). In contrast, axons express an
isoform that is insensitive to changes in EC K in the physiological range, but is sensi-
tive to IC changes to Na (36). Because of the dimensions of the ECS periaxonal space,
the EC K concentration exhibits larger changes than the axonal Na concentration during
neuronal activity. Thus, the astrocytes are able to react first, and faster than the axons.

Another question is the mechanism by which astrocytes take up K. In contrast to the
spatial buffering, this uptake mechanism must be electroneutral. The bulk of the K
uptake has to be either in the form of a KCl (or KHCO3

–) accumulation or of a Na–K
exchange, or it is a combination of both.

It became clear that, although part of the K uptake is sensitive to ouabain (the Na/K
pump blocker), at high uptake rates for K, there is simply not enough Na in the cells to
account for a 1:1, or even 3:2, exchange of Na by K. In fact, the internal Na concentra-
tion of astrocytes, which is ~10–15 mM (35), hardly changes during K uptake (37,38),
suggesting that a transmembrane Na cycle is in operation: K is pumped in by the Na/K
pump, and the drop in the IC Na concentration is prevented by a simultaneous stimula-
tion of the electroneutral K-Na-2Cl co-transporter. This transporter will passively fol-
low the combined driving forces of all three ions, leading to an inward flow. Na, which
is pumped out by the Na/K pump, is replenished by this transporter. In such a way, Na
is practically cycling across the membrane with a stable IC concentration, providing
the counterion for the Na/K pump and the main driving force for the carrier. The net
effect is a KCl accumulation and swelling caused by the osmolyte increase (39). The
evidence for such a mechanism comes from radiotracer analysis in cultured astrocytes,
and the fact that inhibition of either the pump or the transporter was not additive, and
that there was an overlap. This was confirmed by Rose and Ransom (35), who found
the bumetanide-sensitive co-transporter to be a more efficient mechanism than the tet-
rodotoxin-sensitive Na channel, to replenish Na ions. The bumetanide-sensitive Na-K-
Cl co-transporter exhibits general properties, in all cells, that would be well-suited for
K uptake, namely, a strong inward driving force and a high affinity for EC K (40).
Recently, a neuron-specific K-Cl co-transport was characterized that could play a role
in KCl uptake into depolarized neurons and axons (41).

Another alternative is the passive uptake of KCl through ion channels, rather than
carriers. The driving force would be provided by the Donnan forces, and would con-
tinue until both Cl and K equilibrium potential, as well as the membrane potential, are
equal. This accumulation, however, is crucially dependent on a significant Cl perme-
ability of the cell membrane. It therefore contradicts the paradigms of the spatial buffer
mechanism. The question of the existence of a significant Cl permeability during rest-
ing conditions, or at depolarized potentials, is very controversial. Radiotracer analysis
of ion permeabilities in cultured astrocytes established the lack of any significant rest-
ing permeabilities for Cl (37). The use of patch-clamp techniques showed a more com-
plicated picture: Kraig et al. (42,43) found a Cl conductance in cultured astrocytes that
were swollen, rounded up, or stellate, but not in flat, polygonally shaped astrocytes.
The conductance was significant at resting potentials. Cytoskeletal actin controlled the
open-state probability, conductance, and degree of rectification. This role of actin seems
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to explain the effect of cell shape on the expression of the Cl conductance. Ballanyi et al.
(28) recorded intracellularly from glial cells in slices of guinea pig olfactory cortex,
and found clear evidence for a Cl conductance at and near resting potentials. They also
found that the Cl equilibrium potential and membrane potential were almost identical,
and that Cl therefore is passively distributed. This contradicts findings by MacVicar
et al. (44) and Walz and Wuttke (31), of an active Cl accumulation in reactive astro-
cytes of hippocampal slices. The first used the reversal potential of the GABAA

response, and the latter found a resting Cl conductance, whose pharmacological block
hyperpolarized the membrane. Indeed, Ballanyi et al.’s results are more compatible
with the situation in cultured oligodendrocytes (11): a distinct possibility, since their
results were not accompanied by attempts to immunocytochemically identify their glial
type, in contrast to MacVicar and Walz, who used GFAP-positive cells. On the other
hand, those latter two authors used reactive astrocytes, which, because of the actin–Cl
channel interaction, may have a Cl conductance that is not expressed in normal astro-
cytes. Walz and Wuttke (31) showed a K accumulation in these reactive astrocytes that
were exposed to excess K levels (10 mM). Blocking either the Cl conductance or the
Na/K pump alone had no effect on the accumulation. But, if both were blocked at the
same time, no accumulation of K occurred. This indicates that, at least in reactive (but
not necessarily normal) astrocytes, both the carrier- and the channel-operated mecha-
nisms work in parallel, and one can replace the other. This would make sense, since the
carrier-operated mechanism is more energy-dependent than the channel one. However,
such a parallel system is not yet demonstrated in normal astrocytes. It is also not clear
how this parallel operation would be compatible with the spatial buffer mechanism,
for which there is clear evidence from in situ preparations. An alternative is that, at
rest, the Cl channels are closed, and are only opened after depolarization (caused by
excess external K accumulation). There is some in vitro evidence for this. In flat, cul-
tured astrocytes, there is no evidence for a Cl conductance, as investigated with patch
clamp and radiotracer technology. However, when a patch was excised from the cell-
attached mode, there was a relatively large Cl outward conductance (mediating Cl
influx), as though an internal inhibitor (maybe actin filaments) was removed (24,45–

48). The channel was permeable for other small anions. Most of those authors found
that only massive depolarization could activate the channel. This would mean only
pathological events (spreading depression, anoxic depolarization) could open this chan-
nel. And, indeed, it has been shown that, during the passage of a spreading depression
wave in situ, a large anion conductance opens (20).

Thus, taken together, there is evidence for both carrier- and channel-operated K
accumulation, but their precise mode of operation, their interaction with the spatial
buffer mechanism, and the exact situations in which each of these mechanisms is maxi-
mally activated, are still unknown.

3. OTHER IONS: HYDROGEN

All astrocytes react to depolarization with an alkalinization. This phenomenon is
called “depolarization-induced alkalinization,” and results from the action of a electro-
genic Na-bicarbonate co-transporter (49). Since the co-transporter is carrying an elec-
tric charge, and therefore changing the transmembrane potential, its operation is also
dependent on the actual membrane potential. Thus, a depolarization leads to Na and
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bicarbonate influx, and therefore to an alkalinization. Membrane hyperpolarization
would accomplish just the opposite, and therefore acidify the cytoplasm. Neuronal
activity leads to EC K accumulation, and this in turn to astrocytic depolarization.
In astrocytes in the frontal cortex, a neuronal stimulation produced a 20-mV depolar-
ization in astrocytes, which in turn causes an alkalinization of 0.2 pH units (50).
This could constitute a crucial link in a neuronal–glial signal system (32). The alkalin-
ization is facilitating glucose (GLU) utilization and Glu uptake (51), as is the formation
of glutamine from Glu and ammonium. Therefore, the potential signal system could
be used to take up Glu and GLU, and to return glutamine and lact to active neurons
(see Subheading 7.1).

4. TRANSMITTER INACTIVATION

Current concepts suggest that astrocytes protect neurons from excess transmitter
release, and also take up and metabolize transmitter substances, in order to return them
later as inactive precursors (52). There are two principally different ways in which
astrocytes participate in transmitter inactivation: uptake and subsequent metabolism;
and EC enzymatic degradation. Astrocytic processes closely surround synaptic termi-
nals, and are therefore well-suited to inactivate any transmitter that would escape the
neuronal uptake/inactivation systems (53). The concept of glial transmitter uptake is
complicated by evidence (54) that these carrier systems can, under certain circum-
stances, reverse and contribute to transmitter release, rather than transmitter inactiva-
tion. The focus of interest is obviously the amino acid uptake systems, because of the
clear correlation with disease processes. The Glu system is dealt with in Chapter 7 in
detail, because of its relevance for Ca signaling between neurons and astrocytes.

GABA is the most abundant transmitter in the brain, and usually has inhibitory
actions. Astrocytes take up GABA with high- and low-affinity systems, although it
appeared to be at a rate somewhat less than Glu (52). The low-affinity system seems to
represent nonspecific uptake by the high-affinity transport system for taurine (55).
There are four isolated cDNAs that encode for highly homologous high-affinity GABA
transporters, termed GAT 1, GAT 2, GAT 3, and betaine glycine (Gly) transporter. The
concentration of GABA-transaminase is high in astrocytes, but GAD is absent, which
means that the GABA concentration in astrocytes is probably low, and not detectable,
as several studies have shown (56). GAT 2 is found in arachnoid and ependymal cells
(57). GAT 3 is only found in astrocytes (58), and GAT 1 is found in axonal terminals,
as well as in astrocytic processes (59). All these transporters are high-affinity systems
and Na/Cl-dependent. However, they have different pharmacological properties, ionic
requirements, and tissue distributions. It is not clear if GAT 1 and 3 co-exist in astro-
cytic processes. In the cortex, as well as many other parts of the brain, there is a high
correlation between axonal terminals that contain GABA and GAT 1 and neighboring
astrocytic processes that contain either GAT 1 or 3, or maybe both (58). This arrange-
ment suggests that astrocytic processes limit diffusion of GABA out of the synaptic
cleft. However, in cerebellar Purkinje cells and in neurons of the thalamus, there are no
GABA transporters, although the cells themselves are GABAergic. Instead, astrocytic
processes almost completely envelope the terminals and separate them from each other
(56,60). The processes contain a high density of GAT 1 and 3. Thus, in these cases, it
seems that astrocytes are responsible for most of the transmitter removal. The reasons
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and the functional implications are unknown. It is known that all these transporters can
reverse and release GABA, especially if depolarized to a certain extent (54). This fact
led to speculations concerning astrocytes being involved in GABA release into the
synaptic cleft. However, one has to keep in mind that GABA taken up is acted upon by
GABA transaminase, and, thus, the GABA concentration in astrocytes is so low that it
is not detectable.

Gly plays a role as a transmitter at inhibitory glycinergic synapses, opening strych-
nine-sensitive Cl-permeable channels. In addition, it is a high-affinity co-agonist with
Glu on NMDA receptors, found at glutamatergic synapses. There are two Gly trans-
porters, the neuronal GlyT2a and the glial GlyT1b (61), which are both Na/Cl-coupled,
but with a different stoichiometry. This results in neurons accumulating Gly under all
conditions; astrocytes can reverse the uptake when conditions change. The astrocytic
release could be triggered by an increase in the IC Na concentration. Because the
GlyT1b are localized on fine astrocytic processes throughout the CNS, whose volume
is small, a small amount of Na accumulation would be enough to cause this concentra-
tion change. Mechanisms for such a Na increase might be astrocytic AMPA receptors,
which are activated when neuronal pathways are heavily used (62). Thus, astrocytes
may fine-tune the amount of Gly, according to surrounding activity patterns, and that
this in turn controls the function of NMDA receptors (for more detail, see Chapter 7).

Uptake of all three monoamines (norepinephrine [NE], dopamine [DA], and seroto-
nin [5-HT]) has been demonstrated for cultured astrocytes. It seems that all three are
rapidly degraded in astrocytes, to a variety of oxidized, deaminated, methylated, and
sulphated products (52); hence, accumulation and subsequent release of these monoam-
ines are not to be expected, if the transporter’s driving force changes. Dave and
Kimelberg (63) suggested that astrocytes in situ share a common 5-HT transporter with
the neurons. This transporter has high affinity for 5-HT, and is Na-dependent and
fluoxetine-sensitive. The situation is not so clear for the other monoamines; further-
more, results are mostly available from cultured astrocytes. NE is taken up by two
astrocytic systems: a “neuronal” Na-dependent transporter, and an “extraneuronal”
Na-independent one (64). Inazu et al. (65) demonstrated that DA is taken up by the
same systems as is NE. In neurons, the neuronal uptake system is specific for NE, and
does not transport significant amounts of DA. The existence of two systems in astro-
cytes seems to suggest that one (Na-dependent) mechanism could be perisynaptic,
and that the other (Na-independent) mechanism may be responsible for clearing
spillover into neighboring areas, and may also be operational in pathological situa-
tions, when the Na gradient is diminished. It also appears that many monoamine uptake
inhibitors that are in use therapeutically are targeting neuronal and astrocytic sites.

Adenosine uptake and metabolism seem to exhibit some species specificity. Gu et al.
studied cultured human fetal astrocytes, and found two subtypes of adenosine trans-
porters. Both were nonconcentrative, low-affinity, high-capacity systems, one of which
was inhibitor-sensitive, and the other nonsensitive to inhibitors. The second one seemed
to remove adenosine at a faster rate then synaptoneurosomes. The adenosine is phos-
phorylated to nucleotides, rather than deaminated. Under conditions of heavy adenos-
ine accumulation in mouse astrocytes, Bender et al. (66) found a third system, one that
was a Na-dependent concentrative mechanism, and that could mediate adenosine
release.
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Histamine is taken up and metabolized in astrocytes. However, the uptake by a high-
affinity, Na- and K-dependent mechanism can be reversed, if the cells are depolarized
(67). It was shown in vivo that astrocytes had a major contribution to histamine clear-
ance (68).

Astrocytes contain a nonspecific cholinesterase that degrades acetylcholine (52).
Choline is taken up by astrocytes (69).

Astrocytes are involved to different degrees and in different ways in this transmitter
inactivation, and, as it appears, in the occasional manipulation of external transmitter
concentrations. There are not many studies that compare neuronal with astrocytic
removal efficiencies, and those that exist seem to focus on Glu. Using the temperature-
sensitivity of the astrocytic transporter, it was shown that, after stimulation of Schaffer’s
collateral-commissural synapses in the hippocampus, astrocytes were responsible for
removing the majority of the released Glu (62). One has to be careful, however, in
generalizing this important observation to other transmitters, and one has also to keep
in mind that extensive neuronal stimulation was used. With more physiological stimuli,
the complex arrangements in and around the synapses may well be different.

5. INITIAL RESPONSE TO ACUTE INJURY

Astrocytes react with fast changes to metabolic disruptions in hypoxic/ischemic and
traumatic injuries. Within minutes, they swell, and change their ion channel pattern
and ionic composition. They also participate in spreading depression, a key ingredient
of most focal injuries. It is now clear that astrocytes react differently to ischemic epi-
sodes, if they are in isolation (cell culture or acutely isolated) or in situ. The differences
are caused by compounds (K, neurotransmitters) released from neurons (70). Thus,
results obtained exclusively with isolated astrocytes must be evaluated carefully.

If local cerebral blood flow falls below 20% of normal, energy depletion occurs in
surrounding cells, and ion homeostasis is subsequently lost. This loss results in anoxic
depolarization, a hallmark of infarct sites (71). Within minutes of such an event, astro-
cytes swell, which involves mostly processes around capillaries and neurons, but cell
bodies are also swollen (72). This swelling is characterized by pale and watery cyto-
plasm and dissociation of filament bundles, which is different from the hypertrophy of
reactive astrocytes that appears later (1–5 d), as part of the delayed response (73). The
mechanisms involved in this swelling are not well-understood. Astrocytes in isolation
do not swell as a consequence of energy depletion: They do so only if neurons are
involved (74). Astrocytes swell within seconds, if exposed to high K, because of K and
anion uptake (75). They also swell within 30 min of Glu exposure, because of Na and
Cl increase. Other factors that involve neurons and cause swelling in conjunction with
ischemia are acid–base changes (NaCl accumulation), breakdown of selective mem-
brane permeability caused by action of free radicals and fatty acids (all reviewed in
ref. 72). Thus, the swelling in this initial phase probably consists of an ion-mediated fast
phase and a slower, metabolically driven one (74). Exact mechanisms are not yet eluci-
dated. However, the consequences of the astrocytic swelling for neuronal survival are
mostly negative: It will shrink the ECS and constrict exchange with the blood vessels.
The ECS volume decrease will lead to a further increase in the concentration of excita-
tory substances (K, Glu) (see Chapter 3). The astrocytic swelling is eventually counter-
acted by regulatory volume decrease, which will result in release of amino acids (76).
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Astrocytes depolarize quickly by ~50 mV. This part of the anoxic depolarization is
not caused by intrinsic ion channel changes, but by release of K and Glu from depolar-
ized neurons (70). The released Glu causes Ca release from IC glial stores, in addition
to the action of voltage-gated Ca channels on the astrocytic membrane, which are acti-
vated by the depolarization. The ion changes lead to a reversal of the Glu transporter on
the astrocytes (77). The sustained increase in Ca reduces the gap junction permeability,
but in itself is not sufficient to uncouple the astrocytes (78). Indeed, the gap junctions
stay open until loss of cell integrity (79). This seems to be important, since the astro-
cytes seem to die in groups, with the death triggered by neighboring cells. Astrocytes
become rapidly acidic, and the degree of the acidosis seems to depend on GLU avail-
ability, and is highest in ischemia accompanied by hyperglycemic conditions (80). They
represent the most acidic compartment in the infarct region. The mechanism is
unknown, but it is clear that such a proton gradient can only exist if the cell membrane
stays intact for a long time in these ischemic astrocytes (81). This confirms the other
abovementioned observations.

Spreading depression is a phenomenon that occurs in focal brain injury (82). It involves
the breakdown of ion gradients, and has the form of a wave that moves slowly through
the central nervous system. After the wave leaves an area, the tissue appears normal
again within a short time. It is created at the border zone between infarct and penum-
bra, and moves radially out in intervals, separated by time periods of approx 10 min
duration. The waves leave the penumbra and invade healthy tissue. The waves do not
damage neurons per se, and lead to upregulation of gliotic features in microglia and
astrocytes in healthy tissue. However, in tissue with compromised blood flow, the
repeated passage of these waves will damage neurons. Tissue bordering the infarct
zone does not repolarize after the invasion of a wave, but remains depolarized and
eventually is incorporated into the evolving infarct (83). Therefore, the infarct grows
stepwise after each episode of spreading depression (84). Astrocytes seem to be
involved in the propagation of such a wave, which is only observed in tissue consisting
of neurons and astrocytes. Experiments have shown that astrocytic gap junctions are a
prerequisite for such propagation (85). The passage of the wave involves the opening
of a large anion conductance (86). Such a conductance has been described in astrocytes
(11). During the passage of such a wave, astrocytes transiently increase their volume
and turn alkaline transiently (82). However, there is as yet no complete concept of the
spreading depression mechanism that would explain all features. Still, it is clear that it
is based on an intensive collaborative effort between neurons and astrocytes, and that it
has the characteristics of a signal system that is active in focal injury, with damaging
(penumbra) and protective (gliosis in healthy areas) features.

6. DELAYED RESPONSE TO INJURY: REACTIVE ASTROCYTES

Reactive astrocytes appear within days of any disturbance to the brain. Such a dis-
turbance may be caused by acute or chronic injury, or it may result from slow, intrinsic
neuronal degeneration. Hallmarks are hypertrophy, increase in filaments and in pro-
cesses, changes in the expression of enzymes, different EC matrix composition, and
different secretion products. If neuronal loss is occurring, this reaction also involves
proliferation (87). Astrocytes seem to undergo a considerable change in their function,
and therefore also in their interactions with their environment.
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There seems to be a difference between the reactive response in diffuse and focal
injury. In diffuse injury, such as neurodegenerative diseases, there is only evidence for
the expression of the same reactive properties, albeit in different intensities. However,
in focal injury, such as stroke, two types of reactive astrocytes are present: the local
response type, and the remote response type. In both types, there is an increase of
GFAP within days of the injury. This increase is permanent in the area local response
type, and returns to control levels in the remote areas. However, in both types, there is
a transition from GFAP– to GFAP+ cells (88), with the transition again being transient
in the noninjured area. In the necrotic area, the astrocytes show persistent hypertrophy
and an increase in processes. In the remote area, the hypertrophy is small and transient.
The expression of vimentin represents the most dramatic difference between both types.
In local-response-type astrocytes, it shows a clear correlation with necrosis in the core
injury area; the astrocytes in the remote location do not express any detectable vimentin.
Proliferation is also correlated with the presence of vimentin. The two regionally dis-
tinct populations differ in more aspects than just the vimentin content. The expression
of EC matrix proteins (89) and intermediate filament-associated proteins (90), as well
as that of other molecules (91), is different in both populations. This strongly suggests
that the two populations serve different functions, especially regarding the guidance
and support of regenerating axons.

The genesis of the two types of reactive astrocytes is probably triggered by different
factors. The local response could be initiated by microglial secretion products, because
microglia activate before there is any sign of reactive astrogliosis (92). It could also
be a combination of stress factors released from neurons (K, adenosine triphosphate
[ATP], or Glu) with microglial cytokines (93). There is evidence that the remote reac-
tive gliosis is triggered by spreading depression waves, in conjunction with Ca signals
and/or alkaline pH changes in the astrocytes (94–96).

Are these reactive astrocytes neuroprotective, or are they detrimental for neuronal
survival? There is evidence that the remote-type reactive astrocyte exerts a protective
effect. If this kind of gliotic response is caused by spreading depression alone, any
subsequent injury is followed by a better-than-normal neuronal survival rate (97). The
reason for this is not yet clear, but it could involve the secretion of neurotrophic fac-
tors, such as nerve growth factor, basic fibroblast growth factor, neurotrophin 3, and
ciliary neurotrophic factor (98). Such reactive astrocytes also possess two independent
mechanisms for rapid clearance of excess EC K, which will aid in neuronal survival
(31). On the other hand, there is evidence for an inhibitory effect of reactive astrocytes
on axonal regeneration. This inhibition seems to result from the expression of
proteoglycans in the EC matrix of astrocytes, and not from a mechanical barrier func-
tion (99). Not all reactive astrocytes show these increases of proteoglycans after injury.
They seem to be restricted to astrocytes that demarcate the borders of cysts and the
interface between activated macrophages–microglia within the necrotic core area and
surrounding reactive astrocytes (100). This is an indication that local response-type
reactive astrocytes are responsible for the detrimental effect on neuronal regeneration.
Their priority seems to be to mark the border of the damaged core area, and to prevent
its spread into adjacent tissue. Reactive astrocytes at a distance from the core injury are
more likely to have different priorities, and to focus their function on assisting neu-
ronal survival.
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7. NEURON–ASTROCYTE METABOLIC INTERACTIONS

7.1. Introduction

The rate of oxidative metabolism in neurons is approx 10× that of glial cells (101).
This observation, together with the appreciation that astrocytic endfeet surround the
microvessels, suggests that there may be metabolic coupling between astrocytes and
neurons, and, indeed, there is considerable evidence for this. Because ~3% of all oxy-
gen is incompletely reduced to the superoxide anion (102), the high rate of oxidative
metabolism results in neurons producing more strong oxidants than would astrocytes.
Neurons not only have a high rate of strong oxidant production, but they are also char-
acterized by being vulnerable to oxidative damage, because of two factors: a large
membrane surface area, which is comprised of a large proportion of polyunsaturated
fatty acids (103) liable to peroxidative damage (104), and large numbers of Glu recep-
tors and ion channels that can allow Ca2+ to enter the cell. Strong oxidants, such as the
hydroxyl radical (105) or peroxynitrous acid (106), can cause polyunsaturated fatty
acid peroxidation, which, in the presence of oxygen, initiates a self-perpetuating chain
reaction of lipid peroxidation, causing alterations in membrane fluidity (107), increased
permeability of membranes (108), and decreased membrane ATPase activity (109).
This results in increased Na+ and Ca2+ influx, resulting in depletion of cellular ATP
stores and all the problems associated with cellular Ca2+ overload (110,111). Lipid
radicals and peroxides also break down, forming proinflammatory isoprostanes (112)

and isoleukotrienes (113), or strong oxidants, including dicarbonyls, such as malondi-
aldehyde (114) and α,β-unsaturated aldehydes (115,116). The latter are strong oxi-
dants that can interfere with critical cellular functions, such as Glu uptake (115,117),
alter membrane protein configuration (108), and can interfere with maintenance of ion
homeostasis (118), as well as mitochondrial respiration (119).

A high rate of oxidative metabolism suggests that the energy of a large proportion of
the electrons temporarily stored in the form of reduced nicotinamide adenine dinucle-
otide phosphate (NAD[P]H) will be used in establishing the proton gradient across the
inner mitochondrial membrane, rather than used in the form of redox buffers, such as
glutathione (GSH): This results in a relatively oxidized cytosol in neurons, in contrast
to the more reduced cytosol in astrocytes. So the curious situation exists that the mecha-
nisms that enable neurons to have a high rate of oxidative metabolism also ensure that
neurons have an intrinsic lessor capability to cope with the strong oxidants produced.
It seems logical that there be some redox coupling between neurons and astrocytes.

7.2. Glycolysis

The brain is dependent on GLU for the formation of ATP (101). GLU passes down
its concentration gradient from the blood into the brain, to enter the cells using a vari-
ety of GLU transporters that are not dependent on the Na gradient. The endothelium, as
well as astrocytes, use glucose transporter-1 (GLUT1); neurons use GLUT3 (120,121).
The endothelial GLUT1 is a highly glycosylated 55-kDa form; the astrocyte GLUT1 is
a nonglycosylated 45 kDa form. A feature associated with the blood–brain barrier
(BBB) is that astrocytic processes surround the microvasculature (122).

Astrocytes have a more active glycolytic cycle than neurons (123), with mouse
astrocytes metabolizing ~1.6 µmol GLU/h/mg protein (124), resulting in the release of
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~2 µmol lact/h/mg protein for mouse astrocytes (125) and ~1 µmol lact/h/mg protein
for rat astrocytes (126). Since GLU moves down the concentration gradient, the conse-
quence of having astrocytic processes surrounding the microvasculature, where GLU
effluxes the capillaries, is that probably most GLU enters the astrocyte compartment
(127). The net influx Km for GLU by GLUT1 is 1.6 mM, which is higher than the net
efflux Km (128). This kinetic asymmetry is allosterically regulated by IC metabolites,
ensuring net GLU influx where there is great metabolic demand and EC levels of GLU
are low. GLUT3 has a lower Km for GLU than GLUT1, but it has a lower net exchange
capacity (128). These features of GLUT1 and GLUT3 may allow movement of GLU,
under conditions of low metabolic demand from blood to astrocyte to ECS to neuron,
ensuring that neurons obtain sufficient GLU for the pentose phosphate cycle.

The relationship of astrocyte processes to the microvasculature and the asymmetric
kinetic properties of GLUT1 and the lower Km of GLUT3 for GLU suggests that astro-
cytes either provide GLU or some energy-rich intermediate to neurons. It has been
known for some time that astrocytes undergo anaerobic glycolysis, resulting in release
of lact (125); this efflux is mediated by the monocarboxylate transporter 1 (129) and 2
(130). Lact, a better substrate for oxidative metabolism in neurons than GLU (131,132),
is released by astrocytes, and appears to be taken up by adjacent neurons (133–135) via
the monocarboxylate transporter-2 (129). Microdialysis studies have demonstrated that
neuronal activity increases lact in the ECS (136); since, within a few days, the ECS
around a microdialysis tubing is surrounded by reactive astrocytes, it provides evi-
dence that neuronal activity causes astrocytes to increase production and release of
lact. Does this metabolic interaction occur in vivo, or is this an artifact of the in vitro
preparations being examined? A consideration of the regulation of glycolysis supports
the idea of metabolic interaction.

Glycolysis is limited by the feedback inhibition of ATP and citrate on phosphofruc-
tokinase and pyruvate kinase (137), and of NADH by feedback on glyceraldehyde-3-
phosphate dehydrogenase (138). NADH is formed by the reduction of NAD resulting
from conversion of one molecule of glyceraldehyde-3-phosphate to one molecule of
phosphoglyceroyl phosphate, which ultimately is converted to one molecule of pyru-
vate, causing four adenosine diphosphate molecules to be phosphorylated to four ATP
molecules. Hence, pyruvate accumulation inhibits glycolysis. One means of overcom-
ing the inhibition by NADH of glyceraldehyde-3-phosphate dehydrogenase, which
is the main metabolic control of the rate of glycolysis, is to convert pyruvate to lact,
with the concomitant oxidation of NADH to NAD. This reaction is catalyzed by the
enzyme, lactate dehydrogenase (LDH). What governs the direction of this reaction is
not only the concentration of the involved metabolites, but also the LDH isoenzyme
composition.

In most cell types, there are two isoforms expressed: LDH-A (anaerobic isoform,
also known as the muscle, or M, isoform) and LDH-B (aerobic isoform, also known as
the heart, or H, isoform), which combine into a tetramer with five possible combina-
tions: 4LDHA (LDH5), 3LDHA:1LDHB, 2LDHA:2LDHB, 1LDHA:3LDHB, 4LDHB
(LDH1). The aerobic isoenzymes of LDH promote the formation of pyruvate from lact,
with the concomitant reduction of NAD to NADH; the anaerobic isoenzymes promote
the formation of lact from pyruvate with the concomitant oxidation of NADH to NAD,
thereby allowing continued functioning of the glycolytic cycle (138,139). The pre-
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dominant LDH isoenzyme in astrocytes is the anaerobic LDH5 (140); the predominant
LDH isoenzyme in neurons is aerobic LDHI (141). It is known that what governs the
rate of glycolysis in astrocytes is not energy demand (142); since astrocytes have pre-
dominantly the anaerobic LDH isoenzymes, it is likely that this feature governs glyco-
lysis in astrocytes. With the high rate of oxidative metabolism in neurons, their high
NAD:NADH ratios, as well as their aerobic LDH isoenzyme, promote the formation of
pyruvate from lact, and concomitant reduction of NAD to NADH. Lact not only is the
preferred substrate by neurons (123,131,132), but it has the advantage, compared to
GLU, because it bypasses the steps of glycolysis, and the conversion of one molecule
of lact to pyruvate also generates one molecule of NADH. In exporting lact, astrocytes
not only export a metabolite but also a reducing-equivalent. The result is that every two
molecules of lact taken up by the neuron and converted to pyruvate yield two NADH
molecules that can alter the neuronal redox status or be used to generate six ATP mol-
ecules; furthermore, the energy inherent in the two pyruvate molecules formed can
give rise to 28 additional ATP molecules, for a total potential production of 34 ATP
molecules from each two lact molecules formed from one GLU molecules. The theo-
retical potential number of ATP molecules that can be formed from the energy in one
GLU molecule is 36; hence, it can be seen that it is much more efficient for neurons to
rely on lact than GLU for its energy.

Astrocytes also store GLU in the form of glycogen (122), which is formed, not only
from GLU, but significant amounts are formed from Kreb cycle intermediates (143),
mediated by phosphenolpyruvate carboxykinase (143). The key gluconeogenic enzyme,
fructose-1,6-bisphosphatase, is found exclusively in astrocytes (144). This gluco-
neogenic capacity of astrocytes indicates that glycogen stores play an important role in
CNS function. Indeed, these astrocyte glycogen stores have been shown to promote
neuronal survival when GLU levels drop in mixed neuronal–glial cultures (145). The
glycogen stores in astrocytes also form a source of releasable lact (146), which has
been shown to be involved in protecting axons during a period of GLU deprivation
(147). Astrocyte glycogen stores are also used during memory formation (148). The
link between the coupling of neuronal energy demand and astrocyte glycolytic rate
appears to be neurotransmitters released from neurons acting on astrocyte receptors
(149). Thus, NE (150) and ATP (151) cause glycogenolysis. Glu stimulates glycolysis
in astrocytes (152,153); this stimulation is caused by the increased IC Na+ resulting
from the Na-dependent Glu uptake.

7.3. The Kreb Cycle

The Kreb cycle has two functions: It oxidizes acetyl moieties to water and carbon
dioxide, yielding intermediate energy stores, such as NADH, which can be used to
generate the proton gradient across the inner mitochondrial membrane; and it provide
intermediates for synthetic purposes. The Kreb cycle starts with the 6-carbon citric
acid, going through a series of intermediates, resulting, in two decarboxylation steps,
to yield the three-carbon succinate, and ending with the four-carbon oxaloacetate; the
latter four-carbon moiety can combine with an acetyl moiety to form citric acid. Hence,
if an intermediate is removed for synthetic purposes, it stops the cycle. The only way
for the cycle to continue, when intermediates are used for synthetic purposes, is to
synthesize new intermediates: The major anaplerotic mechanism that facilitates this is
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the enzyme pyruvate carboxylase, which ligates a molecule of CO2 to pyruvate, result-
ing in the formation of oxaloacetate. Pyruvate carboxylase is not present in neurons,
but is present in astrocytes (154,155). The consequence of this is that neurons are ulti-
mately dependent on astrocytes for a source of Kreb cycle intermediates that are being
used for synthetic purposes.

Kreb cycle intermediates can be transferred from astrocyte to neuron, using a variety
of molecules. There is clear evidence that α-ketoglutarate, malate, and succinate are
released from astrocytes (156). These intermediates are taken up by synapses via high-
affinity transport processes (157–159). Another source of Kreb cycle intermediates is
amino acids that can be released from astrocytes. A classical example is glutamine
(160–162). We have found that incorporating α-ketoglutarate into the culture medium
greatly promotes neuronal survival in cell culture (163), and now routinely incorporate
α-ketoglutarate into the growth medium used for culturing neurons (164).

7.4. Ammonia Detoxification

The major means by which ammonia is cleared from the CNS is by ligating it to Glu
forming glutamine; this enzyme is localized to astrocytes (165,166). This enzymatic
activity subserves two critical functions: It clears ammonia, and it converts the
excitotoxic amino acid into the neutral amino acid, glutamine, which can be returned to
neurons as a source of Kreb cycle intermediate.

8. NEURON–ASTROCYTE REDOX INTERACTIONS

Neurons have a higher rate of oxidative metabolism than astrocytes, the consequence
of which is that the neuronal cytosol is more oxidized than the astrocyte cytosol. This
suggests that there be redox coupling between neurons and astrocytes. Because of the
high rate of anaerobic glycolysis, and the high activity of GLU-6-phosphate dehydro-
genase (167) and the NADP-dependent isoforms of isocitrate dehydrogenase (168),
astrocytes have a great capacity to form NAD(P)H. NADPH is used by reactions that
reduce oxidized-glutathione (169), oxidized-thioredoxin (170), and other redox-active
compounds. Because of the presence of transhydrogenases (171), NAD(H) is inter-
convertible with NADP(H) (171). Astrocytes can transfer reducing equivalents to neu-
rons in several ways. As noted above, one way is release lact, which is taken up by
neurons: Every lact molecule transferred is the equivalent of the transfer of one reduc-
ing equivalent (i.e., NAD[P]H).

GSH is the electron donor in the scavenging of a variety of strong oxidants, as well
as in the reduction of oxidized-ascorbate (ASC) (172), and therefore plays a central
role in many of the mechanisms used to reduce oxidative stress. Neurons have a some-
what lower content of GSH than do astrocytes (173–176). Small increases in GSH can
result in marked increases in the ability of cells to cope with oxidative stress (177). The
rate-limiting amino acid in GSH synthesis is cysteine (178). Cysteine is readily auto-
oxidized to cystine (179), and 90% of cysteine equivalents is in the form of cystine,
which is taken up by the Xc-antiporter in exchange with Glu (179). Neurons do not take
up cystine, but do take up cysteine (180). Astrocytes promote neuronal GSH synthesis
by release of cysteine (180), as well as by release of cysteinyl-Gly (181).

Neurons have a 10-fold higher level of ASC (10 mM) than do astrocytes (174,182).
Why is this? One possible functional reason is that ASC plays an important role in
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reducing the vitamin E radical formed by the action of vitamin E scavenging a lipid
peroxyl radical. The very large membrane surface area, containing an abundance of
polyunsaturated fatty acids, results in neurons being susceptible to lipid peroxidation.
For reviews of the role of vitamin E and C in inhibiting chain propagation of lipid
peroxidation, see refs. 172 and 183. Because GSH plays an important role in the reduc-
tion of oxidized ASC (dehydroascorbate [DHA]) (184,185), the question arises as to
where the reducing power for reduction of oxidized ASC (DHA) resides: the astrocyte
or neuron? Both ASC and DHA are taken by astrocytes in vitro (186). DHA passes
down its concentration gradient, from the ECS through the GLUT1, into the cytosol,
where it is quickly reduced to ASC. Both GLUT1 and GLUT3 have been shown to
transport DHA (187). In contrast, ASC is taken up into astrocytes in vitro via a
Na-dependent process (186); however, this Na-dependent uptake mechanism is
expressed mostly, if not exclusively, in vivo in neurons (188). In vitro, Glu stimulates
ASC release from astrocytes (189). Low EC Na+ and K+-induced depolarization also
caused ASC release from astrocytes (190), which suggests the possibility that DHA is
released from neurons and taken up by astrocytes, with the driving force being the
DHA concentration gradient; the DHA then being reduced to ASC in astrocytes, and
released to be taken up principally by neurons, because of the higher concentration of
the Na-dependent ASC transporters in neurons than astrocytes. This is still specula-
tion, and requires further experimental investigation.

In addition to the GSH-dependent ASC reductase activity, the selenoenzyme,
thioredoxin reductase (TrxRed), can also reduce DHA (191), as well as the ascorbyl
radical (192), using NADPH as the electron donor. We have recently demonstrated
that, although, under normal culture conditions, astrocytes have only a slightly greater
(~25%) TrxRed activity than neurons, it is inducible in astrocytes, but not neurons, by
a phase-2 enzyme inducer (176). TrxRed activity can also indirectly enable reducing
equivalents to shuttle from astrocytes to neurons. TrxRed reduces lipoic acid to
dihydrolipoate (193). Lipoic acid is efficiently taken up by a variety of cell types, such
as human diploid fibroblasts and C6 glioma cells, reduced to dihydrolipoate, and
released back into the culture medium, where it can reduce cystine to cysteine
(194,195). There is evidence that uptake of dihydrolipoate added to the culture medium
minimizes GSH loss and cell death in neuronal cultures (196), and protects against
Glu excitoxicity (197). Thus, one possible consequence of increased TrxRed activity
in astrocytes is to promote reduction lipoic acid and release of dihydrolipic acid, which
can be taken up by adjacent neurons. This is speculative, and requires experimental
verification.

9. CONCLUSIONS

In his book, The Neuron and The Glial Cell, Santiago Ramón y Cajal discusses the
role of neuroglia, which is now referred to specifically as astrocytes, in nervous system
function (198). He discusses Golgi’s nutritive function for astrocytes, but discounts it
on several grounds, including that dendrites do not contact neuroglia. With the intro-
duction of electron microscopic approaches many decades ago, astrocytic processes
are now known to closely approximate dendrites. A second function, first put forth by
his brother, P. Ramón y Cajal, is that astrocytes function to isolate the conducting parts
of the neuron from neighboring neurons, thereby enhancing information transmission.
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Ramón y Cajal was correct, in part, in that an important role of astrocytes is to facilitate
communication among neurons. The K-buffering and neurotransmitter uptake mecha-
nisms of astrocytes serve to enhance both temporal and spatial resolution in informa-
tion transmission, and to decrease the chances of crosstalk-related noise in information
transmission. Golgi was also correct, in part, in that astrocytes play an important role
in the nutritional support of neurons. Undoubtedly, Santiago Ramón y Cajal would be
delighted with what is now known with respect to the role of astrocytes in ion homeo-
stasis, neurotransmitter inactivation, and responses to injury. And, undoubtedly,
Camillo Golgi would be equally delighted with what is now known with respect to
astrocyte–neuron metabolic and redox interactions.
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1. INTRODUCTION

The presence of astrocytes in nervous tissue was initially thought to reflect the
necessity of a mechanical supporting system for neurons, a sort of aspecific glue keep-
ing neuronal cells together. If this were the case, the human brain would exhibit the
best set of neuronal packing ever seen throughout the phylogenetic tree. Evolution,
however, does not deal with glues.

Results obtained during the past two decades have contributed to overcoming, at least
in part, this initial misconception. Indeed, increasing attention has been paid to the
understanding of the real astrocytic function, and active roles have been ascribed
to these cells in many important aspects of brain function. The ability of astrocytes to
influence neuronal development was thus recognized, as witnessed by their ability to
guide axonal growth (1), and enhance the formation (2) and strengthening (3) of the
synapse. Furthermore, astrocytes provide the energetic substrates necessary for neu-
ronal activity (4), and participate in the clearance of excessive concentration of potas-
sium ions (5) and, most importantly, of neurotransmitters, such as the excitatory amino
acid, glutamate (Glu), in the extracellular space (ECS) (6,7). Although these functions
assign an evident importance to astrocytes, the depicted role for glial cells is still sub-
servient to neurons. In other words, astrocyte roles should be limited, to enable neurons
to perform their own, exclusive task, i.e., transferring and processing of information.

In contrast to this view, recent findings showed that astrocytes are capable of finely
sensing neuronal activity, and, in response to neuronal signals, of talking back to neu-
rons. This chapter focuses on the intriguing possibility that astrocytes are qualified
partners of neurons in events which we always refer to as “neuronal” communication.
As to the properties of this partnership, a common “language,” i.e., the neurotransmit-
ter Glu, is used for this bidirectional communication, although the signal may differ in
the two cells, in terms of temporal and spatial features. The last part of this chapter
discusses the possible participation of the glutamatergic crosstalk between astrocytes
and neurons in several neurodegenerative diseases of the central nervous system.
Noteworthy is that the neuronal loss occurring in the brain under pathological



188 Zonta and Carmignoto

conditions is, at least to some extent, owing to an abnormally elevated concentration of
Glu in the ECS (8). The possibility is discussed that an impairment of specific Glu
transporters in astrocytes, as well as unregulated processes of Glu release from these
cells, contribute to the excitotoxic action of Glu.

2. ASTROCYTE–NEURON CROSSTALK

2.1. Someone Is Listening to Neuronal Tete-A-Tete: Eavesdropper Astrocytes

The analysis of the relative location of neurons and astrocytes in the architecture of
nervous tissue reveals a frequent intimate association between astroglial processes and
synapses (9). In the hippocampus, for instance, astrocytes are associated with 57% of
neuronal synaptic connections (10). Because of this physical contiguity, a neuron-
to-astrocyte signaling was always considered possible. A coherent directional commu-
nication, however, demands as a prerequisite the release from neurons of signaling
molecules that are specifically recognized by astrocytes, thereby allowing these cells
to “listen” to neuronal activity.

Clues for the existence of this specific neuron-to-astrocyte communication are rep-
resented by observations that astrocytes express on their plasma membrane a variety of
receptors for neurotransmitters, including Glu (11). Probably because Glu is the main
excitatory neurotransmitter in the brain, the action of Glu in astrocytes, and thus its role
in neuron–glia interactions, has been intensely investigated. Other features, however,
emphasize the relevance of Glu in neuron–astrocyte interactions: Astrocytes are
equipped with an efficient Glu-uptake system that gives an important contribution to
the control of Glu concentration in the synaptic cleft (6,7); under certain conditions,
the reverse operation of the transporter may result in nonvesicular release of Glu from
astrocytes (12); astrocytes provide the substrate that allows neurons to sustain
glutamatergic signaling (astrocytes convert Glu released at the synapse to glutamine,
which is then hydrolized back to Glu by a neuronal glutaminase, and reused by neurons
as neurotransmitter) (13). This chapter, therefore, centers attention on glutamatergic
communication, keeping in consideration that other neurotransmitters may be also
involved in astrocyte–neuron signaling.

Astrocytes possess both ionotropic (α-amino-3-hydroxy-5-methyl-4-isoxazole-
propionic acid [AMPA]/kainate) (14,15) and metabotropic Glu receptors (mGluRs)
(16,17), whose activation by Glu results in cationic inward current and Ca2+ release
from intracellular (IC) stores, respectively. The first evidence for Glu-sensitivity in
astrocytes was obtained in in vitro preparations: Cultured hippocampal astrocytes
responded to Glu application with elevations in cytosolic Ca2+ concentration ([Ca2+]i),
which could take the form of Ca2+ oscillations, and show different patterns, depending
on the agonist dose (16,17). Increasing concentration of Glu resulted in increasing fre-
quency of [Ca2+]i oscillations; very high doses were found to be associated with a sus-
tained Ca increase (18).

Intercellular waves of [Ca2+]i elevations, with a propagation velocity of about 20 µm/s,
are also frequently observed in cultured astrocytes, following various types of stimuli
(19,20). The possibility exists that they are present also in astrocytes in situ. In such a
case, [Ca2+]i waves may represent a pathway for extraneuronal long-distance signaling
within the brain (16,21).
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The first indication for the existence of a neuron-to-astrocyte signaling was pro-
vided in 1992, by two studies that demonstrated that neuronal activity, both in cortical
cultures (22) and in organotypically cultured hippocampal slices (23), could trigger, in
glial cells [Ca2+]i oscillations and [Ca2+]i waves comparable, although less regular, to
those seen after Glu stimulation of cultured astrocytes. In organotypically cultured brain
slices, tetrodotoxin blocked these Ca2+ responses (23), pointing to the involvement of
neuronal activity in glial cell activation. These findings added a more physiological
perspective to the presence of GluRs in astrocytes, hinting at the presence of
glutamatergic signaling conveying information from neurons to astrocytes. Indeed, the
authors’ interpretation of their results is that Glu released from axonal terminals is
responsible for [Ca2+]i elevations in nearby astrocytes (23).

This hypothesis was validated in experiments carried out in a model more physi-
ological than cells in culture, such as acute hippocampal slices (24,25). In this prepara-
tion, we found that stimulation of Schaffer collaterals resulted in [Ca2+]i elevations, not
only in CA1 pyramidal neurons, but also in other small cells of the stratum radiatum,
subsequently identified as astrocytes by glial fibrillary acidic protein immunostaining.
On continuous neuronal stimulation, astrocytes could display relatively regular [Ca2+]i

oscillations. Neuronal and astrocytic responses to electrical stimulation could be selec-
tively blocked by using ionotropic and metabotropic GluR antagonists, respectively.
The mGluR antagonist, α-methyl-4-carboxyphenylglycine, abolished the [Ca2+]i

increases in astrocytes, without altering neuronal response, thus demonstrating that
synaptically released Glu in situ can activate glial mGluRs and initiate IC responses (25).

High, but not low, frequency stimulation was able to trigger astrocyte responses,
suggesting that the more Glu is released, the higher is the probability that the neuro-
transmitter reaches astrocyte receptors (25). Although astrocytic processes are inter-
posed between axon terminals and dendrites, no synaptic-like membrane apposition
has been documented between glutamatergic neurons and astrocytes, except for
immature oligodendrocytes in the rat hippocampus (26). It is therefore plausible that
only a considerable release of Glu from neurons can result in neurotransmitter escap-
ing from the synaptic cleft and activating glial receptors. Astrocytes can thus be
recruited as additional, postsynaptic targets of synaptically released Glu, only under
conditions of high neuronal activity.

2.1.1. Can Astrocytes Change According to What They Hear from Neurons?

Plasticity is one of the most notable neuronal features, and underlines important
processes, such as learning and memory. This plasticity relies on various processes,
such as changes in synaptic strength, changes in membrane properties and protein
expression levels, reorganization of synaptic connections, and dendritic spine exten-
sion and retraction (27). All these events are activity-dependent, i.e., they occur in
strict dependence on the level and pattern of experienced stimulation. Because astro-
cytes can also experience different degrees of neuronal activity (25), the question arises
about how carefully they are listening to interneuronal communication, and whether
they can discern different levels of neuronal activity, and accordingly organize their
response.

A series of observations suggest that activation of astrocytes by synaptically released
Glu is not simply an on/off event. We found that an increase in the frequency, or in the
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intensity, of Schaffer collateral stimulation in acute hippocampal slices resulted in an
increased frequency of [Ca2+]i oscillations in astrocytes (25). This final effect may be
mediated by two diverse events: a higher firing rate of neuronal afferents, which deter-
mines an increased concentration of Glu in the ECS; and the recruitment of neuronal
fibers (which were not initially stimulated), which results in a greater Glu release in the
vicinity of astrocytic processes. These observations demonstrate that astrocytes can
discriminate the level of neuronal activity, and integrate neuronal signals in a dynami-
cally regulated Ca2+ response.

Furthermore, astrocytes have been shown to possess a form of memory by virtue of
which the frequency of their [Ca2+]i oscillations increases upon successive episodes of
stimulation with Glu (18). This phenomenon is relatively long-lasting, because the fre-
quency of oscillations in the second, with respect to the first, challenge with Glu was
observed to be significantly higher, even when performed after 3 h. This ability to
“remember” the history of previous stimulation endows astrocytes with a property that
was supposed to be peculiar to neurons. The increase in oscillation frequency repre-
sents a potentiation of the response of astrocytes to Glu, which may, indeed, resemble
another Glu-mediated event, such as the well-documented process of long-term
potentiation (LTP) in neurons (28,29). Noteworthy is that one of the IC messengers
that is thought to play a role in LTP, i.e., nitric oxide (NO) (30), is also involved in the
potentiation of the astrocyte response. The induction of this astrocyte property was
indeed abolished by the NO synthase inhibitor, Nω-nitro-L-arginine methyl ester, and
subsequently restored by NO donors (18). The plasticity of the astrocyte response
was initially reported in primary cultures (18), then confirmed in hippocampal astro-
cytes from acute brain slices (25), which displayed an increased frequency of oscilla-
tions upon multiple episodes of neuronal stimulation. The neuron-induced change in
astrocyte responsiveness may, therefore, represent a mode of transferring information
from neurons to astrocytes.

In addition to this form of functional plasticity, astrocytes can also alter their physi-
cal association with neurons in concurrence with diverse patterns of neuronal stimula-
tion. This morphological plasticity was first evidenced in rat hypothalamus, in which
the reorganization of synaptic connection, occurring after appropriate stimuli, appears to
be linked to changes in the level to which magnocellular neuroendocrine cells are
ensheathed by nearby astrocytes. Stimulation of the hypothalamic nuclei by water dep-
rivation, or by induction of maternal behavior, determines a retraction of astrocytic
processes, resulting in a transient de-ensheathment of neuroendocrine cells (31). This
change has been suggested to lead to the uncovering of additional postsynaptic sites,
and eventually to mediate an increase in the synaptic efficacy. As to the possible mecha-
nisms accounting for these structural modifications, several lines of evidence suggest
that they depend on the activation of astrocytic β-adrenergic receptors by neurotrans-
mitter released by adrenergic innervation (32).

The ability of glial processes to undergo similar configurational changes is not
restricted to hypothalamus. Cultured hippocampal astrocytes have been shown to
extend filopodia, upon exogenous application of Glu (33); an increased association of
astroglial processes with synapses is coupled to long-term potentiation in hippocampal
dentate gyrus (34), and to the increase in synaptic connections in rats raised under
enriched conditions, compared to individually caged rats (35).
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Whether these structural modifications represent a feature of astrocytes with a dis-
tinct functional significance, and are necessary for the modulation of synaptic activity,
remains to be fully investigated. Undoubtedly, the refined sensitivity to neuronal sig-
nals endows astrocytes to be something more than an inert audience to the neuronal
performance.

2.2. Astrocytes Join Neurons in Their Glu-Mediated Conversation

The ability of astrocytes to sense neuronal communication, and to dynamically
change their functional and structural features, raises important questions about the
physiological role of this phenomenon. Given the importance of Ca2+ ions as second
messengers, the neuronal activity-dependence of [Ca2+]i elevations in astrocytes implies
that neurons can affect [Ca2+]i-dependent events in these cells. In such a case, do these
include a Ca2+-regulated output from astrocytes? And, if it does exist, can it eventually
have some bearings on astrocyte-to-neuron communication?

The pioneering experiments in such an exciting area were performed independently
in 1994 by the groups led by Haydon and Nedergaard. Both groups investigated neu-
ronal response to astrocyte stimulation in primary neuron–astrocyte mixed cultures,
monitoring IC Ca2+ concentration by means of fluorescent indicators and Ca2+-imag-
ing techniques. Nedergaard et al. (36) triggered a [Ca2+]i wave through confluent astro-
cytes, by providing a mechanical stimulation to a single astrocyte; Haydon et al. (37)

induced a similar response in astrocytes, with bradykinin, or with selective photo-
stimulation. In all cases, the response of glial cells was followed by a [Ca2+]i increase
in adjacent, co-cultured neurons. The authors’ explanation of these corresponding
results, however, was different: Nedergaard found that neuronal responses could be
blocked by gap junctions inhibitors, but not by Glu receptor antagonists; Haydon,
beside measuring a release of Glu from neuron-free cultures of astrocytes, showed that
[Ca2+]i increases in neurons resulted from activation of neuronal ionotropic Glu recep-
tors. The conclusions drawn by these two studies are thus substantially different, and
hard to reconcile. The most likely explanation for this contradiction may reside in dif-
ferent experimental conditions, which can modify the properties of cultured astrocytes.
It is also possible that both phenomena are part of a complex system of interactions
between neurons and astrocytes. Recently, evidence for gap junction communication
between these two cell types has indeed been provided (38), in the noradrenergic
nucleus locus ceruleus.

The results by Haydon’s group, on the other hand, initiated a sequence of related
studies that ultimately confirmed a Ca2+-dependent Glu release from astrocytes. Hip-
pocampal neurons, plated on confluent astrocyte cultures, were tested for their response
to the passage of [Ca2+]i waves in underlying astrocytes (39). Neurons showed delayed
responses, consisting of Glu-dependent [Ca2+]i elevations and slow, depolarizing,
inward currents. These effects in neurons were mediated by activation of N-methyl-D-
aspartic acid (NMDA) and AMPA Glu receptors.

The field of investigation then moved to brain slice preparations, which better pre-
serve the connections physiologically existing between neurons and astrocytes. In this
preparation, we performed selective stimulation of mGluRs (25). This stimulation
induced the well-known [Ca2+]i response in astrocytes, and resulted in secondary [Ca2+]i

increases in neurons. Although a direct activation of neuronal mGluRs could account
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for part of these responses, most of them were completely blocked by ionotropic recep-
tors inhibitors, demonstrating that they resulted from an induced release of Glu.
Whether this Glu was released by neurons or by astrocytes was assessed by applying
the stimulus after 1 h incubation in tetanus neurotoxin, which selectively blocks neu-
ronal exocytosis. Under these conditions, neuronal response to astrocyte activation was
still present, thus supporting the view that Glu is indeed released from astrocytes upon
mGluR-mediated [Ca2+]i elevations (25).

In addition to these Ca2+-imaging studies, parallel application of an enzymatic fluo-
rimetric assay, originally developed by Nicholls et al. (40), allowed measurement of
the total amount of Glu released from both cultured astrocytes and astrocytes in brain
slices, after stimulation with glutamatergic agonists or prostaglandin E2 (PGE2) (41).
The same enzymatic method was recently applied to single cell measurements of Glu
release: Waves of extracellular (EC) Glu released by cultured astrocytes could thus be
observed to occur in strict correlation with mechanically induced [Ca2+]i waves in
astrocyte monolayer (42).

Taken together, the described results demonstrate that astrocytes, besides under-
standing neuronal signaling, can feed back to neurons using the same signal, i.e., the
transmitter, Glu, and consequently alter neuronal Ca2+ homeostasis. Glu-induced
astrocytic signaling, and hence the initiation of astrocytic Glu release, is much slower
than the neuronal one, because it depends on Ca2+ release from internal stores and
propagation of [Ca2+]i waves, rather than on membrane Ca2+ channels opening and
action potential propagation.

Nonetheless, this capability can potentially result in an unexpected role of astro-
cytes in joining neurons in glutamatergic transmission, thereby influencing informa-
tion transfer and processing in the brain.

2.2.1. Ca2+-Dependency and Mechanism of Glu Release from Astrocytes

Astrocytes can release Glu via the reversal of Glu transporters (12), and through a
swelling-induced process (43), but none of these mechanisms can account for ligand-
induced, Ca2+-dependent release of Glu.

Increases in IC Ca2+ concentration have been shown to be both sufficient and neces-
sary to obtain Glu release from cultured astrocytes. Indeed, diverse protocols of stimu-
lation, all resulting in [Ca2+]i elevations in glial cells, have been applied to trigger the
release process: application of chemical agonists (25,37,41,44–46), electrical/mechani-
cal stimuli (37,42,47–52), or photoactivation (37,50,53). A recent study developed by
Parpura and Haydon (53) used photolysis of caged Ca2+ to investigate the concentra-
tion of IC Ca2+, which must be reached to induce the release of Glu from cultured
astrocytes. The experimental conditions allowed for monitoring both the [Ca2+]i

changes occurring in UV-stimulated astrocytes and the Glu-induced inward currents in
single neurons grown on astrocyte microislands. This approach revealed that substan-
tial glutamatergic currents can be evoked in neurons, upon modest changes in astro-
cytic [Ca2+]i, i.e., upon an increase of less than 100 nM. These data need to be verified
in more intact preparations, but, since physiological stimuli, such as Glu or norephine-
phrine, raise astrocytic Ca2+ levels to much higher values (over 1 µM), this finding is
consistent with the idea that Glu release from astrocytes can be a physiological event
within the brain (53).
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The possibility of a [Ca2+]i threshold in the pathway leading to Glu release in astro-
cytes has been investigated in another recent study (46). Human embryonic kidney
(HEK) cells, transiently expressing the NMDA receptor were plated on cultured astro-
cytes, and were successfully used to detect the episodes of transmitter release upon
stimulation of astrocytic mGluRs. Under these conditions, we found a significant
degree of correlation between the amplitude of astrocytic [Ca2+]i response, measured
in the cell soma, and the probability of Glu release, detectable as a NMDA receptor
(NMDAR)-mediated [Ca2+]i increase in transfected HEK cells adjacent to stimulated
astrocytes. Glutamate release was always observed to occur following [Ca2+]i eleva-
tions of an amplitude above 550 nM; below this value, it could be detected only in a
few occasions (46).

Another exciting point in the investigation of the mechanism of Glu release con-
cerns the role of mGluR-mediated [Ca2+]i oscillations, which, as reported above, dis-
play peculiar features of plasticity, in terms of changes in their frequency. If [Ca2+]i is
critical for the occurrence of Glu release, is there any related event that depends on the
frequency of [Ca2+]i oscillations? This point was further analyzed in the same study
(46). Since the increase of IC Ca2+ concentration controls the release of Glu from astro-
cytes, an intriguing possibility was that every transient in [Ca2+]i oscillation could result
in a distinct episode of Glu release. NMDAR-transfected HEK cells were thus used to
test the hypothesis of a pulsatile release of Glu retaining the oscillatory behavior of
[Ca2+]i signaling. In correlation with 1-aminocyclopentane-1,3-dicarboxylic acid-
induced [Ca2+]i oscillations in astrocytes, we could indeed observe repetitive NMDAR-
mediated [Ca2+]i elevations in nearby, transfected HEK cells. These results imply that
[Ca2+]i oscillations are the coding system that regulates a pulsatile release of Glu from
astrocytes, and that an increase in oscillation frequency necessarily corresponds to an
increased frequency of transmitter release from glial cells. The relevance of this find-
ing is underlined by the accepted evidence that the frequency of [Ca2+]i oscillation in
astrocytes is dynamically regulated by the level of neuronal activity (25). Therefore,
the process of Glu release may represent, in astrocytes, an output finely regulated in its
frequency by the level of neuronal activity.

The mechanism underlying Ca2+-dependent release of transmitter has been investi-
gated in astrocytes, by means of various pharmacological tools. Glu release was deter-
mined, in acute hippocampal slices, by means of both a fluorimetric assay and
Ca2+-imaging techniques (41). The results thus obtained showed that PG formation is
an essential step for the release process, because it can be abolished by inhibiting the
enzymes involved in PG synthesis, i.e., phospholipase A2 and cyclo-oxygenase. Fur-
ther support for the involvement of PGs in the IC pathway, leading to Glu release, was
provided by the finding that application of PGE2 could mimic the releasing action
mediated by GluR stimulation. An autocrine- or paracrine-positive loop, mediated by
Glu itself, may have a role in enhancing the process of release, since inhibition of
mGluRs determines a substantial decrease of Glu release, revealed as the absence of
Glu-mediated responses in CA1 neurons, upon astrocyte stimulation with PGE2 (41).

The Ca dependency of Glu release from astrocytes led the researchers to explore the
similarities of this event with the Ca2+-dependent exocytosis of neurotransmitter
occurring in neurons, and, eventually, to consider the possibility that a vesicular mecha-
nism accounts for transmitter release in astrocytes. To explore this possibility, astro-
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cytes were tested for the expression of the proteins involved in the exocytotic pathway.
It is now widely accepted that a major role in the regulated secretion of exocytotic
vesicles in neurons is played by the proteins of the SNARE complex, which are essen-
tial for the events of vesicle docking and fusion (54,55). Astrocytes have been shown
to express the SNARE proteins, syntaxin, synaptobrevin II (56), and SNAP-23, a
homolog of neuronal SNAP-25 (57), and the small GTPase rab3, also supposed to be
involved in vesicular exocytosis (58). Moreover, synaptobrevin and synaptophysin
were identified by immunoelectron microscopy in association with the membrane of
vesicular organelles (58).

To further unravel the mechanism of release, various authors took advantage of the
reported ability of different neurotoxins to either stimulate or block the vesicular fusion
event in neurons, and investigated their effects on Ca2+-dependent release of Glu from
astrocytes. The results of these experiments showed a substantial similarity between
neuronal and astrocytic sensitivity to these toxins: Glu release from astrocytes was
stimulated by the potent segretagogue, α-latrotoxin (45,59), and was abolished by teta-
nic and botulinic toxins, highly selective proteases that exert their toxicity on neurons
by cleaving SNARE proteins, and thus preventing vesicle exocytosis (46,51,60).

We recently obtained further information on the mechanism of Glu release from
astrocytes (46). By using the experimental model already described, i.e., co-cultures of
astrocytes and NMDAR-transfected HEK cells, and patch-clamp techniques, we could
record, from these latter cells, repetitive, inward currents, upon induction of [Ca2+]i

oscillations in astrocytes. These responses were mediated by Glu released from astro-
cytes, because they could be blocked by the specific NMDAR antagonist, D-2-amino-
5-phosphonopentanoic acid. The kinetics of these currents resemble NMDA-excitatory
postsynaptic currents, indicating that astrocytes can release Glu through a mechanism
similar to the exocytosis of neurotransmitters in neurons. Indeed, the fast kinetics of
the NMDA response reflect a rapid activation of the NMDAR in HEK cells, which
derives from a steep increase in the concentration of Glu in the ECS. The only process
known to result in such a rapid increase in concentration of a neurotransmitter is the
fusion of vesicles with the plasma membrane.

Further evidence that supports the existence in astrocytes of a Glu release process,
dependent on vesicle exocytosis, derives from the results obtained with the vacuolar
adenosine triphosphatase (v-ATPase) inhibitor, bafilomycin A1. The filling of synap-
tic vesicles with Glu requires the presence of an electrochemical gradient through the
vesicular membrane, which is provided by the activity of a v-ATPase. Dissipation of
this gradient, achievable by incubation with the v-ATPase inhibitor, bafilomycin A1,
prevents Glu uptake into vesicles, thereby blocking neuronal transmission (51,61–64).
Following incubation of astrocytes with bafilomycin A1, the release of Glu from stimu-
lated astrocytes was strongly reduced, thus providing additional support for the pres-
ence in astrocytes of Glu-filled vesicles (46,51).

Taken together, evidence presented in this chapter indicates that, although ultra-
structural evidence of Glu-containing vesicles must be provided, in order to unambigu-
ously demonstrate the existence of an exocytotic pathway, Ca2+-dependent Glu release
from astrocytes can occur via a mechanism that shares several common features with
neurotransmitter exocytosis in neurons.
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2.3. Modulation of Neuronal Transmission

The existence in astrocytes of a Ca2+-dependent release of Glu raised a great interest
in the possibility that astrocytes could be involved in the modulation of glutamatergic
neuronal transmission. Over the past years, evidence for such a modulation was pro-
vided by a number of studies performed both in neuron–astrocyte co-cultures and in
brain slices.

In the first of these studies (49), Glu release from cultured astrocytes (triggered by
a mechanical or electrical stimulation) was found to have multiple effects on neu-
ronal transmission. Indeed, it resulted, first, in a reduction in the amplitude of evoked
excitatory, as well as inhibitory, postsynaptic currents recorded from neurons (49).
As a plausible explanation, the authors suggest that Glu released from astrocytes
may act on presynaptic mGluRs, thus resulting in the reduction of neurotransmitter
release (65–67). Second, it resulted in a slow inward current, mediated by both
NMDA RECs and non-NMDA receptors (49,50,53), and, third, in an increase in the
frequency of both spontaneous excitatory and inhibitory postsynaptic events (50).
Because the amplitude of the spontaneous events was not significantly changed, the
presynaptic terminal is once again the most likely target for Glu action. The authors
(50) suggested that NMDARs located in the presynaptic terminals (but extra-
synaptically) are good candidates. As to the slow inward current, it appeared not to
be linked to astrocyte-mediated modulation of evoked synaptic transmission, since it
was observed in most, but not all, of the cases. Its possible effects on synaptic trans-
mission remain to be investigated fully.

The capacity of astrocytes to modulate neuronal transmission was confirmed in the
retina (68). In an intact preparation, such as the retina eye cup, ganglion cells were
observed to change their firing rate (in response to flashes of light) in temporal correla-
tion with the arrival of the [Ca2+]i wave in astrocytes and Müller cells. Depending on
the neuron being recorded, the [Ca2+]i wave triggered either a decrease or an increase
in the firing rate. Support for the possibility that Glu, released by glial cells, mediates
the observed change in the neuronal response, derives from the observation that, in the
presence of AMPA and NMDAR antagonists, the modulatory effect on neuronal firing
associated with the [Ca2+]i wave was almost abolished. The γ-aminobutyric acid
(GABA) receptor antagonists, strychnine and bicuculline, also blocked the effect on
neuronal firing associated with the [Ca2+]i wave. This latter observation led the authors
to suggest that the observed inhibition of ganglion cell firing may result from excita-
tion of inhibitory interneurons by Glu released from astrocytes.

A role for astrocytes in the modulation of inhibitory synaptic transmission, mediated
by gabaergic interneurons, was confirmed in acute hippocampal slice preparations (52).
By performing dual recordings from pairs of cells, i.e., either a pyramidal neuron and
an interneuron, or a pyramidal neuron and an astrocyte, Kang et al. (52) investigated
the possible involvement of astrocytes in the potentiation of inhibitory transmission
mediated by repetitive firing of interneurons. This experimental approach allowed those
authors to stimulate astrocytes without directly interfering with neurons. By applying
depolarizing current pulses through the patch pipet, they could trigger [Ca2+]i increases
in the patched astrocyte, as well as in other electrically coupled astrocytes. Such a
selective astrocyte stimulation resulted in an increased frequency and amplitude of
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miniature inhibitory postsynaptic currents in the pyramidal neuron, thus suggesting
that astrocytes can affect inhibitory transmission.

Additional observations, provided further support for the possibility that astrocytes
mediated the activity-dependent decrease in the failure rate of inhibitory transmission
onto pyramidal neurons, which the authors observed following stimulation of interneu-
rons: interneuron firing elicited in surrounding astrocytes GABAB-mediated [Ca2+]i

elevations; the increase in frequency and amplitude of miniature inhibitory postsynap-
tic currents, triggered in pyramidal neurons by the GABAB receptor agonist, baclofen,
was accompanied by [Ca2+]i elevations in astrocytes; antagonists of ionotropic Glu
receptors were found to block both the astrocyte- and the baclofen-induced increases
of miniature inhibitory postsynaptic currents. This latter result strongly supports the
possibility that the release of Glu from astrocytes is involved in the astrocyte-mediated
potentiation of inhibitory synaptic transmission. That study provides compelling,
though indirect, evidence that a well-known, physiologically relevant phenomenon,
such as the activity-dependent potentiation of inhibitory synaptic transmission between
interneurons and pyramidal neurons in the CA1 hippocampal region, is critically
dependent on astrocytes.

The release of Glu from astrocytes can therefore exert complex effects on neu-
ronal transmission: It can trigger either a decrease or an increase of neurotransmis-
sion, presumably by activating different presynaptic Glu receptors; it can bind to
GluRs on the postsynaptic neuronal membrane, and trigger slow inward currents, as
well as [Ca2+]i elevations; and it can potentiate the action of inhibitory interneurons
on CA1 pyramidal neurons in the hippocampus. These multiple actions, even of
opposite signs, can hardly be reconciled into a coherent view for the role of astro-
cyte Glu release. To define its specific participation in glutamatergic transmission,
therefore, more information is needed about the connectivity between astrocytes
and neurons.

Astrocyte-derived Glu may ultimately result in either a potentiation or depression of
the excitatory neuronal output, depending on what type of neurons astrocyte processes
impinge upon. In addition, different astrocytes may establish different anatomical con-
nections, which characterize “that” specific type of astrocyte–neuron interaction. Sup-
port for this hypothesis derives from the finding that significant heterogeneity exists in
the astrocyte population. A representative example of such heterogeneity comes from a
recent study (69) that described the distinctive complexity of processes from individual
cerebellar Bergmann glia. The three-dimensional reconstruction revealed a relatively
organized, complex, subcellular structure of Bergamnn glia processes, which enwrap
synapses between parallel fibers and Purkinje neurons. Despite the rapid advance in
understanding of the sensitivity of astrocytes to neurotransmitter release from active
synaptic terminals, more must also be known about neuron-to-astrocyte communica-
tion and, particularly, through what factors and signaling mechanism(s) neurons exert
a control on astrocyte release of Glu. In this respect, we have recently provided evi-
dence that the release of Glu from astrocytes is pulsatile and regulated by [Ca2+]i oscil-
lations: The higher the frequency of [Ca2+]i oscillations, the higher is the number of
episodes of Glu release. Given that the frequency of [Ca2+]i oscillations, as mentioned
above, is under the direct, dynamic control of neuronal activity, our results give signifi-
cant support to the possibility that astrocyte Glu release is also under the control of
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neurons. A question then arises: Under what conditions can Glu released from axonal
terminals trigger [Ca2+]i oscillations in astrocytes?

In acute brain slices, it was found that a single pulse applied to Schaffer collaterals
could not evoke a response from astrocytes (25,70). In contrast, 100–200-ms trains
of stimuli at high frequency (20–50 Hz) evoked Glu-mediated [Ca2+]i oscillations,
the frequency of which was observed to progressively increase at increasing firing
rate of axonal afferents (25,52). Neurons may, therefore, activate the Ca2+-dependent
release of Glu from astrocytes only under selected conditions, as a feedback mecha-
nism, with a timing coded by the pattern and periodicity of Glu-mediated [Ca2+]i

oscillations.
Beside Glu, astrocytes may affect glutamatergic transmission by releasing other

agents, such as glycine (Gly) (71), which acts as a co-agonist on the NMDA receptor
(72,73; Table 1). Occupation of the Gly site is required for Glu to gate the channel (74).
Glu released from synaptic terminals may thus activate non-NMDA receptors on astro-
cyte processes, to trigger the release of Gly, which then acts on the Gly site of NMDA
receptor. Radioactively labeled D-serine (Ser) is released from cultured astrocytes upon
stimulation with non-NMDA receptor agonists, but not NMDA agonists or high EC
K+-induced depolarization (75). In the brain, D-Ser was found to be localized predomi-
nantly in astrocyte processes in proximity of NMDA receptor 2A/B subtypes (76), and
the racemase enzyme, catalyzing the formation of D-Ser from L-Ser, was immuno-
cytochemically identified in astrocytes (77). Given that D-Ser can substitute Gly in
activating the NMDAR (78), it seems plausible that astrocytes may enhance NMDA-
mediated postsynaptic responses by releasing D-Ser in response to Glu released from
synaptic terminals.

A huge amount of experimental and theoretical work needs to be figured out for
the characterization of the modulatory role of astrocytes in neuronal transmission.
As already mentioned, [Ca2+]i oscillations, mediated by mGluRs, trigger in astrocytes
the release of Glu, by a mechanism similar in its pharmacological sensitivity, and, at
least in part, in its kinetic characteristics to the vesicle-mediate release of the neu-
rotransmitter in neurons. If Glu release from astrocytes indeed occurs through an exo-
cytotic mechanism, its physiological consequences on neuronal excitability and
glutamatergic transmission would be far more complex than those suggested on the
basis of available data.

Given its physiological features, Glu release from astrocytes could not be expected
to represent a mode of signaling as rapid as neuronal synaptic transmission. It is
certainly possible, however, that it does carry some information. After the initial acti-
vation of an astrocyte in contact with active synaptic sites, excitation may travel as a
[Ca2+]i wave to other astrocytes, triggering Glu release from these astrocytes, and ulti-
mately resulting in the spreading of excitation (Fig. 1). The frequency of neuronal
activity-dependent [Ca2+]i oscillations in astrocytes, as well as the selective spreading
of astrocyte excitation through gap junctions, may, therefore, represent key features of
a novel mode of transferring excitation in a spatially and temporally determined neu-
ron–astrocyte domain. To what extent this process indeed carries information, and what
type of event in brain function may depend on it, represent exciting challenges for glial
cell research in years to come.
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Table 1
Summary of Evidence for Release of Glutamatergic Transmission-Related Compounds from Astrocytes

Experimental model Stimulus to astrocytes Released compound General description Refs.

Neuron–astrocyte co-cultures Mechanical, bradykinin, Glu [Ca2+]i elevations in neurons (37)
photostimulation

Electrical, mechanical Glu [Ca2+]i elevations in neurons (47)
Electrical, mechanical Glu [Ca2+]i elevations

and depolarization in neurons (39)
Electrical, mechanical Glu Slow inward currents in neurons (49)

and inhibition of evoked EPSCs
Electrical, mechanical, Glu Increased frequency (50)

UV photolysis of spontaneous EPSCs
Neuron–astrocyte Microislands Mechanical Glu Slow inward currents in neurons (51)

and inhibition of excitatory
and inhibitory evoked EPSCs

UV photolysis of caged Ca2+ Glu [Ca2+]i increase of less than 100 nM (53)
can trigger the release

Astrocyte cultures Bradykinin, α-latrotoxin Glu                               — (59)
Bradykinin Glu                               — (45)

Aspartate
AMPA/mGluR activation Glu                               — (41)

or PGE2
Electrical, mechanical Glu                               — (42)
Glu D-Ser                               — (75,77)

Astrocyte cultures AMPA/tACPD, quisqualate Glu Pulsatile release and fast inward currents (46)
and NMDAR-transfected in HEK cells
HEK cells

HC slices mGluR activation Glu [Ca2+]i elevations in pyramidal neurons (25)
AMPA/tACPD activation Glu [Ca2+]i elevations in pyramidal neurons (41)

or PGE2
Intracellular depolarizing Glu Increased frequency and amplitude (52)

 pulses of spontaneous IPSCs
in pyramidal neurons



Glu-Mediated Astrocyte–Neuron Crosstalk 199

3. CAN ASTROCYTIC GLU CONTRIBUTE TO NEUROPATHOLOGIES?

Astrocytes can be directly involved in pathological alterations of neuronal activity,
not only by virtue of their ability to modify the EC environment, in terms of clearance
of K+ ions and neurotransmitters, but also through the release of neurotransmitters,
such as Glu. The neurodegenerative events that indeed occur in diverse pathologies
such as spongiform encephalopathies, Alzheimer’s disease (AD), and ischemic insult,
display Glu excitotoxicity as a common hallmark (79).

Excitotoxic action of Glu on neurons (8,80) is linked mostly, although not exclu-
sively, to NMDA receptors, whose excessive stimulation leads to cell death or damage,
by dramatically increasing IC Ca2+ concentration (81), and thus initiating a cascade of
Ca2+-dependent events that include accumulation of IC reactive oxygen species (82),
and consequent oxidative damage to membranes, proteins, and nucleic acids.

An excess of Glu in the ECS may derive from both increased release and/or impaired
uptake. So far, most attention has been focused on alterations of the high-affinity Glu
transporter of astrocytes, which may give a crucial contribution to the massive increase
in EC Glu concentration. Because astrocytes play an important role in the clearance of
Glu in the synaptic vicinity (6,7,83,84), impairment of glial function can lead to
excitotoxicity, as a consequence of abolished Glu uptake or of reversal of the transport-
ers, resulting in neurotransmitter release from astrocytes themselves (12,85).

Less attention has been paid to the possible role of Ca2+-dependent Glu release from
astrocytes, in the development or exacerbation of neurodegenerative disorders. The
possibility exists that pathological agents involved in these disorders affect Ca2+ sig-
naling in astrocytes, and lead to nonphysiological events of Glu release, thus altering
the ability of glial cells to sustain a coherent, Glu-mediated communication with neu-
rons. The next subheading gathers available information on astrocytic contribution to
Glu excitotoxicity in prion diseases, AD, and ischemia.

3.1. Prion Diseases

Transmissible spongiform encephalopathies, also known as prion diseases, are
neurodegenerative disorders in which the cellular isoform of prion protein (PrPc) is
converted to the scrapie isoform (PrPSc), by an as-yet unknown mechanism. Appar-
ently, PrPSc is not the translation product of a specific gene, but it is believed to derive

Fig. 1. Astrocytes may mediate intercellular spreading of excitation. (A) Glu released by an
active synapse of a neuron (n) can reach nearby astrocyte (a), and induce mGluR-mediated
[Ca2+]i elevations. This [Ca2+]i increase can lead to Glu release from the astrocyte, and poten-
tially result in a modulation of the activity of that specific synapse. (B) In addition, astrocyte
excitation may travel as a [Ca2+]i wave throughout connected astrocytes, and (C) result in Glu
release from astrocytes that were not initially activated, thus signaling to neurons located in
other regions.
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from the normal cellular isoform via a posttranslational conformational transition,
which would be induced by PrPSc itself (86).

PrPc is a cell surface glycoprotein that is expressed by many cell types, including
neurons and astrocytes. Unlike PrPc, PrPSc is proteinase K-resistant, and aggregates in
EC deposits within the brain. In the progression of prion disease, characteristic accu-
mulation of PrPSc and activation of microglia are followed by astrocytosis and
neurodegeneration (87,88).

The development of transgenic mice lacking PrPc (Prnp0/0), together with the use of
the neurotoxic prion peptide, PrP106-126, have allowed investigation of the events that
lead to neurodegeneration in prion disease.

The identification of the exact cell type responsible for the pathogenesis and propa-
gation of the disease is still a matter of debate: Susceptibility to prion disease has been
shown in transgenic mice that express PrPc, either only in astrocytes (89), or only in
neurons (90). Neurotoxicity of PrP106-126 may therefore result from interaction of the
peptide with different cell types, and may lead to additive or converging toxic effects.

PrP106-126 was reported to inhibit Glu uptake in Prnp+/+, but not in Prnp0/0 astro-
cytes (91): It is plausible that PrP106-126 directly interacts with PrPc, determining its
functional loss, thus converting Prnp+/+ astrocytes in functionally Prnp0/0 astrocytes,
which indeed have a lower value of Glu uptake. The higher-uptake Km observed in
Prnp0/0 astrocytes suggests a decrease in the substrate–transporter affinity. Since chela-
tion of EC copper abolishes the Km increase produced by PrP106-126, the hypothesis is
supported that PrPc is involved in Cu binding or uptake. PrPc loss could thus impair Cu
binding, and cause alterations of the Glu transporter molecule and/or imbalancing of
IC redox reactions (91).

By using an elegant co-culture system, the same author (92) demonstrated that tox-
icity of PrP106-126 to Prnp0/0 neurons requires an excess number of Prnp+/+ astrocytes,
and is Glu-mediated (92). Cerebellar neurons were plated in normal multiwell trays;
astrocytes and/or microglia were plated in tissue culture inserts, which could be eas-
ily added or removed from neuron-containing wells. Prnp0/0 neuron survival was shown
to be significantly affected by PrP106-126, only in the presence of a large number of
Prnp+/+ astrocytes, or in the presence of both Prnp+/+ microglia and astrocytes. Indeed,
PrP106-126 can stimulate astrocyte proliferation through factors released by activated
microglia (93), which would explain the temporal correlation existing between astrocytosis
and the rapid increase in neurodegeneration that is characteristic of prion disease.

PrP106-126 neurotoxicity was inhibited by NMDAR antagonists (92). Since PrP106-
126 inhibits Glu uptake by PrP+/+ astrocytes, application of the peptide to neuron–
astrocyte co-cultures withdraws the protective role of glial uptake, and enhances Glu
toxicity.

These data relate to Prnp0/0 neurons, and thus do not rule out a direct action of
PrP106-126 on Prnp+/+ neurons, as other authors suggest: For instance, PrP106-126
has been shown to elevate [Ca2+]i levels in hypothalamic GnRH neuronal cell line (94),
and to cause a decrease in neuronal IC glutathione level (95).

In cultured astrocytes, prion fragment PrP106–126 has been shown to induce
[Ca2+]; increased through voltage-dependent Ca2+ channels (VOCCs) (96). Although
astrocytes in situ, under normal conditions, appear not to express VOCCs (97), reac-
tive astrocytes express significant levels of VOCCs (98), thus supporting the possi-
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bility that, in pathological conditions, their activation contributes to the increase in
EC Glu concentration, by inducing the Ca2+-dependent release of transmitter from
astrocytes.

3.2. Alzheimer’s Disease

The most evident feature of AD is the presence of EC protein deposits forming senile
plaques and fibrils in the brain (99). The main constituents of these deposits are amy-
loid β-proteins (Aβ), β-sheeted peptides that originate from proteolytic degradation of
the IC amyloid precursor protein (APP). Under physiological conditions, APP
holoprotein is constitutively cleaved within the Aβ domain, to release the soluble por-
tion, APPS, in the ECS, but pathological conditions, such as AD and Down’s syn-
drome, are characterized by an amyloidogenic processing of APP (100).

Another major feature of AD is the abundant presence of reactive microglia and
astrocytes surrounding amyloid plaques, which may secrete inflammatory molecules
and plaque constituents. Indeed, Aβ-activated astrocytes overexpress various proteins,
such as interleukin-1, inducible NO synthase (101), and APP itself (102). Stimuli that
mediate an increase in cyclic adenosine monophosphate, such as PGE2, have been
shown to increase APP levels in astrocytes (103), and cyclic adenosine monophos-
phate-regulated transcription has been reported also for apolipoprotein E, another com-
ponent of amyloid deposits (104).

A crucial role in the neuropathology of AD is ascribed to Aβ peptide, although its
pathogenic mechanism is still not clear. Application of this peptide has toxic effects on
primary cultures of rat hippocampal neurons (105), and exacerbate Glu excitotoxicity
in human cultured cortical neurons (106). The mechanism of Aβ peptide-mediated neu-
ronal loss has thus been suggested to involve Glu excitotoxicity. Spatial distribution of
AD indeed matches the regions of the brain that use Glu as a major neurotransmitter
(107,108), and this pathology is characterized by the loss of glutamatergic neurons,
which presumably accounts for the mental dysfunctions reported in AD. Oxidative
stress has also been shown to occur in the brain of AD patients, and could significantly
contribute to the development of this pathology (109).

The involvement of astrocytes in AD-related Glu excitotoxicity derives from the
observation that Aβ peptide can inhibit Na+-dependent Glu uptake in cultured astro-
cytes. The ability of antioxidant agents, such as Trilax, to protect against this inhibi-
tion, indicates a role for oxidative stress in Aβ-induced impairment of glial Glu
transporter (110).

In vivo infusion of Aβ fragments was recently performed in rat nucleus basalis (111).
Under those conditions, the authors observed an elevation in EC Glu concentration, an
increased Ca2+ influx in the infusion area, comparable to that obtained with NMDA
infusion, and NMDAR-mediated loss of neuronal fibers (111). These results are con-
sistent with the existence of an excitotoxic mechanism underlying AD pathology and,
together with in vitro evidences of Aβ-induced inhibition of astrocytic Glu transport-
ers, suggest that astrocytes could be involved in the AD-associated excitotoxicity.

As to the possibility of a Ca2+-dependent Glu release from astrocytes, upon Aβ appli-
cation, Harris et al. (110), in their study describing the inhibition of Glu uptake, did not
observe any [Ca2+]i increase in treated astrocytes. In contrast, a more recent paper (112)

showed that astrocytes responded to Aβ application with a transient [Ca2+]i rise, and



202 Zonta and Carmignoto

that the probability of occurrence of this response was dramatically increased in the
absence of EC Ca2+. These results support the hypothesis that Aβ peptide binds to the
receptor that senses EC [Ca2+], as previously reported for hippocampal neurons (113).
Activation of this receptor by Aβ peptide in astrocytes, particularly under pathological
conditions that lead to reduced EC Ca2+ concentration, may result in exacerbation of
[Ca2+]i increases, and hence of Ca2+-dependent events, such as the release of Glu.

3.3. Ischemia

Interruptions of cerebral blood flow, such as those occurring after stroke or embo-
lism formation, cause localized ischemia in the brain tissue, leading to neuronal dam-
age. The degree of this damage is higher at the center of the ischemic region, where
neuronal death is irreversibly induced within several minutes; in the surrounding area,
called the “penumbra,” neurons can survive for up to 24 h, and undergo a delayed
death. During these 24 h, penumbral areas experience conditions of hypoperfusion
(114), which continue to imperil neuronal viability. The presence of this temporal win-
dow, before definitive loss of neurons, allows possible therapies to be applied, in order
to prevent at least part of the ischemia-related damage.

The cascade of events leading to neuronal death has not been clearly established.
Several studies indicate a key role for excessive elevation of EC Glu, and consequent
Ca2+ overload in neurons (8,81). NO formation (115), hyperexcitability (116), and
apoptosis (117,118) have been suggested as important downstream events involved in
delayed neuronal death.

The identification of the cell type(s) that release Glu in ischemic conditions, and the
mechanism accounting for this process, has obvious relevance for the research of tar-
get-specific therapies.

Since energy failure results in the impairment of ATP-dependent processes, and the
filling of vesicles with neurotransmitter and their fusion with plasma membrane require
ATP hydrolysis, Glu release during severe ischemia is probably not the result of
vesicular release (12,85,116). On the other hand, a fall in GTP and ATP levels can
also compromise the function of neuronal and/or glial Glu transporters, which require
Na+/K+-ATPase activity to sustain Na+-dependent uptake of neurotransmitter (119).
Impairment or reversal of Glu transporters may thus account for the increase in EC Glu
concentration.

A recent study (120) provided evidence for a major role for the reversal of Glu
transporters in Glu release in severe brain ischemia. Those authors examined this
release, upon perfusion of EC slices with an EC solution mimicking severe ischemia,
by monitoring the occurrence of anoxic depolarization and Glu-induced inward cur-
rents in CA1 neurons. Both these events were abolished by the Glu transporter inhibi-
tor, L-trans-pyrrolidine-2,4-dicarboxylate, but not by other agents inhibiting Ca2+ or
swelling-dependent release. Since blockade of the main glial transporter, GLT-1, by
dihydrokainate had no effect on the described neuronal depolarizations, these results
indicate a more relevant role for neuronal transporters in this process (120).

The participation of compromised glial transporters in the development of neuro-
degeneration cannot, however, be excluded. The effects of the loss of glial or neuronal
Glu transporter were examined in organotypic spinal cord cultures, and in intact brains,
upon administration of chronic antisense oligonucleotides (121). The loss of glial Glu



Glu-Mediated Astrocyte–Neuron Crosstalk 203

transporter, GLT-1 or astrocyte-specific Glu transporter (GLAST), but not of the neu-
ronal EAAC1, was sufficient to determine a marked elevation in EC Glu concentration.
The correlated degree of neurotoxicity, evaluated both on the basis of histological
preparations and through observation of animal behavior, was significantly higher in
the absence of glial transporters. These data, obviously, do not demonstrate that the
impairment of Glu uptake systems in astrocytes is involved in ischemia-related neuro-
toxicity. However, they show the dramatic implications for neuronal survival of any
pathological condition that leads to dysfunction of glial uptake systems. Evidence sug-
gests that ischemia may be one of these conditions: A reduction of Glu uptake was
indeed observed (122) in cultured astrocytes subjected to hypoxia combined with aci-
dosis, conditions that mimic an incomplete ischemia. Another study on cultured astro-
cytes (123) reported a transient increase in both Na+/K+-ATPase and Glu uptake in the
first hours of ischemic treatment, followed by a loss of both activities and significant
cell death after 24 h.

Taken together, these results suggest that a dysfunction in glial Glu transporters may
occur in brain ischemia, and contribute to the massive increase in EC Glu concentration,
thus contributing to the Glu-dependent events that ultimately lead to neuronal loss.
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Axonal Conduction and Myelin

Jeffery D. Kocsis

1. INTRODUCTION

The association of myelin with the axon is perhaps the most intimate and well-stud-
ied functional relationship between a glial element and a neuron. Myelin is formed as
membranous wraps around an axon in the peripheral nervous system by Schwann cells,
which make a single segment of myelin, and in the central nervous system by oligoden-
drocytes that make multiple myelin segments. The membranous wraps formed by
myelin confers a high resistance and low capacitance to a considerable length of a
myelinated axon (internodal region) that greatly increases the conduction velocity and
security of impulse conduction. In addition to myelinated axons there are nonmyeli-
nated axons, which do not have myelin, are typically smaller in diameter and conduct
at much reduced velocities.

The action potential of myelinated axons is generated at the relatively narrow node
of Ranvier and “skips” from node to node providing for saltatory conduction (1). Pho-
tomicrographs of teased peripheral nerve fibers are shown in Fig. 1 in order to give a
sense of scale between the relative size of the node of Ranvier (arrows) and the intern-
odal region (between arrows). An internode of a large myelinated axon can be as long
as a millimeter, but the node of Ranvier is typically only several microns in length. The
inward current generated at a given node can depolarize the axon membrane at the next
node without wasting charge or time by depolarizing the internodal membrane that is
covered by myelin (Fig. 2A). The majority of the current generated by a given node
passes across the axon membrane at the next node by local current flow, thereby allow-
ing for a high current density to be generated at a site distal to the previous node.
Activation of sodium (Na) channels at this previously quiescent node will now gener-
ate an action potential. However, if the myelin is disrupted as illustrated in Fig. 2B,
current generated by a given node will now be distributed longitudinally and “leak”
across the internodal membrane. The current density at the next node will be reduced
and the time to charge the membrane capacitance increased. The consequence of this
longitudinal redistribution of current, subsequent to myelin disruption, will be either
impulse failure because insufficient potential develops across the node to activation Na
channels, or a delay in action potential activation from the increased membrane charg-
ing time. These two changes, impulse failure or conduction slowing are two hallmark
signs of conduction impairment in demyelinating disease.
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Early experimental evidence for saltatory conduction in nerve, by Huxley and
Stampfli (2), is illustrated in Fig. 3. Longitudinal currents were recorded at small incre-
ments along the course of a single nerve fiber. The recordings obtained at three points
along an internode are very similar. However, when the next internode is reached there
is a discontinuity in the current and an incremental jump in latency. This is very evi-
dent in Fig. 3C where the latency of the responses from the shock artifact “jump,” i.e.,
increase when a node is reached. Saltatory conduction can greatly increase the speed of

Fig. 1. Teased regenerated sciatic nerve fibers showing relative size of nodal and internodal
regions. Arrows indicate nodes of Ranvier, and the regions between areas show myelinated
internodes. The internode on the left is conventional, but the one on the right is relatively short
which is typical in regenerated axons. Scale bars: top = 40 µm. (Modified with permission from
ref. 86.)

Fig. 2. Schematic of passive current flow in a normal myelinated axon (A) and a myelinated
axon with a partially demyelinated segment (B). A. An action potential at a node (N1) results in
current flow through the axon and across the axon membrane at the next node (N2). The myelin
insulates the intervening axon membrane, and the current density is high at N2. (B) When a
myelin segment is disrupted, current is distributed longitudinally and the current density is
reduced, resulting in either conduction failure or slowing of nodal activation.
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an action potential and preserve space by allowing for smaller diameter axons with
rapid conduction. For example, the conduction velocity of a 500 µm giant squid axon is
about the same as a 10 µm myelinated axon. It has been suggested that oligodendro-
cytes in the CNS developed from selection pressure to further economize space and
maintain conduction velocity. A given oligodendrocyte can form several myelinated
segments, compared to only one for a peripheral Schwann cell. Thus, axons myeli-
nated by oligodendrocytes in brain and spinal cord have the advantage of rapid con-
duction where space constraints are critical to keep the size of the brain and head
manageable. However, disruption of a single oligodendrocyte will have a greater
adverse effect on conduction than will disruption of a single Schwann cell because
more myelin segments are disrupted. A number of important anatomical and bio-
physical specializations occur at and near the node of Ranvier and its myelin-form-
ing partner. In this chapter key features of these specializations are discussed as are
experimental strategies to repair myelin, and to improve conduction following
demyelination.

2. IONIC BASIS OF ACTION POTENTIAL IN MYELINATED NERVE

Early studies extensively studied the ionic basis of the action potential using the
nodal voltage-clamp at the amphibian node of Ranvier (3–5). Similar to the squid axon
the action potential in myelinated nerve fibers is generated by both Na and potassium
(K) currents. A full quantitative description of the action potential for the squid axon
has been reviewed many times and is not repeated here (see refs. 6 and 7 for a complete
formalization). However, the membrane potential of an axon, when it is voltage

Fig. 3. (A) Longitudinal current along a myelinated frog axon during a propagated action
potential. (B) Transmembrane current at different points along a single myelinated fiber; inward
current is downward. (C) The latency from stimulus onset to upstroke (a), peak (b), downstroke
(c), and peak amplitude of the currents in A at different sites along the fiber. Inset shows how
points in C were determined. (Adapted with permission from ref. 86.)
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clamped to achieve uniform potential changes, can be described by a simple first-order
differential equation:

CmdEm/dt = –Iionic + Im

where Im = (Iionic + Ic), Iionic = (INa + IK + IL), Cm is the membrane capacitance and Im,
Iionic, and IC are the total membrane current, and ionic and capacitative currents, respec-
tively. INa, IK, and IL are the Na, K, and leak currents, respectively.

Hodgkin and Huxley (6) integrated this equation, and an associated set of equa-
tions, with a set of voltage- and time-dependent dimensionless parameters (m, h, and
n), and found that the computed action potential was almost identical to the recorded
action potential. Thus, the initial inward Na current is responsible for the depolariz-
ing phase of the action potential and a delayed outward K current for repolarization
(Fig. 4A). These currents on amphibian nodes can be separated pharmacologically
by application of tetrodotoxin (TTX) to block Na currents and tetraethylammonium
(TEA) to block K currents (Fig. 4). Although there are a number of small conduc-
tance differences between squid and amphibian currents, they are generally very
similar (4).

3. IONIC CHANNELS ORGANIZATION
OF THE MAMMALIAN MYELINATED AXON

3.1. Na Channels

Much work indicates that Na channels are present at the node in relatively high
concentration. Experiments using radiolabeled saxitoxin (STX) have estimated the rela-
tive density of Na channel at the mammalian node and internode (8). In that initial
binding experiment, estimates of about 10,000 Na channels/µm of nodal membrane
were obtained. However, a number of corrections were made with subsequent experi-
ments such as accounting for Schwann cell Na channels, and current data suggests that

Fig. 4. Ionic currents obtained from frog nodes after leakage and capacity current subtrac-
tion in normal Ringer’s solution, and in the presence of 300 nM TTX (A) and 6 mM TEA (B).
(Adapted with permission from ref. 86.)
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nodal Na channel density is about 1000–2000 Na channels/µm2 of nodal membrane,
and that internodal membrane has a density of about 25 Na channels/µm2 of (9). The
density of Na channels is very high at the node, but the absolute number of channels at
the internodal axonal membrane is of the same order of magnitude because of its exten-
sive area. A number of other studies using immunohistochemical techniques (10),
freeze-fracture (11,12) and electrophysiological techniques (13–15) also indicate a high
density of nodal Na current. Shrager (16) used a loose patch clamp technique and esti-
mated an internodal Na channel density of 20 to 25/µm2. The high density of voltage-
gated Na channels at the node is important because synchronous activation of these
channels will provide substantial current to assure the efficacy of activation of the next
set of nodes and high-fidelity saltatory conduction.

Recent work indicates that some myelinated axons have kinetically and pharmaco-
logically distinct Na channels. For example, in addition to a fast TTX-sensitive Na
current, a kinetically slow voltage-dependent Na+ channel is present on large-diameter
myelinated cutaneous afferent axons; myelinated muscle afferent and motor axons do
not have the slow current (17–19), which indicates that a diversity of Na currents can
occur on different myelinated axons. Figure 5 shows the change in waveform of intra-
axonally recorded action potentials of a cutaneous and muscle afferent fiber, following
application of 4-aminopyridine (4-AP). The cutaneous afferent develops a large
depolarizing potential (Fig. 5A,B), referred to as the “delayed depolarization” (20),
but the muscle afferent shows only a slight broadening in the action potential (Fig. 5C).
These recordings were obtained from young rats, in which some of the 4-AP can reach
the paranodal region. Much evidence now indicates that the large cutaneous afferent
neurons and their axons have a kinetically distinct and slow Na current, and it has been
suggested that the delayed depolarization is generated by activation of this current (17).
The fact that the current is on the cell bodies and axons of cutaneous, but not muscle or
motor fibers of the same general size indicates that myelinated axons can show distinct
ion channel organization, depending on functional class.

Peripheral nerve injury modifies expression of regulatory genes, chemical and
mechanical receptors in axons proximal to the injury site, and their neuronal cell bod-
ies of origin, which changes functional phenotypes in cutaneous afferent neurons
(21–24). The kinetically slow Na+ currents in 40–50 µm diameter DRG neurons and
their peripheral processes (large diameter myelinated axons) are reduced following the
peripheral nerve injury (19,25,26). In addition, the refractory period of the action
potential in the dorsal roots was shortened after sciatic nerve injury, even though other
standard measures of axonal membrane excitability, such as resting potential and the
action potential amplitude were not significantly changed. Biophysical studies of small
C-type nociceptive dorsal root ganglion neurons (27) and large cutaneous afferent neu-
rons (28) indicate that the fast TTX-sensitive Na+ currents “reprime” faster after sciatic
nerve injury. Our results showing a reduction in the refractory period of the action
potential following injury, could be the result of this injury-induced change in fast Na+

channel kinetics. Thus, changes in Na+ currents of cutaneous afferent axons after nerve
injury might influence the patterning of action potential activity. These changes in Na+

channel properties following peripheral injury could allow inappropriate sensory sig-
naling to the central nervous system (CNS).
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The changes in the delayed depolarization of dorsal root axons after two types of
sciatic nerve injury provide clues to a possible peripheral signal that regulates these
changes. Following axotomy by nerve ligation, which prevents target reinnervation
and isolates the cut nerve from the distal nerve segment, the injury-induced decrement
in the delayed depolarization was maximal and did not recover with time. However, the
changes are considerably ameliorated if the nerve is damaged by crush, which transects
the axons, but allows re-establishment of peripheral target (i.e., skin) connections, sub-
sequent to injury. These results suggest that, in response to peripheral nerve injury of
afferent neurons, a component of the peripheral target tissue assumes a significant role
in regulating slow Na channel expression. Nerve growth factor (NGF) regulates the
expression of TTX-resistant action potentials in cutaneous afferent neurons during
development (29,30) and in adults (31). Exogenous NGF has also been observed to
influence Na current expression in vitro (32–34). Molecular biological studies also
support the idea that Na channel gene expression is regulated by NGF (35,36). In addi-

Fig. 5. Intra-axonal recordings from a myelinated cutaneous afferent axons (A and B) and
a myelinated muscle afferent axon of similar conduction velocity before and after (arrows)
4-AP application. Note the distinct delayed depolarization following the action potential in
the cutaneous afferent (A and B) in the presence of 4-AP. A and C were activated by nerve
stimulation and B by a direct depolarizing current pulse. The muscle afferent was only mini-
mally affected by 4-AP and did not have a delayed depolarization. (Modified with permis-
sion from ref. 69.)
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tion, nerve injury modulates the phenotypic expression of the Na+ channel. The expres-
sion of type III Na+ channels increases, and sensory-neuron-specific Na+ channel
transcripts decrease following sciatic nerve transection in some DRG neurons (37,38).
Na+ channel mRNA expression reverts to an embryonic pattern after axotomy, with
the re-emergence of type III Na+ channel mRNA that is expressed at high levels
embryonically, but is undetectable in normal adult neurons (35). Moreover, NGF
has recently been shown to regulate slow Na+ currents on axotomized large cutaneous
afferent neurons (25), and α-SNS Na+ channel expression is rescued in DRG neurons
after axotomy by NGF in vivo (38,39). These arguments strongly suggest that there
is a switch in the mode of Na+ channel expression in at least some cutaneous afferent
DRG neurons, following axotomy, and it seems likely that NGF may modulate axonal
Na+ channels.

Thus, trophic support from the peripheral target is important, to maintain the slow
Na+ channel expression in adult DRG neurons, even though most DRG neurons no
longer require target-derived trophic support for survival in adults (40). Distinct trophic
factor support may have an important role in maintaining the slow Na+ channel expres-
sion on the afferent neuron and axon in adult mammalians. This interaction between
Schwann cells and regenerating axons emphasizes the importance of glial–axonal
interactions through the microenvironment of nerve, for the appropriate maintenance
of axonal ion channel organization.

3.2. K Channels

A convergence of biochemical, morphological and biophysical studies indicate
that the relative distribution of Na and K channels is not homogenous along mamma-
lian myelinated axons. As mentioned above, Na channels are clustered at the node of
Ranvier. Horackova et al. (41) first suggested that the mammalian node of Ranvier
indeed has voltage-gated Na currents, but a paucity of outward K current. This dif-
ference was confirmed and extended by Chiu et al. (42) in rabbit nodes and Brismar
(43) in rat nodes. The paucity of K conductance in mammalian nodes represents a
fundamental distinguishing feature of the mammalian node of Ranvier. Figure 6
illustrates a comparison of ionic currents between rabbit and frog node of Ranvier.
The essential absence of outward K current is evident. Moreover, pharmacological
studies on dorsal column axons in the rat indicate a paucity of K currents at the nodes
of these central nervous system axons (44). However, when the node is acutely dis-
rupted while being voltage-clamped, a pronounced outward K current emerged
(14,45), which suggested that K channels were present at paranodal or internodal
regions. When the K channel blocking agent, 4-AP is applied to a normal mature rat
ventral root axon there is no change in the action potential waveform, suggesting that
the node does not have K channels that contribute to repolarization (Fig. 7A). How-
ever, when 4-AP is applied to regenerating axons (Fig. 7B), before myelination is
complete, and to demyelinated axons (Fig. 7C) there is a clear delay in repolariza-
tion, with broadening of the action potential (46,47). From these and other experi-
ments a model has been presented that shows the node has primarily Na channels and
that K channels are present at the internode (48). In this model, repolarization of the
action potential has been attributed to rapid Na channel inactivation and a large leak-
age current (13,41–43).
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Fig. 6. Comparison of ionic currents in rabbit (A) and frog (B) nodes after leakage subtrac-
tion. A series of depolarizing pulses from a holding potential of –80 to –55 mv was applied.
Note the relative absence of outward K current in the rabbit node. (Modified with permission
from ref. 49.)

Fig. 7. Action potentials showing the effect of 4-aminopyridine on normal mature (A) pre-
myelinated (B), and demyelinated ventral root axons. 4-AP had virtually no effect on a normal
axon, but broadened the action potential in both the immature myelinated axon and the demyeli-
nated axon, supporting data indicating that fast 4-AP-sensitive K channels are located under the
myelin.
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An exciting advance over the past two decades has been the discovery that K chan-
nels on mammalian axons display pharmacologic, kinetic, and regional diversity. Two
prominent classes of K channels exist on mammalian myelinated axons: a fast 4-AP-
sensitive and a slower TEA-sensitive current (49,50–52). While it is clear as discussed
above that adult mammalian nodes have a paucity of voltage-gated K current, addi-
tional studies (50) indicate that the TEA-sensitive slow current has some representa-
tion at the node, and demonstrate that a considerable amount of the conductance is
inactivated at resting potential. Moreover, there is a consensus that the fast K currents
are virtually absent at the node, but are represented at the paranodal and internodal
regions. The presence of the 4-AP-sensitive current at regions under the myelin let to
studies showing that 4-AP application to demyelinated fibers could widen the action
potential, thereby generating a larger current from a given action potential and over-
come conduction (53–56). Clinical studies have been carried out with 4-AP in patients
with multiple sclerosis to examine its effectiveness as a symptomatic therapy (57–59).
These studies have shown an improvement in motor functions, reduction in scotoma
and improved critical flicker fusion in MS patients.

3.3. Functional Implications of Heterogeneous Channel Distribution

Myelinated axons in both the CNS and peripheral nervous system (PNS) have a
complementary distribution of Na and K channels at the node and internode, but the
functional significance of this organization is not clear. An important functional con-
sideration is the very high density of Na channels at the node, as described previously
(~1000–2000/µm2). This high density assures a high safety factor for impulse conduc-
tion. Conversely, it has been determined by electrophysiological experiments (16,60),
saxitoxin-binding studies (8) and immunohistochemical studies (10) that only a few Na
channels are present at the paranode and internode. This paucity of Na channels sug-
gests that it is not only the high resistance of the internodal membrane, which is con-
ferred by myelin, that prevents action potential generation at the internodal membrane,
but the low density of Na channels may also contribute. Unlike the squid axon, in
which K channels are important in the repolarization of the action potential, the mam-
malian node, which has a paucity of K channels at the node, repolarizes from rapid Na
channel inactivation and a large leak current (42,61). This is in marked contrast to
amphibian myelinated axons in which the delayed rectifying K current is important in
repolarization.

The fast K channels, which are sensitive to 4-AP, are present at the paranodal and
internodal regions of the axon. In the paranodal region, there are axo–glial junctions
formed by the paranodal loops of myelin-forming cells, and these junctions may form
a barrier to isolate the fast K channels at this region of the axon (62). It has been sug-
gested that the function of these paranodal fast 4-AP-sensitive currents is to prevent
re-excitation of the node following the action potential (14,46). However, when the
paranodal region is disrupted during demyelination the fast channels are exposed
(14,53,54) and may redistribute over broader regions of the axon (possible including
the node) (63). Experiments taking advantage of this reorganization of K channels after
demyelination showed that external application of 4-AP can result in the overcoming
of conduction block in demyelinated axons. The rationale is that the fast K currents
may contribute to action potential repolarization in the demyelinated axons, and that
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blockade of these channels broadens the spike, which then generates greater inward
current and increases the probability of activating the next nodal region. An example of
this approach is shown in Fig. 8.

Although most investigators agree on the essential absence of fast K channels at the
mammalian node, there are some data (64) to suggest that the node may have slow K
channels (100/µm2). The density is reduced to about 1/30 at paranodal and internodal
axon membrane (52). Much of this current is activated at normal resting potential,
therefore it would function similar to leakage current, and could contribute to repolar-
ization of the action potential. Chui and Ritchie (14) have suggested that internodal
slow K channels could contribute to maintenance of resting potential. Another poten-
tially important function of the TEA-sensitive slow K channels could be their contribu-
tion to spike frequency adaptation (51). During long lasting depolarizations, myelinated
axons typically generate only a single action potential or only a few. Moreover, mul-
tiple stimulus presentation results in activation of a prolonged hyperpolarization, which
is blocked by TEA. Blockade of slow K channels with TEA blocks the post-tetanic
hyperpolarization, and leads to repetitive firing (49,51,65).

Fig. 8. A. Schematic showing a focal site of demyelination in the sciatic nerve and single
axon recording and stimulation sites (S1 and S2). The single axon recording in B-1 indicates
that an action potential was propagated over the nerve region proximal to the lesion site, but
failed to propagate through the demyelination zone. After application of 4-AP (B-2) the action
potential broadened and was able to propagate through the site of demyelination indicating the
overcoming of conduction block by pharmacologically blocking fast K currents. (Adapted with
permission from ref. 53.)
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4. CONDUCTION IN DEMYELINATED AND REMYELINATED AXONS

The loss of myelin in both the CNS and PNS can result in conduction block and
slowing. However, a number of observations suggest that chronically demyelinated
axons can conduct impulses, albeit at a low velocity. There are a number of changes
that occur on the axon membrane that may account for stable, but slowed conduction.
Moreover, recent work indicates that transplantation of a variety of myelin-forming
cells into the demyelinated CNS can both anatomically and electrophysiologically
repair the demyelinated axon.

4.1. Demyelinated Axons

Acute demyelination is associated with conduction block and conduction slowing.
This is probably the result of longitudinal current shunting, as shown in Fig. 2, and the
fact that the internodal membrane has a paucity of Na channels. However, in chroni-
cally demyelinated axons, the demyelinated regions display a slow, but continuous
mode of conduction (66,67). Those investigators suggest that Na channels can cluster
in the internodal region after demyelination. In most experimental models of demyeli-
nation, conduction can occur, but is slowed. For example, conduction is slowed, but
secure in the myelin-deficient rat (68) and following chemically induced demyelina-
tion (69,70). Figure 9 illustrates conduction, from intra-axonal recordings in the
experimentally demyelinated rat spinal cord. Lesions were made by X-irradiation and
ethidium bromide injections (69). The demyelinated zone covered most of the central
region of dorsal columns for 6–8 mm along the longitudinal axis of the spinal cord.
Figure 10B shows a field of demyelinated axons in the model system and can be com-
pared to normal dorsal column axons in Fig. 10A. The action potentials in Fig. 9B-1 are
from a normal myelinated segment of the cord (S3-S4) stimulation sites. Note the short
latencies of the responses indicative of rapid impulse conduction. When stimuli were
presented over the demyelinated segment (S1-S2), and conduction distance was the
same, a considerable increase in latency is observed (Fig. 9B-2). The reduction in con-
duction velocity for this fiber from its myelinated to nonmyelinated segment was from
~8 m/s to ~0.8 m/s.

Another feature of the demyelinated axons is that their conduction velocity does not
significantly increase with increasing axonal size. Conduction velocity was plotted for
the demyelinated segment versus the corresponding velocity for the myelinated por-
tion of the same axon (Fig. 9D). Note, in the figure that, as velocity (and therefore axon
diameter) increases for the normal segment (abscissa: open circles), from ~3.4 to 7 m/s,
that the conduction velocity through the demyelinated segment (ordinate) remains
stable. This suggests that the axon diameter of the demyelinated axons does not scale
with conduction velocity and that all of the demyelinated axons, even with consider-
able variation in diameter conduction, at a similar velocity of less than 1 m/s. In addi-
tion to general slowing, the uniformity of conduction of demyelinated axons with sizes
and functional properties would reduce the fidelity and integrative properties of the
information conveyed by these fibers.

4.2. Remyelinated Axons

Following experimentally induced demyelination in the CNS, both oligodendrocytes
and Schwann cells can spontaneously remyelinate at least a portion of the demyeli-
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nated axons. In addition, the introduction of myelin-forming cells into the lesion can
facilitate remyelination and improve conduction. Figure 10C is an electron micrograph
of the demyelinated dorsal columns of the spinal cord that were transplanted with cul-
tured Schwann cells (69). The myelinated axons are typical of peripheral Schwann cell
myelin. They have a large nuclear and cytoplasmic domain, a basement membrane and
the spacing between the axons is large as occurs in peripheral nerve. The transplanted
cells were transfected with LacZ and the Gal-X products are shown in Fig. 9D, indicat-
ing that indeed the donor cells were responsible for the remyelination.

Intra-axonal recordings (Fig. 9 C,D) indicate that conduction velocity was restored
after anatomical repair of the axons by cell transplantation. Notice the short latencies
of the responses recorded through the lesion zone in Fig. 9D. The pooled data in Fig. 9C
indicate that conduction was increased in the remyelinated axons, and that it increased
proportionately to increasing axon diameter. Thus, unlike the demyelinated fibers,
which did not increase conduction velocity with increasing axon diameter, the
remyelinated fibers re-established the important relationship between size and veloc-

Fig. 9. (A) Schematic showing the region of demyelination in the spinal cord (dorsal col-
umns) and the recording and stimulating sites. Intra-axonal recordings were obtained just out-
side of the lesion zone. Two sets of stimulating electrodes were positioned equidistant within
(S1-S2) and outside (S3-S4) the lesion zone. (B) Intra-axonally recorded action potentials from
S3-S4 (B-1) and S1-S2 (B-2) stimulation in the demyelinated condition. Note the long latency
responses for conduction through the demyelination zone (B-2). (C) Similar recordings as in B,
but following Schwann cell transplantation. Note the reduction in latency for conduction
through the remyelinated zone (B-2). Pooled data in (D) show the improvement in conduction
following cell transplantation, compared to the demyelinated condition. (Adapted with permis-
sion from ref. 69.)
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Fig. 10. Electron micrographs of normal (A), demyelinated (B), and Schwann cell trans-
plant-induced remyelinated (C) dorsal columns. (D) The transplanted cells transfected with
LacZ and Gal-X products. Scale bar (A–C) = 4 µm, D, 2 µm.

ity. Additionally, the axons were able to conduct impulses at frequencies similar to
normal (69).

A number of myelin-forming cell types can re-establish functional myelin when
transplanted into the demyelinated CNS, including cryopreserved adult Schwann cells
(71). Advances in stem cell research and the development of human clonal neural pre-
cursor cells, derived from either embryonic or adult CNS (72) may allow for an abun-
dant source of myelin-forming cells. Learish et al. (73) have demonstrated that fetal
neural stem cells can be treated to establish self-renewing pre-O2-A progenitors. These
cells form extensive oligodendrocyte myelination, when transplanted into the myelin-
deficient neonatal rat. Recently, Brustle et al. (74) further demonstrated that human
embryonic stem cell-derived glial precursors can be used as a source of myelinating
transplants. Advances in the cell biology of progenitor cells, derived from embryonic,
fetal, or adult CNS, opens the prospect of developing cell lines as a potential source of
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cell therapy for demyelinating diseases. The demonstration that cryopreserved adult
human Schwann cells can remyelinate and restore conduction in the demyelinated rat
spinal cord indicates the feasibility of an autologous cell therapy approach in human.

5. TRANSPLANTATION OF PERIPHERAL
MYELIN-FORMING CELLS INTO TRANSECTED SPINAL CORD
ENHANCES AXONAL REGENERATION

Electrophysiological and histological examination of transected dorsal support the
conclusion that transplantation of either olfactory ensheathing cells (OECs) or Schwann
cells is capable of facilitating long distance regeneration of functionally remyelinated
axons within the spinal cord (75,76). Compound action potentials (CAPs) can be
detected at least 15 mm (recording chamber length) rostral to histologically complete
dorsal column transections that had received transplantations of neonatal OEC or adult
rat Schwann cells (Fig. 11). Conduction velocity and frequency-response characteris-
tics of the axons extending across the lesion are indicative of myelinated axons, and
histological sections reveal numerous Schwann cell-like myelinated axon profiles
within the dorsal column area rostral to the lesion.

Although the electrophysiological data were consistent with functionally remyelinated
axons, it is noteworthy that both OEC and Schwann cell-induced regenerated axons
had conduction velocities greater than control (18.9 ± 7.2 m/s and 19 ± 9.0 m/s
for OEC and Schwann cells, respectively, compared to 13.8 ± 1.0 m/s for controls).
An analysis of axon size indicated that the regenerated axons were larger, suggesting
that either larger axons preferentially regenerated, or that the transplanted cells induced
a larger axonal size of the regenerated axons. The regenerated axons were also able to
follow repetitive stimuli at frequencies up to 200 Hz, similar to control axons. Taken
together, these results indicate that the regenerated axons induced by OEC or Schwann
cell transplantation, allow a limited number of rapidly and securely conducting axons
to extend a considerable distance across the transection site.

Although the conduction properties of regenerated axons, following either OEC or
Schwann cell transplantation were similar, they displayed morphological differences.
Both showed a peripheral-type myelination pattern, with large cytoplasmic and nuclear
components outside of the myelin, but the myelinated axons following OEC transplan-
tation tended to cluster in bundles, whereas myelinated axons were more dispersed
following Schwann cell transplantation. When OECs are transplanted into demyeli-
nated dorsal columns, the remyelination pattern was not clustered (70). The bundling
of regenerated myelinated axons which was typical in the OEC transplants, suggests
that there may be some differences in the way the axons grow in the presence of OECs
and Schwann cells. In spite of these differences, we found no difference in the electro-
physiological properties following OEC or Schwann cell transplantation.

Li et al. (77) report a similar bundling of myelinated axons following transplantation
of OECs in a corticospinal lesion site, but, at greater distances from the lesion zone an
oligodendrocyte pattern of myelination was established. We did not morphologically
characterize the myelination pattern at distant sites within the dorsal columns. How-
ever, one proposal is that the OECs and Schwann cells may serve as guide cells for the
axons to extend across the lesion by providing a hospitable regenerative environment.
These cells do not express inhibitory proteins that facilitate growth cone collapse, as do
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Fig. 11. (A) Schematic showing transection site in the dorsal columns of the spinal cord and
position of cell injections. (B) Positions of stimulating and recording electrodes. Stimulating
electrodes were positioned 1 mm caudal to the transection site (0 mm), and recordings were
obtained at 1-mm intervals beyond the lesion site; the schematic shows recordings up to 4 mm,
but recordings were obtained up to 15 mm. (C) CAP recordings for control lesion. At 2 mm
rostral to the stimulating site (i.e., 1 mm beyond the transection site), in a transected spinal cord
without cell transplantation, no clear response could be obtained. At 3 mm (2 mm beyond the
transection site, no CAP could be detected; note the flat baseline following the stimulus arti-
fact. (D) CAP recording for OEC transplanted lesion. In a transected spinal cord that had been
transplanted with OECs, propagating CAPs could be detected several mm beyond the transec-
tion site; note the distinct negatives recorded at various distances beyond the lesion site. The
peak negativities are indicated by solid squares. (Adapted with permission from ref. 75.)

oligodendrocytes. Moreover, a number of studies have shown that CNS axons can
regenerate through peripheral nerve grafts (78) or in an environment where glial inhibi-
tory proteins have been neutralized by antibodies (79). Transplanted OECs and
Schwann cells may provide a regeneration environment free of inhibitory proteins or
trophic support to encourage axonal regeneration. It is well established that both OECs
(80) and Schwann cells (81) can express NGF P75 receptors, and Schwann cells are
known to express NGF (82) after axotomy. Whether NGF and NGF receptor inter-
actions or other neurotrophins contribute to the enhanced regenerative capacity of CNS
axons after OEC and Schwann cell transplantation is yet to be determined.
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An important concern regarding evaluating the potential effectiveness of procedures
such as cell transplantation to induce axonal regeneration is to determine if the axons
regenerate through the appropriate denervated host tract. Li and Raisman (83) point out
that Schwann cell transplantation into small electrolytic lesions of the corticospinal
tract, or into the ascending fibers in the fasciculus gracilis, encouraged axonal sprout-
ing and regeneration, but did not lead to extensive longitudinal regeneration within the
denervated tract. However, Li et al. (77) report that OEC transplantation into an elec-
trolytically ablated corticospinal tract does result in elongative regeneration into the
appropriate pathway. We found that longitudinal conduction spanned the same dis-
tance for OEC or Schwann cell transplantation. Moreover, we injected the neurons of
origin whose axons extend into the dorsal columns (L4-L5) with a fluorescent marker;
axons from these neurons were observed crossing the lesion and ascending in the dor-
sal column indicating regeneration through the appropriate tract.

The apparent discrepancy between the long distance growth of sensory axons in
Schwann cell transplanted rats in this study, compared to the more localized ramifica-
tion of regenerating axons reported by others (83,84), may be attributable to differ-
ences in Schwann cell isolation approaches. Previous experiments in this laboratory
investigating remyelination of demyelinated dorsal column axons by transplanted
Schwann cells indicated that highly purified Schwann cell cultures (differential cell
attachment procedures, mitotic inhibitors, and repeated replating) resulted in Schwann
cell preparations that did not migrate, proliferate, or remyelinate dorsal column axons
as readily as freshly isolated cells. Acutely dissociated Schwann cells used in this study
may therefore have been more capable of facilitating axonal regeneration than the popu-
lations of Schwann cells used by other investigators. Since degenerated axonal mem-
branes are believed to serve as a stimulus for inducing Schwann cell proliferation and
migration (85), impurities in the freshly isolated Schwann cell preparation may stimu-
late the transplanted Schwann cells to proliferate and interact with the transected axons.

A limiting factor, with current experimental glial cell transplantation approaches to
induce axonal regeneration, is the relative paucity of regenerated axons that traverse
the transection site; new methods to increase the number of regenerating axons will
certainly be important. However, despite this limitation, some degree of functional
improvement in forepaw reaching behavior in the rat has been reported following OEC
transplantation (77). Our results indicate that, although limited in number, the regener-
ated axons provide a secure and rapidly conducting novel information line, which can
extend a considerable distance across the transected spinal cord.

5. CONCLUDING REMARKS

The association of an axon and myelin establishes an important functional unit for
economy of space and rapid impulse conduction. Myelinated axons have a complex
heterogeneous distribution of Na and K channels that contributes to the fidelity of
impulse transmission. The very high density of Na channels at the node of Ranvier, and
the paucity of these channels at the internodal axolemma, establishes a molecular basis
for secure conduction; inward depolarizing current at a given node spreads passively to
the next node, where an abundance of Na channels are available for activation. The
insulating effect of the myelin prevents current leak across the lengthy internodal mem-
brane, and high transmission can result, through saltatory conduction, i.e., the skipping
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of the action potential from node to node. It has been estimated that internodal activa-
tion time for a large myelinated fiber, with an internodal length of 1 mm can be as fast
as 20 µs, which corresponds to a conduction velocity of 50 m/s. The diameter of the
myelinated fiber would be ~10 µm or less, but a corresponding nomyelinated fiber
would need to be as >500 µm.

The relative paucity of K channels at the node is more enigmatic, with respect to
function. One suggestion is that there simply may not be enough membrane space to
accommodate the high Na channel. The rapid inactivation of mammalian nodal Na
channels along with leak current and some K current near resting potential is thought to
be responsible for action potential repolarization. The near-absence of fast K currents
at node, with their disposition at the paranode, may dampen residual depolarization
and stabilize the node. This may be functionally important because the optimal stimu-
lus for a myelinated axon at the node appears to be a rapid depolarizing voltage stimu-
lus, such as the action potential. The relative inability of the node under normal
circumstances, to fire to slow depolarizations preserves the integrative property of the
myelinated axon.

Myelin can serve a number of other functions within the CNS and PNS. CNS myelin
is imbued with inhibitory proteins, such as NOGO, which elicit growth cone collapse
and prevent CNS axonal regeneration. It has been speculated that this inhibitory role of
myelin may be developmentally linked to decussation of pathways in the CNS. Such
inhibitory proteins are not present on PNS myelin, and Schwann cells may facilitate
axonal regeneration both by the lack of such proteins, and by positive trophic support,
such as from NGF. Indeed, transplantation of peripheral myelin-forming cells into the
transected spinal cord can facilitate CNS axonal regeneration. The role of myelin on
impulse conduction, and the trophic and inhibitory effects of various components of
myelin-forming cells, emphasizes the dynamic interaction of axon and myelin in nor-
mal physiological function, and in developmental and plastic changes of nerve and
CNS white matter.
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Coupling of Blood Flow to Neuronal Excitability

Albert Gjedde

1. INTRODUCTION

At least four mechanisms underlie the link between brain function and brain energy
metabolism. These mechanisms tie the function of the brain to the work carried out in
the brain (the function–work couple), the work of the brain to the cells that carry out
the work (energetic compartmentation), the cells that carry out the work to the relative
and absolute magnitudes of oxidative and nonoxidative energy metabolism of brain
(energy–metabolism couple), and the energy metabolism of the brain to its blood sup-
ply (metabolism–flow couple).

The sodium (Na) theory defined the work of the excited brain as mostly electro-
chemical, i.e., subserving the transport of ions against their concentration gradients to
maintain these gradients. According to the Na theory, depolarized neurons accumulate
extra Na and lose potassium (K), and thus stimulate the hydrolysis of adenosine triph-
osphate (ATP) and generation of adenosine diphosphate (ADP) by the membrane-
bound adenosine triphosphatase (ATPase). The Na theory assigned this work to
neurons, and explained how the generation of ADP in turn would stimulate the oxida-
tive phosphorylation of ADP to ATP. It also suggested that the change of ions, ATP,
ADP, or brain metabolites would alter the resistance of the brain vasculature, and hence
increase blood flow in proportion to the need for oxidative phosphorylation.

A recent alternative theory (1) places the work of the excited brain under the control
of neurotransmitter cycling, which includes the import and amination of the excitatory
amino acid, glutamate, by astrocytes. According to the theory, the import stimulates
the rate of aerobic glycolysis in astrocytes, and leads to generation of lactate, which
cannot be oxidized in situ, but must be exported to neurons, where it undergoes oxi-
dation to carbon dioxide (CO2). This theory revives an ancient, now abandoned, claim
that astrocytic foot processes play a nutritive role in brain: The theory claimed that
the circulation supplies glucose only to astrocytes, which in turn supply lactate to
neurons. It is a condition of this claim that the glycolytic and oxidative components
of brain metabolism are strictly compartmentalized, aerobic glycolysis taking place
only in astrocytes, in proportion to the magnitude of glutamatergic neurotransmis-
sion, and the combustion of lactate taking place only in neurons, in proportion to the
rate of glycolysis in astrocytes (2). The theory is based on a selective interpretation of
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the evidence discussed below, and it is a question to what extent it is open to rejection
by alternative interpretation.

2. THE BRAIN’S WORK

2.1. Work of Cognition

Energy is the measure of an ability to do work. The ability to carry out the work of
information processing in the brain is linked to the concept of entropy, according to
which information can be used to create order in a system. The order can be increased
only by work that requires a supply of energy and leads to a loss of entropy. Informa-
tion thus stimulates a loss of entropy by leading to a reduction of the number of ways in
which the state of the system can be reached, i.e., by reducing the probability that the
state occurred randomly. The lower this probability, the higher the information content
and the lower the entropy.

Not all of the brain’s work subserves the processing of information: As much as
50% of the daily average supports general cellular functions. The proportions of cellu-
lar and excitatory work in the brain were estimated in numerous studies (3), ranging
from electrical stimulation of brain slices to measurements of anesthesia in animals,
and coma and stupor in humans. These findings were recently supplemented with mag-
netic resonance studies of rats at various stages of activity (1). A summary of the stages
of brain activation gleaned from these studies is presented in Fig. 1, which shows that
the basic cellular work of brain tissue may represent as little as 10% of the maximum-
achievable metabolic rate.

2.2. Energy Cost of Depolarization

There is general agreement that cognition itself is not energy-requiring, but the main-
tenance of the steady-state underlying cognition requires work, because cogitation
depends on the alternating de- and repolarization of neurons. Depolarization is the loss
of membrane potential by increased permeability of the neuronal membranes to Na
ions, and repolarization is the subsequent reestablishment of the membrane potential
by increased permeability of the membranes to K ions. The permeabilities allow Na
ions to leak into neurons and K ions to leak out of neurons.

Fig. 1. Stages of brain metabolism, compared with rate of glutamate cycling and corre-
sponding rate of brain oxidative metabolism measured by Shulman and Rothman (1).
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2.2.1. Ion Concentrations

The extracellular (EC) and intracellular (IC) concentrations of Na and K ions, estab-
lished by the leakage, stimulate the phosphorylation-type (P-type) Na+-K+-ATPase to
exchange three IC Na ions for two EC K ions (4), a discovery for which Aarhus Uni-
versity professor Jens C. Skou received the 1997 Nobel Prize in chemistry. The aver-
age steady-state concentrations in vivo are known with some uncertainty, as shown in
Table 1.

2.2.2. Ion Permeabilities

The ion concentrations stimulate the ATPase to convert ATP to ADP, which in
turn must be rephosphorylated. The membrane permeabilities of Na and K are asso-
ciated with a specific ion leakage, and hence with a specific turnover of ATP, as shown
in Fig. 2.

Figure 2 predicts that the ATP requirements change with the degree of membrane
polarization, when the chloride (Cl) permeability is kept constant. Although there is no
doubt that the ion fluxes and resulting field potentials change during the functioning of
the brain, as evidenced by evoked potential recordings and electro- or magneto-
encephalography, the question is whether the steady-state ATP requirements also
change as a function of the potential changes. The relationship between the membrane
potential and the ATP turnover was calculated by Gjedde (7), with the Goldman-

Table 1
Ion Concentrations in Nerve Cells

Ion

Na K Cl

Variable Unit E&S M E&S M M

Equilibrium potential mV +41 +40 –84 –100 –75
Intracellular concentration mM   27   30   80   140     8
Extracellular concentration mM 133 150     3       3 130

Data from refs. 5 (“E&S”), and 6 (“M”).

Fig. 2. Relationship between Na and K ion permeabilities, membrane potential, and corre-
sponding requirement for oxidative glucose metabolism, calculated by Gjedde (7), on condi-
tion of a constant Cl ion permeability of 0.549 mL g–1 min–1 (see Table 2).
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Hodgkin-Katz constant field equation, the steady-state 3:2 ratio between the fluxes of
Na and K, and a constant Cl permeability, as listed in Table 2.

The analysis underlying Fig. 2 shows that it is possible to depolarize the membranes,
without a change of the ion fluxes, if the permeabilities of all three ions are allowed to
change in a coordinated manner, that of Na increasing and those of K and Cl decreas-
ing. Table 2 lists two membrane potentials with the same fluxes of the Na, K, and Cl
ions. In other words, with certain changes of the membrane permeability, neurons may
undergo de- and repolarization, without actually having to change their ATP turnover,
and hence without a need to change the rate of oxidative phosphorylation of ADP.

The claim that it is possible to maintain different levels of membrane polarization
with no change of ATP requirement is of interest to the discussion of where and how
the changes of membrane permeability are effected, and when neurotransmitter action
leads to increased metabolism. The magnitude of the ion fluxes, and hence energy
costs associated with the action potential changes of axonal membranes (AC poten-
tials), is similar to the fluxes and energy costs associated with the graded potentials of
pre-and postsynaptic, dendritic, and somatic membranes (DC potentials), each account-
ing for about one-half of the energy budget of the brain (8).

2.3. Energy Cost of Neurotransmitter Cycling

AC and DC potential changes are effected in different ways, the AC potentials by
means of voltage-gated ion channels, the DC potentials by means of receptor-gated ion
channels linked to neurotransmitter receptors. The DC potentials are excitatory or
inhibitory. The predominant excitatory neurotransmitter in cerebral cortex is glutamate.
This excitatory amino acid is stored presynaptically in vesicles, and released to the
synaptic cleft, upon adequate stimulation. From the synaptic cleft, it is reimported into
neurons and astrocytes in symport with Na ions, three Na ions for each glutamate
molecule.

The import leads to IC accumulation of Na ions, which must be extruded at the
expense of ATP, one ATP molecule per glutamate molecule imported. If imported into
astrocytes, glutamate must undergo amination to glutamine. Otherwise, the neurotrans-
mitter could not be returned to neurons, because cell membranes are mostly imperme-
able to glutamate, but permeable to glutamine. The amination, by the glutamine synthase
reaction with ammonium ions, occurs at the expense of yet another ATP molecule. In

Table 2
Ion Movements Across Nerve Cell Membranes

Ion

Variable Unit Na K Cl

Transmembrane leakage µmol g–1 min–1 15 36 10 24 5 12
PS product at –65 mV mL g–1 min–1 0.038 0.404 0.549
PS product at –55 mV mL g–1 min–1 0.044 0.082 0.285 0.617 0.246 0.549

From ref. 7, assuming 50% of ATP turnover dedicated to ion transport, calculated from the concentra-
tions measured by McCormick (6). PS is the permeability-surface-area product of the cell membranes.
To estimate the Cl permeability, it was necessary to use a simplified form of the Goldman-Hodgkin-Katz
constant field equation.
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addition, there are the costs of vesicular storage and release, perhaps of a magnitude
similar to the reuptake and amination of the transmitter.

The study of Shulman and Rothman (1) indicates that the oxidative cost of the
glutamate reuptake and amination is 5% of the total oxidative metabolism of the rat
brain (Fig. 3). Because the need for amination only applies to uptake of glutamate
into nonneuronal cells, it is a reasonable estimate that 5–10% of the total energy cost
associated with excitation subserves the cost of excitatory neurotransmitter cycling;
the remaining 90–95% subserves the cost of depolarization.

3. METABOLIC COMPARTMENTATION

3.1. Large and Small Compartments

The two major cell populations of the brain tissue are the neurons and the astrocytes,
the latter extending their processes from the perivascular space to the space immedi-
ately adjacent to the synaptic cleft. The exact role of the astrocytes in the metabolism
and function of the brain has remained a mystery, inviting much speculation about the
significance of the peculiar connection between the brain’s microvessels and the syn-
apses, its functional elements. One such speculation (9) postulated that astrocytes feed
neuron terminals by extracting a steady stream of nutrients directly from the
microvessels through the foot processes and delivering these nutrients to the immedi-
ate vicinity of the terminals. After lingering unconvincingly for decades, this postulate
was finally and definitively rejected when Brightman and Reese (10) proved that the
foot processes form no part of the blood–brain barrier (BBB), even to the largest mac-
romolecules, and thus could not possibly extract nutrients directly from the capillaries
(11). Newman and Paulson (12) speculated that astrocytes could carry out the reverse
function of siphoning K ions from the extrasynaptic to the perivascular space. They
reasoned that the inside route through the foot processes would permit the K to arrive at
the perivascular space with a much lower time constant (66 ms) than if it were left to
diffuse through the much more voluminous extracellular space (2.5 s).

Traditionally, the concept of compartmentation refers to the exchange between
glutamate and glutmine in large and small compartments of brain tissue (13,14), now

Fig. 3. Fraction of total oxidative metabolism of brain issue in vivo subserving neurotrans-
mitter cycling of glutamate. Data replotted from ref. 1.
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generally believed to represent neurons and glial cells, respectively. The compartmen-
tation ensures that glutamate is converted to glutamine in astrocytes. The intriguing ques-
tion is whether the concept of separation of reactions can be extended to a host of other
processes, including some involved in the linking of brain function and metabolism.

In addition to the specific enzymes and transporters involved in the glutamate–
glutamine compartmentation, a number of other enzyme and transporter subtypes are
differentially expressed in neurons and astrocytes. The most important to the present
discussion include the glucose transporters (GLUT3 vs 45 kDa GLUT1) (15), monocar-
boxylic acid transporters (MCT-1 vs MCT-2) (16,17), excitatory amino acid transporters
(EAAT-2 vs EAAT-3 in humans) (18), EAAC-1 vs GLAST and GLT-1 in rats (19), and
lactate dehydrogenases (LDHs) and their associated mRNA (LD1 vs LD5) (20–22).

3.2. Compartmentation of Metabolism

Recent measurements indicate that about 30% of the total glucose consumption occurs
in glial cells, of which one-sixth (5% of the tissue total) is converted to lactate; neurons
are the sites of 70% of the glucose consumption, of which only one-fourteenth (also 5%
of the total) is converted to lactate (23,24). The capacity of oxidative metabolism is now
believed to reflect the habitual level of energy turnover of the cells, averaged over longer
periods of time, and is thought to be unchangeable, except by sustained stimulation (25).

Oxidative phosphorylation proceeds from pyruvate in near-equilibrium with lactate.
If neurons are responsible for 72% (65/90) of this process, the issue of metabolic
compartmentation is therefore a question of the origin of the pyruvate that is oxidized
in neuronal mitochondria: Which are the relative contributions of neuronal and glial
glycolysis to neuronal oxidative phosphorylation? Given the magnitudes of the oxida-
tive and nonoxidative metabolic rates in the two populations of cells, the estimate of
the glial origin of the pyruvate oxidized in neurons is 3% (2/65). This percentage may
rise during excitation of nervous tissue, of course, depending on the degree of differen-
tial activation of the two populations of cells.

Oxidative metabolism is 19 times more efficient than nonoxidative metabolism. For
this reason, it is an intriguing coincidence that the fraction of oxidative brain metabo-
lism in the service of neurotransmitter cycling in glia (4.6%) is not unlike the fraction
of efficiency ascribed to nonoxidative metabolism (5.3%). Thus, if the fueling of neu-
rotransmitter cycling in glia were entirely nonoxidative, and neuronal metabolism
entirely oxidative, glycolysis and subsequent oxidative phosphorylation could occur
only in response to neurotransmitter cycling.

This coincidence has led to the claim that all glucose supplied to the brain undergoes
glycolysis to lactate in astrocytes, which in turn supply all their lactate to neurons,
which themselves take up no glucose (2). The metabolism of neurons would be entirely
oxidative, because all glycolysis would take place in astrocytes, which would have to
feed the neurons with all the pyruvate they need.

This is an extension of the early claim that astrocytic endfeet serve to siphon glucose
from the circulation. The claim was ultimately abandoned when the BBB was shown
not to include the endfeet. However, there is little direct evidence in favor of the basic
oxidativeness of metabolism being substantially different in neurons and glia, nor of a
substantial net transfer of lactate to neurons in vivo. A difference could be imposed by
excitation, during which the firing frequency may require commensurate time con-
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stants of removal of neurotransmitter, which may outstrip the habitually established
capacity of the oxidative phosphorylation in glial cells.

3.3. Lactate Dehydrogenase

The equilibrium lactate–pyruvate ratio depends on the affinities of the prevailing
isozymes of lactate dehydrogenase (LDH) (LD1–LD5) toward its two substrates, as influ-
enced by the NAD+: NADH ratio and the pH, because the Km of LDH for pyruvate varies

with the subtype, the aerobic heart form LD1 (H4) having the lowest Km
lact

/Km
pyr

 ratio and

the anaerobic muscle and liver form LD5 (M4) having the highest Km
lact

/Km
pyr

 ratio (26).

The brain has both the H4 (LD1), which causes pyruvate to rise quickly for a given
increase of glycolysis, and the M4 (LD5), which causes pyruvate to rise more slowly
(20–22). Thus, the higher the ratio between LDH’s affinities (i.e., the lower the ratio
between the Michaelis constants) for lactate and pyruvate, the more rapid the approach
to a new steady state, with a time constant of [1 + (Km

lact
/Km

pyr
)] /[ΣTmax/Kt] (see Eq. 3).

LDH is also present in mitochondria, apparently with the same distribution of subtypes
as in the cytosol, although additional subtypes also have been identified (27).

3.4. Transporters

3.4.1. Excitatory Amino Acid Transporters

Astrocytes remove glutamate from excitatory synaptic clefts, where the astrocytic
processes engulf the synapses, in humans, by means of the glutamate transporters,
EAAT-1-5 (18). glutamate transporters reside also on neurons, but recent gene knock-
out studies suggest that the glial EAAT-3 is indispensable for normal brain function,
unlike the neuronal EAAT-2 (28). Knockout of the transporter gene, or blockade of the
transport, eliminates the increase of glucose phosphorylation in the tissue caused by
simple somatosensory stimulation of the rat whisker barrels in vivo, although it is not
known in which tissue compartment or population of cells the inhibition occurs (29).

3.4.2. Monocarboxylic Acid Transporters

The near-equilibrium between pyruvate and lactate and the abundance of mono-
carboxylate transporters (MCTs) ensures rapid and reversible exchange between the
cellular and EC pools of pyruvate and lactate. Pyruvate and lactate cross the mem-
branes of brain tissue by means of facilitative proton-dependent transport catalyzed by
the MCT family of membrane- spanning proteins (30–33). In brain tissue, the impor-
tant transporters appear to be MCT-1 and MCT-2. The MCT-1 protein spans the mem-
branes of the capillary endothelium. Gerhart et al. (16,17) claim that MCT-1 also resides
on neurons; the MCT-2 protein belongs to astrocytes, apparently particularly their foot
processes, in disagreement with Broer et al. (34), who originally assigned MCT-1 to
astrocytes and MCT-2 to neurons. As proton symport, the transport is influenced by the
pH of the cells. The MCT-2 is of higher affinity than the MCT-1, indicating that it is
saturated by pyruvate and lactate at much lower concentrations than the MCT-1. For
this reason, the MCT-2 may be more efficient at transporting pyruvate than MCT-1.

3.4.3. Glucose Transporters

Glucose is the source of pyruvate, and enters brain tissue, neurons, and astrocytes by
means of facilitative insulin and Na insensitive transport by several members of the
GLUT family of membrane-spanning proteins (35). In brain, the important members
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are GLUT1 and GLUT3 (15). The 55-kDa GLUT1 resides in the membranes of the
capillary endothelium; the slightly modified 45-kDa GLUT1 resides in the mem-
branes of astrocytes and choroid plexus. The GLUT3 protein resides in the mem-
branes of neurons. The exchange of glucose among the issue compartments of the
brain is essentially equilibrative (36), ensuring that the glucose concentration every-
where in brain tissue is the same substantial fraction of the plasma glucose (37,38).
The significance of the difference between the subtypes of glucose transporters in
neurons and glia is not known.

4. OXIDATIVE AND NONOXIDATIVE METABOLISM

4.1. Average Cerebral Metabolic Rate in Awake Humans

Kety (39) and Lassen (40) first measured the magnitudes of resting brain energy
metabolism and blood flow in human brain. More recently determined resting or aver-
age steady-state values of energy metabolism and blood flow of the human brain are
listed in Table 3, together with the steady-state turnover rates of ATP and lactate, cal-
culated from the stoichiometric relationships,

JATP = 2 Jglc + 6 JO2 (1)

and

Jlact = 2 Jglc – 1

3
JO2 (2)

where JATP is the ATP production, Jglc the glucose consumption, and Jlact the lact
production. Blood flow and metabolic rates were all measured by positron emission
tomography; blood flow by iv bolus injection of [15O]water, according to the method
of Ohta et al. (42); oxygen consumption by single-breath inhalation of [15O]O2,
according to another method of Ohta et al. (43); and glucose consumption by iv bolus
injection of [18F]fluorodeoxyglucose, according to the method of Kuwabara et al. (44).

In the baseline, total glucose consumption of cerebral cortex is ~30 µmol hg–1 min–1.
The 10% nonoxidative metabolism leads to a lactate production of 5 µmol hg–1 min–1, of
which 50% is generated in neurons and 50% in glia, according to the oxidative effi-
ciency of the two populations of cells. The lactate flux is about 25% of the Tmax of the
BBB MCT-1, consistent with a tissue lactate concentration of 1 mM, slightly higher
than measured with magnetic resonance spectroscopy.

Table 3
Average Physiological Variables of Human Cerebral Cortex

Somatosensory cortex Average Ref.

Jglc (µmol g–1 min–1) 0.30 (41)

JO2 (µmol g–1 min–1) 1.60 (41)

CBF (mL g–1 min–1) 0.45 (41)

ATP turnover (µmol g–1 min–1) 10 Eq. 1
Lactate flux (µmol g–1 min–1) 0.05 Eq. 2
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4.2. Cerebral Metabolic Rate During Brain Activation

4.2.1. Glycolysis

Recent measurements of oxygen consumption during simple primary somatosen-
sory stimulation of human cerebral cortex, summarized in Table 4, generally show
little or no change of oxygen consumption of the human brain (45–47,50,59). For
example, with the single-inhalation method of measuring oxygen consumption, changes
of blood flow and oxygen consumption were compared during 30 min of vibrotactile
stimulation of one hand’s fingers. In primary sensory cortex, the blood flow change
was 18% both at the onset of stimulation, and still 11% after 20 min of stimulation, but
the oxygen consumption failed to increase for as long as 30 min (47). Yet, increases of as
much as 50% of the rate of glucose phosphorylation were measured during the primary

Table 4
Neuronal Activation of Brain Metabolism

Supply Products

Duration ∆CBF ∆Jglc ∆JO2 ∆JATP ∆Jlact

Stimulus (min) (%) (µmol g–1 min–1)

Primary
Somatosensory   1a 28 [17]   9*   0.96* 0.05

  1b 31 [18] 13*   1.35* 0.03
  1c 18  [8] 0 0.04 0.04
20d 18  8 [0] 0.04 0.04
20c 18  [8] 0 0.04 0.04
45e 27 17 [0] 0.10 0.10

Visual (photic) 30f 43 27 0 0.15 0.15
45g 49 51   5*   0.76* 0.26

Secondary
Visual (checkerboard)   5h 25 [28] 28 2.83 0.008

10h 26 [29] 29 2.93 0.009
4i (1 Hz) 32 [10] 10 1.07 0.004
4i (4 Hz) 38 [16] 16 1.71 0.006
4i (8 Hz) 42   [6]   6 0.64 0.002

Thalamic stimulation   8j 88 [47] 47 5.02 0.019
Internal visualization   1k 31 [37] 37 3.95 0.015
Tactile learning   1l 23 — — — —

Motor
Hand grip   8m 30 [40] 40 4.27 0.016
Sequential finger touching 4.5n (1.5 Hz, M1) 22   [8]   8 1.14 0.002

7o (3 Hz, M1) 15   [8]   8 0.91 0.002
7o (3 Hz, ant.cing.) 10 [13] 13 1.48 0.004
7o (3 Hz, putamen)   0 [16] 16 1.82 0.005

From aFox & Raichle (45), bSeitz & Roland (46), cFujita et al. (47), dKuwabara et al. (41),
eGinsberg et al. (48), fRibeiro et al. (49), gFox et al. (50), hMarrett & Gjedde (51), iVafaee
& Gjedde (52), jKatayama (53), kRoland et al. (54), lRoland et al. (55), mRaichle et al. (56),
nIida et al. (57), oVafaee & Gjedde (58); values in brackets are estimates; *JO2 increase not
significant.
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somatosensory stimulations listed in Table 2. Because many of these studies were com-
plicated by the long circulation of tracer fluorodeoxyglucose required to determine
glucose consumption accurately (60), Kuwabara et al. (41) and Ribeiro et al. (49) short-
ened the method from 45 to 20 min, with the same result (61).

When not coupled to oxidative phosphorylation, even tiny increases of energy
demand must of course be accompanied by substantial increases of the glucose sup-
ply (48). When maximally stimulated, the rate of pyruvate generation can rise to 3–4
µmol g–1 min–1 (62,63), which is several fold the calculated maximum velocity (Vmax)
of pyruvate oxidation, and close to the calculated Tmax of the mMCT symporter in
mitochondria.

In the absence of an increase of oxidative phosphorylation, a 50% increase of
the glucose phosphorylation rate causes the lactate generation to rise to as much
as 35 µmol hg–1 min–1, and the fraction of nonoxidative metabolism to rise from
the 10% baseline to as much as 50%, although the total ATP flux rises by a mere 5%.
When the rate of generation of lactate exceeds the Tmax of the BBB MCT-1, lactate
concentration continues to rise, and the concentration of pyruvate rises with it, until
the transport into mitochondria by the mMCT and the rate of the reaction catalyzed by
the pyruvate dehydrogenase complex match the rate of generation.

The reason for the failure of the oxygen consumption to increase is not known,
but it has long been surmised that oxidative phosphorylation cannot match the
sevenfold increase of pyruvate production seen under the most extreme circum-
stances of glycolytic stimulation of the mammalian brain (64). The time constant
for the LDH reaction is on the order of milliseconds, depending on the LDH sub-
type; the time constant of the pyruvate symporter is on the order of seconds. From
the presence of the LDH subtypes, LD1 and LD5, it is predicted that the increases
of pyruvate and lactate would occur with a time constant that is lower for LD1 than
for LD5.

Given the experimentally observed increases of lactate, it is possible to determine
the steady-state lactate–pyruvate concentration ratio by regression of the following
equation to the data,

(3)

where ∆Jglc represents the increase of glycolysis, ΣTmax/Kt the sum of the clearances of
pyruvate into the mitochondrial matrix and across all membranes, including the
endothelium (assuming Cpyr always to be small relative to Kt), and K

m
lact /Km

pyr
 the equilib-

rium lactate-pyruvate ratio. The equilibrium ΣTmax/Kt ratio can be calculated from the
ratio between the average net rate of glucose consumption and the steady-state pyru-
vate concentration, so that ΣTmax/Kt = 2 Jglc/Cpyr. With a steady-state pyruvate con-
centration of 0.1 µmol g–1, the average ΣTmax/Kt ratio is 6 min–1. Shram et al. (65)

used lact-sensitive electrodes to measure the increase of lactate shown in Fig. 4, as it
occurred after application of the glutamate receptor agonist N-methyl-D-aspartate to
brain tissue in vivo. The change is consistent with a steady-state lactate–pyruvate ratio
of 55, and thus with the LDH subtype LD5.
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4.2.2. Oxidative Phosphorylation

Contrary to the results of no change of O2 consumption upon simple primary
somatosensory stimulation, both motor stimulation and more complex stimulation of
visual cortex with a reversing checkerboard pattern for 5 or 10 min, caused significant
increases of oxygen consumption (51,52,56,66,67). The reported values of JO2 and the
calculated ATP flux are listed in Table 4.

The reason for the slow initial rise of oxygen consumption may be the slow rise of
the pyruvate concentration in the presence of a substantial lactate sink, when the bulk
of the acceleration of glycolysis occurs in astrocytes. If pyruvate transport were indeed
rate-limiting in state-3 activation (68), the consumption of oxygen would depend on
the cytosolic pyruvate concentration, and hence on the rate of glycolysis as described
by the equation,

∆JO2 (t) = 5.6 ∆Jglc (1 – e–k t) (4)

where k is the rate constant of the pyruvate and lactate accumulations shown in Eq. 3
above. The predicted time-course of the increase of oxygen consumption is shown in
Fig. 5, left panel, according to which the half-life of change is 2 min for a lactate–
pyruvate ratio of 15 (LD1, k = 0.375), but as much as 15 min for a ratio of 100 (LD5,
k = 0.06).

Table 4 identifies two kinds of oxidative responses, both relative to baseline: the
primary somatosensory response, in which the rise of oxygen consumption averages
only 10% of the rise of blood flow, and the motor and secondary somatosensory
response, in which the rise of oxygen consumption averages 75% of the rise of blood
flow. The average primary somatosensory response is a 3% increase of cerebral
metabolism rate of O2 for a 29% increase of cerebral blood flow; the average motor and
secondary somatosensory response is a 27% increase of cerebral metabolism rate of O2

for a 39% increase of cerebral blood flow (see Fig. 6).
From the oxidativeness of the complex secondary somatosensory and motor

responses, it is to be expected that the rise of oxygen consumption after an acute stimu-

Fig. 4. Estimation of rate constant of lactate increase (% of baseline) calculated from mea-
surements reported by Shram et al. (65). The rate constant of 0.11 min–1 is consistent with a
lactate–pyruvate concentration ratio of 55 (6/0.11), and hence with the glycolytic (or “white”)
subtype of LDH.
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lation of glycolysis would reflect a rise of pyruvate concentration indicative of LD1,
the subtype of LDH claimed to be characteristic of tissues with a comparatively high
ratio of oxidative to glycolytic metabolism. Marrett and Gjedde (51) determined the
time-course of increase of oxygen consumption shown in Fig. 5, right panel: Upon
complex checkerboard stimulation of the visual system, the oxygen consumption rose

Fig. 5. (Left panel) Estimation of rate of increase of oxidative metabolism for two different
rate constants dictated by different subtypes of LDH, according to Eq. 4. LD1 subtype was
modeled with rate constant k = 0.375 min–1, LD5 subtype with rate constant k = 0.050/min.
(Right panel) Estimation of rate constant of increase of oxidative metabolism calculated from
measurements reported by Marrett and Gjedde (51). The rate constant of 0.44 min–1 is consis-
tent with a lactate–pyruvate ratio of 13 (6/0.44), and hence with the “aerobic” (or “red”) sub-
type of LDH (subtype LD1).

Fig. 6. Relative increases of glycolysis, blood flow, and oxidative metabolism, estimated for
the two categories of stimulation (simple primary somatosensory, “white”; and complex sec-
ondary somatosensory or motor, “red”) listed in Table 4.
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at a rate of 0.44 min–1, which is consistent with a steady-state lactate–pyruvate ratio of
13, and hence with the presence of LD1 in the cells so stimulated.

5. BLOOD FLOW REGULATION

5.1. Putative Blood Flow Regulators

It is puzzling that oxygen consumption sometimes does not rise at all upon stimula-
tion of brain tissue (primary somatosensory stimulation, e.g., vibrotactile stimulation),
despite an increase of blood flow, suggesting either that additional factors prevent neu-
rons from using the available O2, or that the blood flow rises to satisfy other needs than
a demand for O2. Of course, blood flow supplies substances other than O2, including
glucose and amino acids, and removes substances such as water, lactate, pyruvate,
hydrogen ions, and CO2. The mechanism responsible for the change of blood flow may
be understood only in relation to the role of the blood flow increase during excitation.

The regulation of blood flow in response to neuronal excitation is poorly under-
stood, despite a century of investigation. The main issue, raised above, is the unknown
nature of the regulator, which ties neuronal events to the magnitude of blood flow.
Classically, the main contenders are the hydrogen and K ions, adenosine, CO2 and
nitric oxide (NO), and O2 itself, of which K ions, adenosine, and NO are on the current
short list of the most intensely studied molecules.

NO is involved in blood flow increases elicited by parallel and climbing fiber stimu-
lation of cerebellar Purkinje cells (69,70), but additional factors also play a role:
adenosine during the climbing fiber stimulation, and K during the parallel fiber stimu-
lation. The increase of blood flow in the cerebellar cortex was correlated closely to the
summed EC field potentials elicited in the vicinity of the Purkinje cells, rather than to
the efferent simple spike frequency of the Purkinje cells. The field potentials represent
all current flows in the vicinity of synapses, generated by excitatory and inhibitory
stimuli, and thus persist even when the efferent simple spike activity is fully inhibited
(71). However, the summed field potentials and associated flow changes can be elimi-
nated completely by blockade of glutamatergic α-amino-3-hydroxy-5-methyl-4-
isoazolepropionate receptors, suggesting that the primary stimulus for the BF increase
is increased glutamatergic transmission, which subsequently may activate nitric oxide
synthase (NOS) and Na–K ATPase in astrocytes, generating NO and accumulating K
in these cells. The accumulated K subsequently is redistributed to other parts of the
extracellular space, perhaps in the vicinity of microvessels (12), where it may or may
not cause vasodilatation.

5.2. Blood Flow in Service of O2 Delivery and Water Removal

Recent findings (3,72) have revealed that the regulation of blood flow has important
consequences for the delivery of O2 for oxidative metabolism. Novel hypotheses claim
that blood flow must rise to supply more O2 during excitation of brain tissue, to maintain
a constant mitochondrial O2 tension in brain tissue. At a constant mitochondrial O2

tension, oxygen consumption depends solely on the mean capillary O2 tension for a
given capillary density. Sudden changes of brain function must then be subserved by
changes of blood flow that adjust the mean capillary O2 tension upward. O2 extraction
fraction declines with higher blood flow rates, thus establishing a higher average cap-
illary partial pressure of O2 and a higher oxygen saturation of hemoglobin.
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5.2.1. Michaelis–Menten Nature of Cytochrome Oxidase Reaction

The rate of oxygen consumption can be expressed as a simple Michaelis–Menten
relationship between the mitochondrial O2 tension and the kinetic properties of the
cytochrome oxidase,

JO2
 = V max

cytox
σeσO2 (5)

where JO2 is the net oxygen consumption, V
max
cytox is the maximum cytochrome c oxide

reaction rate, and σe and σO2 are the cytochrome c oxide saturation fractions by elec-
trons and O2, respectively. The O2 tension in mitochondria (PO2

mit
) can then be derived as

the tension consistent with the prevailing oxygen consumption rate and the half-satura-
tion tension (P

50
cytox),

PO2

mit
 = P 50

cytox
 JO2

σeV max

cytox
 – JO2

(6)

which shows that the mitochondrial O2 tension drops when the effective enzyme activ-
ity increases (assuming constant oxygen consumption). Figure 7 shows that the rate of
oxygen consumption fails to rise above a certain threshold, despite further increases of
the cytochrome oxide activity. The threshold is dictated by the mitochondrial O2 ten-
sion, and is reached when the tension declines below the level associated with suffi-
cient O2 saturation of the cytochrome oxide. Only increases of the O2 diffusion capacity
(recruitment) or the mean capillary O2 tension (increased blood flow) allow the rate of
oxygen consumption to rise above this threshold.

5.2.2. Diffusion-Limited O2 Delivery

Cytochrome c oxide cannot remain saturated when the mitochondrial PO2 declines,
relative to the average capillary PO2. This decline must occur when an imbalance exists

Fig. 7. O2 diffusion capacity ceiling of oxidative metabolism in brain, calculated from
Eqs. 5, 6, and 12. Abscissa is cytochrome oxidase activity (Vmax = σeVmax), ordinates are (left)
oxygen consumption and blood flow a constant ratio, and (right) mitochondrial O2 tension
relative to cytochrome oxidase  half-saturation tension (χO2). The following values were used
to solve Eq. 12: JO2

 max
 = 150 µmol hg–1 min–1, and J50

 cytox
 = 150.1 µmol hg–1 min–1.
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between the delivery of O2 and the cytochrome oxide activity. From the description of
the oxygen consumption as the product of the apparent O2 diffusion capacity and the
tension gradient between the capillaries and the mitochondria, it follows that the average
capillary O2 tension (P

O2

cap) driving the delivery is given by

PO2

 cap
 = JO2

1
L

 + P50

 cytox

σeVmax

 cytox
– JO2

(7)

where L is the oxygen diffusion capacity. The equation is illustrated in Fig. 8, which
shows the resulting mitochondrial O2 tension and rate of oxygen consumption for a
range of cytochrome oxidase activities (σeVmax

cytox
), given a constant capillary O2 tension,

established by a constant O2 extraction fraction, and hence a constant ratio between
oxygen consumption and blood flow (linear flow–metabolism coupling).

5.2.3. Flow-Limited O2 Delivery

The kinetic analysis of cytochrome oxidase activity shown in Fig. 8 revealed that
increases of blood flow above the increase of oxygen consumption may deliver addi-
tional O2 during excitation, when a decline of the mitochondrial O2 tension threatens
to reduce the O2 saturation of cytochrome oxidase. At this threshold, oxygen con-
sumption depends solely on the mean capillary O2 tension for a given capillary den-
sity, and sudden changes of brain function must be subserved by changes of blood
flow which adjust the mean capillary O2 tension in the required direction.

Fig. 8. Model of maximum O2 delivery capacity (JO2

 max
) in nonlinear relation to blood flow, as

described by Eq. 12 (3,52). The maximum O2 delivery capacities were calculated by nonlinear

optimization of Eq. 12, on condition of a constant relation between σeVmax
cytox

 and blood flow.
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We previously presented a simple one-dimensional model of O2 diffusion to brain
tissue (3,52) to answer the question of whether blood flow must rise to deliver more O2

during functional activation. The model is based on the claim that the average capillary
O2 saturation of hemoglobin is a function of the net extraction of O2 assuming a reason-
ably even distribution of the O2 delivery along the length of all capillaries,

SO2 = 1 – EO2

2
(8)

where SO2 is the average capillary oxygen saturation of hemoglobin and EO2 is the
unidirectional O2 extraction fraction, equal to the net O2 extraction fraction when the
tissue O2 tension is negligible. The average capillary O2 tension and average capil-
lary hemoglobin saturation with O2 are also related by the equation for the O2 disso-
ciation curve,

SO2 = 1

1 + P50

 hb

PO2

 cap

 h
(9)

where P
50
hb is the hemoglobin half-saturation O2 tension. The resulting equation estab-

lishes the inverse correlation between the net extraction fraction and the average capil-
lary O2 tension,

PO2

cap
 = P 50

hb 2
EO2

– 1
h

(10)

where h is the Hill coefficient and EO2 is the ratio JO2/(F CO2), where F is the blood
flow and CO2 is the arterial O2 concentration. When the maximum delivery capacity is
reached, the delivery is a function of the average capillary O2 tension, according to the
relationship,

JO2

max
 = LPO2

cap
(11)

where JO2

 max
 is the maximum O2 delivery capacity and L is the average tissue O2 diffu-

sion capacity between the capillary lumen and the mitochondria. Entering Eqs. 10 and
11 into, and solving, Eq. 7, the following relationship is obtained,

JO2

2
– JO2

2
 JO2

max
 + σe Vmax

cytox
+ J50  + JO2

max
σe Vmax

cytox
= 0 (12)

where JO2

 max
 is the maximum O2 delivery capacity LPO2

 cap
 derived as LP 50

hb
2/EO2 – 1

h

above, and J50 is the product LP 50
cytox

. This equation was graphed as Fig. 8 for a constant
ratio between σeV max

cytox and blood flow, as expected for postsynaptic excitation when
depolarization causes calcium to activate the mitochondrial enzymes.

Equation 12 can also be solved under the condition of a constant magnitude of
σeV max

cytox, as expected for the absence of neuronal excitation. In this case, the equation
was fitted to pairs of measurements of JO2 and EO2, to yield estimates of the param-
eters, L, σeV max

cytox, and P
50
cytox , assuming these to be the same constants during all the
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measurements. In one experiment, Gjedde (73) determined blood flow and oxygen con-
sumption during administration of indomethacin, which lowers blood flow in the brain.
The results are shown in Fig. 9.

The decline of the oxygen saturation of hemoglobin resulting from the extraction of
O2 to the brain is measurable by magnetic resonance imaging as the blood-oxygen-
ation-level-dependent contrast caused by the presence of deoxyhemoglobin. The mea-
surements confirm that brain activity generally leads to increases of venous hemoglobin
oxygenation, as evidenced by the decline of signal losses caused by the paramagnetic
deoxyhemoglobin (75,76).

5.2.4. Nitric Oxide

Blood flow regulation is important to the maintenance of a constant O2 tension in
mitochondria, and neuronal activation can mediate blood flow changes by means of the
endothelium-derived relaxation factor NO. Several of the classic blood flow stimula-
tors act by means of NO, including CO2 and hydrogen ions, which are products of
oxidative metabolism (77–80). NO causes vasodilatation of brain resistance vessels, in
addition to other effects. It is synthesized in astrocytes, neurons, and endothelial cells,
in proportion to the cytosolic concentration of unbound Ca, and is generated in reac-
tions catalyzed by cell-specific NOS, either endothelial (eNOS) or neuronal-astrocytic
(nNOS), of which nNOS is by far the more abundant.

It is not clear to what extent only nNOS activation is involved in functionally induced
increases of cerebral blood flow. It is known that blocking of the vascular receptors,
suspected of being involved in the synthesis of NO by eNOS abolishes functionally
induced blood flow increases, and focal changes of cortical blood flow induced by
sensory stimulation can be eliminated by blocking endothelial acetylcholine receptors
(81), including those involved in mediating synthesis of NO. Yet the underlying cellular

Fig. 9. Model of oxygen consumption (J
O2

) and maximum oxygen delivery (J
O2

max ) capacities
in nonlinear relation to blood flow, as described by Eq. 12, for constant cytochrome oxi-
dase activity. The oxygen consumption and maximum oxygen delivery capacities were calcu-
lated by nonlinear optimization of Eq. 12 on condition of a constant value of σeV max

cytox of
151.10 µmol hg–1 min–1 and measurements published in (73). The value of L was determined to
be 3.27 µmol hg–1 min–1 mmHg–1 for a P

50

cytox value of 0.05 mmHg, consistent with values
obtained in humans in vivo by measurements of capillary density (74).
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activation (whether glial or neuronal) is unimpeded, as indicated by increased glycoly-
sis (81), suggesting either that nNOS activation is not involved in the increase of glyco-
lysis, or that eNOS activation is not required for neuronal excitation to proceed
unimpeded. Other evidence suggests that the cerebral vasodilatation associated with
simple somatosensory stimulation in rodents is mediated by nNOS activity (82–84).

5.3. Blood Flow in the Service of Glc Delivery and Lact Removal

The changes of blood flow in response to stimulation of brain tissue show that the
flow change, on average, is independent of the oxidativeness of the metabolic response.
They also show that the blood flow response generally exceeds the response of oxida-
tive metabolism. Thus, there seems to be little direct relation between the rise of blood
flow and the demand for O2. In contrast, the relationship between the rise of blood flow
and the rise of glucose consumption appears to be almost linear, as shown in Fig. 6.

The findings suggest that a signal from a factor that depends on the rate of glycolysis
elicits the blood flow increase, also when no additional O2 is used. The absent use of
additional O2 may be physiological (absent postsynaptic depolarization in cases of
inhibition, absent Ca ion accumulation in mitochondria), as in the cases of primary
somatosensory stimulation, or pathological, as in cases of ischemia or hypoxemia. This
raises the questions of the agent that mediates the increase of blood flow in the absence
of an elevated need for O2, and of the situations in which the demand for glucose is
increased, but the demand for O2 is not. There is evidence that this agent may be K
ions, in situations such as parallel fiber stimulation in the cerebellum, in which the EC
depolarization is induced by a glutamate release (70), or may be adenosine, in situa-
tions such as climbing fiber stimulation, in which the simple efferent spike activity of
the Purkinje cells is inhibited (69). In these situations, the energy needed for glutamate
transport into glial cells may depend on glycolysis.

5.3.1. Potassium

Neuronal excitation raises EC K and glutamate ion concentrations. Both are im-
ported by glia, but in different ways. K enters astrocytes by several nonenergy-requir-
ing routes, as well as in response to glutamate import. The glutamate symport with Na
activates the P-type ATPase, which exchanges the IC Na ions with EC K ions. Only the
process linked to glutamate transport represents an energy-requiring net transfer of K
ions from neurons to astrocytes via the extracellular space (85,86).

Glutamate is released when excitatory neurons fire, but the degree of resulting
postsynaptic depolarization and activation depends on the sum of excitatory and in-
hibitory impulses converging on the postsynaptic neurons. In the conditions of postsyn-
aptic inhibition, postsynaptic loss of K can be prevented when opposite changes of the
permeabilities of Na, and K and Cl, ions clamp the ion fluxes to some resting average
value, as exemplified in Table 2. The primary energy-demanding process in this situa-
tion would be the removal of the glutamate released from the excitatory presynaptic
terminals, which leads to accumulation of K in astrocytes. Because of the high mem-
brane permeability to K ions, this K escapes passively to the extracellular space, includ-
ing the perivascular space surrounding capillaries.

Newman and Paulson (12) speculated that K released passively to the perivascular
space may cause relaxation of smooth muscle and dilatation of resistance vessels, and
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hence increased blood flow. They reasoned that the time constant of delivery of K to
the perivascular space is much smaller when the K is siphoned to the vessels inside the
foot processes (66 ms) than when the K is left to diffuse through the extracellular space
(2.5 s). The lower time constant may assure an immediate increase of blood flow to
match the increase of glycolysis induced by the removal of glutamate.

The role of K ions in mediating functionally induced increases of blood flow in the
brain was tested by Caesar et al. (70), who found that the relative contributions of
extracellularly applied K ions and adenosine to the regulation of blood flow in cerebel-
lum varied among the cell populations, K (and NO) having the greatest effect in paral-
lel fiber connections, and adenosine (and NO) having the greatest effect in climbing
fiber connections.

5.3.2. Lactate

Minimal postsynaptic depolarization would have two important consequences:
Postsynaptic mitochondrial dehydrogenases would not be activated by Ca, but astrocytes
nevertheless would be stimulated to remove glutamate rapidly, hence possibly exceeding
their oxidative capacity and generating lactate to be metabolized neither in neurons nor in
astrocytes. Lactate generation could reflect the situation in which glutamate is released,
but excitation is subliminal and postsynaptic depolarization is prevented by parallel
inhibitory input. Mathiesen et al. (71) showed that stimulation of cerebellar neurons in
some cases led to increased blood flow despite partly GABAergic inhibition of postsyn-
aptic spiking activity, presumably by prevention of postsynaptic depolarization.

Thus, in inhibited or otherwise uncommonly excited states, it is possible that rapid
removal of glutamate (87), achievable only by glycolysis, may generate pyruvate in
excess of the average oxidative capacity of glial cells. Thus, although recent measure-
ments of the relative contributions of oxidative phosphorylation to the energy turnover
in neurons and astrocytes suggest that only 30% of the total resting average energy
conversion of brain tissue takes place in astrocytes, the astrocytes may contribute sig-
nificantly more to the increase of nonoxidative metabolism when excitation of postsyn-
aptic neurons is prevented by parallel inhibition. Skeletal muscle studies (88) confirm
that a correlation exists between the increase of blood flow and the increase of lactate
and Laptook et al. (89) showed that lactate may contribute to the regulation of cerebral
blood flow. The increased blood flow would contribute to the removal of the lactate
from brain tissue, but the generated lactate would not be oxidized in neurons, unless
their oxidative metabolism were proportionately stimulated.

5.3.3. Adenosine

Adenosine is the product of dephosphorylation of adenosine nucleotides, and its
concentration is thus believed to reflect the balance between energy demand and sup-
ply in nervous tissue (90). As in the cases of lactate generation, it is possible that the
demand imposed by certain types of experimental stimulation and excitation of ner-
vous tissue exceeds the oxidative capacity of that tissue, and hence establishes an
imbalance, characterized not only by increased lact, but also by increased adenosine (69).

6. CONCLUSIONS

There are few facts in evidence of a rigid association in vivo between changes of
oxygen consumption, glucose combustion, and blood flow in the human brain. The
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claim that blood flow must somehow equally satisfy the demands for O2 and glucose
during excitation is therefore without foundation. Roy and Sherrington (91) measured
neither glucose nor oxygen consumption. They observed pial vasodilatation after ad-
ministration of postmortem brain extracts to living animals. They surmised that a me-
tabolite had caused the dilatation, and that that metabolite might be lactate.

The theoretical analysis suggests that the cerebral energy demand reflects both the
steady-state level of postsynaptic membrane depolarization and axonal spike frequency.
Substantial increases of net energy turnover do not appear to occur in response to neu-
ronal inhibition caused by increased Cl conductance. Increased energy turnover is not
required to sustain hyperpolarization caused by decreased conductance of Na or
increased conductance of K. Increased energy supply is required to maintain graded
dendritic and/or somatic membrane depolarization in the state of increased Na and K
conductances.

Substantial lactate generation may occur when glutamate release is not followed
by postsynaptic depolarization. In these cases, there may be a demand for glutamate
removal of a magnitude exceeding the sum of the average glial and neuronal oxidative
capacities. This lactate can be removed only by the circulation. The suggestion is con-
sistent with the observation that simple primary somatosensory stimulation elicits a
rapid “white” metabolic response, which may be of glial origin; the bulk of the motor
or complex secondary somatosensory excitation leads to a “red” metabolic response,
which is primarily of postsynaptic neuronal origin.

Combining the evidence from recent studies of the putative agents of blood flow
regulation, it may be hypothesized that rises of both NO and K reflect afferent excita-
tory neurotransmission, leading to glutamate release and reuptake; rises of lactate and
adenosine reflect the absence of an increased efferent spike activity accompanied by
increased oxidative metabolism. By this account, both lactate and adenosine may indi-
cate the degree to which the stimulus may be judged to be unphysiological, in compari-
son with the established oxidative capacity of the tissue.
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1. INTRODUCTION

In most organs of the body, other than the central nervous system (CNS), extracellu-
lar fluid is derived from the blood, and drains along lymphatics to regional lymph
nodes. Such a system of lymphatic drainage has a well-characterized role in B- and
T-lymphocyte-mediated immune reactions (1). By contrast, extracellular fluid associ-
ated with the CNS falls into two main categories: cerebrospinal fluid (CSF) and inter-
stitial fluid (ISF), which are, to varying degrees, separate. The relationship between the
CNS and the immune system is not as well-characterized as in other organs. CSF is
produced by the choroid plexus and fills the ventricular system of the brain and the
craniospinal subarachnoid space. In human, CSF drains mostly into the blood, by bulk
flow through arachnoid villi and granulations associated with the major venous sinuses
(2); ISF drains along perivascular channels surrounding cerebral and leptomeningeal
arteries, and is thus separated from CSF. Much of the CSF and the ISF in the rat drains
via nasal lymphatics to regional lymph nodes, although these fluids also enter directly
into the blood through primitive arachnoid villi (3,4). Although ISF drains from the
human CNS along perivascular pathways that are separated from the CSF in the sub-
arachnoid space, it is not clear how much drains to regional lymph nodes. The complex
relationship between the CNS and the immune system is reflected by the “immunologi-
cal privilege” of the CNS, whereby tissue allografts survive for substantially longer
periods in the CNS than in other organs of the body (3).

This chapter is a review of the anatomical and functional aspects of the cerebrospi-
nal fluid, its production by the choroid plexus and the anatomical pathways by which
CSF drains from the intracranial and intraspinal cavities. In addition, the importance
of drainage pathways for interstitial fluid from the CNS is emphasized. Histori-
cally, there has been considerable emphasis on the study of CSF physiology and
drainage; ISF and its drainage from the CNS has been less extensively investigated
(5). This chapter seeks to redress the balance, particularly because ISF drainage path-
ways appear to play key roles in immune reactions (IRs) in the brain and in the devel-
opment of dementias in the elderly (5,6).
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2. CHOROID PLEXUS AND THE PRODUCTION OF CSF

Embryologically, the choroid plexus in both rat and human is derived from invagi-
nations of blood vessels and leptomeninges covered by a layer of modified ependyma
(2). In the rat, the choroid plexus is a relatively uncomplicated, folded structure that
virtually fills the normal lateral ventricles (LVs), in human, the choroid plexus is an
extensive structure extending for some 7–8 cm in the LVs, from the foramen of Monro
into the temporal horns of the LVs. Choroid plexus is also present in the third ven-
tricles, the fourth ventricle, and extrudes into the subarachnoid space through the
foramina of Luschka in human (7).

Although differing in size and shape, the choroid plexus has a similar histological
structure in the rat and in human. Blood vessels in the stroma of the choroid plexus
(Fig. 1) are derived in human from the anterior and posterior choroidal arteries, which
supply the LV and third ventricular choroid plexuses, and from the inferior cerebellar
arteries for the fourth ventricular choroid plexus (7). The stroma contains collagen bundles
and leptomeningeal cells. A common feature of the aging human choroid plexus is the
presence of calcospherites, which are, in effect, calcified spherical conglomerations of
collagen bundles formed by leptomeningeal cells (8). Coating the choroid plexus is a
layer of cuboidal epithelial cells, which bear microvilli, but few, if any, cilia (2). This
epithelium is derived from ependyma, from which it differs, in that ependymal cells are
highly ciliated. Furthermore, carbonic anhydrase C is present in the choroid plexus epi-
thelium, but this enzyme is absent from normal ependyma (9). At its junction with the
underlying stroma, the choroid plexus epithelium rests on a basement membrane, a fea-
ture that is only seen in ependyma where such cells come into contact with blood vessels.
Both in rat and in human, resident epiplexus macrophages (Kolmer cells) cling to the
surface of the choroid plexus epithelium, anchored to the microvilli (2).

Fig. 1. Choroid plexus: Fluid and protein pass from blood vessels (1) into the stroma popu-
lated by leptomeningeal cells and bundles of collagen (2). Aggregations of collagen (3) calcify
to form calcospherites in the aging human choroid plexus. The epithelium is the site of the
blood–CSF barrier, and is separated from the stroma by a basement membrane (4). Individual
epithelial cells are joined by tight junctions (5), and bear microvilli to which resident choroid
plexus macrophages (6) cling.
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Cerebrospinal fluid is produced from the blood. Capillaries in the stroma of the
choroid plexus are permeable to fluid and to proteins; the endothelium is fenestrated
with thin attenuated areas of the cell, across which high water-flow can occur (2).
It is the epithelium of the choroid plexus that is the blood–CSF barrier (2). Electron
microscopy reveals characteristic intercellular junctions (zonulae occludentes)
between choroid plexus epithelial cells; these junctions form the barrier between the
stroma and CSF in the ventricles. A good demonstration of the blood–CSF barrier is
seen in patients who are jaundiced; although the CSF and brain tissue remain rela-
tively free of bile pigments, the choroid plexus stroma is discolored yellow, indicating
that bile pigments have leaked into the stroma, but not through the choroid plexus
epithelium into the CSF.

In the rat, CSF is secreted at 2.1 µL/min (2), and at the considerably greater rate of
350 µL/min in human (10). Hydration of carbon dioxide by carbonic anhydrase and the
action of sodium–potassium pumps play major roles in the formation of CSF; there is a
net transport of Na, chloride, and bicarbonate ions into the CSF. Protein levels in the
CSF are very low, and the specific gravity is close to that of brain tissue. Functionally,
CSF may act partially as a sink for extracellular fluid from the CNS parenchyma (2),
but perhaps its major function in human is to act as a buffer against the effects of
sudden impact or movement, and to compensate from the changes in intracranial vol-
ume induced by blood flow. Of the mean total intracranial volume of CSF in human of
123 mL, some 25 mL is in the cerebral ventricles, and the greater part (98 mL) is in the
subarachnoid space over the surface of the brain (2). The amount of intracranial CSF
increases with age, reflecting the overall loss of brain tissue.

3. CIRCULATION AND DRAINAGE
OF THE CEREBROSPINAL FLUID IN HUMANS

The circulation of CSF in human has been well-characterized by the use of magnetic
resonance imaging (MRI) (11). Produced by the choroid plexus, CSF flows through the
ventricular system and subarachnoid space to drain into blood through arachnoid villi
and granulations in the walls of major venous sinuses and veins.

3.1. Ventricular System

CSF produced in the LVs flows through the foramina of Monro, into the third
ventricle, through the narrow aqueduct of Sylvius, and into the fourth ventricle. It
receives contributions from the choroid plexuses in the third and fourth ventricles.
The paired foramina of Luschka, the lateral angles of the fourth ventricle, and the
single dorsal foramen of Magendie provide pathways by which CSF escapes into
cisternae and the subarachnoid space (7). MRI studies suggest that there is a slow,
steady flow of CSF through much of the ventricular system, and that there is rapid
flow through restricted passages, such as the aqueduct and foramina of Monro (11).
Rapid to-and-fro motion of flow of CSF, caused by cardiac pulsations, is seen in the
aqueduct and other narrow portions of the ventricular system, and in the subarach-
noid space (11). The cerebral hemispheres expand during cardiac systole, as does the
choroid plexus (11). Pulsations also occur at the foramen magnum, but decrease in
extent toward the lumbar region.
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3.2. Leptomeninges and the Subarachnoid Space

The pia mater separates cerebrospinal fluid in the subarachnoid space from the sur-
face of the brain. As the pia is reflected onto the surface of blood vessels in the sub-
arachnoid space (12), it separates the cerebrospinal fluid from the brain (5). Although
the pia mater forms a regulating interface between CSF and brain, it is a delicate mem-
brane, composed of only 2–3 layers of flattened cells joined by desmosomes and nexus
junctions (13). It is impermeable to particulate matter; red blood cells, for example, do
not pass through the pia mater in significant numbers in patients with subarachnoid
hemorrhage (SAH) (12). Leukocytes, however, and especially macrophages, readily
pass through the pia (14). As part of its function as a regulating interface, the pia mater
contains enzymes, such as glutamate synthetase, which hydrolyze neurotransmitters
(13). Pia mater cells are similar in their histological and ultrastructural characteristics
to cells of the arachnoid, although the arachnoid mater is a thicker and more compact
layer on the outer aspect of the subarachnoid space; it is impermeable to CSF, because
of the presence of tight junctions in its outer layers (15).

The structure of the leptomeninges varies in different parts of the neuraxis (7). Arach-
noid mater forms a delicate, translucent layer over the surface of the brain and the
spinal cord. Trabeculae composed of arachnoid cells traverse the cerebral subarach-
noid space, forming suspensory sheets for the arteries and veins in that space (15), and
large cisternae containing CSF are present, particularly at the base of the brain, under-
lying the hypothalamus and the pons. A more complex arrangement of arachnoid exists
over the surface of the spinal cord (16), with a highly perforated intermediate layer of
arachnoid extending over the dorsal surface of the cord, between the pia mater and the
outer coating of arachnoid. It is from this intermediate layer that the dorsal and ventral
ligaments of the cord are formed. Pia mater closely invests the surface of the brain and
the spinal cord, extending down into fissures and sulci; it is continuous with the arach-
noid through the trabeculae that traverse the subarachnoid space. A layer of pia mater
is reflected from the surface of the brain to coat leptomeningeal vessels entering and
leaving brain tissue, thus separating the subpial and perivascular spaces of the brain
from the CSF in the subarachnoid space (7,12).

3.3. Arachnoid Villi and Granulations

In addition to the arachnoid and pia mater, arachnoid cells form a number of special-
ized structures, such as the stroma of the choroid plexus, as mentioned previously, and
the arachnoid granulations and villi (7,17). Arachnoid granulations in human are
formed by a protrusion of arachnoid mater through perforations in the dura, into the
lumina of venous sinuses, such as the superior sagittal sinus and cavernous sinuses (7).
The core of an arachnoid granulation is a trabecular meshwork of collagen bundles
coated by arachnoid cells, and is, in effect, an extension of the subarachnoid space.
On this core sits a cap of arachnoid cells, through which channels pass to the vascular
endothelial coating on the venous surface of the granulation. Although, in human, it is
unclear exactly how bulk flow of CSF occurs across the vascular endothelium into the
blood, experiments in monkeys suggests that large vacuoles form on the abluminal
surface of the endothelium, and subsequently open into the vascular lumen, carrying
quanta of CSF by bulk flow through endothelial cells into the blood (18).
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3.4. Disorders Affecting the Cerebrospinal Fluid

A number of disorders affect human cerebrospinal fluid. Chief among these are
hydrocephalus, in which cerebral ventricles dilate primarily because of obstruction to
the drainage of CSF; SAH, caused by rupture of an artery, either an aneurysm or
malformation; and meningitis caused by bacteria, fungi, or viruses infecting the cere-
brospinal fluid.

3.4.1. Hydrocephalus

Dilatation of the cerebral ventricles results from obstruction to cerebrospinal fluid
flow by tumors or other mass lesions within the ventricles, or compressing them from
adjacent intracranial tissues (19). A variety of hydrocephalic syndromes, often present-
ing in fetal or neonatal life, may also result from stenosis of the cerebral aqueduct (19).
CSF flow may be impeded by obstruction to the subarachnoid space most frequently as
a sequela to meningitis or subarachnoid hemorrhage. In these cases, the acute stages of
inflammation or bleeding are followed by fibrous scarring, which obliterates the sub-
arachnoid space, thus, interfering with the flow of CSF. In experimental animals,
hydrocephalus has been produced by viral infections, implantation of inflammatory
agents such as kaolin, or by occluding the aqueduct with oil or silastic (19). A number
of hereditary forms of hydrocephalus also occur in rodents and in human (19). The
major pathological effect of acute hydrocephalus is the infusion of CSF into peri-
ventricular tissues, producing periventricular edema, particularly of cerebral white
matter (5). Such edema is seen as pallor of staining in histological sections of hydro-
cephalic brain, and is well-demonstrated on computerized tomography as peri-
ventricular lucency, or by MRI (19). If the hydrocephalus remains untreated, slow but
progressive destruction of axons within the edematous white matter occurs, resulting in
loss of nerve fibers from the periventricular white matter and gliosis (19). Grey matter
is relatively well preserved in hydrocephalic brains (5).

In adults, hydrocephalus may be characterized by an increase in the size of the cere-
bral ventricles, but with only intermittently raised CSF pressure. This syndrome is
known as “normal-pressure hydrocephalus,” to distinguish it from the much more life-
threatening acute hydrocephalus, with raised pressure. Nevertheless, a syndrome of
dementia, ataxia, and incontinence may result from normal pressure hydrocephalus,
and such patients benefit from shunting of the cerebrospinal fluid (19,20). The cerebral
ventricles may also become enlarged in demented elderly patients, because of loss of
brain tissue from infarction or Alzheimer’s disease (AD) (21). This is the condition
called “hydrocephalus ex vacuo,” which does not necessarily benefit from CSF shunting.

Free communication between cranial and spinal CSF may be obstructed, particu-
larly at the foramen magnum, because of fibrosis of the meninges, or by occlusion of
the foramen magnum by elongated cerebellar tonsils. In such cases, cystic expansion
of the cervical spinal cord (syringomyelia) may occur (22), with destruction of pain
and temperature pathways in the spinal cord and of anterior horn cells. Patients with
syringomyelia suffer burns to the fingers, arthritis, and wasting of muscles, particularly
in the hands (23).

3.4.2. Subarachnoid Hemorrhage

Bleeding into the subarachnoid space most frequently results from the rupture of
saccular aneurysms on major arterial branches of the circle of Willis (24). Arterial
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blood floods into the CSF, and surrounds arteries, veins, and nerves in the subarach-
noid space. Spasm of arteries with cerebral infarction, caused by deprivation of blood
supply to brain tissue is a recognized complication in the early period following sub-
arachnoid hemorrhage. Communication between CSF in cranial and spinal subarach-
noid spaces is well-demonstrated in cases of subarachnoid hemorrhage. Blood spreads
widely through the subarachnoid space and CSF withdrawn from the lumbar sac con-
tains erythrocytes in the acute stages. Organization and fibrosis of remaining blood in
the subarachnoid space may result in fibrous adhesions in the meninges, and hydro-
cephalus may be a late complication of subarachnoid hemorrhage.

3.4.3. Meningitis

A variety of bacteria, viruses, and fungi may cause meningitis, although amoebae and
metazoan parasites are much less frequently involved (25). Escherichia coli, Haemophilus

influenzae, Neisseria meningitidis, and Streptococcus pneumoniae are the commonest
bacteria that colonize the cerebral and spinal subarachnoid spaces resulting in a polymor-
phonuclear leukocyte exudate and pus within the CSF (25). Such infections can be devas-
tating, particularly in the very young and in the elderly. Arteries and veins traversing the
subarachnoid space are normally bathed by CSF; they become inflamed when surrounded
by the pus of meningitis, and thrombosis of the lumina may result in cerebral infarction
and subsequent neurological disability. Cranial nerves may also be damaged by inflam-
mation in meningitis. It is unclear how bacteria enter the CSF in the subarachnoid space
from the blood, but polymorphonuclear leukocytes do traverse the endothelium and walls
of veins, to enter the CSF. In general, inflammation in meningitis is restricted to the
subarachnoid space and rarely extends into the glia limitans or underlying brain or spinal
cord. Any damage that is caused to underlying central nervous system tissue usually
results from venous or arterial infarction that follows inflammation of the vessel wall and
thrombotic occlusion of the vessel lumina. Meningitis resolves by the ingestion and
removal of dead bacteria and polymorphonuclear leukocytes by macrophages. However,
fibrous scarring during this stage may result in adhesions in the subarachnoid space,
impedance of CSF flow, and post-meningitic hydrocephalus.

CSF withdrawn from the lumbar region of the spinal canal in cases of meningitis
usually reveals a fall in the components of the CSF that are normally in excess of blood
levels, and a rise in those components of the serum that are at low levels in the normal
CSF. This reflects a change in the blood–CSF barrier, but it is unclear whether this is a
change in the choroid plexus secretion or an inflammatory exudate derived from veins
in the subarachnoid space. In meningitis, the levels of magnesium and Cl fall; phos-
phorus, potassium, and protein levels rise. Microscopy of the CSF in the acute stages of
bacterial meningitis shows an increase in the number of polymorphonuclear leuko-
cytes; bacteria may also be identified (25). Culture will subsequently identify the
organisms. In tuberculous meningitis, the protein level may be very high, and the main
cells in the CSF are lymphocytes. Mycobacterium tuberculosis may be identified by
microscopy, by culture, or by polymerase chain reaction. Viral infections involving the
CSF and subarachnoid space are chiefly characterized by a lymphocyte exudate.

3.4.4. CSF Analysis in Other Diseases of Nervous System

Examination of the CSF is most informative in diseases such as meningitis and sub-
arachnoid hemorrhage which directly involve the subarachnoid spaces. Similarly, in
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Guillain-Barré syndrome, an autoimmune disease involving spinal nerve roots, protein
levels in the CSF also rise.

Metastatic tumor cells invade the subarachnoid space and may spread diffusely in
the CSF, resulting in “carcinomatous meningitis,” hydrocephalus, and widespread signs
and symptoms, particularly involving cranial and spinal nerves. Protein levels rise, and
tumor cells may be detected in centrifuged deposits of lumbar CSF. This is a useful
diagnostic tool for detecting spread of metastatic carcinomas, lymphomas, and malig-
nant melanoma, to the leptomeninges. However, CSF cytology is less valuable for the
diagnosis of primary tumors of the CNS, except for primitive neuroectodermal tumors
(e.g., medulloblastomas of the cerebellum), which spread diffusely through the cere-
brospinal fluid. Although astrocytic tumor cells may invade the subarachnoid space,
they are usually adherent to the underlying CNS tissue, and are not released into the
CSF in the same way as carcinoma cells (26).

Analysis of the lumbar CSF is less reliable for disease processes deep within the
brain. Nevertheless, diagnostic information in multiple sclerosis with oligoclonal bands
of immunoglobulin may help to establish the diagnosis (27). In dementias, such as AD,
analysis of β-amyloid peptides (Aβ) suggest that the level of soluble Aβ 1-40 in the
CSF falls (28); the level of the more insoluble Aβ 1-42 increases, especially in the
presence of cerebral amyloid angiopathy (CAA) (29).

4. CIRCULATION AND LYMPHATIC DRAINAGE
OF CSF IN EXPERIMENTAL ANIMALS

A high proportion, at least 50%, of intracranial CSF in the rat appears to drain
directly to cervical lymph nodes (3), and CSF from the spinal column drains to para-
aortic lymph nodes (4). Tracers injected into the rat CSF via the cisterna magna drain
within minutes to cervical lymph nodes (5). Histological studies (4), following injec-
tion of Indian ink into the CSF, have revealed direct connections between the sub-
arachnoid space and nasal lymphatics, through the cribriform plate of the ethmoid bone
just below the olfactory bulbs. Similar lymphatic drainage pathways of the CSF have
been identified in larger mammals. In sheep, radiolabeled serum albumin in the CSF
drains almost equally into the lymphatic system and into the blood via the arachnoid
villi (30). Although they are present, arachnoid villi in the rat are relatively primitive,
and pout into venous sinuses related to the olfactory bulbs (4).

5. DRAINAGE OF INTERSTITIAL FLUID
FROM THE BRAIN IN EXPERIMENTAL ANIMALS

Many of the data relating to the extracellular spaces (ECS) of the brain and drainage
of interstitial fluid have been gathered from experimental studies, and, with some modi-
fication, these have important implications for the human brain (5).

ECSs in the grey matter and white matter differ in their extensibility. As is seen with
vasogenic edema and the interstitial edema of hydrocephalus (5,31), myelinated nerve
fibers in the white matter can be widely separated by expansion of the ECS. This is not
so in the grey matter, in which the narrow, intercellular clefts between glial and neu-
ronal processes are tightly controlled (32). Resistance to bulk flow of interstitial fluid
is high in these intercellular clefts, so that the main bulk flow of interstitial fluid appears
to be along the wider, low-resistance perivascular channels (Fig. 2; 3).
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5.1. Injection Studies

Tracers injected into the grey matter of rat and rabbit brains can be identified in
cervical lymph nodes within a few hours (3,5,33). Microscopic studies show how the
tracers pass along the PVSs of arteries, both within the brain and within the subarach-
noid space to drain by lymphatics through the cribriform plate of the ethmoid bone into
the nasal submucosa, and thence to cervical lymph nodes (Fig. 3; 34).

Fig. 2. Drainage of interstitial fluid along perivascular pathways. Anatomical and pathologi-
cal studies, in the rat and human brain, suggest that interstitial fluid (ISF) and proteins drain
from narrow intercellular clefts (1) into the PVSs of capillaries (2), and thence along PVSs of
arteries within the brain (3), to the wide PVSs of leptomeningeal arteries. In relation to arteries,
the PVS is separated from either brain or CSF by a layer of pia mater (4).

Fig. 3. Drainage of interstitial fluid and CSF via nasal lymphatics to cervical lymph nodes in
the rat. CSF from the ventricles drains from the cisternal magna (1) to the subarachnoid space
on the under surface of the brain, where it joins interstitial fluid draining along PVSs related to
branches of the major cerebral arteries (2) and the circle of Willis. Fluid then passes anteriorly
to the region of the olfactory bulbs (3), where it enters lymphatics at the cribriform plate, to
drain, via the nasal submucosa (4), to cervical lymph nodes (5). CSF also passes directly back
into the blood via primitive arachnoid villi (6).



Fluid Systems 269

PVSs in the brain show a number of adaptations to their role as ISF drainage path-
ways. They are expandable, and they contain a relatively stable population of resident
macrophages, the perivascular cells (34,35). In the rat, perivascular cells demonstrate
an individual phenotype as they express the ED2 antigen (Ag), which is not expressed
by microglia in the parenchyma of the brain (36). Injection of insoluble particulate
matter into the brain results in the flow of particles along PVSs, and their ingestion by
perivascular cells. Phagocytosis of particulate matter by macrophages is also seen
within perivascular pathways around leptomeningeal vessels in the rat (34).

5.2. Immunological Significance of Interstitial Fluid Drainage of CNS

The main biological significance for interstitial fluid drainage from the brain, which
has been demonstrated in experimental animals, is related to immunological reactions.

5.2.1. B-Cell-Mediated Immunity in CNS

The most extensively investigated immunological relationships between the brain
and the regional lymph nodes are those related to B-cell immune reactions (3). Injec-
tion of human serum albumin into the central grey matter of the rat brain results in
preferential production of antibodies in cervical lymph nodes; similar antibody pro-
duction in cervical lymph nodes occurs when Ags are injected into the rat cerebrospi-
nal fluid (3). Removal of the cervical lymph nodes significantly reduces such antibody
formation (3), emphasizing the role played by cervical nodes as the regional lymph
nodes for the brain.

5.2.2. T-Cell-Mediated Immunity in CNS

T-cell-mediated reactions in the brain appear to be more complicated than B-cell
reactions. It has long been known that the brain is an immunologically privileged site,
as shown by the long survival of tissue allografts in the brain (3). However, T-cell-
mediated immune reactions do occur in the brain, as seen in virus infections and in
autoimmune diseases, such as experimental autoimmune encephalomyelitis (EAE) and
multiple sclerosis in human. The question, therefore, is how does the brain relate to the
immune system regarding T-cell-mediated immunity?

In most organs of the body, there is a defined lymphatic drainage to regional
lymph nodes. In a number of organs, such as the gut, lung, and skin, T-cells appear
to traffic from the tissue to regional lymph nodes then return to those target organs
(37). A certain degree of specificity may exist in the T-cell subsets of the various
organs, as demonstrated by the expression of integrins on their surfaces (37). Similar
restriction is seen, whereby the majority of T-cells isolated from the CNS express
α4β1-integrin (38).

In organs such as the gut, T-lymphocytes are readily identified within the submucosa,
and the concept of lymphocyte surveillance applies to these organs. Few, if any, lym-
phocytes are seen in a normal brain, so any T-cell surveillance is not on the same scale
as in organs such as the gut. In autoimmune diseases, such as EAE, it has been pro-
posed (39) that activated lymphocytes enter the brain irrespective of the Ag against
which they are directed. The entry of activated T-cells may initiate the autoimmune
reaction, and, as more lymphocytes are recruited, the majority undergo apoptosis (40);
there is no firm evidence that T-cells escape from the brain. The relationship between
the brain and the immune system, therefore, differs from that of other organs in one
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major respect: T-cells do not seem to circulate from the brain to regional lymph nodes,
although lymphatic drainage of soluble Ags readily occurs.

Despite immunological privilege in the brain, the results of a number of experi-
ments suggest that there is a firm interrelationship between the brain and regional
lymph nodes with respect to T-cell-mediated immunity. Although intracerebral neu-
ral allografts survive indefinitely, rapid rejection of the intracerebral graft can be
induced by orthotopic skin grafting (41), which suggests that T-cell-mediated immunity
in the brain may depend on peripheral immunization, as well as the presence of Ag in
the CNS.

The role of cervical lymph nodes as a possible source for lymphocytes targeting the
brain, has been studied in EAE. If active EAE is produced by the injection of Ags into
the footpad of susceptible animals, such as Lewis rats, clinical signs of spinal cord
damage, with paralysis in the lower limbs, develop ~10 d later. Inflammation charac-
terized by T-lymphocyte infiltration and microglial activation is concentrated mainly
in the spinal cord in these animals. The cerebral hemispheres are relatively spared at
this early stage, and it is only later, at ~20 d postinoculation, that substantial inflamma-
tion is seen in the cerebral hemispheres (42). Cerebral EAE can be enhanced by a brain
wound induced 8 d after footpad inoculation (43). Such a procedure results in a sixfold
increase in inflammation in the cerebral hemispheres 15 d postinoculation. Removal of
the cervical lymph nodes at the time of the brain injury reduces the amount of
inflammation in the brain at 15 d by 50%, suggesting that the cervical lymph nodes
play a major role in inflammation in the cerebral hemispheres, possibly as the origin
of T-lymphocytes targeting the brain (44). When lymphocytes, isolated from EAE ani-
mals with brain wounds, are injected into naïve recipients, inflammation in the brain is
concentrated in the cerebral hemispheres, at the expense of the spinal cord (45). Again,
this suggests that drainage of Ags from the brain to cervical lymph nodes may induce
targeting of lymphocytes toward the cerebral hemispheres.

From the EAE experiments outlined above, a picture is emerging that T-cell-medi-
ated immunity in the CNS depends upon two major factors (5). First, the presence in
the circulation, and in the cervical and para-aortic lymph nodes of activated T-lym-
phocytes sensitized to CNS components. Second, the drainage of Ags from the brain
or spinal cord to the regional lymph nodes; it is this event that may trigger invasion
of the CNS by substantial numbers of T-lymphocytes. T-cell-mediated immunity to
virus infections may be analogous to that seen in EAE with brain wounds. Entry of
viruses into the brain requires initial passage through other tissues and blood. Periph-
eral immunization, therefore, occurs, and subsequent drainage of viral proteins from
the brain to regional lymph nodes may then initiate T-cell-mediated immune reac-
tions within the CNS.

Information regarding the role of brain injury in the enhancement of autoimmune
disease in the brain continues to emerge. Despite the pivotal role played by cervical
LNs in the enhancement of autoimmune inflammation, it has also been shown that
local factors, such as the release of chemokines and stimulation of neuronal pathways,
play an important role in determining the site of inflammation in EAE related to brain
wounds (42). Nevertheless, the local reactions to trauma are greatly enhanced in the
presence of circulating reactive T-cells.
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6. DRAINAGE OF INTERSTITIAL FLUID FROM THE HUMAN BRAIN

Tracer experiments to examine the drainage of interstitial fluid from the human brain
have not been developed, as yet (Fig. 4). Evidence for ISF drainage pathways, there-
fore, relies on anatomical studies, analogy with experimental animals, and on natural
disease processes, such as CAA.

6.1. Anatomical Pathways

Anatomical study of PVSs in the brain and leptomeninges is easier in the human
brain than in animals, because of the larger size of the structures in human. Electron
microscopy has shown that interstitial spaces in grey matter are in direct continuity
with the PVSs of capillaries (32). PVSs around capillaries are mostly occupied by base-
ment membrane, and are continuous from capillaries along the walls of cortical arteri-
oles, and ultimately with the PVSs of arteries in the leptomeninges (Fig. 2; 46). A layer
of pia mater surrounds the PVSs of arterioles in the cerebral cortex (7,46). This layer of
pia not only separates the periarterial spaces from surrounding brain tissue, but it also
ensures continuity of the intracortical PVSs with the wider spaces around leptom-
eningeal arteries (46). Passing from capillary to leptomeningeal artery, the PVS
becomes progressively larger, and may, therefore, offer progressively lower resistance
to the drainage of ISF and proteins.

Evidence for functional lymphatic drainage of ISF has not yet been established in
human, but pericarotid and perivertebral artery pathways would seem to be likely
routes, because of their continuity with the perivascular pathways in the brain paren-
chyma. The perivascular compartment around the intracranial carotid artery can be
traced through the base of the skull, to the region of the deep cervical lymph nodes
(unpublished data), and may represent a route for lymphatic drainage of ISF from the

Fig. 4. Drainage of interstitial fluid and CSF from the human brain. CSF from the ventricles
drains from the cisternal magna (1) to the subarachnoid space and thence into the blood via
arachnoid granulations related to major venous sinuses (2) in the cranial and spinal compart-
ments. Anatomical and pathological studies suggest that interstitial fluid from the brain paren-
chyma drains along PVSs around major cerebral arteries, e.g., anterior and middle (3) and
posterior (4) cerebral arteries related to the circle of Willis (5). It is possible that ISF drains
along the PVSs of carotid (6) and vertebral (7) arteries to cervical lymph nodes (8).
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brain. There is evidence from early studies by Zwillinger, in 1912 (47), that a small
amount of CSF may drain through arachnoid prolongations in the nasal mucosa in
human. But, in contrast to the rat, dog, and other species, the main olfactory artery,
which is so prominent as a conduit for perivascular drainage of ISF in the rat, no longer
exists in human (4,34). It would seem, therefore, that lymphatic drainage of interstitial
fluid through the cribriform plate to cervical LNs in a way similar to the rat, is unlikely
in human, and that periarterial routes are more probable.

6.2. CAA as Reflection of ISF Drainage Pathways

Data that would support periarterial channels as interstitial fluid drainage pathways
in human also come from the study of pathological tissues. For example, edema fluid
appears to drain from grey matter along PVSs, with activation of the phagocytic
perivascular cells (36). However, much more dramatic visual evidence for perivascular
drainage of ISF is seen in CAA.

Amyloid peptides form insoluble 7-nm fibrils, with a β-pleated sheet structure, in a
number of different diseases in human. Such peptides vary in their origin, and may
consist of Aβ amyloid and its various isoforms in AD, cystatin C in hereditary cystatin-C
amyloid angiopathy, or the prion protein typical of sporadic and familial Creutzfeldt-
Jakob disease (6,48). Deposition of amyloid occurs not only as plaques within brain
parenchyma, but also as CAA caused by the accumulation of amyloid peptides within
the walls of cortical and leptomeningeal blood vessels (21).

Amyloid in vessel walls in CAA outlines perivascular interstitial fluid drainage path-
ways analogous to those in experimental animals (6). Aβ, for example, accumulates in
PVSs around capillaries, where it is focally continuous with Aβ in the ECSs of the
surrounding brain tissue. Deposition of Aβ is seen within the walls of cortical arteri-
oles, and in leptomeningeal arteries (6). As amyloid deposition increases, smooth
muscle cells disappear from the artery walls, the vessel wall is weakened, aneurysms
form, and hemorrhage occurs, as a direct complication of CAA. In the meninges, it is
mostly the smaller arteries that show deposition of histologically stainable Aβ in the
adventitial PVSs, and within the media. Nevertheless, biochemical studies have shown
that Aβ is present in the walls of large arteries, such as the middle cerebral and basilar
arteries, even in individuals as young as 30 yr of age (49); this supports the concept
that perivascular pathways are the natural route for the drainage of Aβ throughout life.
As yet, the ultimate destination of interstitial fluid draining from the brain along
perivascular pathways, is unknown, and the amount draining to cervical lymph nodes
is similarly unquantified.

Further evidence that CAA results from the deposition of amyloid in perivascular
interstitial fluid drainage pathways is derived from the study of transgenic mice, in
which the transgene is a mutation in the amyloid precursor protein gene, and the pro-
moter is restricted to the brain. In such mice, plaques of amyloid form in the brain
parenchyma, as in AD, and there is a heavy involvement of blood vessels, both within
the brain and within the leptomeninges by CAA (50).

7. CONCLUSIONS

The physiology of cerebrospinal fluid production and drainage has received much
attention for many years, in contrast to the relative lack of interest in the production
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and drainage of interstitial fluid from the brain. Studies in experimental animal and
human brains, nevertheless, reveal mounting evidence for selective interstitial fluid
drainage pathways, particularly in the human brain. This has implications both in health
and disease. A combination of experimental studies in animals and the pathoanatomical
observations in human enhances progress in the study of interstitial fluid drainage path-
ways, as long as the anatomical, and possibly the physiological, differences between
human and smaller mammals are taken into account. Recognition that drainage of
interstitial fluid and Ags from the brain to regional lymph nodes in man may play a role
in the induction and regulation of immunological diseases, such as multiple sclerosis,
may lead to reorientation of therapeutic strategies. Similarly, the relationship between
drainage of amyloid peptides along perivascular pathways and the pathogenesis of AD
and other dementias, may stimulate research into the enhancement of interstitial fluid
drainage for the therapy or prevention of these devastating diseases.
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The Blood–Brain Barrier

Richard F. Keep

1. INTRODUCTION

The main function of the cardiovascular system is the exchange of solutes between
blood and tissue interstitial space. Thus, blood is the source of oxygen (O2) and nutri-
ents such as glucose (GLU) for the tissue, and the mechanism by which waste products,
such as carbon dioxide (CO2), are removed from tissue. The site of such exchange is
the capillary. In most tissues of the body, plasma solutes (except plasma proteins) freely
diffuse across or between the capillary endothelial cells (ECs). In such tissues, the
stability of the tissue microenvironment (the interstitial fluid [ISF]) depends chiefly on
the stability of plasma composition. In the case of the brain, stability of the microenvi-
ronment is essential for normal brain function, and the cerebral capillaries (with the
exception of certain specialized regions: see Chapter 12) are structurally and function-
ally different from other capillaries, forming what is known as the blood–brain barrier
(BBB). The cerebral capillary ECs are linked by tight junctions and form a diffusion
barrier to the entry of many compounds from blood to brain. However, the cerebral
capillaries are not just a passive barrier: There are many different transport processes at
the cerebral capillaries to facilitate the movement of nutrients into brain, and to control
the brain microenvironment. They also serve as an enzymatic barrier to the movement
of compounds between blood and brain via degradation of unwanted compounds.

The cerebral capillaries are not the only tissues involved in regulating the passage of
compounds between blood and brain. There is no barrier tissue between cerebrospinal
fluid (CSF) and brain, and, therefore, compounds that enter CSF via choroid plexus or
arachnoid membrane (the sites of the blood–CSF barrier; see Chapter 10) are free to
diffuse into brain. Thus, control of the brain microenvironment involves regulation of
exchange at both BBB and blood–CSF barrier (see Chapter 10). However, unlike for
the choroid plexuses and arachnoid membrane, all the cells of the brain are within
about 100 µm of a cerebral capillary. This difference in proximity may be important
in determining the relative roles of these different tissues in controlling the brain
microenvironment.

An understanding of the BBB (in concert with other cell types) is important in
providing an insight into how the composition of the brain microenvironment is nor-
mally controlled, and how this may be altered in various pathophysiological situations.
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It is also an important therapeutic consideration, since the presence of a BBB often
limits the penetration of therapeutic agents into the brain ISF extracellular space (ECS).

The overall purpose of this chapter is to provide insight into the role of the BBB in
controlling the composition of the brain ISF, i.e., the neuronal microenvironment. One
of the factors limiting understanding is the relative inacessibility of the interstitial space.
In this chapter, therefore, inferences are sometimes made concerning the brain ISF
from measurements of CSF. There is (at least in the adult) little barrier to diffusion
between those two compartments, but there are potential pitfalls in such inferences.

2. BARRIER FUNCTIONS: OVERVIEW

The purpose of this subheading is to give an overview of the barrier functions of the
cerebral ECs. More details on each type of barrier function are given in later subheadings.

2.1. Physical

The existence of a barrier between blood and brain was first suggested because
intravenous administration of vital dyes resulted in staining of most tissues, but not the
brain (1). The classic studies of Reese and Karnovsky (2) and Brightman and Reese (3)

demonstrated that this barrier is caused by the ECs of the cerebral capillaries, which,
unlike ECs in other tissues, are linked by tight junctions. Those junctions limit the
paracellular passage of compounds between blood and brain (Fig. 1). Electron micro-

Fig. 1. Schematic of the structural elements of the cerebral capillary. The cerebral capillar-
ies are composed of ECs and pericytes. The latter are enclosed in the same basement membrane
as the EC. The ECs are linked by tight junctions (TJ). This, along with the paucity of vesicles
and the absence of fenestrations, results in the diffusion barrier to the migration of solutes
between blood and brain (the BBB). This is demonstrated in the inset, which depicts the classic
electron microscope experiments of Brightman and Reese (3), in which the passage of intravas-
cularly injected lanthanum between two ECs is blocked at the level of the tight junction (the
electron-dense lanthanum does not pass into the ISF).



Blood–Brain Barrier 279

scopic studies also indicate that the ECs of the BBB have relatively few pinocytotic
vesicles, compared to other endothelia, suggesting that the passage of large-mol-wt
compounds by a vesicular pathway is also limited at the BBB (2). The ECs that form
the BBB also lack the fenestrations found in high-permeability capillaries.

Around the abluminal membrane of the ECs (and enclosed by the endothelial base-
ment membrane), there are sporadic pericytes (Fig. 1). These, along with the astrocyte
endfeet that almost completely encircle the cerebral capillaries, do not form a physical
barrier to the diffusion of substances from blood-to-brain ISF, although they have other
important functions.

2.2. Diffusion and Transport Across EC

The absence of significant paracellular flux across the BBB raises questions as to
how nutrients enter brain from blood, and how waste products generated by the brain
are cleared to blood. Some compounds, e.g., O2 and CO2, can readily diffuse across the
EC. For such compounds, the rate of diffusion is closely linked to their lipid solubility
(Fig. 2), with compounds with a high lipid solubility (usually assessed as their
octanol:water partition coefficient) having a higher permeability. However, this does
not apply to all compounds. There are many compounds with an entry rate much greater
than that expected by lipid solubility, including D-GLU and L-amino acids and these

Fig. 2. The relation between lipid solubility and the brain uptake of different compounds.
Allowing for differences in molecular weight (MW), there is a good relation between lipid
solubility (as assessed by the octanol–water partition coefficient) and brain uptake for a num-
ber of compounds (filled circles). However, some compounds either fall above (e.g., D-GLU
and L-leucine) or below (e.g., vinblastine and vincristine) this relationship, because of carrier-
mediated transport into and out of the brain, respectively. The data are from refs. 144–147.
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compounds have specific transporters mediating blood-to-brain transport (see Subhead-
ing 4.). There is a second group of compounds, such as vinblastine and vincristine,
with an entry rate much less than that expected by lipid solubility. That group, which
includes a number of xenobiotics, have specific transporters mediating brain-to-blood
(or at least EC–blood) transport (see Subheading 8.).

2.3. Metabolic

The ECs that form the BBB may also form a metabolic barrier to the entry of com-
pounds from blood to brain. Thus, the BBB possesses many enzymes that may prevent
the entry of compounds via degradation. Alternately, they may chemically modify com-
pounds, so that they are substrates for efflux mechanisms that transport compounds
from the endothelium to blood. It should be noted, however, that it is not always evi-
dent whether the enzymes involved in these two types of processes are protective for
the brain as a whole, or just the EC itself.

3. BARRIER INTEGRITY

3.1. Physiology

As described above, the BBB is formed by the cerebral capillary EC and the tight
junctions (zona occludens) that link them. The resultant barrier has a high electrical
resistance. In vivo measurements of 3000 Ω/cm2 have been recorded (4); there are
indications that the barrier may be even tighter (8000 Ω/cm2 [5]).

Much work has centered on determining the components of tight junctions at the
molecular level (6,7). A number of proteins appear to be integral to tight junction
function (the claudins, occludin, and perhaps JAM); others appear to have a periph-
eral role (such as ZO-1, -2, and -3; cinguilin, 7H6, Rab3B, symplekin, AF-6, and ASIP).
A model of tight junction structure and the relationship between these proteins, is given
in Fig. 3. The complexity of this tight junction structure, as well as their association
with signaling molecules (such as the G proteins, Gα0 and Gαi2, and the protein kinase
C isotypes, PKCζ and PKCλ [6]), suggests that permeability may be regulated by a
number of factors. At the BBB, there is evidence that a number of mediators may
indeed modulate paracellular permeability in vivo, including histamine, serotonin and
bradykinin (4,8,9). The physiological significance of such changes, in terms of fluid or
solute flux across the BBB, has not been fully elucidated, although such changes may
have a pathophysiological role and have practical importance in terms of drug delivery
to the brain (see below).

A number of groups have also examined regulation of the permeability of brain
microvessel endothelial monolayers in vitro. Culture of brain microvessel ECs alone,
or culture of immortalized brain microvessel ECs (e.g., RBE4 cells), results in mono-
layers with a low resistance (the different in vitro systems are reviewed in ref. 10).
Co-culture of such ECs with astrocytes results in monolayers with higher resistances,
although these are still far less than those that occur in vivo (11,12). Given the under-
standing that these cultures do not fully express all BBB features (13,14), and that they
might even express characteristics not found in the BBB in vivo, these cultures have
been useful in examining the potential regulators of BBB permeability, and particu-
larly the cellular mechanisms involved. Thus, for example, increasing EC cyclic
adenosine monophosphate levels causes them to form a higher electrical resistance
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monolayer (15); a variety of agents that induce a rise in intracellular calcium (Ca)
cause a fall in resistance (16).

3.2. Pathophysiology

Alterations in BBB integrity occur in many disease states, such as brain tumors,
traumatic brain injury, cerebral hemorrhage, ischemic brain damage, meningitis, and
hypertension (17). As discussed in the overview, the physical barrier to diffusion at the
BBB reflects the tight junctions linking the ECs, the absence of open interendothelial
clefts, the lack of fenestrations, and the paucity of vesicles. The cause of the decreased
BBB integrity differs between the different disease states, and, in the case of brain
tumors, can even vary within a single tumor. Tumor vasculature may lack tight junc-
tions or have wide interendothelial clefts, fenestrations, and numerous vesicles, resulting
in markedly enhanced penetration of substances from blood to tissue (18). In ischemic
brain damage, there may be a more subtle loss of integrity. Thus, the permeability of
the BBB to a nontransported amino acid, α-aminoisobutyric acid (AIB), may only
increase 2–3-fold following focal cerebral ischemia (19); in rats bearing W256 and C6
gliomas, it increases 8- and 22-fold, respectively (20). In focal cerebral ischemia, BBB
disruption appears to occur via alteration in tight junction function (21).

Fig. 3. A model of some of the proteins involved in tight junction structure. Claudins,
occludins, and JAM are transmembrane proteins that appear to be integral to tight junction
function (6,7). ZO-1, ZO-2, and ZO-3 bind to occludins, and probably claudins. ZO-1 binds to
both ZO-2 and ZO-3 to form heterodimers. In addition, ZO-1 and ZO-2 bind to actin filaments,
and, thus, for the link between the tight junction and the cytoskeleton. Not shown are a number
of proteins associated with tight junctions, and potentially their regulation, such as cinguilin,
7H6, Rab3B, symplekin, AF-6, and ASIP.
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One consequence of a loss of BBB integrity is an increased movement of fluid
from blood, so-called “vasogenic” brain edema (22). Because of the brain is enclosed
in the skull, such edema can lead to increased intracranial pressure and, potentially,
brain herniation. A loss of BBB integrity may also lead to an increased entry of
potentially neurotoxic compounds from blood to brain, which may further exacer-
bate the brain injury. Dexamethasone has been used as a treatment for vasogenic
edema formation. Particularly in some brain tumors, it reduces both permeability of
the tumor vasculature and edema (23,24). Its mechanism of action is still not well-
understood.

Although alterations in BBB integrity are a complication in many disease states,
there are situations when a disruption of the BBB is a desired therapeutic outcome,
since it may enable a greater entry of therapeutic agents into brain. Two major methods
have been used to disrupt the BBB. The first is hyperosmotic opening, in which a bolus
of hyperosmotic solution is injected into the carotid artery. This is thought to shrink the
ECs of the BBB, causing a disruption in their linking tight junctions (25). The second
method is via activation of endothelial receptors that may modify junctional structure.
The best-studied of these systems is the bradykinin B2 receptor, with a number of stud-
ies indicating that the agonist, RMP-7 (Cereport), can increase BBB permeability (26).
That effect is particularly pronounced in tumor vasculature, but RMP-7 also has effects
on the normal BBB.

4. NUTRIENT TRANSPORT

4.1. Physiology

Brain function is dependent on the entry of nutrients from blood to the brain ISF.
Although some nutrients can cross the BBB by diffusion (e.g., O2) the physical charac-
teristics of others (e.g., GLU and amino acids) are such that they do not readily diffuse
across endothelial plasma membranes and diffusion via the paracellular pathway is
precluded by the tight junctions. For these latter compounds, there are an array of trans-
port systems, some of which are listed in Table 1.

There are high rates of entry of GLU, mediated by the GLU transporter, GLUT1
(27). GLU is the primary energy substrate for the brain, and accounts for almost all the
O2 consumption of the brain. GLUT1 is a facilitative transporter, and, therefore, it does
not specifically transport GLU in one direction, but merely facilitates the movement of
GLU down its concentration gradient. It is present on both the luminal (blood-facing)
and abluminal (brain-facing membrane). GLUT1 is stereoselective, transporting D- but
not L-GLU (the latter only penetrates the brain very slowly; see Fig. 2).

Although GLU is the main energy substrate for the adult brain, lactate and ketone
bodies are an important energy source prior to weaning. There is a specific transporter
at the BBB for transporting monocarboxylic acids (including ketone bodies, lactate,
acetate, and pyruvate). That transporter, MCT1, is present at very high levels in the
BBB of neonates, but is still present in substantial amounts at the adult BBB (28). Like
GLUT1, MCT1 is present on both the luminal and abluminal membrane of the BBB.
However, unlike GLUT1, MCT1 is proton-dependent, and, thus, the direction of
monocarboxylate transport is dependent on the hydrogen ion gradient across each
membrane (29).
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Large, neutral amino acids are also transported from blood to brain rapidly via the
System L amino acid transporter (30); see Fig. 4 summary of amino acid transport at
the BBB). This transporter, LAT1, was recently cloned (31), and is selectively
expressed at the BBB, compared to other tissues (32). It transports a wide range of
substrates (such as phenylalanine [Phe], leucine, tyrosine, isoleucine, valine, tryp-
tophan, methionine, and histidine). These include essential amino acids that cannot
be synthesized by the brain. Like GLUT1, it is a facilitative transporter, as is another
amino acid transporter, System y+, which transports cationic amino acids (such as
lysine, arginine, and ornithine) between blood and brain. Three cationic amino acid
transporters have been cloned (CAT1, CAT2, CAT3), and the BBB System y+ appears
to be CAT1 (30). Recently, it has been shown that a major portion of blood to brain
glutamine (Gln) transport is mediated by System N amino acid transport (33). This
transporter was named “System N,” because its naturally occurring substrates (Gln,
histidine, and asparagine) have a nitrogen in their side chains (34). It has recently
been cloned (SN1) (35). Unlike System L and y+, System N amino acid transport is
Na+-dependent. Because of the high concentration of Gln in plasma, System N-medi-
ated transport may represent a substantial portion of total amino acid flux into brain.
Compared to System L, System y+, and System N substrates, many other amino acids
have a very low uptake from blood to brain, and are actually the subject of active
efflux from brain to blood (e.g., substrates for System A amino acid transport; see

Subheading 8.).
There are other blood to brain transporters for other metabolic substrates (36). Their

transport rate is less than those described above, but they may be vital for brain func-
tion. Thus, there is a blood–brain choline transporter. Since choline is not synthesized
by the brain, choline transport is hypothesized as a regulator of acetylcholine forma-
tion in the brain (37). The BBB also transports purines, nucleosides, and saturated fatty
acids from blood to brain. It also transports vitamins and cofactors necessary for
metabolism.

Table 1
Blood-to-Brain Transporters for Metabolic Substrates at BBB

Transport system Mediator Typical substrates

Hexose GLUT1 GLU
Monocarboxylic acid MCT1 Lactate; ketone bodies
Large neutral amino acid (System L) LAT1 Phe, leucine
Basic amino acid (System y+) CAT1 Lysine, arginine
Acidic amino acid (System X–) Glu, aspartate
System N SN1 (?) Gln, histidine
β-amino acid Taurine, β-alanine
Amine Choline
Purine Adenine
Nucleoside Adenosine
Saturated fatty acid Octanoate

Cloned transporters are listed under Mediator.
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4.2. Pathophysiology

As yet, relatively few disease states have been identified that result from changes
in BBB nutrient transporters. This may reflect the importance of such systems, which
could lead to genetic mutations in such transporters being lethal in utero. However,
recent efforts in the cloning of different transporters may provide insights into
whether subtle modifications in transporter function might lead to alterations in brain
function.

Fig. 4. Polarity in the distribution of amino acid transporters at the BBB. Amino acid trans-
porters are either facilitative (shown with bidirectional arrows, e.g., System L) or Na+-depen-
dent (filled symbols and unidirectional arrows, e.g., System A). Some transporters are present
on both the luminal and abluminal (e.g., System L); others are totally polarized to one mem-
brane (e.g., System A); and yet others may be predominantly on one membrane (e.g., System
β). For acidic amino acids, there may be a Na+-independent transporter on the luminal
membrane and a Na+-dependent transporter on the abluminal membrane. For System N, there
is in vivo evidence for a luminal distribution and in vitro evidence for an abluminal distribu-
tion (33,120).
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Three disease states that are associated with alterations in BBB nutrient transport are
GLU transporter protein syndrome, hepatic encephalopathy, and phenylketonuria
(PKU). In GLU transporter protein syndrome, there are partial defects in GLUT1-
mediated GLU transport, with, as yet, two identified causes: GLUT1 hemizygosity,
and a truncated GLUT-1 protein, because of nonsense mutations (38,39). This rare
syndrome is associated with infantile seizures, developmental delay, and acquired
microcephaly.

One of the effects of liver failure is a deterioration in brain function, known as
“hepatic encephalopathy.” The probable underlying cause is a rise in plasma and, thus,
brain ammonia concentrations (40) and a build-up in brain Gln, because of the conver-
sion of ammonia and glutamate (Glu) to Gln (41). Hepatic encephalopathy is associ-
ated with marked increases in the brain concentrations of amino acids transported by
System L (42,43), and it has been suggested (40) that those changes may result in a
derangement of neurotransmitter concentrations in the brain.

In PKU, there are high levels of Phe in plasma (primarily because of a partial defi-
ciency in the enzyme, Phe hydroxylase). Phe is one of a number of structurally related
amino acids that competes for transport by the large neutral (System L) amino acid
transporter and high levels of Phe result in a reduction in the brain uptake of other
essential amino acids (44).

The presence of specific nutrient transporters at the BBB has importance for drug
delivery to the brain. For example, dopamine does not cross the BBB, but L-DOPA, a
precursor of dopamine, is a substrate for the L-system amino acid transporter (45).
Thus, to increase brain dopamine concentrations in patients with Parkinson’s disease,
L-DOPA, rather than dopamine is administered. Investigators have also modified the
structure of therapeutic agents, in order to gain affinity for BBB transport systems.
Thus, melphalan, an anticancer agent, has limited BBB permeability, but modifica-
tions to the side chains of this compound can result in greatly enhanced transport by the
L-system amino acid transporter (46). Others have used alternative approaches to tar-
get BBB transport systems. For example, antibodies have been raised against the trans-
ferrin receptor involved in vesicular-mediated iron transport across the BBB. By linking
therapeutic agents to those antibodies, that vesicular system can be used as a vector to
transport the therapeutic agent across the BBB (47).

The use of such techniques may not only increase blood–brain transport, but they
may also provide some targeting for brain. For, although there may be no transporters
that are specific for the BBB alone, it is possible that the BBB may express higher
levels of those transporters than other tissues.

5. ION REGULATION AND FLUID MOVEMENT

5.1. Physiology

It has long been known that Ca and potassium (K) concentrations in CSF are tightly
regulated, with either marked increases or decreases in plasma concentration having
little effect on CSF composition (48; Fig. 5). This work has since been extended to
demonstrate that both the total brain content and the brain interstitial concentration of
these two ions are also tightly regulated (e.g., 48–51; Fig. 5). This is the case for both
acute and chronic changes in plasma composition (e.g., 52).
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Astrocytes have a important role in brain ISF K regulation during neuronal activa-
tion, through sequestration of released K+ and spatial buffering (53,54). However,
astrocytes alone do not account for brain K regulation during chronic changes in plasma
composition, since there is regulation of total brain K+ content, as well as ISF K+ con-
centration ([K+]), suggesting that the total amount of K+ in the astrocytic compartment
is not changing.

Before discussing the mechanisms by which K+ and Ca2+ may be regulated by dif-
ferent transporters at the BBB, it should be noted that the permeabilities of these two
ions (and Na+ and Cl–) at the BBB is low (Table 2). Thus, the turnover of these ions in
the brain is very slow, and this means that acute changes in plasma composition take
time to be reflected in brain ISF composition, even without compensatory alterations in
BBB transport. This is important in situations in which there may be acute changes in
plasma composition, which are quickly corrected. For example, there may be short-
term elevations in plasma K+ concentration during strenuous exercise (55).

The absence of changes in total brain K+ or Ca2+ content during chronic perturba-
tions in plasma composition implies that there is regulation of the flux of these two
ions. Thus, for example, during plasma hyperkalemia, brain K+ content could be kept
constant either by maintaining a constant influx of K+ from blood to brain, in the face
of an increase in plasma concentration, or by increasing efflux from brain to blood, or
a combination of the two. For chronic changes in plasma [K+] and [Ca2+], there is
evidence that there is regulation of influx (48,52,56); for acute changes in plasma [K+],
efflux appears to be the regulated parameter (51).

Na+/K+-ATPase has a polarized distribution at the BBB, with a predominant
abluminal membrane distribution (57,58). That abluminal Na+/K+-ATPase, which
transports K+ from the ISF to the EC, may be involved in the upregulation of K+ clear-
ance during acute hyperkalemia, or increases in ISF [K+] (51,59). Some histochemical

Fig. 5. Relation between plasma and CSF or ISF K concentration ([K+]) in the rat (49).
During acute hyperkalemia, increases in plasma [K+] do not produce corresponding increases
in CSF or ISF plasma [K+].
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and physiological studies (58,60,61) have suggested that there is some luminal Na+/K+-
ATPase, and findings by Zlokovic et al. (62) indicate that multiple isoforms of Na+/K+-
ATPase are present in isolated cerebral microvessels (α1, α2, α3, β1, and β2 subunits all
being present). This indicates the possibility that different isoforms might be present
on the luminal and abluminal membranes of the BBB. The amount of one of these
isoforms (α3) is decreased in brain microvessels isolated from chronically hyperkalemic
rat (63). Such a downregulation could participate in maintaining K+ influx constant,
if α3 has a luminal distribution. In a similar fashion, the amount of plasma membrane
Ca2+-ATPase is increased in brain microvessels isolated from chronically hypocalce-
mic rats (63). Such upregulation may participate in ISF Ca2+ regulation, if it reflects an
upregulation in luminal plasma membrane Ca2+-ATPase.

There is less information on the role of the BBB in buffering changes in brain ISF ion
concentrations. There is a clearance of K+ from the brain during ischemic brain damage
(see below), but the extent to which there might be a clearance of K+ across the BBB
during normal neuronal release is much less certain. It has been suggested (64), however,
that spatial buffering of K+ by astrocytes results in the release of K+ by glial endfeet that
encircle the cerebral capillaries, and that the ECs then transport that K+ to blood (64).

K and Ca are not the only two ions that are regulated in the brain interstitial space.
Both Mg2+ and H+ concentrations are also regulated during fluctuations in plasma com-
position (48). However, in the case of H+, that regulation depends on the form of the
acidosis/alkalosis. Brain ISF/CSF H+ concentration is regulated during metabolic aci-
dosis/alkalosis, but there is little regulation during respiratory acidosis/alkalosis, since
CO2 can readily diffuse between blood and brain. Respiratory-induced changes in brain
pH affect the respiratory centers of the brainstem that normally correct the respiratory
acidosis/alkalosis.

Unlike with the other ions described above, alterations in plasma Na+ and Cl– con-
centration result in almost equal changes in the concentration of these ions in CSF and
brain ISF (65). This reflects the fact that the brain appears incapable of maintaining an
osmotic gradient between itself and blood. Na and Cl are by far the major osmolytes
(~90%) in brain ISF, and maintaining these ion concentrations constant, during changes
in plasma composition, would necessitate maintaining an osmotic gradient.

Although changes in plasma osmolality result in similar changes in brain osmolal-
ity, there is a time lag before the brain reaches osmotic equilibrium (65; Fig. 6). This

Table 2
BBB Permeabilities and Fluxes for Na+, K+, Ca2+, and Cl–

Ion PS product (µL/g/min) Flux (nmol/g/min) Turnover (%/h)

Na+ 1.2–2.5 170–350 ~35
K+   3–12 12–48   ~2
Ca2+ 0.3–0.6 0.6–1.2   ~6
Cl– 0.8–1.3   80–130 ~20

Permeability surface area (PS) product values are from a variety of sources (5,52,68,80,81,149,150).
The flux data assume plasma concentrations for Na+, K+, Ca2+, and Cl– of 140, 4, 2, and 100 mM, respec-
tively. The turnover rate is the percentage of total brain content that will be replaced by BBB ion transport/h,
assuming that the brain ion contents for Na+, K+, Ca2+, and Cl– are 43, 96, 1, and 30 µmol/g wet wt,
respectively.
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reflects the fact that the BBB has a low hydraulic conductivity (the rate at which water
moves in response to a hydrostatic or osmotic gradient). Transient changes in blood
osmolality may, therefore, not be fully reflected in brain osmolality.

The brain also volume-regulates. Thus, during acute hyperosmotic stress, the brain
only loses half the water expected for a perfect osmometer, i.e., a tissue in which
osmotic equilibrium is only achieved by the movement of water (66). This acute vol-
ume regulation results from a net uptake of ions into brain, primarily Na+ and Cl– (66).
This uptake comes partly from CSF, as a result of the hydrostatic gradients established
during the hyperosmotic stress (67). However, there are also alterations in BBB ion
transport with an increase in the unidirectional influx of Na+ from blood and a marked
increase in the unidirectional influx of K+ (68).

The specific transporters involved in these changes in ion flux during osmotic stress
have not been identified, nor has the question of whether these ion fluxes are directly
linked to water movement been answered. One transporter that may be involved is Na+/K+-
ATPase. The polarized distribution of Na+/K+-ATPase at the cerebral ECs is similar to
the distribution found at the choroid plexus epithelium, where Na+/K+-ATPase is only
found on the apical (CSF-facing) membrane (69). That epithelial Na+/K+-ATPase is
thought to be involved in CSF secretion, raising the possibility that the abluminal
Na+/K+-ATPase of the cerebral capillaries might secrete ISF (70,71), and that this
might be increased during hyperosmotic stress. The concept of ISF secretion by the BBB
is supported by findings (72) that choroid plexus removal reduces, but does not elimi-
nate, CSF production, and that there is a normal flow of fluid from ISF to CSF (73,74).

There is a second phase of brain volume regulation that is involved in returning
brain volume toward normal. This generally involves changes in organic osmolytes.
Thus, for example, during prolonged hypo-osmotic stress, there is a gradual loss of
total brain taurine (75). Because taurine metabolism in the brain is limited (76), this
suggests that taurine is being cleared from the brain at either the BBB or blood–CSF
barrier, or both. There are taurine transporters at both sites (the β-amino acid trans-

Fig. 6. The effect of acute hyperosmotic stress on CSF osmolality in the rat (Keep, unpublished
observations). There is a time lag before CSF comes back into osmotic equilibrium with plasma,
after an acute rise in plasma osmolality (see dashed line). The hyperosmolality was induced
by an intraperitoneal injection of 2 M NaCl (2 mL/100 g). Values are means ± SE, n = 4 – 8.
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porter), which are important in maintaining the concentration of taurine low in CSF
and the brain interstitial space (77,78). During hypo-osmotic stress, brain parenchymal
cells lose taurine, resulting in a build-up in the taurine concentration in the ISF (79).
Whether the barrier transporters respond passively to those changes in extracellular
taurine concentration, or whether there is an active upregulation of taurine transport,
has not been examined.

Although total brain volume regulation must involve movements of water and
osmolytes between blood and brain, it should be noted that there may be a redistribu-
tion of water and osmolytes between the different compartments of the brain. This has
already been referred to in terms of movements of CSF into brain during hyperosmotic
stress, but there is also a redistribution between the brain interstitial and intracellular
spaces, with a disproportionate amount of brain shrinkage during hyperosmotic stress
occurring in the interstitial space, i.e., cellular volume is relatively spared (65).

The above description has focused on the role of the BBB in brain ion and volume
regulation. Some of the ion transporters may also be involved in EC ion homeostasis.
Thus, for example, EC Ca2+-ATPase and Na+/Ca2+ exchange could be involved in brain
Ca2+ homeostasis, but they may also be involved in maintaining the constant EC Ca2+

concentration that is important for the maintenance of BBB integrity (16).
Table 3 summarizes some of the available data on the ion transporters and ion chan-

nels at the BBB, and also gives some of their proposed functions. It does not cover the

Table 3
Ion Transporters and Channels at BBB

Transport system Proposed functions

Na+/K+-ATPase (multiple isoforms) Transendothelial Na+ and K+ transport, ISF secretion,
EC ion regulation, Na+ gradient
for secondary active transporta,b,d,e

Na+/H+ exchange Brain and endothelial pH regulation, ISF secretiona

Na+/Ca2+ exchange Transendothelial Ca2+ transport, EC Ca2+ regulationb

Na+/K+/Cl– cotransport Endothelial and brain volume regulationb,e

Ca2+-ATPase Transendothelial Ca2+ transport, EC Ca2+ regulationd,e

Cl-/HCO3
–-exchange Brain and endothelial pH regulation, ISF secretiona

H+-ATPase pH regulation of EC compartmentse

Nonselective amiloride-sensitive ISF secretion, brain K+ regulation,
cation channel endothelial Ca2+ regulationa,c

Inward rectifying K+ channel Brain K+ regulation, endothelial K+,
and membrane potential regulationc

K+(ATP) channel K+ regulation during ischemiac

Ca2+-activated K+ channel(s) Brain K+ regulation, endothelial K+,
and membrane potential regulationc

Stretch-activated nonselective Endothelial and brain volume regulation,
cation channel endothelial Ca2+ regulationc

Ca2+/ATP sensitive nonselective Ion regulation during ischemia,
cation channel endothelial Ca2+ regulationc

Evidence from refs. 151–154. Evidence is from ain vivo transport, bin vitro transport, cin vitro patch
clamp, dimmunohistochemistry, or eWestern blots. For transporters/channels shown in italics, there is some
conflicting evidence on their presence.
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important topic of the transport of trace metals (e.g., zinc and ion; this is reviewed in
ref. 80).

5.2. Pathophysiology

In Subheading 3., vasogenic brain edema formation was discussed in relation to
BBB disruption. There are, however, many forms of disease or brain injury that cause
brain edema in the absence of BBB disruption. Klatzo (22) termed such edema
“cytotoxic,” reflecting that it occurs in states in which parenchymal cells are damaged.
Even in such forms of edema, however, water and osmolytes (since the brain is in
osmotic equilibrium with blood) must come from plasma, i.e., across the BBB. This
raises the question of how injury to parenchymal cells causes such a net movement of
fluid across the intact BBB. The ensuing discussion focuses on this question (which is
still being debated), with reference to the brain edema formation that follows focal
cerebral ischemia where a large portion of edema formation occurs prior to BBB
disruption (19).

During parenchymal cell injury, such as occurs in cerebral ischemia, there is a redis-
tribution of ions between the intracellular space and the ISF. Thus, Na+ moves into and
K+ out of the intracellular space as normal cellular ion gradients are not be maintained.
The former tends to exceed the latter, and the cells also swell. The movement of Na+

and K+ results in an increase in extracellular K+ concentration (concentrations rise from
3 to 30 mM in focal cerebral ischemia) (81) and, presumably, a decrease in ISF Na+

concentration. This produces a concentration gradient for Na+ to move into the brain
from blood. There is also a concentration that would move K+ from brain ISF to blood.
However, during focal cerebral ischemia, the movement of Na+ into brain exceeds the
movement of K+ out of the brain, i.e., there is a net gain in brain cations (82). That gain
in cations is roughly matched by a gain in Cl–, and, since brain and blood are basically
in osmotic equilibrium, a gain in brain water (82; and see an example in Fig. 7). If this
scenario is the cause of ischemic brain edema, a fundamental question is, why does the
movement of Na+ into brain exceed the movement of K+ out. As described above, there
are a number of potential ion transporters and channels involved in ion movement at
the BBB. This difference in the rate of Na+ and K+ movement may reflect how those
transporters respond to changes in ISF composition. The gain in brain Na+ content
during focal cerebral ischemia exceeds the K loss by about 3:2, a ratio that has led to
the suggestion that the abluminal BBB Na+/K+-ATPase may play a crucial role in
determining the net movement of these ions (83).

One disease state that results in an increase in brain water content is hydrocephalus,
a disease that is almost always caused by an obstruction in the CSF drainage pathway
(84). If, as discussed above, ISF is secreted by the BBB, an obstruction to the ISF
drainage pathway may lead to edema formation, and it is possible that this may occur
during cerebral ischemia, since parenchymal cells swell, resulting in a reduction in the
volume of the interstitial space (85,86).

Ion transporters at the BBB have a role in brain ion homeostasis. However, there are,
as yet, no known genetic mutations in those ion transporters that alter brain function.
Possibly, such mutations would be lethal, or have a more profound effect on another
tissue (e.g., kidney) masking an brain effect.



Blood–Brain Barrier 291

6. HORMONE TRANSPORT

6.1. Physiology

A number of hormones that are secreted in the periphery (e.g., leptin, insulin, and
vasopressin) have a site of action in the brain. This subheading concentrates on leptin
as an example of such hormone transport from blood to the brain ISF. Leptin is secreted
by adipose tissue, but has its main site of action as a satiety signal in the hypothalamus
(87). Mutant obese mice (ob/ob) do not produce leptin, and have marked increases in
body fat, as well as being hyperglycemic, hyperinsulinemic, and hypothermic (87).
Because leptin and other hormones would not generally be expected to cross the BBB
by passive diffusion (leptin is a 16-kDa polypeptide), there must be transport systems
for those hormones. In the case of leptin, saturable transport from blood has been iden-
tified at both the BBB and blood–CSF barrier (88–90). Indeed, a leptin receptor was
first cloned from the choroid plexus (88). Unlike the hypothalamic receptor (91,92),
the choroid plexus and BBB leptin receptors are not linked to a cytoplasmic signaling
cascade, but appear to be solely involved in transport (89). Bypassing the BBB and
blood–CSF barrier by direct intracerebroventricular administration of leptin, results in
marked reductions in feeding and body wt at much lower doses than are required sys-
temically (93,94).

Leptin transport into brain via the BBB and blood–CSF barrier is regulated. Thus,
feeding rats a high-fat diet results in an upregulation in the mRNA for the BBB
leptin receptor and the amount of the protein (95). Thus, potentially, obesity may not
only increase the amount of circulating leptin, but also the transport of that leptin to
brain.

Fig. 7. Brain ion and water contents 24 h after focal cerebral ischemia induced by middle-
cerebral artery occlusion in the rat (Keep, Betz, Ren, and Beer, unpublished observations).
Focal cerebral ischemia is associated with an increase in brain Na+ content and a decrease brain
K+ content. The former exceeds the latter, and this difference (along with a concomitant
increase in brain Cl) may be the cause of the profound increase in brain water content (edema)
that occurs following cerebral ischemia. Values are means ± SE, n = 6.
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6.2. Pathophysiology

The study of the effects of leptin on body wt has been greatly aided by the availabil-
ity of mice and rats that either have mutations in the gene encoding for leptin (the ob/ob
mice [87]) or the leptin receptor (e.g., the db/db mice and the Zucker and Koletsky rats
[96–98]). These animals are overweight. For animals with a mutation in the leptin
gene, obesity can be corrected by systemic or intracerebroventricular administration of
leptin (99). Most animals lacking the leptin receptors (the different receptors are differ-
ent splice variants of one gene [96]) are unresponsive to leptin administration (96), an
exception is the New Zealand Obese (NZO) mouse, which is responsive to intra-
cerebroventricular, but not subcutaneous, administration of leptin (100). This suggests
that the obesity in this latter strain of mice results from defective blood-to-brain leptin
transport.

In humans, there are few known cases of obesity that are caused by a mutation in the
leptin gene, and it appears that the circulating levels of leptin in the obese population
are appropriate for their body wt (101). This focuses attention on the concept of leptin
resistance; i.e., the failure of an appropriate level of leptin to produce an appropriate
response (101). Such resistance could result from alterations in the signaling cascade
initiated by the long form of the leptin receptor, or it could result from changes
in blood-to-brain leptin transport, an extreme version of which would be the NZO
mouse (Fig. 8).

7. CELL TRAFFICKING

This topic is dealt with in Chapter 15 and, therefore, is not covered here, apart from
a few comments. Under normal circumstances, there is little trafficking of cells across
the BBB. Such trafficking is important, however, in a number of disease states, includ-
ing multiple sclerosis, and in brain injury, when an influx of neutrophils and mono-
cytes may contribute to the progression of the injury. The cerebral endothelium is not a
passive participant in this process. The adhesion of neutrophils to the endothelium
requires the expression of adhesion molecules on both the infiltrating cell and the
endothelium; migration across the endothelium appears to involve rearrangement of
the cytoskeleton of both the infiltrating cell and the EC. Thus, modification of cerebral
EC function is a therapeutic target in such diseases.

8. EFFLUX (BRAIN-TO-BLOOD) TRANSPORT MECHANISMS

8.1. Physiology

As described in the overview, a number of compounds with high lipid solubility do
not have the expected high rate of uptake into brain from blood. Thus, for example,
vinblastine and vincristine have permeability surface area products 2–3 orders of mag-
nitude less than that predicted by their lipid solubility (Fig. 2). This reflects the fact that
they are P-glycoprotein substrates. P-glycoprotein (GP), the product of the mdr

(multidrug resistance) gene, is an ATP-dependent pump. In cells that express this trans-
porter, it transports substrates from the cytosol to the extracellular space (102). In the
case of the BBB, most, but not all (103) studies indicate that it is predominantly
expressed on the luminal membrane of the ECs (104), i.e., it is involved in the clear-
ance of compounds from the endothelium to the blood. This concept is supported by
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the finding that mice lacking mdr1a (the BBB form of P-GP) attain much higher brain
concentrations of vinblastine, paclitaxel, cyclosporin A, dexamethasone, loperamide,
digoxin, and ondansetron, after systemic administration, than do wild-type mice
(105,106). The mdr1a knockout mice develop normally, and are fertile, suggesting that
the mdr1a gene product is not essential for survival, and that perhaps the main function
of BBB mdr1a is exclusion of foreign substrates from the brain, rather than extrusion
of substrates that normally occur from metabolism in the animal (102).

Another efflux pump, the multidrug resistance-associated protein (MRP), has been
identified at the BBB (107). It is selective for organic anions, as well as glutathione
and glucuronide conjugates, and it is probenecid sensitive (107–109). Like P-GP,
with which it shares approx 15% amino acid sequence homology (108), MRP, of
which there are several isoforms, belongs to a superfamily of ATP-dependent efflux
transporter proteins. Like P-GP, MRP may be important in limiting the access of drugs to
the brain, although it may also control the concentration of normally occurring
metabolites.

Fig. 8. Leptin and obesity. Leptin is secreted by adipose tissue, and has its primary site of
action in the hypothalamus. Thus, it must cross the BBB or blood–CSF barrier, and this occurs
via receptor (OBRa)-mediated transcytosis. Leptin controls body wt by decreasing feeding and
increasing energy expenditure. A number of defects in the leptin system could cause obesity:
(1) An inappropriately low production of leptin (e.g., a mutation in the Ob gene, as occurs
in the Ob/Ob mouse); (2) an reduction in the OBRa-mediated transport of leptin into brain
(as may occur in the NZO mouse); (3) an alteration in the OBRb receptor of the hypothalamus
(e.g., there is a mutation in OBRb and OBRa receptors in the db/db mouse); and (4) an alter-
ation in the signaling cascade following OBRb activation.
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There are also probably other organic anion efflux mechanisms at the BBB, although,
unlike P-GP and MRP, these are probably involved in transport from the brain intersti-
tial space to the EC, and they may act in concert with P-GP and MRP in clearing
substances from EC to blood. For example, the transport of para-aminohippuric acid
from brain to blood is much faster than from blood to brain (110). Para-aminohippuric
acid is a substrate for the family of organic anion transporters (OATs) (OAT1, OAT2,
OAT3, and OAT4), and, although OAT1, OAT2, and OAT4 are predominantly
expressed in kidney, liver, and placenta, OAT3 is present in brain, and has been sug-
gested as a possible BBB transporter (111). There is another family of OATs, the
organic anion transporting polypeptides (oatp), which are involved in the transport of
organic anions into cells. Oatp1 is present on the apical membrane of the choroid plexus
where it is probably involved in clearing organic anions from CSF (112). However, not
all oatps appear to be involved in clearing organic anions from brain. oatp2 is present
on the basolateral membrane of choroid plexus, and may, therefore, be involved in
transport from blood to CSF (113), and it is also present at the BBB, and may account
for the entry of cardiac glycosides into brain (113).

Another group of transporters involved in clearing organic compounds from the brain
ISF are those for specific groups of amino acids (Fig. 4). A number of amino acids are
either neurotransmitters (Glu, aspartate, glycine, and γ-aminobutyric acid); others are
precursors for neurotransmitters (tryptophan, arginine, and tyrosine are precursors for
serotonin, nitric oxide, and catecholamines, respectively). The CSF concentration of
many amino acids is substantially lower than that in plasma (114), and this is probably
also the case for brain ISF. The finding that the System-A amino acid transporter is
present in isolated cerebral microvessels but not on the luminal membrane of the EC,
first led to the concept that the ECs of the BBB are polarized, i.e., System A is purely
abluminal (115). Unlike System L, the System A amino acid transporter is coupled to
Na+, and is thought to participate in maintaining the low concentration of some amino
acids (such as proline, methionine, alanine, and glycine) in the brain ECS.

Like System A, there appear to be a number of Na+-dependent amino acid transport-
ers that are polarized, with at least a predominantly abluminal distribution, including
Systems ASC (a transporter of small neutral amino acids such as alanine, serine, and
cysteine), β (a transporter of β-amino acids such as taurine) and X– (an anionic amino
acid transporter) (30). A number of their substrates are either neurotransmitters or
neuromodulators (e.g., Glu and taurine). The Na+ dependency of all these transporters
indicates that they are concentrative, and they may contribute to the low extracellular
concentration of their substrates. System X–, for example, transports Glu and aspartate,
two excitatory amino acids that have lower CSF concentrations than that found in
plasma (114). Glu is released from presynaptic vesicles during neuronal activity. Two
predominantly glial Glu transporters, GLT-1 (excitatory amino acid transporter
[EAAT2] is the human homolog) and astrocyte specific Glu transporter (EAAT1 is the
human homolog), and a predominantly neuronal Glu transporter, EAAC1 (EAAT3 is
the human homolog), are involved in clearing Glu from the brain microenvironment
(116). This is important, because excessive levels of Glu can cause excitotoxicity (117).
The importance, if any, of the BBB System X– transporter in clearing Glu that may
spillover from the synaptic cleft is uncertain. It may serve another purpose, i.e., to
regulate the Glu influx that occurs across the BBB. Recently, O’Kane et al. (118)
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examined whether System X– corresponds to EAAT1, EAAT2, or EAAT3. In vesicles
isolated from brain microvessels, they found evidence for all three types of transporter.
However, in such preparations, there is always the concern that the transporters may be
present on pericytes or fragments of astrocytic endfeet, rather than endothelium.

Although the BBB distribution of the System A amino acid transporter appears to be
totally polarized (solely abluminal), for System β, this is not be the case. Although this
System may be predominantly abluminal (77), there appears to be some transport
activity on the luminal membrane (119). Taurine, the major substrate for this trans-
porter, is present at high concentrations inside cells, and it may be that the luminal
transporter is necessary to allow some influx of taurine into brain from blood, against a
plasma–EC concentration gradient.

Most amino acids appear to have a lower concentration in the brain ISF than in
plasma, which may reflect that most of the BBB Na+-dependent amino acid transport-
ers have a predominantly abluminal distribution. One amino acid that is an exception is
Gln. Glutamine is by far the most prevalent amino acid in CSF (114), with a concentra-
tion close to that found in plasma (500 vs 600 µM). There is a Na+-dependent trans-
porter, System N, for Gln at the BBB (33), but that transporter is present on the luminal
membrane of the BBB in vivo (33; see Subheading 4.1.), although there is also some
evidence for an abluminal distribution (120).

8.2. Pathophysiology

The effect of disease states on BBB efflux transporters has been little studied, partly
because of the difficulty in determining the rate of efflux transport in vivo. Disease
effects on efflux may be important, because they could prevent the clearance of endog-
enously produced toxic compounds, and alter the distribution of therapeutic agents
between blood and brain. There is evidence in cerebral ischemia that P-GP is inhibited,
possibly as a consequence of ATP depletion in the cerebral ECs (121). Similarly, peni-
cillin is normally excluded from the brain by efflux transporters, but it achieves much
higher CSF concentrations in patients with meningitis (48). This may reflect barrier
disruption, but there is evidence, at least at the blood–CSF barrier, of efflux transport
inhibition (122).

9. METABOLIC BARRIER

9.1. Physiology

There are a number of enzymes at the BBB that limit the entry of compounds from
blood to brain, via degradation. For example, the brain capillary contains a variety of
neurotransmitter-metabolizing enzymes, such as monoamine oxidase (MAO), cho-
linesterases, GABA transaminase, aminopeptidases, and endopeptidases (123–125).
Thus, along with the absence of specific transporters mediating blood-to-brain trans-
port at the BBB, this metabolic barrier serves to protect the brain from neurotransmit-
ters in the circulation. In addition, several drug- and toxin-metabolizing enzymes,
typically found in the liver, are also found in brain capillaries (126,127).

The metabolic barrier may potentially act in concert with the brain efflux systems
discussed in Subheading 8. Thus, MRP, which are present at the BBB (107), transport
glutathione and glucuronide conjugates (107–109), and two enzymes involved in such
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conjugation reactions, 1-naphthol UDP-glucuronosyltransferase and an α-class glu-
tathione S-transferase (YkYk), appear to be associated with cerebral microvessels (128,129).

A number of detoxification enzymes are present in brain ECs at much higher con-
centrations than in the brain as a whole. Thus, for example, 1-naphthol UDP-
glucuronosyltransferase is present at sevenfold higher concentrations in cerebral
microvessels compared to whole brain homogenates (128). A question, therefore, arises
as to the importance of BBB-mediated detoxification of compounds in the ISF, com-
pared with that which occurs in the other cell types in the brain. However, the total
mass of brain parenchymal cells far outweighs the mass of cerebral endothelium (only
about 0.5% of the brain is endothelium).

9.2. Pathophysiology

The fact that the cerebral ECs form a metabolic as well as a physical barrier, has a
number of important pathophysiological sequelae. Thus, the metabolic barrier may limit
the delivery of some therapeutic agents (Fig. 9). For example, L-DOPA is administered
to Parkinson’s disease patients, because of its affinity for the BBB System-L amino
acid transporter, but both aromatic amino acid decarboxylase and MAO, enzymes that
metabolize L-DOPA and dopamine, are present at the BBB (123). Thus, high concen-
trations of L-DOPA must be given to Parkinson’s disease patients in order to elevate
brain dopamine levels.

Conversely, the enzymes that form the metabolic barrier may be beneficial in some
disease states (Fig. 9). Thus, for example, leukotriene C4 (LTC4) is produced in the
brain, in some forms of injury, as a product of the lipoxygenase branch of the arachi-
donic acid cascade. This potentially toxic chemical is taken up into the BBB, and is
detoxified by γ-glutamyl transpeptidase to LTD4, and is then further metabolized to
LTE4 by a dipeptidase (130). It appears that LTE4 is the form by which it is secreted
into the blood (130). A loss of γ-glutamyl transpeptidase in brain tumor ECs appears to
be the reason why LTC4 administration enhances blood-to-brain-tumor permeability,
but very high doses are required to have any effect on the normal BBB (130–132).

The presence of MAO-B in brain microvessels is also important in determining the
toxicity of 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) (133). This com-
pound is converted into its dihydropyridium form (MPP+) by mitochondrial MAO-B,
and, if present in the brain parenchyma, MPP+ causes a syndrome similar to Parkinson’s
disease. Rats and mice have a greater tolerance of MPTP than humans and primates,
and this seems to reflect the fact that the cerebral microvessels of these rodents have
higher levels of MAO-B. This results in the conversion of MPTP to MPP+ in the vascu-
lature, rather than the brain parenchyma, and the vascular MPP+ may not gain access to
the parenchyma, because of its charge (133).

10. INTEGRATION WITH OTHER HOMEOSTATIC MECHANISMS

10.1. Acute and Chronic Homeostasis

Unless compounds are produced or metabolized within the brain itself, whole-brain
homeostasis must rely on the movement of compounds between blood and brain, which
can either be across the BBB and/or across the blood–CSF barrier (at the choroid plex-
uses and arachnoid membrane).
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In terms of the brain ISF, however, homeostasis might be achieved by movements of
compounds between the ISF and another compartment in the brain (e.g., the astrocytic
compartment), which has distinct advantages (e.g., proximity) if the perturbations in
the interstitial space are short-term. However, in the long-term, there must, presum-
ably, be a limitation on the capacity of any intraparenchymal sink. If the source of the
original ISF space perturbation is another parenchymal compartment, this limitation in
sink capacity might be circumvented by recycling the compound back to the original
compartment (as occurs with the Glu–Gln cycle between neurons and astrocytes). How-
ever, if the source of the compound is from blood, or if the compound is a waste prod-

Fig. 9. Examples of the enzymatic BBB: (1) L-DOPA enters the endothelium by the System
L amino acid transporter, but its entry to brain is limited by successive degradation to dopamine
by aromatic amino acid decarboxylase (AADC) and then to 3,4-dihydroxyphenylacetic acid
(DOPAC) and MAO. (2) Potential mechanism for the clearance of LTC4 from brain ISF,
involving an OAT at the abluminal membrane, followed by conversion to LTD4 by γ-glutamyl
transpeptidase (GGTP), and further metabolism to LTE4 by a dipeptidase. LTE4 may then be
transported to blood, possibly by MRP.
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uct, clearance to blood is necessary. That is not meant to imply that parenchymal cells
are not involved in the regulatory process. Thus, for example, the physical encircle-
ment of the cerebral ECs by astrocyte endfeet may participate in the long-term regula-
tion of ISF [K+] by delivering K+ to the BBB (64).

Although this and previous subheadings have discussed the role of the BBB, the
blood–CSF barrier, astrocytes, and neurons in regulating the composition of the brain
interstitial space, but other cells types also participate. Thus, for example, the previous
subheading described the potential role of EC γ-glutamyl transpeptidase in LTC4

detoxification, but that enzyme is also present in high concentrations in pericytes (134),
suggesting that they may also play a detoxification role. Similarly, activated microglia
and infiltrating neutrophils may participate in the response of the brain to injury and
the removal of injured cells. The release of the cellular contents of damaged cells may
effect ISF composition and disrupt the function of nearby uninjured cells.

10.2. Control of BBB Function

As discussed in Subheading 10.1., the BBB acts in concert with other cell types in
regulating the brain microenvironment. A question arises as to whether the BBB regu-
lation of that microenvironment is influenced by those other cell types (e.g., neurons or
astrocytes) (Fig. 10). In culture, astrocytes modify brain microvessel EC functions
(15,135). They greatly enhance the tightness of endothelial monolayers, and they
change other structural and physiological functions. This has led to the suggestion that
astrocytes are involved in the induction of the BBB phenotype in vivo. Experiments in
which toxic agents have been used to destroy astrocytes in vivo have been less compel-
ling (136,137), but it is possible that changes in astrocyte function, e.g., during neural
activation might in turn alter BBB function (such as upregulating the transporters clear-
ing metabolic waste products). Alternately, there may be direct neural modulation of
BBB function. Such neural regulation has been relatively little studied in vitro or
in vivo, although cerebral microvessels are innervated. Thus, for example, there is
innervation by noradrenergic neurons from the locus ceruleus (138), which modulate
microvessel Na+/K+-ATPase activity (139).

Another potentially interesting interaction is that migrating leukocytes may modu-
late BBB function in ways other than just to facilitate migration across the endothe-
lium. Federici et al. (140) examined the cytoplasmic domain of intercellular adhesion
molecule-1 (ICAM-1), an endothelial adhesion molecule involved in the trans-
endothelial migration of leukocytes, in a rat brain microvessel EC line. They found that
ICAM-1 is linked to the glycolytic enzyme, glyceraldehyde-3-phosphate dehydro-
genase (GraP-DH). This might be part of a mechanism to regulate the EC microtubule
network (and migration), because GraP-DH is a microtubule bundling enzyme, but it
also suggests the possibility that ICAM-1 may have wider effects on EC function, by
affecting metabolism.

The above interactions describe the effects of cells that are in contact with, or in
close proximity to, the cerebral ECs. Another potential form of interaction occurs when
a remote sensor releases a hormone to alter BBB function. The BBB has a wide variety
of hormone receptors, and a number of groups (141) have examined the effects of
various hormones on the BBB function, particularly in relation to ion and water
homeostasis. There is evidence that hormones, such as vasopressin, angiotensin II, and
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atrial natriuretic peptide, can modulate BBB ion transport and ion channels (142,143).
Hormones may affect the BBB from the blood side of the barrier, but there is also
evidence for hormones circulating in the brain ISF and potentially influencing the
BBB from the brain side of the barrier.

11. OTHER FUNCTIONS

This chapter has focused on the barrier functions of the cerebral ECs, and their role
in controlling the brain microenvironment. However, cerebral ECs possess many of
properties of ECs elsewhere in the body, particularly in relation to hemostasis.

12. CONCLUSIONS

The BBB has a whole series of physical, enzymatic, and transport characteristics
that enable it too control the movement of compounds between the brain ISF and blood,
and, thus, aid in the control of the composition of the fluid that forms the neuronal
microenvironment. Indeed, the BBB may also secrete that fluid. The BBB may respond
passively to changes in the composition of the ISF, but may also respond dynamically
by up- or downregulating permeability, transporters, and enzymes in response to
changes in ISF composition or signals from other cell types.

Fig. 10. Schematic showing potential for regulation of BBB function by many different cell
types (astro = astrocyte). (1) Factors secreted by astrocytes have been shown to modulate a
number of BBB functions (15,135). (2) The BBB is innervated and, for example, noradrenergic
neurons from the locus ceruleus affect microvessel Na+/K+-ATPase activity (139). (3) Adher-
ing neutrophils alter the BBB, to allow for migration across the barrier, but they may have
effects on function. (4) Pericytes are the cell types in closest proximity to the endothelium.
Their effect on BBB has been relatively little-studied, although they, for example, produce
cytokines that can modulate BBB function (148). (5) Cells distant from the BBB may also
affect barrier function via many hormone receptors. Hormones present in the blood or the brain
ISF may regulate BBB function, such as ion transport (141).
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1. INTRODUCTION

The dominant role of the brain in the hierarchical control of the autonomic nervous
system demands that it receive extensive afferent information regarding not only the
external environment, but also the internal environment. The assertion for many years
has been that the hypothalamus (HT) represents the apex of this hierarchy, and, as
such, must represent the primary forebrain site at which such feedback occurs. How-
ever, this conclusion ignores the problematic issue that, although this region is highly
vascular, HT capillaries demonstrate a normal blood–brain barrier (BBB), so that lipid-
insoluble substances cannot gain direct access to HT neurons. Thus, although the BBB
acts to protect and insulate the brain from large shifts in these variables, it also pre-
cludes the central nervous system (CNS) from monitoring these same important
parameters. The absence of clear mechanisms through which such feedback can occur
argues for the existence of additional, physiologically significant, sensory centers
involved in the monitoring of these variables. The sensory circumventricular organs
(CVOs), which are specialized CNS structures that lack a normal BBB, represent a
potential CNS window for such autonomic feedback. These structures, namely the
subfornical organ (SFO), organum vasculosum of the lamina terminalis (OVLT), and
area postrema (AP), consist primarily of neuronal cell bodies, which receive afferent
input from the circulation, and communicate with other regions of the CNS through the
efferent neural projections of these neurons. In contrast, a second group of secretory
CVOs, composed primarily of axon terminals (median eminence [ME], neurohypo-
physis [NH]) or nonneuronal cell bodies (pineal gland, subcommissural organ and chor-
oid plexus) have primary functions apparently associated with secretions of chemical
messengers on one or other specific side of the BBB. This chapter describes the spe-
cific features of this unique group of CNS structures, which permit them to play such
essential roles at the blood–brain interface.

2. ANATOMICAL FEATURES

2.1. Location

The CVOs of the brain have been defined as the SFO, OVLT, ME, NH, SCO, pineal
gland, AP, and the choroid plexus. As implied from their names, all are located on the
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periphery of the ventricular system of the brain, at the interface between the bulk cere-
brospinal fluid (CSF) and the CNS.

The SFO, which bulges down from the roof of the third ventricle, forms a midline
structure ventral to the junction of the two fornical columns, and consists of three dis-
tinct zones: dorsal stalk, main body, and ventral extension, which merges into the
median preoptic nucleus. Similarly, the OVLT is located on the midline in the ventral
anterior wall of the third ventricle, but is superior to the optic chiasm. The ME, so well
understood for its secretory role as the central hub for neuroendocrine control, sits on
the floor of the third ventricle, immediately caudal to the optic chiasm, close to the NH,
which is connected to the HT through the pituitary stalk. Another secretory CVO
located in the forebrain, the SCO, is positioned on the rostral, ventral surface of the
third ventricle, forming the initial part of the roof of the aqueduct of Sylvius, between
the third and fourth ventricle. In humans, it is almost absent in adults, although clearly
visible in both the fetus and newborn. The pineal gland, another midline CVO, is found
on the roof of the third ventricle, and is joined by peduncles to the habenular and pos-
terior commissures.

The AP, the final sensory CVO, is located in the medulla at the level of the obex,
and immediately adjacent to the nucleus tractus solitarius (NTS). In the rat, the AP
consists of two bulges, together forming a V-shaped structure, from each lateral wall
of the fourth ventricle, with the two halves converging at the obex. In other species,
such as the rabbit, these two bulges of the AP do not meet, and the structure is truly
a bilateral one.

The choroid plexus, located in lateral ventricles, roof of the third ventricle immedi-
ately adjacent to SFO and fourth ventricle adjacent to AP, is also considered by some
to be a true CVO.

2.2. Specializations

2.2.1. Absence of BBB

The capillaries of all CVOs (except for SCO) lack detectable ZO-1, a tight junction-
associated protein; immunoreactivity for ZO-1 forms a continuous line in SCO capil-
laries and other brain regions, with an intact BBB (1). Despite the absence of a
functional BBB in OVLT, this region does show ZO-1 staining comparable to brain
regions that have an intact blood barrier (1). In CVOs, the lack of BBB results from the
presence of not only type III fenestrated capillaries (2), but also type I capillaries, which
are remarkable for the number of vesicles and pits present in endothelial cells. These
high numbers of vesicles may result from rapid shuttling of substances across the
endothelial cell via receptor-mediated exo- or endocytotic mechanisms (3,4).

2.2.2. Vascularity

Another defining characteristic of the CVOs is their extreme vascularity. In addition
to simply a large number of capillaries in each CVO, the arrangement of blood vessels
is complex (5,6), leading to a high blood volume per tissue weight, yet a slow transit
time across the structure. Some of these specializations include capillary loops extend-
ing to the ependymal surface of the structure, and large, perivascular spaces (Virchow-
Robin spaces) surrounding the blood vessels (5). Most, if not all, of these complex
specializations in the microcirculation are consistent with maximizing not only the
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time, but also the area for exposure of bloodborne substances to the cellular compo-
nents of the organ (6).

2.2.3. Ependymal Cells

These cells, found preferentially at the periphery of the CVOs, and referred to as
“tanycytes” (7), are irregular in shape, compared to the cuboidal cells of most of the
ependymal surface of the ventricles. These elongated, flattened, or columnar cells have
few cilia on their luminal surface, are rich in glial elements, and have tight junctions,
indicated by continuous line of ZO-1 immunoreactivity (1) between cells, forming a
CSF–CVO barrier.

2.2.4. Enzyme Activity

Although much of the BBB, or lack of it in CVOs, is dependent on morphological
features of the capillary-associated endothelial cells, the presence of high specific
enzyme concentrations tends to prevent entry, and to protect the CVOs from both
endogenous and exogenous circulating compounds. Some of these enzyme systems
include epoxide hydrolase and UDP-glucuronosyltransferase (8) and cytochrome P-450
reductase, expressed in the choroid plexus (9), meningeal membranes, pineal, and the
NH and median eminence in concentrations much higher than the rest of cortex. These
enzymes all presumably act to prevent entry of, and to detoxify, harmful compounds
(8,10,11). In fact, enzyme concentrations are so high within choroid plexus that they
may represent the major site of drug metabolism in the brain (10). Similarly, mono-
amine oxidase B, which deaminates neurotransmitters and xenobiotic amines, is highly
expressed in CVOs (12). Expression of aminopeptidases, such as AM-dipeptidyl-
peptidase IV, γ-glutamyl transpeptidase and dipeptidylpeptidase IV are also strongly
expressed in all CVOs (13).

Certain specific transport systems have a CVO-specific expression pattern within
the brain. The high-affinity peptide/peptide fragment transporter, PEPT2, responsible
for removal of peptide/peptide fragments from brain extracellular fluid (ECF), is highly
expressed within not only the choroid epithelial cells, but also the ependymal and
subependymal cells lining the ventricles (14). The glucose transporter (GLUT1) is,
logically, underexpressed in brain regions with leaky capillary barriers (CVOs) (15).
At birth, all capillaries that have tight junctions in adult express GLUT1 (16); brain
regions with leaky capillaries, except for AP and SFO, lack GLUT1 at birth, although
these CVOs lose GLUT1 soon after birth (16).

The net effect of all these characteristic physical features of CVOs is to permit these
specialized structures to act as points of either entry or egress for circulating hormones,
peptides, and other molecules between the blood, CNS, and the ventricular system.
Measurements of the distribution of serum protein, immunoglobulins G and M, comple-
ment C9, and exogenous horseradish peroxidase, show that these large molecules all
have potential sites of entry to the CNS at the CVOs, then widespread distribution by
entry from blood through CVOs into not only adjacent white and grey matter, but also
into the ventricular system (3,17,18).

2.3. Receptor Localization

There is a diverse and prolific literature describing high densities of a startling vari-
ety of not only the widely studied peptidergic receptors but also other less-well-appre-
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ciated receptors for a wide variety of ligands, including steroids, specific ions, and
lipopolysaccharides (LPS) in the CVOs. A complete review of this literature is beyond
the scope of this chapter, but the diversity is highlighted by some specific examples.

2.3.1. Angiotensin II

Angiotensin II (ANGII), an octapeptide produced by the action of angiotensin-con-
verting enzyme, to convert ANGI to ANGII, underlies most biological actions, although
the more recently described components of the system (ANGIII and -IV) also have
biological effects (19). The development of specific blockers of ANGII receptors has
led to designation of AT1 and AT2 receptor subtypes: saralasin blocks binding to both
types (20); losartan only prevents specific binding to the AT1 type (21).

This peptide-receptor system, widely studied in the CVOs, in relation to the neuro-
endocrine control of both body fluid balance and the cardiovascular system (CVS), has
been the subject of numerous recent reviews (22,23). Of the three receptor subtypes
present in rat brain (24), in general, the AT1 type is associated with most physiological
functions, especially CV, body fluid, and neuroendocrine regulation (25); the AT2 type,
because of its higher levels of expression in young and developing animals, has been
implicated during development (26–29).

In general, in the CNS, the two subtypes of the AT1 receptor (AT1A and AT1B)
and the AT2 receptor are expressed only on neurons, and not on glial elements (30,31).
In most, if not all, CVOs studied, mostly in the rat, the presence of either the receptor
mRNA and/or the specific, displaceable binding, has indicated a preponderance of AT1,
and more specifically the AT1A receptor (24,32–40). In addition, the SFO exhibits
weak AT1B receptor binding (38). The CVOs of the rabbit exhibit qualitatively similar
receptor distributions, except for less AT1 binding in AP (41), and much less AT2
binding in non-CVO brain regions.

Stimulation of isolated SFO and OVLT neurons by ANGII leads to calcium (Ca)
transients because of entry from the ECF, which are blocked by losartan, indicating
involvement of AT1 receptor subtype (42); in isolated and cultured AP neurons, stimu-
lation of AT1 receptor leads to increase in intracellular (IC) Ca, independent of extra-
cellular Ca, through a pertussis-toxin-sensitive G-protein mechanism (43).

2.3.1.1. COMPONENTS OF RENIN–ANGIOTENSIN SYSTEM

In addition to the receptor system, the CVOs exhibit a high concentration of most, if
not all of the other components of the renin–ANG system (44). For example, within the
SFO, conversion of ANGI to ANGII is blocked by the ANG-converting enzymes-
inhibitor, captopril (45,46), leading to a blockade of physiological responses (drinking,
pressor response) to systemic infusion of large doses of ANGI by intracerebro-
ventricular (icv) captopril (46); SFO injection of losartan or captopril blocks both drink-
ing and c-fos activation of supraoptic nuclei (SON) and paraventricular nuclei (PVN)
following ANGI inj into SFO (47). In rabbits, the highest concentration of ANG-con-
verting enzyme is found in choroid plexus and all sensory CVOs (OVLT, SFO, and
AP) (48). Taken together, these facts indicate the importance of the local production of
ANGII within the CVO, permitting local production and/or breakdown of the active
forms of ANG to regulate/control ANG levels in the CVO separately from either the
rest of the body or rest of the brain.
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Additionally, immunoreactivity for glutamyl aminopeptidase, which is able to con-
vert ANGII to ANGIII (49), is highest in CVOs and in other brain areas containing
ANGII (PVN), and is concentrated along the microvessel adventitium (49); ami-
nopeptidase A, a membrane-bound zinc metalloprotease, which also produces
ANGIII from ANGII, is most concentrated in the pituitary, SFO and OVLT, fol-
lowed by AP, ME, and choroid plexus (50). Aminopeptidase activity is up to 2.5×
higher in spontaneously hypertensive rats although the concentrations of ANGI-con-
verting enzyme are not affected. Angiotensinogen cRNA is also expressed within the
glial elements of SFO (31).

2.3.1.2. MODULATION OF AII RECEPTORS

A number of experimental manipulations have been shown to lead to changes in
ANGII receptor expression, including induction of experimental hydrocephalus (51),
subarachnoid hemorrhage (52), water deprivation (34), stress (53), and depletion of
sodium (Na) in the ECF (54) and during lactation as compared to diestrus in female
rats (55).

2.3.2. Steroid Hormones

Specific receptors, both cytoplasmic and nuclear, for a wide variety of both natural
and synthetic steroid compounds, are found throughout the CVOs (56). Cells that
express the estrogen receptor (ER) are found on all CVOs in a wide variety of species
including human (57–61). Up to 15% of cells from OVLT and SFO, which project to
the SON, express ERs (57); ER-positive cells are especially abundant in AP of female
sheep (59) and are present in primate (human) pineal (60) and SFO (61). In the SFO,
neurons that express the ER seem to be concentrated in a ring around the central core of
the SFO (58). Human male pineal expresses receptors to both gonadal steroids (60).
Although there is apparently no circadian or seasonal variation in gonadal steroid
receptors (60), the rat pineal expresses receptors for 5-α-dihydrotestosterone that do
show a circadian rhythm (62). Type 1 corticosteroid receptors are concentrated in all
CVOs (63); expression of aldosterone-selective mineralocorticoid receptors is concen-
trated in the anteroventral third ventricle (AV3V) region of brain, including SFO and
OVLT (64,65).

Most research into the potential physiological effects of these steroid receptors has
concentrated on the ability of steroids to modify other receptor and/or enzyme systems.
Following treatment with glucocorticoids, the angiotensinogen gene was upregulated
in the AP, decreased in the median eminence, and no effect was seen in SFO (66).
Exogenous testosterone or castration in mice leads to changes in secretory function of
pineal gland (67); treatment of animals with both mineralocorticoid (deoxycorticoster-
one acetate) and glucocorticoid (dexamethasone) led to increases in AT1 receptor bind-
ing of ANGII in AFO and AP (68).

2.3.3. Gonadotrophins

Human male pineal expresses gonadotrophin receptors (60), which have been
reported to undergo significant seasonal (gonadotrophic-releasing hormone [GnRH]
higher in winter), and circadian (follicle-stimulating hormone [FSH] receptors higher
at night) (60) variations. Gonadotropin receptors are also present in choroid plexus, AP
(69), and OVLT (70,71).
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2.3.4. Relaxin

The ovarian hormone, relaxin, produced in high concentrations during the second
half of gestation (in rat) or highest in first trimester (human), is produced by the corpus
luteum, placenta, endometrium, and, in males, the prostate (72). The best-understood
functions during pregnancy include lengthening of the pubic ligament, inhibition of
uterine contractions, and softening of the cervix (73), although relaxin also has a direct
stimulatory effect (both chronotropic and inotrophic) on isolated rat atria (74). Con-
tinuous infusion in SHR and control rats, at levels that mimic increases seen in the
second half of pregnancy, lead not only to a decrease in blood pressure in SHR rats
(as in pregnancy) (75) but also to a blunting of the vasoconstrictor response in isolated
mesenteric vasculature to AVP and norepinephrine (not AII) (76) in control rats.

Binding sites for relaxin have been described within the SFO and OVLT, but not AP
(77). After delivery, the main physiological effect of relaxin is to inhibit milk ejection in
lactating rats, an effect secondary to stimulation of an intact SFO (78), with subsequent
influences on oxytocin and AVP release from both SON and PVN (78). Central injection
of exogenous relaxin raises blood pressure, through a SFO-dependent mechanism,
since it is blocked in SFO-lesioned rats (79), and leads to c-fos increases in SFO and OVLT,
as well as the MnPO- and AVP/OXY-containing neurons in SON and PVN (80,81).

2.3.5. CD14 (Endotoxins)

Endotoxins, the LPS constituents of the outermost part of Gram-negative bacterial
cell membranes, when purified and administered to animals, tend to mimic the acute
phases of the effect of a bacterial infection, and are used in many animal models to
study neuroendocrine responses to both bacterial infection and sepsis. The CD14
receptor, expressed mostly on cells of myeloid origin, when stimulated by LPS, is
thought to be a key inducer of septic shock (82), and to lead to the increased expression
of various proinflammatory cytokines within the CNS and CVOs in particular (83–85).
Circulating levels of LPS lead to a rapid expression of CD14 mRNA within the CVOs,
followed by later expression in parenchymal cells on borders of CVOs and subsequent
induction of CD14 expression in microglia across whole-brain parenchyma (86). This
induced expression of CD14 is an important step in the cascade of steps leading to
transcription of proinflammatory cytokines, first in the CVOs, then throughout the
whole brain in sepsis (87–89). Similarly, the microglial-derived proinflammatory
cytokine, tumor necrosis factor α, which is produced in choroid plexus and all sensory
CVOs, following systemic LPS treatment (89), can induce CD14 transcription in CVOs
in a paracrine/autocrine short loop manner (90).

2.3.6. Cytokines

Two receptors (Type I and Type II) for interleukin 1 (IL-1) have been cloned, and
their molecular biology, physiology, pharmacology, and potential roles in CNS disor-
ders have been recently reviewed (91,92). Type 1 IL receptors, which bind recombi-
nant forms of both IL-1α and IL-1β with similar potencies, are thought to mediate most
biological effects of this cytokine (93); the type II receptor binds with less affinity, and
does not seem to be central to observed biological effects. A potential involvement
with IL Type II receptors has been suggested by the observation that the thermogenic
response to IL-1β can be blocked by administration of a monoclonal antibody to block
the type II receptor (94).
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Type 1 IL-1 receptors, described within the AP, appear to be located not just at
blood vessels because of diffuse labeling over the entire structure (95). After intrave-
nous (iv) inj, IL-1α is able to enter CNS in intact form (96), indicating the presence
of a saturable transport system able to transport cytokines across BBB (96,97). Simi-
larly, IL-1ra has been reported to cross the BBB via a saturable transport system
(98). Recently, use of radioiodinated IL-1α, injected iv, showed that, although the
molecule can gain access to regions lacking a BBB (SFO and choroid plexus), the sub-
sequent movement of IL-1α is greatly restricted to the immediate region of the
brain (99).

2.3.7. Ca Receptor

This G-protein-coupled receptor, which senses Ca directly, and is also sensitive to
overall ionic strength of the ECF (100), is expressed in high levels in brain areas asso-
ciated with body fluid balance, being especially high in SFO (101–103), AP, and ME
(103). Interaction of Ca2+ with the calcium receptor (CaR) in human astrocytoma cell
lines (U87) leads to opening of an outwardly rectifying potassium (K) channel (102),
and has been shown to modulate the nonselective cation current present in SFO
neurons (104).

A number of other peptide receptors have been identified in one or a combination of
the CVOs, including the structurally related vasoactive intestinal peptide/pituitary
adenylate cyclase-activating polypeptide (105–109), endothelin (110–117), gluca-
gon-like peptide (118), amylin (119,120), bradykinin (121,122), cholecystokinin (123),
orexin/hypocretin (124), thyrotropin-releasing hormone (125–128), leptin (129–131),
natriuretic peptides (132–138), somatostatin (139,140), vasopressin (VP) (141–145),
oxytocin (146), neuropeptide Y (147,148), and prolactin (149,150). This list is grow-
ing on an annual basis; the above list is far from exhaustive and is provided only to
emphasize the diversity.

2.4. Anatomical Connections

2.4.1. SFO

Utilization of both anterograde and retrograde labeling techniques have permitted
the description of the primary efferent projections of the SFO to both the HT and the
AV3V region (151,152). Areas of termination within the AV3V include the median
preoptic area and the OVLT; HT projections, which include both the SON and PVN,
point to the involvement of the SFO in the regulation of both oxytocin and VP secre-
tion. Other efferent projections include the regions of the zona incerta, raphe nuclei
(153), infralimbic cortex, and the rostral and ventral parts of the bed nucleus of the stria
terminalis (154,155).

Afferents from other regions of the brain, including the midbrain raphe (154), median
preoptic nucleus and nucleus reunions of the thalamus (156), outer layer of the lateral
division of the parabrachial nucleus (157), and NTS (158,159) do provide a relatively
sparse input to the region of the SFO.

2.4.2. Area Postrema

The anatomical connections of the AP provide a framework to understand the cen-
tral position that the AP seems to take in influencing the CVS, by providing and receiv-
ing input from a variety of autonomic centers in the medulla, pons, and forebrain (160).
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Afferent projections from AP include not only the vagus nerve (161) and the NTS
(162), but also the parabrachial nucleus (163) and the PVN (162). In the cat, AP affer-
ents have been described from the carotid sinus (164–166), aortic depressor (167), and
glossopharyngeal nerves (168). The main efferent projections arising from AP go to
both the NTS (162,169) and the PBN (162,163,169,170), with other regions receiving
input, including the A1 region of the nucleus ambiguous, the dorsal and dorsolateral
tegmental nuclei, and the dorsal motor nucleus of the vagus (162,169).

2.4.3. OVLT

Fiber tracts arising from the OVLT project mostly to the region of the SON
(171,172), with smaller, less-dense projections to both the stria medullaris and the basal
ganglia (172). Efferent fibers, providing input to the region of OVLT, arise most dis-
tinctly from the MnPO, brainstem, and SFO (172); additional afferent input arises from
a large number of HT regions (172).

2.4.4. Pineal

The trigeminal nerve provides a significant proportion of CGRP- or SP-immuno-
reactive innervation to the pineal gland (173,174). The pineal also receives polysynap-
tic input from the suprachiasmatic nucleus, presumably transmitting visual information
from the retina to pineal (174,175), and other HT regions, including the anterolateral
region (176) and posterior HT (177). Retrograde tracers injected into the pineal also
label neurons in the superior cervical ganglia (178,179), indicative of the important
innervation by the sympathetic nervous system.

2.4.5. SCO

This CVO, whose main functions are not well-understood, but that involve secre-
tions into the CSF and circulatory system, receive serotoninergic innervation from
raphe nucleus (180) and innervating fibers from the lateral geniculate nucleus (181).

2.4.6. Median Eminence and Neurohypophysis

These widely studied and best-understood of the secretory CVOs are predominantly
composed of axon terminals arising from neurons of the SON, PVN, and arcuate regions
of the HT (182). These cells play established and well-understood roles as essential
regulators of the neuroendocrine axis.

2.4.7. Choroid Plexus

This CVO, which receives an abundant sympathetic neural input, contains nerve
fibers containing NPY and VIP, found both close to blood vessels and opposed to
secretory epithelium of choroid plexus in a variety of species (183,184). The main
physiological effects of stimulation of these nerve fibers are effects on choroid plexus
blood flow and/or CSF production (185). Local release of a variety of vasoactive sub-
stances, such as AVP (186), ANGII (187,188) or VIP (185), all seem to affect both
blood flow and CSF production; stimulation of the neurons of the AP have been
reported to decrease blood flow to the choroid plexus (189).

3. ELECTROPHYSIOLOGY OF CVO NEURONS

Previous reviews (190,191) give a comprehensive description of earlier studies uti-
lizing both IC and EC recording techniques both in vivo (153,163,192) and in vitro
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(193–195) slice preparations. Much of this work has provided information on such
aspects of CVO electrophysiology as connectivity between CVOs and other brain
nuclei, neuronal responses to exogenous hormones and neurotransmitters, and effects
of synaptic input on CVO neuronal activity (196,197).

Recently, the development of the ability to record, using the patch-clamp technique,
both cellular activity (current-clamp) and ionic currents (voltage-clamp), in synapti-
cally isolated CVO neurons, has helped to expand knowledge of the membrane proper-
ties of CVO neurons through which they fulfil their unique sensory functions
(104,198–205). These studies, in addition to confirming the presence of typical fast,
TTX-sensitive inward Na currents and outwardly rectifying K currents, already
described utilizing slice preparation with either IC or whole-cell patch recording tech-
niques (194,206), have provided further insights into intrinsic mechanisms determin-
ing cellular firing patterns.

Exposure of isolated SFO neurons to VP leads to a dose-dependent and reversible
inhibition of outwardly rectifying K current (200), with EC50 values similar to both in
vivo and in vitro slice preparations. Separation of these outward currents, either by
changes in holding potential or by the use of TEA, to preferentially block the delayed
rectifier current, indicated that, although the majority of the current inhibited by VP
was of a delayed-rectifier type, the rapidly activating, rapidly inactivating IA in SFO
neurons was also inhibited. In current-clamp mode, AVP application led to a depolar-
ization and increase in action potential frequency, secondary to the inhibition of these
repolarizing K currents. Until recently, the novel extracellular CaR, which is expressed
in high levels in brain areas involved in body fluid balance, including the SFO (101),
was without known physiological effect in CVOs. Stimulation of this receptor, either
by the use of the allosteric agonist of the CaR, NPS R-467, or with increased levels of
extracellular Ca in isolated SFO neurons, leads to a depolarization caused by activation
of both a nonselective cation conductance (104) and the hyperpolarization-activated
inward current (207). As would be predicted, activation of the CaR in the SFO in the
whole animal also leads to a site-specific, centrally mediated augmentation of blood
pressure (104). This CaR-mediated excitation of SFO neurons also leads to an increased
tendency for these CVO neurons to fire in a bursting pattern, although the majority of
the bursting behavior in SFO neurons is dependent on the actions of a persistent Na
current (199). Recently, we have also established that SFO neurons exhibit an intrinsic
osmosensitivity, so that increases or decreases in osmolality, secondary to changes in
mannitol concentration, lead to activation or inhibition of SFO neurons, respectively
(201). The intrinsic mechanism underlying this osmosensitivity is unknown, but it is
not secondary to activation of either the nonselective cation current or the swelling-
activated chloride conductance (201). Thus, the use of the isolated SFO neuron prepa-
ration, combined with the patch-clamp technique, has allowed description of four
previously unknown conductances (the NSCC, Ih, INaP, and the swelling-activated Cl
current), and should continue to advance understanding of the potential integrative
roles of SFO neurons in a wide variety of physiological processes.

Similar patch recordings from dissociated AP neurons have characterized volt-
age-gated K (204) and Ca (203) channels in these cells, as well as describing the
effects of specific peptides and steroids in modulating the gating characteristics of
these channels (208).
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Although the electrophysiology of CVOs, traditionally regarded as primarily secre-
tory in nature, have lagged behind research into the electrophysiology of sensory CVOs,
recent reports (209,210) have shown that cells within pineal are capable of producing
spike potentials, when studied ex vivo, i.e., deprived of neural input. This spiking pat-
tern, which is often associated with, but does not seem to be a requirement for, stimu-
lation of melatonin production and release from the pineal gland (211), is still present
in TTX, indicating that Ca2+ currents underlie spikes (210). These spiking cells exhibit
both regularly firing and rhythmically bursting patterns, which can be regulated by
stimulation of β-adrenergic receptors within the pineal (209): Application of norepine-
pherine reduced firing and/or prevented bursting; phenylepherine had no effect (209).
Adjacent cells within the pineal seem to fire in a highly synchronized pattern within a
bursting group, and stimulation of one cluster of cell can immediately evoke a synapti-
cally driven response in an adjacent cluster of cells (212). This highly organized pat-
tern of firing has led to the hypothesis that pineal cells form a network to control
synthesis and/or release of melatonin (212).

In pinealocytes that produce melatonin, stimulation by noradrenaline leads, via an
α-adrenoceptor mechanism, to a biphasic increase in IC Ca2+: the initial spike phase,
caused by release of Ca from IC stores; and plateau phase dependent on influx from
external sources (213). Acetylcholine and carbachol, via stimulation of muscarinic
receptors, also lead to Ca2+ increases from IC stores, in contrast to the adrenergic
response (213). Acetylcholine responses, mediated through nicotinic receptors that are
completely dependent on influx of extracellular Ca, have also been reported (214).
One-half of this Ca response is nifedipine-sensitive, indicating L-type Ca channel
involvement (214); acetylcholine also leads to a depolarization secondary to a Na influx
through the nonselective cation channels (214).

4. FUNCTIONAL ROLES OF CVOS

4.1. Fluid Balance

The involvement of CVOs, in general, and the sensory CVOs in the forebrain (SFO
and OVLT) in the control of overall body fluid balance, is well-established, and has
been the subject of numerous reviews (215,216). In particular, the profound dipsogenic
actions of ANGII in the SFO (217,218) was perhaps the single observation that served
to direct attention to the study of functional roles for the CVOs. Physiologically, body
fluid balance is maintained both by behavioral control of salt and water intake and by
physiological mechanisms to control both diuresis and naturiesis. Stimuli that can
modify one or more of these responses, and can interact at the CVOs, include, but are
not limited to, overall body osmolality, specific peptide concentrations (ANGII, AVP,
and so on), alterations in specific ion concentration (Na+), and neural input form other
brain regions. Complicating factors, which have prevented complete understanding of
the involvement of CVOs in whole body fluid balance, include the fact that the impor-
tant stimuli are almost never altered in isolation in the in vivo situation, and, presum-
ably because of the absolute requirement that fluid balance be regulated in a relatively
narrow range, a great degree of redundancy is built into the system. These redundan-
cies are indicated by studies in sheep, which indicate that only near-complete disrup-
tion of the lamina terminalis (OVLT and median preoptic nucleus), combined with
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destruction of the SFO, were sufficient to block drinking, either after a period of water
deprivation or in response to iv infusion of hypertonic saline (219).

Since the earliest studies (220), the osmosensitive elements responsible for the ini-
tiation of these physiological mechanisms have been proposed to lie within the cranial
cavity, and to receive blood flow directly from the carotid artery. Systemic increases in
osmolality via intracarotid infusion of either NaCl or sucrose, which cross both cell
membranes and the BBB slowly, compared to water, act as efficient stimuli to both
thirst and VP secretion, compared to equivalent infusions of urea (221). The fact that
systemic urea, which readily crosses the BBB, is relatively ineffective, compared to
either NaCl or sucrose, in stimulating osmotic release of VP, have been taken by most
researchers in this field to indicate that the physiologically relevant osmosensor must
lie outside the BBB (221–224). Possible central sites, which lie outside the BBB and
have been shown to be involved in the physiological responses to altered salt and water
balance, include the OVLT and the SFO (225–228). Whole-animal studies, utilizing
the activation of c-fos as a marker of neuronal activation, have indicated that cells of
the AV3V, OVLT, HT nuclei, and SFO are all involved in the neuronal responses to
changes in extracellular osmolality (225–228). Similarly, in vivo and in vitro studies,
utilizing either recordings or lesions, have indicated that neurons within the AV3V
region (229,230), including the OVLT (196,231–233) and the SFO, in particular (234–

237), are either capable of influencing physiological responses to osmotic stimuli or
are directly osmosensitive themselves.

Rats depleted of Na+ by prior treatment with furosemide, regardless of whether wa-
ter was available or not, showed strong c-fos immunoreactivity in both SFO and OVLT,
and drank both water and NaCl solution (238,239). These effects on both salt appetite
and c-fos activation in the CVOs were blocked by prior treatment with losartan, the
ANGII type I receptor antagonist (238). Rats, similarly depleted of Na+ drank less
saline, with lesions of the SFO (240,241); after access to NaCl, c-fos in SFO was
decreased while cfos in NTS was increased (239).

In studies with acute ECF depletion to induce both salt and water ingestion, electro-
lytic lesions of SFO were effective, greatly reducing and nearly abolishing the intakes
of water and salt, respectively, within the first 2 h of ECF depletion (242). During
prolonged (up to 48 h) water deprivation, c-fos positive cells were increased in OVLT
within 5 h, but were not consistently increased in SFO, until at least 24 h of water
deprivation (243).

Of the regions that show c-fos activation following water deprivation and dehydra-
tion, namely, the SON, PVN, and SFO, only SFO was unaffected by electrolytic lesion
of the AV3V region in the rat (244), although lesions of these forebrain regions (SFO,
AV3V) did not entirely prevent activation of PVN and SON (245). c-fos expression in
brainstem centers, following ECF depletion, was not affected by destruction of fore-
brain circumventricular structures (245).

In addition to the forebrain sensory CVOs, the sensory CVO located in the brainstem,
the AP, also has an important part to play in the control of body fluid balance. Stimula-
tion of AP in rabbits leads to inhibition of renal sympathetic nerve activity (246), and,
after lesion of AP, rats show a spontaneous increase in the consumption of concen-
trated NaCl solution (247,248). Combined with this excessive salt appetite, animals
with AP lesions also exhibited insufficient thirst and ability to excrete Na+, leading to
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impaired osmoregulation (247). Similarly, in response to an injected NaCl load, ani-
mals showed these same deficits, combined with a blunted response of the NH hor-
mones to the increased osmotic load (247), provided that Na+ (compared to mannitol)
was the main component of the osmotic load (249). In response to a gastric Na+ load,
activation of c-fos, in both SON and PVN, although dependent on either vagal or
splanchnic afferents, was significantly reduced by AP lesion (250). A Na+ not osmotic
load to portal vein, which stimulates hepatic nerve afferents, and electrical stimulation
of these same afferents, stimulated c-fos in AP (251,252). Thus, the AP is involved
in all aspects of central regulation of body fluid balance, and may be most important in
whole-body responses to specific alteration in Na+ concentrations.

4.2. Cardiovascular Regulation

The involvement of CVOs in the central control of cardiovascular (CV) function is
well-established, and has been the subject of recent reviews (253,254). Although the
central effects of CVO stimulation on CV regulation are complex (111,255–257), most
can be generally described as resulting from the ability of CVO neurons to respond to
appropriate vascular cues, and to induce appropriate autonomic adjustments through
the anatomical connections of these CVOs with PVN, NTS, the rostral ventrolateral
medulla, and the intermediolateral cell column of the spinal cord.

Sensory CVOs are certainly involved in CV responses to acutely induced changes in
blood pressure. Hypertension induced by phenylepherine, or hypotension induced by
Na nitroprusside for 60 min, both lead to c-fos expression in AP, along with regions of
NTS and venterolateral medulla (258); hypotension secondary to hemorrhage resulted
in c-fos expression in NTS, VLM, and AP, an effect that, in AP, was attenuated by
prior treatment with an ANGII antagonist (259). Two-thirds of SFO neurons, identified
as receiving projections from NTS, were excited by both electrical stimulation of NTS
and by hemorrhage (159), through an α-adrenergic-REC-mediated mechanism (159).
Both the increase in blood pressure and increase in urinary Na excretion, seen after icv
inj of hypertonic saline, are blocked by SFO inj of losartan (260).

A potential role of CVOs in normal blood pressure regulation is indicated by the fact
that losartan, the AT1 receptor antagonist, decreases arterial pressure in Na-replete rats
although the response is attenuated in rats with lesions to the AP (261). The augmenta-
tion of blood pressure and HR recorded in response to muscle contraction, known as
the “exercise pressor reflex,” has recently been shown to be inhibited in animals with
an intact AP (262). This reflex, which opposes the arterial baroreflex, and maintains or
augments blood pressure during exercise, is augmented in anesthetized cats, following
either chemical or thermal lesions of AP (262).

SHR rats show modified BP responses to microinjection of VP into AP, compared to
age-matched WKY controls (263). In addition, baroreceptor reflex gain control is
improved in the SHR by iv AT1 receptor blockade, an effect that is not observed in
APX rats, indicating that the resetting of the baroreceptor gain in SHR must be taking
place via/through the AP (264).

4.3. Reproductive Function

One indication of the importance of the CVOs to reproductive function is the fact
that the SFO, OVLT, SCO, and AP all have significant concentrations (4–14 ng/mg
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protein) of luteinizing hormone (LH)-releasing hormone, with levels in the OVLT
reaching 50× higher than immediately adjacent regions (265). The OVLT has been
implicated as part of the negative feedback loop controlling the secretion of LH,
because GnRH inhibits OVLT neurons (70), although a stimulatory effect has also
been reported (71). Lesions to the OVLT, in normally cycling female rats, leads to
failure to cycle normally, and to a diminished or delayed LH and FSH surge at ovula-
tion, in the few animals that still showed a normal cycle (266). The SCO has a role to
play in the cyclic, but not in tonic release of gonadotrophs (267), since lesions of the
SCO led to failure to cycle in 50% of animals, but gonadotroph levels were maintained
like d 2 of diestrus. In animals still cycling, a delayed LH surge occurred on the day of
pro-estrus, but the FSH surge was absent (267). Similarly, lesions to the SFO lead to a
disruption of the estrus cycle, with the majority of animals entering a period of pro-
longed diestrus (268), with a normal LH surge occurring at ovulation, but any stimula-
tion of FSH was absent (268). Hypoglycemic inhibition of pulsatile release of LH is
completely inhibited by prior removal of AP, indicating that the hypoglycemic signal
to the HT GnRH pulse generator may be mediated via the AP (269).

During pregnancy, rapid changes in overall body fluid balance lead to a drop in
plasma osmolality and extracellular Na+ during pregnancy (270), secondary to reset-
ting of threshold for AVP release to a lower osmolality. A similar resetting of the
threshold for AVP release has been observed in ovariectomized rats, following iv
relaxin (271), to mimic the levels of this peptide hormone seen during normal preg-
nancy. The importance of ANGII and the CVOs in reproduction is indicated by the rise
in brain ANGII, independent of whole-body ANGII, immediately prior to LH surge
(272), and by an increase in ANGII binding in preoptic area during lactation, compared
to diestrus (55). Lesions to SFO on d 12 in rat led to earlier delivery, although lesions
later in pregnancy (d 19) had no effect (273). Relaxin, which normally falls on d 20,
just prior to delivery, was able to prolong pregnancy in control and sham-lesioned rats,
but did not prolong pregnancy in SFOX rats (273), following iv infusion to maintain
relaxin levels as high as in pregnancy.

4.3.1. Pineal and Melatonin

Although the sites of action are not well established, the photoperiod effect on mela-
tonin appears to be involved in the photoperiod control of reproduction in a number of
species (274,275), including rodents (276–278) and human (279–281). Findings in
humans include abnormal melatonin secretion in reproductive disorders and clinical
abnormalities of the reproductive hormones, in cases with abnormalities of the pineal
gland (279–281). In sheep, either timed, daily administration, or continuous adminis-
tration via implant of melatonin can mimic short daylength effect on breeding (275).
In the naked mole-rat, like other equatorial species of rodents, both the pineal gland
and SCO are atrophied, but circadian rhythm and seasonal cycles in reproduction are
maintained by other cues (282).

4.4. Immune-Nervous System Regulation

Recent reviews of possible involvement of both inflammatory and anti-inflamma-
tory cytokines on normal brain function, including regulation of sleep, synaptic plas-
ticity, the hypothalamic-pituitary-adrenal axis, and Ca2+ signaling (283,284), have



322 Anderson and Ferguson

focused attention on understanding the mechanisms underlying these modulatory
actions. In addition to their production in circulating white blood cells, genes for the
production of various cytokines and their receptors are expressed on both neurons and
glial cells in different brain regions, in both a region- and cell-type-specific manner.
Although the importance of various cytokines for both the production and regulation of
fever and activation of the hypothalamic-pituitary-adrenal axis is generally appreci-
ated (284,285), the specific roles of various mediators, and the importance of the CVOs
to the process, remain as areas of active research.

4.4.1. CVOs as Access Point

Given the large molecular size of cytokines (8–65 kDa), and their generally hydro-
philic nature, the CVOs must represent a possible site to permit entry of peripherally
derived factors into the brain. Following iv administration of IL-1β, c-fos activation is
first noted in less than 30 min within nonneuronal cells characterized as being in the
barrier regions of the CNS (outer meninges [arachnoid]), blood vessels and choroid
plexus), but is gone within 1 h) (286). A second region of activation within the CNS,
evident by 3 h, was noted close to the cells showing the initial activation, including
OVLT, SFO, and AP (286), with what was described as a spread of c-fos activation into
the CNS, away from CVOs with time (286). Similarly, icv and iv inj of IL-1α both led
to a concentration of radiolabel in CVOs (99,287). This movement of the cytokines
mostly resulted from leakage and diffusion across the compromised BBB of the CVOs
following icv administration; the transport of radiolabel into the CVOs, following iv
administration, was proportionately more dependent on a saturable transport system
across the blood vessels of the brain (287). However, following entry into the CVO, the
subsequent movement of cytokines seems to be relatively restricted to the immediate
region of the CVO (99). Finally, septic doses of LPS lead to expression and production
of the proinflammatory cytokine, IL-1β, globally throughout the brain of rats; subseptic
doses of LPS lead to expression of IL-1β in only choroid plexus and at CVOs (288).
Following iv LPS in rats, marked increase in c-fos in not only OVLT, but also in AP
and SFO (289) at 3 h, low doses of LPS in rats only induced c-fos in sensory CVOs;
higher doses led to a more widespread activation of not only c-fos, but also immediate
early genes and nerve growth factor-inducible gene B (290), prior inhibition of pros-
taglandins by iv indomethacin; but blocking activation of many brain centers, includ-
ing OVLT and PVN, had no effect on the induction of c-fos in SFO, ME, or the choroid
plexus following LPS administration (290), again indicating the importance of these
brain regions, which lack a BBB as the initiation point for responses to circulating
pyrogens. Recently, production of double-knockout mice, deficient in genes for either
IL-1α or IL-1β, have provided evidence that IL-1β is crucial for the normal febrile
response seen following the inflammatory response associated with subcutaneous inj
of turpentine (291).

4.4.2. Development of Fever

The OVLT is the CVO most studied and best understood in relation to the devel-
opment and regulation of fever (292). In rabbit, OVLT is one site of production of
IL-1 in response to iv injection of endotoxin, causing fever (83), lesion of OVLT
attenuates fever response to iv IL-1β (293) and LPS (294), but not to intra-
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cerebroventricular IL-1β (293). Injection of LPS causes increase in IL-1β in OVLT,
SFO, and AP within 1 h but the same CVO production of IL-1β is not seen in endot-
oxin tolerant rabbits (295), made resistant to exogenous LPS administration by daily
(5) inj of LPS. Ca, channels must be involved in OVLT-mediated fever production,
since injection of verapamil, the Ca2+ channel blocker, either intravenously or, at
1/250 the dose, directly into OVLT, attenuates fever produced by iv injection of
endogenous pyrogen into OVLT (296). The SFO is also involved in the fever
response to LPS, since the increase in body temperature, noted following ip injection
of LPS (maximal at 3 h), was significantly reduced by injection of IL-1ra into either
PVN or SFO, but had no effect when injected into either OVLT or ventromedial HT
(297). Fever following iv LPS is significantly reduced following specific lesion of
the SFO, with no effect on fever generation, following destruction of either AP or
OVLT (298).

4.4.3. Interleukins and the HPA Axis

The involvement of cytokines in both physiological and pathophysiological activa-
tion and regulation of the HPA has recently been extensively reviewed (284), and
involves many systems, in addition to the CVOs. However, the importance of CVOs is
clear, since doses of IL-1β, when injected either ip or icv, both lead to activation, as
measured by c-fos expression in periventricular regions, including the CVOs (299),
and prior removal of AP, compared to sham-lesioned rats, abolishes not only the
increase in plasma ACTH and corticosterone in response to iv IL-1β, but also prevents
increases in c-fos mRNA in the NTS and PVN (300).

4.4.4. CVOs and Synthesis of Cytokines

Following ip LPS, IL-1β has been reported to be produced (as measured by pres-
ence of immunoreactive protein (85), or by presence of IL-1β mRNA [87]) within
what are described as ramified microglia within AP, SFO, OVLT, pineal, and ME
(301), within 2 h, with little or no c-fos activation. Later on, at the time of the rise in
body temperature, increases in IL-1β production and c-fos activation in CVOs (85)

were noted to be followed by the appearance of small IL-1β mRNA-positive cells
(glia) throughout the whole of the brain parenchyma (87,301). The functional impor-
tance of these changes remains to be established, although they clearly suggest
important broad-based signaling roles for the cytokines within the CNS, as part of
the integrated host response.

5. CONCLUDING REMARKS

Until recently, primary interest in the CVOs focused on their established roles in the
control of body fluid balance. The diversity of REC systems concentrated within these
structures, combined with an emerging literature suggesting roles for the CVOs in
reproduction, and immune-neural regulation, is now beginning to force a broader
assessment of the functional importance of these specialized CNS structures. Com-
bined use of molecular, cellular, and more traditional integrative physiological tech-
niques promise major advances in understanding of roles of the CVOs in the complex
integrated control of the autonomic nervous system.



324 Anderson and Ferguson

REFERENCES

1. Petrov, T., Howarth, A. G., Krukoff, T. L., and Stevenson, B. R. (1994) Distribution
of the tight junction-associated protein ZO-1 in circumventricular organs of the CNS.
Mol. Brain Res. 21, 235–246.

2. Gross, P. M. (1992) Circumventricular organ capillaries. Progr. Brain Res. 91, 219–233.
3. Balin, B. J. and Broadwell, R. D. (1988) Transcytosis of protein through the mammalian

cerebral epithelium and endothelium. I. Choroid plexus and the blood-cerebrospinal fluid
barrier. J. Neurocytol. 17, 809–826.

4. Ghitescu, L., Fixman, A., Simionescu, M., and Simionescu, N. (1986) Specific binding
sites for albumin restricted to plasmalemmal vesicles of continuous capillary endothe-
lium: receptor-mediated transcytosis. J. Cell. Biol. 102, 1304–1311.

5. Gross, P. M. (1992) Circumventricular organ capillaries. Progr. Brain Res. 91, 219–233.
6. Gross, P. M. (1991) Morphology and physiology of capillary systems in subregions of

the subfornical organ and area postrema. Can. J. Physiol. Pharmacol. 69, 1010–1025.
7. Lindberg, L. A., Sukura, A., and Talanti, S. (1991) Morphology of the ependymal cells of

the bovine area postrema. Anat. Histol. Embryol. 20, 97–100.
8. Ghersi-Egea, J. F., Leininger-Muller, B., Cecchelli, R., and Fenstermacher, J. D.

(1995) Blood-brain interfaces: relevance to cerebral drug metabolism. Toxicol. Lett. 82/83,
645–653.

9. Dey, A., Jones, J. E., and Nebert, D. W. (1999) Tissue- and cell type-specific expression
of cytochrome P450 1A1 and cytochrome P450 1A2 mRNA in the mouse localized
in situ hybridization. Biochem. Pharmacol. 58, 525–537.

10. El Bacha, R. S. and Minn, A. (1999) Drug metabolizing enzymes in cerebrovascular
endothelial cells afford a metabolic protection to the brain. Cell. Mol. Biol. 45, 15–23.

11. Morse, D. C., Stein, A. P., Thomas, P. E., and Lowndes, H. E. (1998) Distribution and
induction of cytochrome P450 1A1 and 1A2 in rat brain. Toxicol. Applied Pharmacol.

152, 232–239.
12. Luque, J. M., Kwan, S. W., Abell, C. W., Da Prada, M., and Richards, J. G. (1995) Cellu-

lar expression of mRNAs encoding monoamine oxidases A and B in the rat central ner-
vous system. J. Comp. Neurol. 363, 665–680.

13. Schnabel, R., Bernstein, H. G., Luppa, H., Lojda, Z., and Barth, A. (1992) Aminopepti-
dases in the circumventricular organs of the mouse brain: a histochemical study. Neuro-

science 47, 431–438.
14. Broadwell, R. D. (1992) Pathways into, through, and around the fluid-brain barriers.

NIDA Res. Monogr. 120, 230–258.
15. Rahner-Welsch, S., Vogel, J., and Kuschinsky, W. (1995) Regional congruence and

divergence of glucose transporters (GLUT1) and capillaries in rat brains. J. Cereb. Blood

Flow Metab. 15, 681–686.
16. Zeller, K., Vogel, J., and Kuschinsky, W. (1996) Postnatal distribution of Glut1 glucose

transporter and relative capillary density in blood-brain barrier structures and circum-
ventricular organs during development. Brain Res. Dev. Brain Res. 91, 200–208.

17. Hashimoto, P. H. (1988) Tracer in cisternal cerebrospinal fluid is soon detected in chor-
oid plexus capillaries. Brain Res. 440, 149–152.

18. Broadwell, R. D. and Sofroniew, M. V. (1996) Serum proteins bypass the blood-brain
fluid barriers for extracellular entry to the central nervous system. Exp. Neurol. 120, 245–263.

19. Wright, J. W. and Harding, J. W. (1992) Regulatory role of brain angiotensins in the
control of physiological and behavioural responses. Brain Res. Rev. 17, 227–262.

20. Brunner, H. R., Nussberger, J., Burnier, M., and Waeber, B. (1993) Angiotensin II
antagonists. Clin. Exp. Hypertens. 15, 1221–1238.

21. Brunner, H. R., Nussberger, J., and Waeber, B. (1993) Inhibitors of the renin-angiotensin
system. Arzneimittelforschung 43, 274–278.



Circumventricular Organs 325

22. Hohle, S., Blume, A., Lebrun, C., Culman, J., and Unger, T. (1995) Angiotensin recep-
tors in the brain. Pharmacol. Toxicol. 77, 306–315.

23. Lenkei, Z., Corvol, P., and Llorens-Cortes, C. (1995) Comparative expression of vaso-
pressin and angiotensin type-1 receptor mRNA in rat hypothalamic nuclei: a double
in situ hybridization study. Mol. Brain Res. 34, 135–142.

24. Johren, O., Inagami, T., and Saavedra, J. M. (1995) AT1A, AT1B, and AT2 angiotensin
II receptor subtype gene expression in rat brain. Neuroreport 6, 2549–2552.

25. Lenkei, Z., Corvol, P., and Llorens-Cortes, C. (1994) The angiotensin receptor subtype
AT1A predominates in rat forebrain areas involved in blood pressure, body fluid homeo-
stasis and neuroendocrine control. Brain Res. Mol. Brain Res. 30, 53–60.

26. Allen, A. M., Zhuo, J., and Mendelsohn, F. A. (1999) Localization of angiotensin AT1
and AT2 receptors. J. Am. Soc. Nephrol. 10(Suppl. 11), S23–S29.

27. Millan, M. A., Jacobowitz, D. M., Aguilera, G., and Catt, K. J. (1991) Differential distri-
bution of AT1 and AT2 angiotensin II receptor subtypes in the rat brain during develop-
ment. Proc. Natl. Acad. Sci. USA 88, 11,440–11,444.

28. Millan, M. A., Kiss, A., and Aguilera, G. (1991) Developmental changes in brain angio-
tensin II receptors in the rat. Peptides 12, 723–737.

29. Nuyt, A. M., Lenkei, Z., Palkovits, M., Corvol, P., and Llorens-Cortes, C. (1999) Ontog-
eny of angiotensin II type 2 receptor mRNA expression in fetal and neonatal rat brain.
J. Comp. Neurol. 407, 193–206.

30. Saavedra, J. M. (1999) Emerging features of brain angiotensin receptors. Regul. Pept. 85,
31–45.

31. Lippoldt, A., Bunnemann, B., Iwai, N., Metzger, R., Inagami, T., Fuxe, K., and Ganten,
D. (1993) Cellular localization of angiotensin type 1 receptor and angiotensinogen
mRNAs in the subfornical organ of the rat brain. Neurosci. Lett. 150, 153–158.

32. Andersson, B., Eriksson, S., and Rundgren, M. (1995) Angiotensin and the brain.
Acta Physiol. Scand. 155, 117–125.

33. Leikei, Z., Palkovits, M., Corvol, P., and Llorens-Cortes, C. (1998) Distribution of
angiotensin type-I receptor messenger RNA expression in the adult rat brain. Neuro-

science 82, 827–841.
34. Sanvitto, G. L., Johren, O., Hauser, W., and Saavedra, J. M. (1997) Water deprivation

upregulates ANG II AT1 binding and mRNA in rat subfornical organ and anterior pitu-
itary. Am. J. Physiol. 273, E156–E163.

35. Bunnemann, B., Iwai, N., Metzger, R., Fuxe, K., Inagami, T., and Ganten, D. (1992) The
distribution of angiotensin II AT 1 receptor subtype mRNA in the rat brain. Neurosci.

Lett. 142, 155–158.
36. Rowe, B. P., Saylor, D. L., and Speth, R. C. (1992) Analysis of angiotensin II receptor

subtypes in individual rat brain nuclei. Neuroendocrinology 55, 563–573.
37. Obermuller, N., Unger, T., Culman, J., Gohlke, P., de Gasparo, M., and Bottari, S. (1991)

Distribution of angiotensin II receptor subtypes in rat brain nuclei. Neurosci. Lett. 132,
11–15.

38. Lenkei, Z., Palkovits, M., Corvol, P., and LlorensCortes, C. (1998) Distribution of angio-
tensin TYPE-I receptor messenger RNA expression in the adult rat brain. Neuroscience

82, 827–841.
39. Johren, O. and Saavedra, J. M. (1996) Expression of AT(1A) and AT(1B) angiotensin

II receptor messenger rna in forebrain of 2-wk-old rats. Am. J. Physiol. 34, E:104–
E112.

40. Song, K., Allen, A. M., Paxinos, G., and Mendelsohn, F. A. O. (1992) Mapping of angio-
tensin II receptor subtype heterogeneity in rat brain. J. Comp. Neurol. 316, 467–484.

41. Aldred, G. P., Chai, S. Y., Song, K., Zhuo, J., MacGregor, D. P., and Mendelsohn, F. A. O.
(1993) Distribution of angiotensin II receptor subtypes in the rabbit brain. Regul. Pept.

44, 119–130.



326 Anderson and Ferguson

42. Gebke, E., Muller, A. R., Jurzak, M., and Gerstberger, R. (1998) Angiotensin II-Induced
calcium signalling in neurons and astrocytes of rat circumventricular organs. Neuro-

science 85, 509–520.
43. Consolim-Colombo, F. M., Hay, M., Smith, T. C., Elizondo-Fournier, M., and Bishop, V. S.

(1996) Subcellular mechanisms of angiotensin II and arginine vasopressin activation of
area postrema neurons. Am. J. Physiol. 271, R34–R41.

44. Chai, S. Y., McKinley, M. J., and Mendelsohn, F. A. (1987) Distribution of angiotensin
converting enzyme in sheep hypothalamus and medulla oblongata visualized by in vitro
autoradiography. Clin. Exp. Hypertens. [A] 9, 449–460.

45. Rauch, M. and Schmid, H. A. (1999) Functional evidence for subfornical organ-intrinsic
conversion of angiotensin I to angiotensin II. Am. J. Physiol. 276, R1630–R1638.

46. Robinson, M. M., McLennan, G. P., Thunhorst, R. L., and Johnson, A. K. (1999) Inter-
actions of the systemic and brain renin-angiotensin systems in the control of drinking and
the central mediation of pressor responses. Brain Res. 842, 55–61.

47. Xu, Z. and Xinghong, J. (1999) Drinking and Fos-immunoreactivity in rat brain
induced by local injection of angiotensin I into the subfornical organ. Brain Res. 817,

67–74.
48. Rogerson, F. M., Schlawe, I., Paxinos, G., Chai, S. Y., McKinley, L. J., and Mendelsohn,

F. A. (1995) Localization of angiotensin converting enzyme by in vitro autoradiography
in the rabbit brain. J. Chem. Neuroanat. 8, 227–243.

49. Healy, D. P. and Wilk, S. (1993) Localization of immunoreactive glutamyl aminopep-
tidase in rat brain. II. Distribution and correlation with angiotensin II. Brain Res. 606,

295–303.
50. Zini, S., Masdehors, P., Lenkei, Z., FournieZaluski, M. C., Roques, B. P., Corvol, P., and

LlorensCortes, C. (1997) Aminopeptidase A: distribution in rat brain nuclei and increased
activity in spontaneously hypertensive rats. Neuroscience 78, 1187–1193.

51. Acikgoz, B., Akpinar, G., Bingol, N., and Usseli, I. (1999) Angiotensin II receptor con-
tent within the circumventricular organs increases after experimental hydrocephalus in
rats. Acta Neurochir. (Wien) 141, 1095–1099.

52. Acikgoz, B., Ozgen, T., Ozdogan, F., Sungur, A., and Tekkok, I. H. (1996) Angiotensin
II receptor content within the subfornical organ and organum vasculosum lamina
terminalis increases after experimental subarachnoid haemorrhage in rats. Acta Neuro-

chir. 138, 460–465.
53. Castren, E. and Saavedra, J. M. (1988) Repeated stress increases the density of angio-

tensin II binding sites in rat paraventricular nucleus and subfornical organ. Endocrinol-

ogy 122, 370–372.
54. Ray, P. E., Ruley, E. J., and Saavedra, J. M. (1990) Down-regulation of angiotensin II

receptors in subfornical organ of young male rats by chronic dietary sodium depletion.
Brain Res. 510, 303–38.

55. Speth, R. C., Barry, W. T., Smith, M. S., and Grove, K. L. (1999) A comparison of brain
angiotensin II receptors during lactation and diestrus of the estrous cycle in the rat. Am. J.

Physiol. 277, R904–R909.
56. Stumpf, W. E., Bidmon, H. J., and Ruhle, H. J. (1992) Steroid hormones and circum-

ventricular organs. Progr. Brain Res. 91, 271–277.
57. Voisin, D. L., Simonian, S. X., and Herbison, A. E. (1997) Identification of estrogen

receptor-containing neurons projecting to the rat supraoptic nucleus. Neuroscience 78,

215–228.
58. Rosas-Arellano, M. P., Solano-Flores, L. P., and Ciriello, J. (1999) Co-localization of

estrogen and angiotensin receptors within subfornical organ neurons. Brain Res. 837,

254–262.



Circumventricular Organs 327

59. Scott, C. J., Rawson, J. A., Pereira, A. M., and Clarke, I. J. (1998) The distribution of
estrogen receptors in the brainstem of female sheep. Neurosci. Lett. 241, 29–32.

60. Luboshitzky, R., Dharan, M., Goldman, D., Herer, P., Hiss, Y., and Lavie, P. (1997)
Seasonal variation of gonadotropins and gonadal steroids receptors in the human pineal
gland. Brain Res. Bull. 44, 665–670.

61. Blurton-Jones, M. M., Roberts, J. A., and Tuszynski, M. H. (1999) Estrogen receptor
immunoreactivity in the adult primate brain: neuronal distribution and association with
p75, trkA, and choline acetyltransferase. J. Comp. Neurol. 405, 529–542.

62. Gupta, D., Haldar, C., Coeleveld, M., and Roth, J. (1993) Ontogeny, circadian rhythm
pattern, and hormonal modulation of 5 alpha-dihydrotestosterone receptors in the rat
pineal. Neuroendocrinology 57, 45–53.

63. Ahima, R., Krozowski, Z., and Harlan, R. (1991) Type I corticosteroid receptor-like
immunoreactivity in the rat CNS: distribution and regulation by corticosteroids. J. Comp.

Neurol. 313, 522–538.
64. Reul, J. M., Sutanto, W., van Eekelen, J. A., Rothuizen, J., and de Kloet, E. R. (1990)

Central action of adrenal steroids during stress and adaptation. Adv. Exp. Med. Biol. 274,
243–256.

65. de Kloet, E. R., Reul, J. M., de Ronde, F. S., Bloemers, M., and Ratka, A. (1986) Func-
tion and plasticity of brain corticosteroid receptor systems: action of neuropeptides.
J. Steroid Biochem. 25, 723–731.

66. Bunnemann, B., Lippoldt, A., Aguirre, J. A., Cintra, A., and Metzger, R. (1993) Gluco-
corticoid regulation of angiotensinogen gene expression in discrete areas of the male rat
brain. An in situ hybridization study. Neuroendocrinology 57, 856–862.

67. Redins, C. A., Novaes, J. C., and Torres, K. B. (1999) The effects of testosterone on the
mice pinealocytes: a quantitative study. Tissue Cell 31, 233–239.

68. Shelat, S. G., King, J. L., Flanagan-Cato, L. M., and Fluharty, S. J. (1999) Mineralocor-
ticoids and glucocorticoids cooperatively increase salt intake and angiotensin II receptor
binding in rat brain. Neuroendocrinology 69, 339–351.

69. Lei, Z. M., Rao, C. V., Kornyei, J. L., Licht, P., and Hiatt, E. S. (1993) Novel expression
of human chorionic gonadotropin/luteinizing hormone receptor gene in brain. Endocri-

nology 132, 2262–2270.
70. Felix, D. and Phillips, M. I. (1979) Inhibitory effects of luteinizing hormone releasing

hormone (LH-RH) on neurons in the organum vasculosum lamina terminalis (OVLT).
Brain Res. 169, 204–208.

71. Sayer, R. J., Hubbard, J. I., and Sirett, N. E. (1984) Rat organum vasculosum laminae
terminalis in vitro: responses to transmitters. Am. J. Physiol. 247, R374–R379.

72. Kakouris, H., Eddie, L. W., and Summers, R. J. (1993) Relaxin: more than just a hormone
of pregnancy. Trends Pharmacol. Sci. 14, 4–6.

73. Kemp, B. E. and Niall, H. D. (1984) Relaxin. Vitam. Horm. 41, 79–115.
74. Kakouris, H., Eddie, L. W., and Summers, R. J. (1992) Cardiac effects of relaxin in rats.

Lancet 339, 1076–1078.
75. St-Louis, J. and Massicotte, G. (1985) Chronic decrease of blood pressure by rat relaxin

in spontaneously hypertensive rats. Life Sci. 37, 1351–1357.
76. Massicotte, G., Parent, A., and St-Louis, J. (1989) Blunted responses to vasoconstrictors

in mesenteric vasculature but not in portal vein of spontaneously hypertensive rats treated
with relaxin. Proc. Soc. Exp. Biol. Med. 190, 254–259.

77. Osheroff, P. L. and Phillips, H. S. (1991) Autoradiographic localization of relaxin bind-
ing sites in rat brain. Neurobiology 88, 6413–6417.

78. Summerlee, A. J., O’Byrne, K. T., Jones, S. A., and Eltringham, L. (1987) The
subfornical organ and relaxin-induced inhibition of reflex milk ejection in lactating rats.
J. Endocrinol. 115, 347–353.



328 Anderson and Ferguson

79. Mumford, A. D., Parry, L. J., and Summerlee, A. J. (1989) Lesion of the subfornical
organ affects the haemotensive response to centrally administered relaxin in anaesthe-
tized rats. J. Endocrinol. 122, 747–755.

80. McKinley, M. J., Burns, P., Colvill, L. M., Oldfield, B. J., Wade, J. D., Weisinger, R. S.,
and Tregear, G. W. (1997) Distribution of Fos immunoreactivity in the lamina
terminalis and hypothalamus induced by centrally administered relaxin in conscious rats.
J. Neuroendocrinol. 9, 431–437.

81. Heine, P. A., Di, S., Ross, L. R., Anderson, L. L., and Jacobson, C. D. (1997) Relaxin-
induced expression of Fos in the forebrain of the late pregnant rat. Neuroendocrinology

66, 38–46.
82. Pugin, J., Heumann, I. D., Tomasz, A., Kravchenko, V. V., Akamatsu, Y., Nishijima, M.,

et al. (1994) CD14 is a pattern recognition receptor. Immunity 1, 509–516.
83. Nakamori, T., Morimoto, A., Yamaguchi, K., Watanabe, T., Long, N. C., and Murakami,

N. (1993) Organum vasculosum laminae terminalis (OVLT) is a brain site to produce
interleukin-1 beta during fever. Brain Res. 618, 155–159.

84. Nakamori, T., Morimoto, A., Yamaguchi, K., Watanabe, T., and Murakami, N. (1994)
Interleukin-1 beta production in the rabbit brain during endotoxin-induced fever.
J. Physiol. 476, 177–186.

85. Konsman, J. P., Kelley, K., and Dantzer, R. (1999) Temporal and spatial relationships
between lipopolysaccharide-induced expression of Fos, interleukin-1beta and inducible
nitric oxide synthase in rat brain. Neuroscience 89, 535–548.

86. Lacroix, S., Feinstein, D., and Rivest, S. (1998) The bacterial endotoxin lipopolysaccha-
ride has the ability to target the brain in upregulating its membrane CD14 receptor within
specific cellular populations. Brain Pathol. 8, 625–640.

87. Quan, N., Whiteside, M., and Herkenham, M. (1998) Time course and localization pat-
terns of interleukin-1 beta messenger RNA expression in brain and pituitary after periph-
eral administration of lipopolysaccharide. Neuroscience 83, 281–293.

88. Vallieres, L. and Rivest, S. (1997) Regulation of the genes encoding interleukin-6, its
receptor, and gp130 in the rat brain in response to the immune activator lipopolysac-
charide and the proinflammatory cytokine interleukin-1 beta. J. Neurochem. 69, 1668–
1683.

89. Nadeau, S. and Rivest, S. (1999) Regulation of the gene encoding tumor necrosis factor
alpha (TNF-alpha) in the rat brain and pituitary in response in different models of sys-
temic immune challenge. J. Neuropathol. Exp. Neurol. 58, 61–77.

90. Nadeau, S. and Rivest, S. (2000) Role of microglial-derived tumor necrosis factor in
mediating CD14 transcription and nuclear factor kappa B activity in the brain during
endotoxemia. J. Neurosci. 20, 3456–3468.

91. Loddick, S. A., Liu, C., Takao, T., Hashimoto, K., and De Souza, E. B. (1998) Interleukin-
1 receptors: cloning studies and role in central nervous system disorders. Brain Res. Brain

Res. Rev. 26, 306–319.
92. Rothwell, N. J., Luheshi, G., and Toulmond, S. (1996) Cytokines and their receptors in

the central nervous system: physiology, pharmacology, and pathology. Pharmacol. Ther.

69, 85–95.
93. Anforth, H. R., Bluthe, R. M., Bristow, A., Hopkins, S., Lenczowski, M. J., Luheshi, G.,

et al. (1998) Biological activity and brain actions of recombinant rat interleukin-1alpha
and interleukin-1beta. Eur. Cytokine Network 9, 279–288.

94. Luheshi, G., Hopkins, S. J., Lefeuvre, R. A., Dascombe, M. J., Ghiara, P., and Rothwell,
N. J. (1993) Importance of brain IL-1 type II receptors in fever and thermogenesis in the
rat. Am. J. Physiol. 265, E585–E591.

95. Ericsson, A., Liu, C., Hart, R. P., and Sawchenko, P. E. (1995) Type 1 interleukin-1
receptor in the rat brain: distribution, regulation, and relationship to sites of IL-1-induced
cellular activation. J. Comp. Neurol. 361, 681–698.



Circumventricular Organs 329

96. Banks, W. A., Kastin, A. J., and Gutierrez, E. G. (1993) Interleukin-1 alpha in blood has
direct access to cortical brain cells. Neurosci. Lett. 163, 41–44.

97. Banks, W. A., Kastin, A. J., and Broadwell, R. D. (1995) Passage of cytokines across the
blood-brain barrier. Neuroimmunomodulation 2, 241–248.

98. Gutierrez, E. G., Banks, W. A., and Kastin, A. J. (1994) Blood-borne interleukin-1 recep-
tor antagonist crosses the blood-brain barrier. J. Neuroimmunol. 55, 153–160.

99. Maness, L. M., Kastin, A. J., and Banks, W. A. (1998) Relative contributions of a CVO
and the microvascular bed to delivery of blood-borne IL-1alpha to the brain. Am. J.

Physiol. 275, E207–E212.
100. Quinn, S. J., Kifor, O., Trivedi, S., Diaz, R., Vassilev, P., and Brown, E. M. (1998)

Sodium and ionic strength sensing by the calcium receptor. J. Biol. Chem. 273, 19,579–
19,586.

101. Rogers, K. V., Dunn, C. K., Hebert, S. C., and Brown, E. M. (1997) Localization of
calcium receptor mRNA in the adult rat central nervous system by in situ hybridization.
Brain Res. 744, 47–56.

102. Chattopadhyay, N., Ye, C. P., Yamaguchi, T., Vassilev, P. M., and Brown, E. M. (1999)
Evidence for extracellular calcium-sensing receptor mediated opening of an outward K+

channel in a human astrocytoma cell line (U87). Glia 26, 64–72.
103. Ferry, S., Traiffort, E., Stinnakre, J., and Ruat, M. (2000) Developmental and adult

expression of rat calcium-sensing receptor transcripts in neurons and oligodendrocytes.
Eur. J. Neurosci. 12, 872–884.

104. Washburn, D. L. S., Smith, P. M., and Ferguson, A. V. (1999) Control of neuronal excit-
ability by an ion sensing receptor. Eur. J. Neurosci. 11, 1947–1954.

105. Simonneaux, V., Kienlen-Campard, P., Loeffler, J. P., Basille, M., Gonzalez, B. J.,
Vaudry, H., Robberecht, P., and Pevet, P. (1998) Pharmacological, molecular and func-
tional characterization of vasoactive intestinal polypeptide/pituitary adenylate cyclase-
activating polypeptide receptors in the rat pineal gland. Neuroscience 85, 887–896.

106. Vertongen, P., Schiffmann, S. N., Gourlet, P., and Robberecht, P. (1998) Autoradio-
graphic visualization of the receptor subclasses for vasoactive intestinal polypeptide (VIP)
in rat brain. Ann. NY Acad. Sci. 865, 412–415.

107. Shioda, S., Shuto, Y., Somogyvari-Vigh, A., Legradi, G., Onda, H., Coy, D. H.,
Nakajo, S., and Arimura, A. (1997) Localization and gene expression of the receptor
for pituitary adenylate cyclase-activating polypeptide in the rat brain. Neurosci. Res. 28,
345–354.

108. Olcese, J., McArdle, C., Mikkelsen, J., and Hannibal, J. (1996) PACAP and type I PACAP
receptors in the pineal gland. Ann. NY Acad. Sci. 805, 595–600.

109. Masuo, Y., Ohtaki, T., Masuda, Y., Tsuda, M., and Fujino, M. (1992) Binding sites for
pituitary adenylate cyclase activating polypeptide (PACAP): comparison with vasoactive
intestinal polypeptide (VIP) binding site localization in rat brain sections. Brain Res.

575, 113–123.
110. Gebke, E., Muller, A. R., Pehl, U., and Gerstberger, R. (2000) Astrocytes in sensory

circumventricular organs of the rat brain express functional binding sites for endothelin.
Neuroscience 97, 371–381.

111. Ferguson, A. V. and Smith, P. (1990) Cardiovascular responses induced by endothelin
microinjection into area postrema. Regul. Pept. 27, 75–85.

112. Koseki, C., Imai, M., Hirata, Y., Yanagisawa, M., and Masaki, T. (1989) Autoradio-
graphic localization of [125I]-endothelin-1 binding sites in rat brain. Neurosci. Res. 6,
581–585.

113. Niwa, M., Kawaguchi, T., Fujimoto, M., Kataoka, Y., and Taniyama, K. (1991) Receptors
for endothelin in the central nervous system. J. Cardiovasc. Pharmacol. 17, S137–S139.

114. Kohzuki, M., Chai, S. Y., Paxinos, G., Karavas, A., Casley, D. J., Johnston, C. I., and
Mendelsohn, F. A. O. (1991) Localization and characterization of endothelin receptor



330 Anderson and Ferguson

binding sites in the rat brain visualized by in vitro autoradiography. Neuroscience 42,
245–260.

115. Jones, C. R., Hiley, C. R., Pelton, J. T., and Mohr, M. (1989) Autoradiographic visualiza-
tion of the binding sites for [125I] endothelin in rat and human brain. Neurosci. Lett. 97,
276–279.

116. Hemsen, A. and Lundberg, J. M. (1991) Presence of endothelin-1 and endothelin-3 in
peripheral tissues and central nervous system of the pig. Regul. Pept. 36, 71–83.

117. Garrido, M. D. and Israel, A. (1999) Endothelin-1 stimulates phosphoinositide hydroly-
sis in the rat pineal gland. Arch. Physiol. Biochem. 107, 138–143.

118. Orskov, C., Poulsen, S. S., Moller, M., and Holst, J. J. (1996) Glucagon-like peptide I
receptors in the subfornical organ and the area postrema are accessible to circulating
glucagon-like peptide I. Diabetes 45, 832–835.

119. Sexton, P. M., Paxinos, G., Kenney, M. A., Wookey, P. J., and Beaumont, K. (1994)
In vitro autoradiographic localization of amylin binding sites in rat brain. Neuroscience

62, 553–567.
120. Christopoulos, G., Paxinos, G., Huang, X. F., Beaumont, K., Toga, A. W., and Sexton,

P. M. (1995) Comparative distribution of receptors for amylin and the related peptides
calcitonin gene related peptide and calcitonin in rat and monkey brain. Can. J. Physiol.

Pharmacol. 73, 1037–1041.
121. Murone, C., Paxinos, G., McKinley, M. J., Oldfield, B. J., Muller-Esterl, W., Mendelsohn,

F. A., and Chai, S. Y. (1997) Distribution of bradykinin B2 receptors in sheep brain and
spinal cord visualized by in vitro autoradiography. J. Comp. Neurol. 381, 203–218.

122. Shi, B., Bhat, G., Mahesh, V. B., Brotto, M., Nosek, T. M., and Brann, D. W. (1999)
Bradykinin receptor localization and cell signaling pathways used by bradykinin in the
regulation of gonadotropin-releasing hormone secretion. Endocrinology 140, 4669–4676.

123. Kubota, Y., Inagaki, S., Shiosaka, S., Cho, H. J., Tateishi, K., Hashimura, E., Hamaoka,
T., and Tohyama, M. (1983) The distribution of cholecystokinin octapeptide-like struc-
tures in the lower brain stem of the rat: an immunohistochemical analysis. Neuroscience

9, 587–604.
124. Date, Y., Mondal, M. S., Matsukura, S., Ueta, Y., Yamashita, H., Kaiya, H., Kangawa,

K., and Nakazato, M. (2000) Distribution of orexin/hypocretin in the rat median emi-
nence and pituitary. Brain Res. Mol. Brain Res. 76, 1–6.

125. Eskay, R. L., Long, R. T., and Palkovits, M. (1983) Localization of immunoreactive
thyrotropin releasing hormone in the lower brainstem of the rat. Brain Res. 277,
159–162.

126. Iwase, M., Homma, I., Shioda, S., and Nakai, Y. (1988) Thyrotropin-releasing hormone-
like immunoreactive neurons in rabbit medulla oblongata. Neurosci. Lett. 92, 30–33.

127. Iwase, M., Shioda, S., Nakai, Y., and Homma, I. (1991) Immunocytochemistry of thy-
rotropin-releasing hormone in the rabbit medulla oblongata. Brain Res. Bull. 26, 49–57.

128. Merchenthaler, I. and Liposits, Z. (1994) Mapping of thyrotropin-releasing hormone
(TRH) neuronal systems of rat forebrain projecting to the median eminence and the
OVLT. Immunocytochemistry combined with retrograde labeling at the light and elec-
tron microscopic levels. Acta Biol. Hung. 45, 361–374.

129. Couce, M. E., Burguera, B., Parisi, J. E., Jensen, M. D., and Lloyd, R. V. (1997) Local-
ization of leptin receptor in the human brain. Neuroendocrinology 66, 145–150.

130. Zamorano, P. L., Mahesh, V. B., De Sevilla, L. M., Chorich, L. P., Bhat, G. K., and
Brann, D. W. (1997) Expression and localization of the leptin receptor in endocrine and
neuroendocrine tissues of the rat. Neuroendocrinology 65, 223–228.

131. Hoggard, N., Mercer, J. G., Rayner, D. V., Moar, K., Trayhurn, P., and Williams, L. M.
(1997) Localization of leptin receptor mRNA splice variants in murine peripheral
tissues by RT-PCR and in situ hybridization. Biochem. Biophys. Res. Comm. 232,
383–387.



Circumventricular Organs 331

132. van Leeuwen, F. W., Caffe, A. R., and De Vries, G. J. (1985) Vasopressin cells in the bed
nucleus of the stria terminalis of the rat: sex differences and the influence of androgens.
Brain Res. 325, 391–394.

133. Saavedra, J. M., Correa, F. M. A., Plunkett, L. M., Israel, A., Kurihara, M., and
Shigematsu, K. (1986) Binding of angiotensin and atrial natriuretic peptide in brain of
hypertensive rats. Nature 320, 758–760.

134. Himeno, A., Niwa, M., Nakao, K., Suga, S., Yamashita, K., Kataoka, Y., et al. (1992) C-type
natriuretic peptide-22 differentiates between natriuretic peptide receptors in rat choroid
plexus and subfornical organ. Eur. J. Pharmacol. 215, 337–440.

135. Saavedra, J. M. (1988) Alterations in atrial natriuretic peptide receptors in rat brain nuclei
during hypertension and dehydration. Can. J. Physiol. Pharmacol. 66, 288–294.

136. Niwa, M., Shigematsu, K., Kurihara, M., Kataoka, Y., Maeda, T., Nakao, K., et al. (1988)
Receptor autoradiographic evidence of specific brain natriuretic peptide binding sites in
the porcine subfornical organ. Neurosci. Lett. 95, 113–118.

137. Konrad, E. M., Thibault, G., and Schiffrin, E. L. (1992) Atrial natriuretic factor binding
sites in rat area postrema: autoradiographic study. Am. J. Physiol. 263, R747–R755.

138. Bianchi, C., Gutkowska, J., Ballak, M., Thibault, G., Garcia, R., Genest, J., and Cantin,
M. (1986) Radioautographic localization of 125I-atrial natriuretic factor binding sites in
the brain. Neuroendocrinology 44, 365–372.

139. Krisch, B. (1992) Somatostatin-binding sites on structures of circumventricular organs.
Progr. Brain Res. 91, 247–250.

140. Fodor, M., Slama, A., Guillaume, V., Videau, C., Csaba, Z., Oliver, C., and Epelbaum, J.
(1997) Distribution and pharmacological characterization of somatostatin receptor bind-
ing sites in the sheep brain. J. Chem. Neuroanat. 12, 175–182.

141. Schoots, O., Hernando, F., Knoers, N. V., and Burbach, J. P. (1999) Vasopressin recep-
tors: structural functional relationships and role in neural and endocrine regulation.
Results Probl. Cell Differ. 26, 107–133.

142. Raggenbass, M., Tribollet, E., Dubois-Dauphin, M., and Dreifuss, J. J. (1989) Vasopressin
receptors of the vasopressor (V1) type in the nucleus of the solitary tract of the rat medi-
ate direct neuronal excitation. J. Neurosci. 9, 3929–3936.

143. Ostrowski, N. L., Lolait, S. J., and Young, W. S. (1994) Cellular localization of vaso-
pressin V1a receptor messenger ribonucleic acid in adult male rat brain, pineal, and brain
vasculature. Endocrinology 135, 1511–1528.

144. Phillips, P. A., Abrahams, J. M., Kelly, J., Paxinos, G., Grzonka, Z., Mendelsohn, F. A. O.,
and Johnston, C. I. (1988) Localization of vasopressin binding sites in rat brain by in
vitro autoradiography using a radioiodinated V1 receptor antagonist. Neuroscience 27,
749–761.

145. Tribollet, E., Raufaste, D., Maffrand, J., and Serradeil-Le Gal, C. (1999) Binding of the
non-peptide vasopressin V1a receptor antagonist SR-49059 in the rat brain: an in vitro
and in vivo autoradiographic study. Neuroendocrinology 69, 113–120.

146. de Kloet, E. R., Voorhuis, D. A. M., Boschma, Y., and Elands, J. (1986) Estradiol modu-
lates density of putative ‘oxytocin receptors’ in discrete rat brain regions. Neuroendocri-

nology 44, 415–421.
147. Nakajima, T., Yashima, Y., and Nakamura, K. (1986) Quantitative autoradiographic local-

ization of neuropeptide Y receptors in the rat lower brainstem. Brain Res. 380, 144–150.
148. Nilsson, S. F. (1991) Neuropeptide Y (NPY): a vasoconstrictor in the eye, brain and other

tissues in the rabbit. Acta Physiol. Scand. 141, 455–467.
149. Roky, R., Paut-Pagano, L., Goffin, V., Kitahama, K., Valatx, J. L., Kelly, P. A., and

Jouvet, M. (1996) Distribution of prolactin receptors in the rat forebrain. Immunohis-
tochemical study. Neuroendocrinology 63, 422–429.

150. Mangurian, L. P., Jurjus, A. R., and Walsh, R. J. (1999) Prolactin receptor localization to
the area postrema. Brain Res. 836, 218–220.



332 Anderson and Ferguson

151. Lind, R. W. (1987) A review of the neural connections of the subfornical organ,
in Circumventricular Organs and Body Fluids (Gross, P., ed.), CRC, Boca Raton, FL,
pp. 27–43.

152. Lind, R. W., Van Hoesen, G. W., and Johnson, A. K. (1982) An HRP study of the connec-
tions of the subfornical organ of the rat. J. Comp. Neurol. 210, 265–277.

153. Tanaka, J., Ushigome, A., Hori, K., and Nomura, M. (1998) Responses of raphe
nucleus projecting subfornical organ neurons to angiotensin II in rats. Brain Res. Bull.

45, 315–318.
154. Lind, R. W. (1986) Bi-directional, chemically specified neural connections between the

subfornical organ and the midbrain raphe system. Brain Res. 384, 250–261.
155. Swanson, L. W. and Lind, R. W. (1986) Neural projections subserving the initiation of

a specific motivated behavior in the rat: new projections from the subfornical organ.
Brain Res. 379, 399–403.

156. Lind, R. W., Swanson, L. W., and Ganten, D. (1984) Angiotensin II immunoreactivity
in the neural afferents and efferents of the subfornical organ of the rat. Brain Res. 321,
209–215.

157. Gu, G. B. and Ju, G. (1995) The parabrachio-subfornical organ projection in the rat.
Brain Res. Bull. 38, 41–47.

158. Zardetto-Smith, A. M. and Gray, T. S. (1987) A direct neural projection from the nucleus
of the solitary tract to the subfornical organ in the rat. Neurosci. Lett. 80, 163–166.

159. Tanaka, J., Hayashi, Y., Shimamune, S., and Nomura, M. (1997) Ascending pathways
from the nucleus of the solitary tract to the subfornical organ in the rat. Brain Res. 777,
237–241.

160. Leslie, R. A. and Gwyn, D. G. (1984) Neuronal connections of the area postrema. Fed. Proc.

43, 2941–2943.
161. Contreras, R. J., Beckstead, R. M., and Norgren, R. (1982) The central projections of the

trigeminal, facial, glossopharyngeal and vagus nerves: an autoradiographic study in the
rat. J. Auton. Nerv. Syst. 6, 303–322.

162. van der Kooy, D. and Koda, L. Y. (1983) Organization of the projections of a circum-
ventricular organ: the area postrema in the rat. J. Comp. Neurol. 219, 328–338.

163. Papas, S. and Ferguson, A. V. (1990) Electrophysiological characterization of reciprocal
connections between the parabrachial nucleus and the area postrema in the rat. Brain Res.

Bull. 24, 577–582.
164. Davies, R. O. and Kalia, M. (1981) Carotid sinus nerve projections to the brain stem in

the cat. Brain Res. Bull. 6, 531–541.
165. Ruiz-Pesini, P., Tome, E., Balaguer, L., Romano, J., and Yllera, M. (1995) The projec-

tions to the medulla of neurons innervating the carotid sinus in the dog. Brain Res. Bull.

37, 41–47.
166. Papas, S. and Ferguson, A. V. (1991) Electrophysiological evidence of baroreceptor input

to area postrema. Am. J. Physiol. 261, R9–R13.
167. Kalia, M. and Mesulam, M.-M. (1980) Brain stem projections of sensory and motor com-

ponents of the vagus complex in the cat: II. Laryngeal, tracheobronchial, pulmonary,
cardiac, and gastrointestinal branches. J. Comp. Neurol. 193, 467–508.

168. Ciriello, J., Hrycyshyn, A. W., and Calaresu, F. R. (1981) Glossopharyngeal and vagal
afferent projections to the brain stem of the cat: a horseradish peroxidase study. J. Auton.

Nerv. Syst. 4, 63–79.
169. Shapiro, R. E. and Miselis, R. R. (1995) The central neural connections of the area

postrema of the rat. J. Comp. Neurol. 234, 344–364.
170. Cedarbaum, J. M. and Aghajanian, G. K. (1978) Afferent projections to the rat locus

coeruleus as determined by a retrograde tracing technique. J. Comp. Neurol. 178, 1–16.
171. Lind, R. W. (1988) Angiotensin and the lamina terminalis: illustrations of a complex

unity. Clin. Exp. Hypertens. 10, 79–105.



Circumventricular Organs 333

172. Phillips, M. I. and Camache, A. (1987) Neural connections of the organum vasculosum
of the lamina terminalis, in Circumventricular Organs and Body Fluids (Gross, P., ed.),
CRC, Boca Raton, FL, pp. 157–169.

173. Reuss, S. (1999) Trigeminal innervation of the mammalian pineal gland. Microsc. Res.

Tech. 46, 305–309.
174. Moller, M. and Liu, W. (1999) Innervation of the rat pineal gland by nerve fibres origi-

nating in the sphenopalatine, otic and trigeminal ganglia. A retrograde in vivo neuronal
tracing study. Reprod. Nutr. Dev. 39, 345–353.

175. Teclemariam-Mesbah, R., ter Horst, G. J., Postema, F., Wortel, J., and Buijs, R. M. (1999)
Anatomical demonstration of the suprachiasmatic nucleus-pineal pathway. J. Comp.

Neurol. 406, 171–182.
176. Fink-Jensen, A. and Moller, M. (1990) Direct projections from the anterior and tuberal

regions of the lateral hypothalamus to the rostral part of the pineal complex of the rat.
An anterograde neuron-tracing study by using Phaseolus vulgaris leucoagglutinin. Brain

Res. 522, 337–341.
177. Mikkelsen, J. D., Panula, P., and Moller, M. (1992) Histamine-immunoreactive nerve

fibers in the rat pineal gland: evidence for a histaminergic central innervation. Brain Res.

597, 200–208.
178. Bowers, C. W., Dahm, L. M., and Zigmond, R. E. (1984) The number and distribution of

sympathetic neurons that innervate the rat pineal gland. Neuroscience 13, 87–96.
179. Stanley, L. C., Horikawa, K., and Powell, E. W. (1987) Innervation of the superficial

pineal of the rat using retrograde tracing methods. Am. J. Anat. 180, 249–254.
180. Mikkelsen, J. D., Hay-Schmidt, A., and Larsen, P. J. (1997) Central innervation of the rat

ependyma and subcommissural organ with special reference to ascending serotoninergic
projections from the raphe nuclei. J. Comp. Neurol. 384, 556–568.

181. Mikkelsen, J. D. (1994) Analysis of the efferent projections of the lateral geniculate
nucleus with special reference to the innervation of the subcommissural organ and related
areas. Cell Tissue Res. 277, 437–445.

182. Alonso, G. and Assenmacher, I. (1981) Radioautographic studies on the neurohypo-
physical projections of the supraoptic and paraventricular nuclei in the rat. Cell Tissue

Res. 219, 525–534.
183. Nilsson, C., Kannisto, P., Lindvall-Axelsson, M., Owman, C., and Rosengren, E. (1990)

The neuropeptides vasoactive intestinal polypeptide, peptide histidine isoleucine and neu-
ropeptide Y modulate [3H]noradrenaline release from sympathetic nerves in the choroid
plexus. Eur. J. Pharmacol. 181, 247–252.

184. Nilsson, C., Ekman, R., Lindvall-Axelsson, M., and Owman, C. (1990) Distribution of
peptidergic nerves in the choroid plexus, focusing on coexistence of neuropeptide Y,
vasoactive intestinal polypeptide and peptide histidine isoleucine. Regul. Pept. 27, 11–26.

185. Nilsson, C., Lindvall-Axelsson, M., and Owman, C. (1992) Effects of vasoactive intesti-
nal polypeptide on choroid plexus blood flow and cerebrospinal fluid production. Progr.

Brain Res. 91, 445–449.
186. Segal, M. B., Chodobski, A., Szmydynger-Chodobska, J., and Cammish, H. (1992) Effect

of arginine vasopressin on blood vessels of the perfused choroid plexus of the sheep.
Progr. Brain Res. 91, 451–453.

187. Chodobski, A., Szmydynger-Chodobska, J., Epstein, M. H., and Johanson, C. E. (1995)
The role of angiotensin II in the regulation of blood flow to choroid plexuses and cere-
brospinal fluid formation in the rat. J. Cereb. Blood Flow Metab. 15, 143–151.

188. Maktabi, M. A., Heistad, D. D., and Faraci, F. M. (1990) Effects of angiotensin II on
blood flow to choroid plexus. Am. J. Physiol. 258, H414–H418.

189. Williams, J. L., Thebert, M. M., Schalk, K. A., and Heistad, D. D. (1991) Stimulation
of area postrema decreases blood flow to choroid plexus. Am. J. Physiol. 260, H902–
H908.



334 Anderson and Ferguson

190. Ferguson, A. V. (1992) Neurophysiological analysis of mechanisms for subfornical organ
and area postrema involvement in autonomic control. Progress in Brain Research 91, 413–421.

191. Ferguson, A. V. and Bains, J. S. (1996) Electrophysiology of the circumventricular
organs. Front. Neuroendocrinol. 17, 440–475.

192. Donevan, S. D. and Ferguson, A. V. (1988) Subfornical organ connections with septal
neurons projecting to the median eminence. Neuroendocrinology 48, 67–71.

193. Lowes, V. L., Sun, K., Li, Z., and Ferguson, A. V. (1995) Vasopressin actions on area
postrema neurons in vitro. Am. J. Physiol. 269, R463–R468.

194. Sun, K. and Ferguson, A. V. (1996) Angiotensin II and glutamate influence area postrema
neurons in rat brain slices. Regul. Pept. 63, 91–98.

195. Sun, K. and Ferguson, A. V. (1997) Cholecystokinin activates area postrema neurons in
rat brain slices. Am. J. Physiol. 272, R1625–R1630.

196. Richard, D. and Bourque, C. W. (1992) Synaptic activation of rat supraoptic neurons by
osmotic stimulation of the organum vasculosum lamina terminalis. Neuroendocrinology

609–611.
197. Tanaka, J., Kaba, H., Saito, H., and Seto, K. (1985) Electrophysiological evidence that

circulating angiotensin II sensitive neurons in the subfornical organ alter the activity of
hypothalamic paraventricular neurohypophyseal neurons in the rat. Brain Res. 342, 361–365.

198. Ferguson, A. V., Bicknell, R. J., Carew, M. A., and Mason, W. T. (1997) Dissociated
adult rat subfornical organ neurons maintain membrane properties and angiotensin
responsiveness for up to 6 days. Neuroendocrinology 66, 409–415.

199. Washburn, D. L. S., Anderson, J. W., and Ferguson, A. V. (2000) A subthreshold persis-
tent sodium current mediates bursting in rat subfornical organ neurones. J. Physiol. 529,
359–371.

200. Washburn, D. L. S., Beedle, A. M., and Ferguson, A. V. (1999) Inhibition of subfornical
organ neuronal potassium channels by vasopressin. Neuroscience 93, 349–359.

201. Anderson, J. W., Washburn, D. L. S., and Ferguson, A. V. (2000) Intrinsic osmosensitivity
of subfornical organ neurons. Neuroscience 100, 539–547.

202. Hay, M. and Lindsley, K. A. (1999) AMPA receptor activation of area postrema neurons.
Am. J. Physiol. 276, R586–R590.

203. Hay, M., Hasser, E. M., and Lindsley, K. A. (1996) Area postrema voltage-activated
calcium currents. J. Neurophysiol. 75, 133–141.

204. Hay, M. and Lindsley, K. A. (1995) Membrane properties of area postrema neurons.
Brain Res. 705, 199–208.

205. Johnson, R. F., Beltz, T. G., Jurzak, M., Wachtel, R. E., and Johnson, A. K. (1999) Char-
acterization of ionic currents of cells of the subfornical organ that project to the supraop-
tic nuclei. Brain Res. 817, 226–231.

206. Sun, K. and Ferguson, A. V. (1997) Cholecystokinin activates area postrema neurons in
rat brain slices. Am. J. Physiol. 272, R1625–R1630.

207. Washburn, D. L. S., Anderson, J. W., and Ferguson, A. V. (2000) The calcium receptor
modulates the hyperpolarization-activated current in subfornical organ neurons.
Neuroreport 11, 3231–3235.

208. Hay, M. and Lindsley, K. A. (1999) AMPA receptor activation of area postrema neurons.
Am. J. Physiol. 276, R586–R590.

209. Schenda, J. and Vollrath, L. (1998) Demonstration of action-potential-producing cells
in the rat pineal gland in vitro and their regulation by norepinephrine and nitric oxide.
J. Comp. Physiol. [A] 183, 573–581.

210. Freschi, J. E. and Parfitt, A. G. (1986) Intracellular recordings from pineal cells in tissue
culture: membrane properties and response to norepinephrine. Brain Res. 368, 366–370.

211. McCance, I., Parkington, H. C., and Coleman, H. A. (1996) The association between
melatonin production and electrophysiology of the guinea pig pineal gland. J. Pineal Res.

21, 79–90.



Circumventricular Organs 335

212. Schenda, J. and Vollrath, L. (1999) An intrinsic neuronal-like network in the rat pineal
gland. Brain Res. 823, 231–233.

213. Marin, A., Urena, J., and Tabares, L. (1996) Intracellular calcium release mediated by
noradrenaline and acetylcholine in mammalian pineal cells. J. Pineal Res. 21, 15–28.

214. Letz, B., Schomerus, C., Maronde, E., Korf, H. W., and Korbmacher, C. (1997) Stimula-
tion of a nicotinic ACh receptor causes depolarization and activation of L-type Ca2+ chan-
nels in rat pinealocytes. J. Physiol. 499, 329–340.

215. McKinley, M. J., Pennington, G. L., and Oldfield, B. J. (1996) Anteroventral wall of the
third ventricle and dorsal lamina terminalis: headquarters for control of body fluid
homeostasis? Clin. Exp. Pharmacol. Physiol. 23, 271–281.

216. McKinley, M. J., Bicknell, R. J., Hards, D., McAllen, R. M., Vivas, L., Weisinger, R. S.,
and Oldfield, B. J. (1992) Efferent neural pathways of the lamina terminalis subserving
osmoregulation. Progr. Brain Res. 395–402.

217. Simpson, J. B. and Routtenberg, J. B. (1975) Subfornical organ lesions reduce intrave-
nous angiotensin-induced drinking. Brain Res. 88, 154–161.

218. Simpson, J. B. and Routtenberg, A. (1978) Subfornical organ: a dipsogenic site of action
of angiotensin II. Science 201, 379–381.

219. McKinley, M. J., Mathai, M. L., Pennington, G., Rundgren, M., and Vivas, L. (1999)
Effect of individual or combined ablation of the nuclear groups of the lamina terminalis
on water drinking in sheep. Am. J. Physiol. 276, R673–R683.

220. Verney, E. B. (1947) The antidiuretic hormone and the factors which determine its release.
Proc. R. Soc. Lond. 135, 25–106.

221. McKinley, M. J., Denton, D. A., and Weisinger, R. S. (1978) Sensors for antidiuresis and
thirst: osmoreceptors or CSF sodium detectors? Brain Res. 141, 89–103.

222. Thrasher, T. N., Brown, C. J., Keil, L. C., and Ramsay, D. J. (1980) Thirst and vaso-
pressin release in the dog: an osmoreceptor or sodium receptor mechanism? Am. J.

Physiol. 238, R333–R339.
223. Bourque, C. W. and Oliet, S. H. (1997) Osmoreceptors in the central nervous system.

Annu. Rev. Physiol. 59, 601–619.
224. Bourque, C. W., Oliet, S. H. R., and Richard, D. (1994) Osmoreceptors, osmoreception,

and osmoregulation. Front. Neuroendocrinol. 15, 231–274.
225. Bisley, J. W., Rees, S. M., McKinley, M. J., Hards, D. K., and Oldfield, B. J. (1996)

Identification of osmoresponsive neurons in the forebrain of the rat: a fos study at the
ultrastructural level. Brain Res. 720, 25–34.

226. Oldfield, B. J., Badoer, E., Hards, D. K., and McKinley, M. J. (1994) Fos production in
retrogradely labelled neurons of the lamina terminalis following intravenous infusion of
either hypertonic saline or angiotensin II. Neuroscience 60, 255–262.

227. Giovannelli, L. and Bloom, F. E. (1992) c-Fos protein expression in the rat subfornical
organ following osmotic stimulation. Neurosci. Lett. 139, 1–6.

228. Caston-Balderrama, A., Nijland, M. J. M., McDonald, T. J., and Ross, M. G. (1999)
Central Fos expression in fetal and adult sheep after intraperitoneal hypertonic saline.
Am. J. Physiol. 276, H725–H735.

229. Honda, K., Negoro, H., Higuchi, T., and Tadokoro, Y. (1989) The role of the antero-
ventral 3rd ventricle area in the osmotic control of paraventricular neurosecretory cells.
Exp. Brain Res. 76, 497–502.

230. Negoro, H., Higuchi, T., Tadokoro, Y., and Honda, K. (1988) Osmoreceptor mechanism
for oxytocin release in the rat. Jpn. J. Physiol. 38, 19–31.

231. Johnson, A. K., Cunningham, J. T., and Thunhorst, R. L. (1996) Integrative role of
the lamina terminalis in the regulation of cardiovascular and body fluid homeostasis.
Clin. Exp. Pharmacol. Physiol. 23, 183–191.

232. Thrasher, T. N., Keil, L. C., and Ramsay, D. J. (1982) Lesions of the organum vasculosum
of the lamina terminalis (OVLT) attenuate osmotically-induced drinking and vasopressin
secretion in the dog. Endocrinology 110, 1837–1839.



336 Anderson and Ferguson

233. Thrasher, T. N. and Keil, L. C. (1987) Regulation of drinking and vasopressin secretion:
role of organum vasculosum laminae terminalis. Am. J. Physiol. 253, R108–R120.

234. Lind, R. W., Thunhorst, R. L., and Johnson, A. K. (1984) The subfornical organ and the
integration of multiple factors in thirst. Physiol. Behav. 32, 69–74.

235. Mangiapane, M. L., Thrasher, T. N., Keil, L. C., Simpson, J. B., and Ganong, W. F.
(1984) Role of the subfornical organ in vasopressin release. Brain Res. Bull. 13, 43–47.

236. Sibbald, J. R., Hubbard, J. I., and Sirett, N. E. (1988) Responses from osmosensitive
neurons of the rat subfornical organ in vitro. Brain Res. 461, 205–214.

237. Tanaka, J., Saito, H., and Yagyu, K. (1989) Impaired responsiveness of paraventricular
neurosecretory neurons to osmotic stimulation in rats after local anesthesia of the
subfornical organ. Neurosci. Lett. 98, 51–56.

238. Rowland, N. E., Fregly, M. J., Han, L., and Smith, G. (1996) Expression of Fos in rat
brain in relation to sodium appetite: furosemide and cerebroventricular renin. Brain Res.

728, 90–96.
239. Houpt, T. A., Smith, G. P., Joh, T. H., and Frankmann, S. P. (1998) c-fos-like immuno-

reactivity in the subfornical organ and nucleus of the solitary tract following salt intake
by sodium-depleted rats. Physiol. Behav. 63, 505–510.

240. Starbuck, E. M., Lane, J. R., and Fitts, D. A. (1997) Interaction of hydration and
subfornical organ lesions in sodium- depletion induced salt appetite. Behav. Neurosci.

111, 206–213.
241. Starbuck, E. M. and Fitts, D. A. (1998) Influence of salt intake, ANG II synthesis and

SFO lesion on thirst and blood pressure during sodium depletion. Subfornical organ.
Appetite 31, 309–331.

242. Thunhorst, R. L., Beltz, T. G., and Johnson, A. K. (1999) Effects of subfornical organ
lesions on acutely induced thirst and salt appetite. Am. J. Physiol. 277, R56–R65.

243. Morien, A., Garrard, L., and Rowland, N. E. (1999) Expression of Fos immunoreactiv-
ity in rat brain during dehydration: effect of duration and timing of water deprivation.
Brain Res. 816, 1–7.

244. Xu, Z. C. and Herbert, J. (1996) Effects of unilateral or bilateral lesions within the
anteroventral third ventricular region on c-fos expression induced by dehydration or
angiotensin ii in the supraoptic and paraventricular nuclei of the hypothalamus. Brain

Res. 713, 36–43.
245. Hochstenbach, S. L. and Cirello, J. (1996) Effect of lesions of forebrain circumventricular

organs on c-fos expression in the central nervous system to plasma hypernatremia. Brain

Res. 713, 17–28.
246. Hasser, E. M., Nelson, D. O., Haywood, J. R., and Bishop, V. S. (1987) Inhibition of

renal sympathetic nervous activity by area postrema stimulation in rabbits. Am. J. Physiol.

253, H91–H99.
247. Curtis, K. S., Huang, W., Sved, A. F., Verbalis, J. G., and Stricker, E. M. (1999) Impaired

osmoregulatory responses in rats with area postrema lesions. Am. J. Physiol. 277, R209–R219.
248. Edwards, G. L., Beltz, T. G., Power, J. D., and Johnson, A. K. (1993) Rapid-onset “need-

free” sodium appetite after lesions of the dorsomedial medulla. Am. J. Physiol. 264,
R1242–R1247.

249. Huang, W., Sved, A. F., and Stricker, E. M. (2000) Vasopressin and oxytocin release
evoked by NaCl loads are selectively blunted by area postrema lesions. Am. J. Physiol.

278, R732–R740.
250. Carlson, S. H., Collister, J. P., and Osborn, J. W. (1998) The area postrema modulates

hypothalamic fos responses to intragastric hypertonic saline in conscious rats. Am. J.

Physiol. 275, R1921–R1927.
251. Morita, H., Yamashita, Y., Nishida, Y., Tokuda, M., Hatase, O., and Hosomi, H. (1997)

Fos induction in rat brain neurons after stimulation of the hepatoportal Na-sensitive
mechanism. Am. J. Physiol. 272, R913–R923.



Circumventricular Organs 337

252. Carlson, S. H., Beitz, A., and Osborn, J. W. (1997) Intragastric hypertonic saline increases
vasopressin and central Fos immunoreactivity in conscious rats. Am. J. Physiol. 272,
R750–R758.

253. DiBona, G. F. (1999) Central sympathoexcitatory actions of angiotensin II: role of type 1
angiotensin II receptors. J. Am. Soc. Nephrol. 10(Suppl. 11), S90–S94.

254. Ferguson, A. V., Bains, J. S., and Lowes, V. L. (1994) Circumventricular organs and
cardiovascular homeostasis, in Central Neural Mechanisms in Cardiovascular Regula-

tion (Kunos, G. and Ciriello, J., eds.), Birkhäuser, New York, pp. 80–101.
255. Ferguson, A. V., Day T. A., and Renaud, L. P. (1984) Influence of subfornical organ

stimulation on the excitability of hypothalamic paraventricular neurons projecting to the
dorsal medulla. Am. J. Physiol. 247, R1088–R1092.

256. Renaud, L. P., Ferguson, A. V., Day, T. A., Bourque, C. W., and Sgro, S. (1985) Electro-
physiology of the subfornical organ and its hypothalamic connections: an in-vivo study
in the rat. Brain Res. Bull. 15, 83–86.

257. Ferguson, A. V. and Marcus, P. (1988) Area postrema stimulation induced cardiovascu-
lar changes in the rat. Am. J. Physiol. 255, R855–R860.

258. Li, Y. W. and Dampney, R. A. (1994) Expression of Fos-like protein in brain following
sustained hypertension and hypotension in conscious rabbits. Neuroscience 61, 613–634.

259. Chan, R. K. W. and Sawchenko, P. E. (1994) Spatially and temporally differentiated
patterns of c fos expression in brain stem catecholaminergic cell groups induced by car-
diovascular challenges in the rat. J. Comp. Neurol. 348, 433–460.

260. Rohmeiss, P., Beyer, C., Hocher, B., Qadri, F., Gretz, N., Strauch, M., and Unger, T.
(1995) Osmotically induced natriuresis and blood pressure response involves angiotensin
AT1 receptors in the subfornical organ. J. Hypertens. 13, 1399–1404.

261. Gatto, E. M., Carreras, M. C., Pargament, G. A., Riobo, N. A., Reides, C., Repetto, M., et al.
(1996) Neutrophil function, nitric oxide, and blood oxidative stress in parkinsons dis-
ease. Movement Disorders 11, 261–267.

262. Bonigut, S., Bonham, A. C., and Stebbins, C. L. (1997) Area postrema-induced inhibition
of the exercise pressor reflex. Am. J. Physiol. 272, H1650–H1655.

263. Lowes, V. L. and Ferguson, A. V. (1994) Modified cardiovascular sensitivity of the area
postrema to vasopressin in spontaneously hypertensive rats. Brain Res. 636, 165–168.

264. Matsumura, K., Averill, D. B., and Ferrario, C. M. (1999) Role of AT1 receptors in area
postrema on baroreceptor reflex in spontaneously hypertensive rats. Brain Res. 850, 166–172.

265. Kizer, J. S., Palkovits, M., and Brownstein, M. J. (1976) Releasing factors in the
circumventricular organs of the rat brain. Endocrinology 98, 311–317.

266. Piva, F., Limonta, P., and Martini, L. (1982) Role of the organum vasculosum laminae
terminalis in the control of gonadotrophin secretion in rats. J. Endocrinol. 93, 355–364.

267. Limonta, P., Maggi, R., Martini, L., and Piva, F. (1982) Role of the subcommissural
organ in the control of gonadotrophin secretion in the female rat. J. Endocrinol. 95, 207–213.

268. Limonta, P., Maggi, R., Giudici, D., Martini, L., and Piva, F. (1981) Role of the
subfornical organ (SFO) in the control of gonadotropin secretion. Brain Res. 229, 75–84.

269. Cates, P. S. and O'Byrne, K. T. (2000) The area postrema mediates insulin hypo-
glycaemia-induced suppression of pulsatile LH secretion in the female rat. Brain Res.

853, 151–155.
270. Lindheimer, M. D. and Davison, J. M. (1995) Osmoregulation, the secretion of arginine

vasopressin and its metabolism during pregnancy. Eur. J. Endocrinol. 132, 133–143.
271. Weisinger, R. S., Burns, P., Eddie, L. W., and Wintour, E. M. (1993) Relaxin alters the

plasma osmolality–arginine vasopressin relationship in the rat. J. Endocrinol. 137, 505–510.
272. Phillips, M. I., Wang, H., Kimura, B., Speth, R. C., and Ghazi, N. (1995) Brain angio-

tensin and the female reproductive cycle. Adv. Exp. Med. Biol. 377, 357–370.
273. Summerlee, A. J. and Wilson, B. C. (1994) Role of the subfornical organ in the relaxin-

induced prolongation of gestation in the rat. Endocrinology 134, 2115–2120.



338 Anderson and Ferguson

274. Lincoln, G. (1999) Melatonin modulation of prolactin and gonadotrophin secretion. Sys-
tems ancient and modern. Adv. Exp. Med. Biol. 460, 137–153.

275. Kennaway, D. J. (1988) Short- and long-term effects of manipulation of the pineal/mela-
tonin axis in ewes. Reprod. Nutr. Dev. 28, 399–408.

276. Pevet, P. (1988) The role of the pineal gland in the photoperiodic control of reproduction
in different hamster species. Reprod. Nutr. Dev. 28, 443–458.

277. Dardes, R. C., Baracat, E. C., and Simoes, M. J. (2000) Modulation of estrous cycle and
LH, FSH and melatonin levels by pinealectomy and sham-pinealectomy in female rats.
Prog. Neuropsychopharmacol. Biol. Psychiatry 24, 441–453.

278. Schwartz, S. M. (1982) Effects of constant bright illumination on reproductive processes
in the female rat. Neurosci. Biobehav. Rev. 6, 391–406.

279. Luboshitzky, R. and Lavie, P. (1999) Melatonin and sex hormone interrelationships:
a review. J. Pediatr. Endocrinol. Metab. 12, 355–362.

280. Sandyk, R. (1992) The pineal gland and the menstrual cycle. Int. J. Neurosci. 63, 197–204.
281. Aleandri, V., Spina, V., and Morini, A. (1996) The pineal gland and reproduction.

Hum. Reprod. Update 2, 225–235.
282. Quay, W. B. (1981) Pineal atrophy and other neuroendocrine and circumventricular fea-

tures of the naked mole-rat, Heterocephalus glaber (Ruppell), a fossorial, equatorial
rodent. J. Neural. Transm. 52, 107–115.

283. Vitkovic, L., Bockaert, J., and Jacque, C. (2000) “Inflammatory” cytokines: neuro-
modulators in normal brain? J. Neurochem. 74, 457–471.

284. Turnbull, A. V. and Rivier, C. L. (1999) Regulation of the hypothalamic-pituitary-adre-
nal axis by cytokines: actions and mechanisms of action. Physiol. Rev. 79, 1–71.

285. Netea, M. G., Kullberg, B. J., and Van Der Meer, J. W. (1999) Do only circulating pyro-
genic cytokines act as mediators in the febrile response? A hypothesis. Eur. J. Clin. Invest.

29, 351–356.
286. Herkenham, M., Lee, H. Y., and Baker, R. A. (1998) Temporal and spatial patterns of

c-fos mRNA induced by intravenous interleukin-1: a cascade of non-neuronal cellular
activation at the blood-brain barrier. J. Comp. Neurol. 400, 175–196.

287. Plotkin, S. R., Banks, W. A., and Kastin, A. J. (1996) Comparison of saturable transport
and extracellular pathways in the passage of interleukin-1 alpha across the blood-brain
barrier. J. Neuroimmunol. 67, 41–47.

288. Quan, N., Stern, E. L., Whiteside, M. B., and Herkenham, M. (1999) Induction of pro-
inflammatory cytokine mRNAs in the brain after peripheral injection of subseptic doses
of lipopolysaccharide in the rat. J. Neuroimmunol. 93, 72–80.

289. Hare, A. S., Clarke, G., and Tolchard, S. (1995) Bacterial lipopolysaccharide-induced
changes in FOS protein expression in the rat brain: correlation with thermoregulatory
changes and plasma corticosterone. J. Neuroendocrinol. 7, 791–799.

290. Lacroix, S. and Rivest, S. (1997) Functional circuitry in the brain of immune-challenged
rats: partial involvement of prostaglandins. J. Comp. Neurol. 387, 307–324.

291. Horai, R., Asano, M., Sudo, K., Kanuka, H., Suzuki, M., Nishihara, M., Takahashi, M.,
and Iwakura, Y. (1998) Production of mice deficient in genes for interleukin (IL)-1alpha,
IL-1beta, IL-1alpha/beta, and IL-1 receptor antagonist shows that IL-1beta is crucial in
turpentine-induced fever development and glucocorticoid secretion. J. Exp. Med. 187,
1463–1475.

292. Zeisberger, E. and Merker, G. (1992) The role of OVLT in fever and antipyresis. Progr.

Brain Res. 91, 403–408.
293. Hashimoto, M., Ueno, T., and Iriki, M. (1994) What roles does the organum vasculosum

laminae terminalis play in fever in rabbits? Pflugers Arch. 429, 50–57.
294. Blatteis, C. M., Bealer, S. L., Hunter, W. S., Llanos-Q., J., Ahokas, R. A., and Mashburn,

T. A., Jr. (1983) Suppression of fever after lesions of the anteroventral third ventricle in
guinea pigs. Brain Res. Bull. 11, 519–526.



Circumventricular Organs 339

295. Nakamori, T., Sakata, Y., Watanabe, T., Morimoto, A., Nakamura, S., and Murakami, N.
(1995) Suppression of interleukin-1β production in the circumventricular organs in
endotoxin-tolerant rabbits. Brain Res. 675, 103–109.

296. Stitt, J. T. and Shimada, S. G. (1991) Site of action of calcium channel blockers in inhib-
iting endogenous pyrogen fever in rats. J. Appl. Physiol. 71, 956–960.

297. Cartmell, T., Luheshi, G. N., and Rothwell, N. J. (1999) Brain sites of action of endog-
enous interleukin-1 in the febrile response to localized inflammation in the rat. J. Physiol.

518, 585–594.
298. Takahashi, Y., Smith, P. M., Ferguson, A. V., and Pittman, Q. J. (1997) Circumventricular

organs and fever. Am. J. Physiol. 273, R1690–R1695.
299. Day, H. E. and Akil, H. (1996) Differential pattern of c-fos mRNA in rat brain following

central and systemic administration of interleukin-1-beta: implications for mechanism of
action. Neuroendocrinology 63, 207–218.

300. Lee, H. Y., Whiteside, M. B., and Herkenham, M. (1998) Area postrema removal abol-
ishes stimulatory effects of intravenous interleukin-1beta on hypothalamic-pituitary-
adrenal axis activity and c-fos mRNA in the hypothalamic paraventricular nucleus. Brain

Res. Bull. 46, 495–503.
301. Wong, M. L., Bongiorno, P. B., Rettori, V., McCann, S. M., and Licinio, J. (1997)

Interleukin (IL) 1beta, IL-1 receptor antagonist, IL-10, and IL-13 gene expression in the
central nervous system and anterior pituitary during systemic inflammation: pathophysi-
ological implications. Proc. Natl. Acad. Sci. USA 94, 227–232.



Glial Linings of the Brain 341

341

From: The Neuronal Environment: Brain Homeostasis in Health and Disease
Edited by: W. Walz © Humana Press Inc., Totowa, NJ

13
Glial Linings of the Brain

Marc R. Del Bigio

1. INTRODUCTION

Neurons are exquisitely sensitive to conditions in their external environment, distur-
bances of which can impair neuronal function. For this reason, the nervous system is
equipped with regulatory barriers that ensure a stable environment. Most people are
aware of the blood–brain barrier (BBB) (see Chapter 11) and of the blood–cerebrospi-
nal fluid (CSF) barrier (see Chapter 10). Completing the boundary, albeit perhaps less
efficiently, are the brain–CSF barriers. On the outer surface of the brain, the glia
limitans and pia mater serve this function; on the inner surface of the brain, i.e., the
ventricular system, the ependyma offers some barrier capability. This chapter discusses
the features of these two boundary layers, focusing on the mammalian brain.

2. GLIA LIMITANS

Surrounding the brain are several layers of “coating,” alternating with fluid-filled
compartments of various dimensions. The outermost layer of brain is the glia limitans,
a specialized astroglial layer associated with a basement membrane (1). Next is a nar-
row subpial compartment, followed by the pia mater, the subarachnoid compartment
filled with CSF, the arachnoid, and the dura mater. The pia, arachnoid, and dura are
mesenchyme-derived layers (2,3). The intimate relationship between the glial cell layer
and the mesenchymal cells that form the pia make it necessary to discuss the two in
conjunction. Although these layers are thicker in animals with larger brains, the struc-
tural features, molecular composition, and functional attributes are probably similar.
The intimate contact of these two layers sometimes makes distinction between the two
difficult, when defining protein or mRNA expression by immunohistochemistry or
in situ hybridization respectively. The glia limitans, being a specialized form of
astroglia, exhibits many of the same properties as other astroglia, although there are
local enhancements of function and/or content that are probably related to the specific
role of this layer. The reader is referred to published reviews for general information
concerning astrocyte development (4), properties (5,6), and reactions (7,8).

2.1. Development of Outer Boundary Layer of Central Nervous System

2.1.1. Glia Limitans Development

Development of the glia limitans has been studied extensively in rodent brain, and
considerable morphological information is available from studies of human brains.
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Radial glia span the early neural tube, from the lumen to the pial surface. Expanded
endfeet of these cells abut on mesenchyme surrounding the neural tube. These are associ-
ated with a continuous extracellular (EC) basement membrane by postconception
d 10–11, around the brain and spinal cord of mice (9–12); by postconception d 12,
around the brain of rats (13); and by postconception wk 6, around the human embryo
brain (14,15). Soon thereafter, in rodents, glial cell processes separate from the ven-
tricular surface, and the glia limitans becomes defined (13,16). Expression of glial
fibrillary acidic protein (GFAP), the major intermediate filament of astrocytes, begins
first in the glia limitans; this occurs at about postconception d 14 in mice and rats
(9,17), and is clear by postconception wk 12 in humans (18). Expression of S100, a
calcium (Ca)-binding protein, begins at postconception d 16 in rats (19). With matura-
tion, the glia limitans continues to thicken, particularly at sites of blood vessel penetra-
tion (20–22). In rats, at postconception d 14, glia limitans cells develop transient “strap
junctions,” which act as sites of diffusional restriction, by postconception d 16 (23).
Gap junctions between glial cells are not apparent at birth; they appear in the early
postnatal period in rodents (11), which corresponds to the late fetal period in humans.

2.1.2. Pia Mater Development

The developing neural tube is surrounded by a loose collection of mesenchymal
cells with some collagen. On postconception d 13–14 of mouse spinal cord (12), and
d 14–16 around brain (10), the fibroblast-like mesenchymal cells condense to form an
inner (pia mater) and outer layer (arachnoid) surrounding a subarachnoid space. In rat,
the subarachnoid space becomes defined slightly later, at postconception d 19 (24), and,
in humans, cavitation of the space occurs at ~44 d postconception (25). During early
development, the pia mater forms a discontinuous layer around the neural tube (10).
There is no clear distinction between pial and arachnoidal cells, with the minor exception
of greater glycogen content in the latter (26). The arachnoid remains in intimate contact
with the more densely collagenous dura mater: There is no space between the two (3).
In the mouse, the pia and arachnoid acquire a mature character by 21 d after birth (27).

2.1.3. Pia Mater Influences on Glia Limitans

Contact between mesenchymal cells and the neural tube appears to induce develop-
ment of the glia limitans. When astrocytes are co-cultured with meningeal cells, they
produce more basement membrane (28,29), with more tenascin and chondroitin sulfate
but less laminin, which reduces their ability to support growing neurites (30). Gap
junctional communication is increased (31). Injection of meningeal cells into rat brain
induces glia limitans-like specializations at contact sites with astrocytes (32).

Similarly, an interesting series of experiments, conducted primarily by Sievers et al.,
showed that, in the absence of pial cells, the cerebellar (cerebellum) glia limitans fails
to develop (33). They injected the neurotoxin, 6-hydroxydopamine, into the cisterna
magna of newborn hamsters and rats, and observed destruction of meningeal cells, and
disrupted cerebellum development (34–40). Those authors postulated that the primary
lesion was meningeal cell loss over the external granular layer of the cerebellum. This
was thought to cause migrational abnormalities among neural progenitors, which could
no longer interact with a basal lamina (41). In vitro, meningeal cells can induce a radial
glia phenotype, and exert a chemotactic effect over cerebellum cells (42,43). However,
it hard to ignore the fact that 6-hydroxydopamine can act as directly as a neurotoxin on
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dopaminergic and noradrenergic neurons (44,45). Destruction of these can disturb cer-
ebellum development (46). Therefore, conclusions concerning the direct effect of pial
cells on cerebellum neuron migration are not necessarily correct; they may represent
an epiphenomenon.

2.2. Mature Structure of the Outer Boundary Layer

2.2.1. Glia Limitans

The mature glia limitans is composed of a continuous sheet of specialized astrocytes
that have extensively interwoven, layered (up to 25 layers) cell processes running par-
allel to the external surface of the brain and spinal cord. There are few nuclei. The total
thickness of the layer varies from 1 to 20 µm regionally, and between species (47,48).
In primates, it tends to become thicker with aging (49). Like astroglia elsewhere in the
nervous system, cellular processes of the glia limitans are packed with intermediate
filaments, the majority of which are composed of GFAP and, to a lesser extent, vimentin
(50). Mice with targeted deletions of GFAP or vimentin have deficient glia limitans
(51), as do mice with deletion of the receptor for epidermal growth factor (EGF), which
is involved in glial development (52). The cytoskeletal protein, plectin, is highly
expressed in the glia limitans, and in astrocytes at the BBB (53).

Glial cell processes are joined to each other by focal membrane condensations and
many gap junctions (48). Hemidesmosomes connect the cells to the basement mem-
brane (see below) (54). Junctional proteins, R- and B-cadherin, as well as CD-81, are
expressed in the glia limitans (55,56). Freeze-fracture preparations readily demonstrate
the abundant gap junctions between cell processes (57,58). These are composed mostly
of connexin 43 (59) and, to a lesser extent, connexin 30 (60). They allow movement of
molecules between cells. In addition, orthogonal assemblies of particles are observed
in freeze-fracture studies (61–67). These particles have recently been shown to be com-
posed, at least in part, of the water channel protein, aquaporin 4 (AQP4) (68,69). Rear-
rangement following disruption of microtubules or actin suggest that they are anchored
to the cytoskeleton (70). In rats, these assemblies are infrequent at the time of birth, and
reach adult quantities by 10 d (71). Coincidentally, this is the period when the water
content of the brain rapidly diminishes. They are also abundant in astrocytes at BBB
interfaces (72).

A feature that distinguishes astroglial cells in the glia limitans from those elsewhere
(with the exception of those at BBB capillary interfaces) is the basement membrane.
This distinct coating of EC material, 60–80 nm in thickness, is apparently bound to the
glial cells by hemidesmosomes, but not to the opposing pial cells. It is composed of
collagens I, II, IV, and V (73,74), tenascin (75), thrombospondin (76), laminin, fibro-
nectin, and heparan sulfate proteoglycans (77,78). These are all potentially produced
by the astrocytes (79,80), although some authors suggest that meningeal cells are the
source (33). Glia limitans astrocytes and pia mater cells are linked to laminin and fibro-
nectin in the basement membrane through the 67 kDa receptor and integrins (78).

2.2.2. Pia Mater

Cells of the human and rodent pia form a thin sheet, usually only one cell layer in
thickness, with rare overlap of processes (81). In humans, there are few gaps between
the cells, although, in rats, fenestrations appear to be common (81,82). The cells are
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joined by gap junctions and desmosomes (83). Between the pia mater and the glial
basement membrane are delicate collagen fibers and small blood vessels (48,84). Pial
cells are almost identical to those of the arachnoid (85). The cells contain intermediate
filaments composed of vimentin and, rarely, of cytokeratin (84,86). Gap junctions of
arachnoidal and pial cells are composed of connexin 30 (60).

2.2.3. Exit Sites of Nerves and Blood Vessels

Coverings of the central nervous system must contend with the fact that the surface
of the brain and spinal cord is interrupted by blood vessels and nerves that communi-
cate with the periphery. At these entry and exit sites the nervous system has further
specialization of the boundary cells. During development, growing axons pierce the
already-formed glia limitans individually, and are effectively segregated from each
other by fine glial processes. During olfactory nerve development, the glia limitans
becomes fragmented, then disappears, as axons grow outward (87). In rat spinal cord
the glia limitans is similarly loosened, and the definitive intact astrocytic central ner-
vous system–peripheral nervous system barrier is re-established only after birth (88).
Some axons run parallel to, or within, the glial layer, prior to exiting (89). At sites of
nerve exit and entry, the glia limitans is thickened and raised in a funnel-like configu-
ration (90,91). In the mature animal, abutting on the continuous glia limitans is the
inner nerve-root sheath, which is composed of perineurial cells that continue the length
of the nerve. The outer root sheath is composed of pial cells. Where the nerve pierces
the dura, the outer root sheath ends. Outside of the dura, the dura itself is reflected onto
the peripheral nerve, to continue in the form of the epineurium (92–94). The olfactory
nerve exit site differs. Instead of astrocytes, the glia limitans is formed by special glial-
ensheathing cells that have features of Schwann cells and astrocytes. These occupy the
spaces between adjacent olfactory fascicles, and facilitate the continuous regrowth of
olfactory axons (95,96).

Blood vessels passing through the subarachnoid space of human (83,97,98) and rat
(2) brains are surrounded by a sheath of pial cells that is continuous with the pia mater.
It is also connected to the arachnoid membrane via the fine cellular trabeculae (perhaps
fibroblasts [3]), spanning the subarachnoid space. The narrow space between the pial
sheath and the walls of veins is continuous with the subpial compartment, because the
pia at the brain surface reflects onto the vessel surface. However, the space around
artery walls is sealed by a cylinder of pial cells, which continues down the periarterial
spaces. Perforations in this layer appear at the arteriolar level, and the pial investment
disappears at the capillary level. The funnel-shaped perivascular (Virchow-Robin)
spaces are bounded by the glia limitans, whose basal lamina becomes continuous with
that of capillaries at sites of the BBB (81). Even at locations where the pia leaves the
brain surface to surround a blood vessel, the basement membrane of the glia limitans
persists. The functional implication of this anatomical arrangement is that the sub-
arachnoid compartment is not in direct communication with perivascular spaces that
penetrate the brain (2); hence, the movement of tracer molecules and cells is partially
restricted (99–101). Some authors suggest that the pial sheath surrounding brain sur-
face blood vessels is fenestrated (82); others argue that this is an artifact (2). Nonethe-
less, macromolecules do quickly access blood vessel walls and the perivascular spaces
from the subarachnoid compartment (102–104), indicating that bulk transfer is pos-
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sible. Furthermore, tracer molecules can move from the perivascular or perineural
spaces through the dura, then into lymphatic channels (2,105–109).

2.4. Barrier Function of Glia Limitans/Pia Mater

In one of the earliest electron microscopic studies of rat meninges and brain surface,
Pease and Schultz (81) observed that surface astrocytes were “specialized in a manner
that presumably forms a protective layer.” Indeed, there is restriction of movement of
albumin from the subarachnoid space into the external surface of rat brain, beginning
at, or prior to, gestational d 16 (23,110). Although ruthenium red can eventually diffuse
through the glia limitans of rat brain, the complex interdigitations serve to somewhat
restrict bulk flow (58).

Several substances related to water flux are expressed in or affect the glia limitans.
Vasopressin induces water uptake by astroglial cells, including those of the glia
limitans, which causes a reduction in the amount of water in brain interstitial fluid
(111). Taurine, which is involved in cell volume regulation, is especially abundant in
the glia limitans (112). Atrial natriuretic peptide, which can control water and salt
fluxes, is produced by cells in the glia limitans (113,114).

It is difficult to directly evaluate barrier function at the brain surface in vivo, and it is
especially difficult to separate the functions of the glia limitans and the pia mater (115).
Cultured leptomeningeal cells exhibit endocytotic activity and an abundance of
glutamine synthetase and catechol-O-methyltransferase, which can degrade the neu-
rotransmitters, glutamate and norepinephrine (116). The Na+/Cl–-dependent plasma
membrane γ-aminobutyric acid (GABA) transporter, GAT-2, is expressed in the pia
and glia limitans, and probably contributes to regulation of the neurotransmitter, GABA
(117). The glutamate transporter, GLAST, but not GLT-1, is also localized to the
meningeal layer (118). The outer surface of the rat brain blocks the passage of the
heavy metal, cadmium, from CSF into brain (119).

2.5. Glia Limitans in Pathological Conditions

Following cold injury to the brain surface, the orthogonal arrays (of AQP4) in the
glia limitans are reorganized within minutes (70), and soon after are increased in quan-
tity (72). Systemic hyponatremia leads to a rapid increase in AQP4 immunoreactivity
over most of the brain surface, apparently as the result of posttranslational modifica-
tion of the protein. These changes may accelerate water fluxes to avoid brain edema
(120). During dehydration, the glia limitans adjacent to the hypothalamic supraoptic
nucleus, which produces the water-balance-regulating peptide, vasopressin, becomes
thinner, less intensely immunoreactive for GFAP, and has reduced tenascin immuno-
labeling in the basement membrane. The change is reversed upon rehydration, but the
significance of this is not understood (121–125). Other subtle changes have been docu-
mented in a variety of conditions. Subjecting the immature brain to experimental
hypoxia causes upregulation of c-jun, an immediate early gene, indicating perhaps
response of the glia limitans to changes in CSF composition (126). With aging, astro-
cytes of the glial limitans can accumulate abundant corpora amylacea, which are car-
bohydrate-rich “pearls” surrounding proteins that cannot be degraded (127). Other
inclusions have been observed in hamster brain (128). To some extent, this could reflect
ingestion of proteins by the cells from the CSF.
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The surface of the brain is frequently interrupted by physical trauma. Glia limitans
astrocytes produce large amounts of tissue factor, which is the major cellular initiator
of the coagulation protease cascades, and which may help to limit bleeding at the brain
surface (129). Injury to the adult rodent brain surface is associated with expression of
insulin-like growth factor (IGF) type II, its receptor, and type-5 binding protein in the
glia limitans, after 7 d (130). This is followed by reconstitution of laminin and collagen
in the basal lamina by 14 d, and later by re-establishment of the glia limitans layer and
meningothelial cell regeneration (73,131). Topical steroid application after stab wound
impairs the glial reorganization and laminin deposition, and is associated with
meningeal cell infiltration into brain tissue (132). Similarly, irradiation of the imma-
ture rat spinal cord is associated with opening of the glia limitans and entry of Schwann
cells into the dorsal (but not ventral) spinal cord (133–135). Evidently, failure of the
glia limitans to seal the brain surface can allow foreign cells in. After damage to fetal
mouse brain, the superficial astrocytes upregulate the proinflammatory cytokine,
interleukin-1 β (IL-1β); blockade of the IL-1 receptor with an antagonist prevents
reconstruction of the glia limitans at the injury site (136). Intravenous administration
of IL-1β causes activation of c-fos, an immediate early gene, in the arachnoid within
30 min, followed by c-fos activation in the glia limitans at ~3 h, suggesting that the
former causes secondary changes in the latter (137). Pial cells are immunoreactive for
trkB, which is the receptor for brain-derived neurotrophic factor (138). This trophic
factor may allow pial cells to respond to injury in adjacent brain tissue (139). Repair of
the glia limitans can be enhanced by transplantation of cultured astrocytes (140).

Puncturing of the developing brain surface in developing brains is associated with
formation of ectopic neuron collections in the subarachnoid compartment and focal
disorganization of the cortex, which suggests a role for the glia limitans in restricting
outward migration of neuronal precursors (15,141–144). The condition known as
“Fukuyama congenital muscular dystrophy” is associated with heterotopic neuroglial
tissue and cortical dysplasia (145). Breaches in the glia limitans basement membranes
may be the primary cause of micropolygyria in this genetic disorder (146–148).
Reeler mice lack reelin, an EC glycoprotein enriched in outer cortical layers during
development that functions as an instructive signal in the regulation of cell patterning
(149). These mice exhibit abnormal contacts between immature neurons and the basal
lamina of the glia limitans (150), supporting the concept of a role for the glia limitans
in regulation of neuronal precursor migration. Glia limitans astrocytes produce
neurotrophin-3, which might influence neuronal growth, particularly after injury (151).

3. EPENDYMA

The ependyma is a terminally differentiated, single-layered, cuboidal-to-columnar,
ciliated glial epithelium that covers the surface of the ventricles of the brain and central
canal of the spinal cord. The choroid plexus and other circumventricular organs (see

Chapter 12) are covered by highly specialized ependymal cells. Among the latter are
tanycytes, and have basal processes directed toward neurons or blood vessels (152).
The topic of ependymal cells has been reviewed in prior publications (153–163), to
which the reader is referred for a broader discussion of their development, structure,
and biology. Ependymal cells appear to have several functions, including support and
guidance of other cells during development (and seemingly during regeneration of spi-
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nal cord in amphibians), secretory activity particularly during development, and (per-
haps overlapping with tanycytes) neuroendocrine/transport function. Data showing
that the ependyma exhibits only minimal regenerative capacity have led to the wide-
spread opinion that the lining of the human cerebral ventricles is only vestigial. More
recently, it has become apparent that these cells have the metabolic machinery to
subserve barrier functions, at least in principle (156). These functions are the focus
in this chapter.

Because ependymal cells are organized into a simple epithelium, they are easy to
identify in whole-brain studies, and therefore localization of proteins or mRNAs by
immunohistochemistry or in situ hybridization, respectively, is unambiguous. Cell iso-
lation and tissue culture techniques have also been applied to ependymal cells, in order
to study their metabolic characteristics (164–166). Isolation of ependymal cells, by
stripping from the ventricle surface, with subsequent culturing, yields in a stable,
nonproliferating epithelium that is not overgrown by other cell types, and the composi-
tion of which resembles that found in situ (157,167,168).

3.1. Ependymal Development

3.1.1. Differentiation During Brain Development

Ependymal cells arise from the germinal layer that surrounds the ventricles and cen-
tral canal in the developing neural tube (169). The precise timing is species- and site-
specific (154,155). Electron microscopic analysis of developing chick brain shows that
cells at the ventricle surface develop microvilli, apical interdigitations, and junctions,
on postconception d 6. These features mature during the following week, even during
subsequent mitoses (170). In the postconception-wk-8 human embryo, ependymal cells
have well-developed junctions, but not microvilli or cilia (171). Transient junc-
tions anchor neighboring cells to each other, while the germinal tissue is active (172).
It is likely that mature ciliated cells differentiate only after the ventricular zone prolif-
erative layer is exhausted (173). Fewer than 1% of stem cell clones in vivo are destined
for ependymal differentiation (174), corresponding well to the frequency of ependymal
cell differentiation in vitro from dissociated brain tissue (175). These observations
indicate that a subpopulation of cells, adjacent to the CSF, are committed very early to
forming an epithelial barrier between brain and CSF.

3.1.2. Postmature Proliferation and Growth Factors

In normal animals, mitoses occasionally occur among mature ependymal cells (176).
Terminen, a marker of terminally differentiated cells, is not expressed by ependyma
(177). However, there is widespread expression of the nuclear protein, statin, which is
found in cells that are irreversibly arrested in the G0 phase of the cell cycle (178).
Ependymal proliferation occurs more frequently after various brain and spinal injuries
(179–183), but the reaction is insufficient to regenerate the ventricle surface. Repair of
ventricle wall lesions is largely a reaction of subependymal cells and astrocytes (184).
A great deal of excitement was generated recently by a report (185) that ependymal
cells themselves could dedifferentiate to yield precursor cells in vivo, which could in
turn generate new neurons (186–188). This experiment was, however, quickly criti-
cized, with suggestions that the methods used could not discriminate between ependy-
mal cells and residual subependymal stem cells (189).



348 Del Bigio

Ependymal cells possess receptors for basic fibroblast growth factor (bFGF), EGF,
and brain-derived neurotrophic factor (trkB) (138,190–193). Cultured axolotl ependy-
mal cells proliferate and migrate, when exposed to EGF (194). Ependymal cells also
possess the receptor for endothelial differentiation gene (EDG-5), which may be related
to trophic support (195). The lack of a substantial proliferative response by ependyma
in situ suggests that growth factors may act predominantly as survival factors. Rodent
ependymal cells also produce growth factors, including bFGF, whose mRNA is
upregulated after brain injury (196,197) and acidic FGF, which appears to be released
into CSF after feeding (198). Glial cell line-derived neurotrophic factor is also pro-
duced by ependyma in the early postnatal period of rats (199). Rodent ependymal cells
are strongly immunoreactive for connective tissue growth factor, whose significance
is unknown (200). They also produce insulin-like growth factor-binding proteins
(201,202), which can modulate the function IGF released, for example, from the chor-
oid plexus (203). Neurotrophic factors from ependymal cells may contribute to growth
and attraction of supraependymal axons (204), although a broader effect, consequent to
diffusion through CSF or release into the adjacent tissues, cannot be excluded.

3.2. Structural and Functional Specializations

3.2.1. Apical Specializations

Generally speaking, ependymal cells are morphologically similar across a broad
range of species. There are small height and width variations at different sites in the
ventricular system. The most striking feature of ependymal cells is the central clusters
of cilia that project into the CSF. They beat in a coordinated manner, tending to sweep
foreign particles in the same direction as bulk CSF flow (205). The CSF is also stirred
at the ependymal surface, probably to encourage metabolic interaction between
ependyma and the CSF contents (206). Cytoskeletal fibers interconnect basal bodies of
the cilia within and between cells. This is the likely mechanism through which coordi-
nated ciliary activity is possible (207). Orientation of the basal body may be deter-
mined during development, by expression of forkhead factor, HFH-4, in ependyma and
other ciliated epithelia (208). Cilia of the ependyma are longer and beat faster than
those of the respiratory epithelium (209,210). Their activity can be inhibited by colchi-
cine (211), and by pneumolysin from Pneumococcus bacteria (212–214).

The apical surface of ependymal cells is covered by microvilli that have a glycocalyx
coating, the composition of which has been revealed in a number of studies (215–232).
Although the specifics are not yet understood, the sugar component of glycoproteins is
known to be an important component of chemical recognition and retention, informa-
tion transfer, and signal transduction mechanisms at the cell surface (233). Thus, the
surface of ependymal cells is specialized to interact chemically with a representative
sample of CSF, at all times.

3.2.2. Supraependymal Axons

Axons lying on the surface of ependymal cells have been identified in most species,
including humans (234). These axons arise in the raphe nuclei of the midbrain, specifi-
cally, the dorsomedian part of the dorsal raphe nucleus, immediately under the caudal
aqueduct (235), and extend to most parts of the ventricular system (236). A specific
affinity of the axons for ependyma, perhaps mediated by the chemical structure of the
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glycocalyx, is suggested by observations that certain neurons preferentially grow on
the apical surface of ependymal cells (237,238). Varicosities with serotonin- and
GABA-containing vesicles are widespread (204). Some of the axons contain glutamate
(239) and others can produce nitric oxide (240). Any of these neurotransmitters might
be released into adjacent ependymal cells, although synapse-like formations, between
serotonergic endings and ependymal cells, have been observed only on the subcom-
missural organ and in the cerebral aqueduct (241,242). Destruction of supraependymal
axons can influence the shape of ependymal cells, under some circumstances (243–

245). Mathew (246) has suggested that the axons might modulate the function of cilia,
although direct evidence has not been provided. Hamster ependymal cells contain
kynurenine, a metabolite of serotonin, suggesting that they take up and process seroto-
nin from these axons (247). This population of axons is to be distinguished from an-
other important group of neurons, whose terminals protrude locally through the
ependymal layer, where they sense CSF composition or release substances into the
CSF (248).

3.2.3. Cytoskeleton and Intercellular Junctions

Like other macroglial cells (astrocytes and oligodendrocytes), at some stage in their
development, ependymal cells contain the intermediate filament protein, GFAP, which
is generally downregulated following maturation (154,155,162,169,249). The interme-
diate filament protein, vimentin, is uniformly present at all ages in vertebrate ependyma
(250). Some cytokeratin subtypes can be detected in human fetal ependymal cells (251).
Rat ependymal cells exhibit strong immunoreactivity for plectin, an intermediate fila-
ment-associated protein (252). Actin and myosin, near the basal bodies, are probably
related to movement of cilia (253).

Ependymal cells are bound to their neighbors near the apical surface by zonula
adherens-type junctions (254,255). Tight junctions are only found between ependymal
cells covering the specialized circumventricular organs, including the choroid plexus,
wherein the capillaries lack tight junctions (254). Junction-associated proteins local-
ized to ependymal membranes include B-cadherins, αβ-catenin, occludin, and ZO-1
(256–259). CD81 on the cell surface stabilizes contacts between all glial cells, includ-
ing ependyma (56). Intraventricular administration of an antibody to N-cadherin dis-
rupts the ependymal junctions in developing chicken brain (260). Injection of phorbol
esters into rat ventricle disrupts adherens junctions of ependyma (257). Similarly,
administration of mannose-containing glycoproteins bind to endogenous lectins at the
intercellular junctions, and make the ependymal membrane more permeable to pro-
teins (261,262). If permeability can be modulated in vivo, it may regulate interaction
between CSF and the brain extracellular space.

Freeze-fracture studies reveal abundant gap junctions and orthogonal arrays of par-
ticles (263), which represent membrane-embedded AQP4 molecules (see Subheading
3.3.1.) between ependymal cells, and occasionally between ependymal cells and neigh-
boring astrocytes (264,265). Immunohistochemical studies of gap junction proteins
reveal connexins 26 and 43 in primitive neuroepithelium and in mature ependymal
cells (266,267). Ependymal cells express the mRNA for connexin 32, although the
protein has not been demonstrated (268). After 3 wk age, rat ependymal cells also
express connexin 30 (60). Gap junctions allow transfer of substances, including exog-
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enous tracers, and electrical currents between ependymal cells (269,270). This cou-
pling serves to integrate ependymal cell function (perhaps also with underlying
astroglia) through intercellular communication (265).

3.3. Ependymal Features Relevant to Barrier Function

3.3.1. Movement of Water Across Ependyma

The ependyma is postulated to regulate bulk movement of water between the extra-
cellular compartment and CSF (271), although it should be noted that it offers minimal
resistance to diffusion of water, and there is minimal evidence for unidirectional flow,
as, for example, in choroid plexus. Aside from the fact that they lack many of the active
ion pumps found in choroid plexus, little is known about ion and water transport mecha-
nisms in ependymal cells (272–276). The cystic fibrosis transmembrane conductance
regulator is present (277), as is the inwardly rectifying potassium channel, Kir 2.2,
which is found on endothelia but not other glial cells (278). It has recently been shown
that ependymal cells have an abundance of the water transport channel, AQP4
(57,68,69). This protein is localized to the orthogonal arrays of membrane particles
long ago identified on ependymal cells (263,279). It represents a low-resistance path-
way for water movement.

Vasopressin, whose concentration is increased in CSF when intracranial pressure is
raised, increases ependymal permeability to water (111,280,281). The probable sources
of vasopressin are circumventricular organs or vasopressinergic axons that terminate
in the ependymal layer (282,283). There are vasopressin-activated Ca-mobilizing
receptors and dual angiotensin II–vasopressin receptors on ependymal cells (284,285),
which mediate the signaling of these two peptides, known to be important in regulation
of water movements. Angiotensin-converting enzyme in ependymal cells (286,287) is
capable of producing angiotensin II from angiotensinogen, the probable source of which
is a subpopulation of astrocytes (288). Therefore, the angiotensin system could play an
autocrine role in ependymal water regulation. To what extent water flux needs to be
regulated is unclear. Systemic administration of mannitol increases the permeability of
ependyma to large molecules, allowing them to move from CSF into brain, which indi-
cates that bulk flow is flexible (289).

3.3.2. Uptake of Neurotransmitters and Waste Products

A variety of transmitters and neuroactive peptides are transported via the CSF to
their site of action (290). Waste products are also dumped into the extracellular space
of the nervous system, and they subsequently make their way to the CSF. The ependy-
mal acts as a selectively permeable sieve that allows only slow access of CSF proteins
(or exogenous tracers, such as ferritin and horseradish peroxidase) to the brain extra-
cellular space (291–293). Ependymal cells are in a position to modulate the availability
of these substances, by uptake and degradation. Many receptors have been identified
on ependymal cells in a range of mammalian species. Those which bind and transport
neuroactive substances are listed in Table 1. Pinocytotic vesicles in ependymal cells
can incorporate macromolecules into lysosomes (292,294,295). Degradative enzymes
identified in ependymal cells are listed in Table 2. Inactivation of substances by the
ependyma probably serves to protect the brain from re-entry of these substances, which
could affect neuronal function (296,297). Some peptidases present in ependymal cells
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Ependymal Receptors and Transporters Possibly Relevant to Barrier Function

Name Ref.

Peptide receptors
Oxytocin receptor (381)

β-endorphin receptor (subpopulation of cells only) (382)

High-affinity peptide transporter, PEPT2 (383)

(binds a variety of neuropeptide fragments)
Megalin (low-density lipoprotein receptor/peptide uptake mediator) (374)

Leptin receptor OB-Rb (384,385)

Estrogen receptor ERα (developing rat spinal cord only) (386)

Thyroid hormone receptors α and β (387)

Small molecule receptors/transporters
Glucose transporters, GLUT1 and -2 (cilia), GLUT4 (plasma membrane) (388,389)

Adenosine receptor (390)

Glutamate receptor, GLAST (but not EAAC1 or GLT1) (391)

GABA transporter, GAT-2 (117)

Urea transporter UT3 (? regulation of waste product) (392)

Norepinephrine transporter (393)

σ 1 receptor (postsynaptic protein) (394)

γ-GTP amino acid transporter (395)

Bradykinin receptor B2 (396)

Dopaminergic D2 receptor (397)

Peripheral-type benzodiazepine-binding sites (398)

Glutathione-S-transferases (binding of hormones and drugs) (399)

Transthyretin (carrier protein of thyroxine produced (400)

by choroid plexus and endocytosed by ependymal cells)

Table 2
Enzymes Found in Ependymal Cells

Name Ref.

Degradative enzymes
Aminopeptidase N (EC 3.4.11.2) (401)

Dipeptidyl-peptidase IV (EC 3.4.14.15) (402)

Carboxypeptidase H (EC 3.4.17.10) (403)

Enkephalinase (endopeptidase 24.11; EC 3.4.24.11) (404)

Endo-oligopeptidase (EC 3.4.24.15) (405)

Carboxypeptidase E (enkephalin convertase) (EC 3.4.17.10) (406)

Glutamine synthetase (EC 6.3.1.2) (metabolism of glutamate) (407)

Tripeptidyl peptidase II (EC 3.4.14.10) (inactivation of cholecystokinin) (408)

Acid phosphatase (EC 3.1.3.2) (lysomal, broad specificity) (409,410)

Cathepsins B, L, and S (EC 3.4.22.1) (lysomal, broad specificity) (411,412)

Enzymes with possible peptide-activating function
Peptidyl glycine α amidating mono-oxygenase (PAM; EC 1.14.17.3) (413)

γ-glutamyl transferase (EC 2.3.2.2) (167)

Furin (EC 3.4.21.75) (414)

Tissue kallikrein (EC 3.4.21.35) (415)

Peptidyl-dipeptidase A (angiotensin-converting enzyme, ACE; EC 3.4.15.1) (286,287)
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are implicated in the synthesis or activation of neuropeptides that circulate in CSF.
These are also listed in Table 2. It is conceivable that the products are released into the
CSF or brain ECS, where they could act diffusely.

3.3.3. Antioxidant Agents and Proteins that Bind Ions and Metals

Potentially harmful toxins or waste products can enter the CSF from the choroid
plexus and brain substance, respectively. Ependymal cells are in a position to prevent
their (re)entry into the brain. Metallothionein is a low molecular weight protein that
binds copper, zinc, and some heavy metals. Choroid plexus accumulates heavy metals
from the blood, despite its lack of metallothionein. Nevertheless, some neurotoxic
heavy metals ultimately enter the CSF (298). Metallothionein types I and II are present
in the ependyma of rodents, sheep, and humans (299–302), and their expression can be
induced by parenteral administration of Cd or endotoxin (303,304). Ependymal cells
effectively block the movement of Cd from CSF to brain (119). Histochemical meth-
ods show that Zn, Cu, iron, and the iron-binding/transfer protein, transferrin (but not
the iron storage protein, ferritin) are abundant in ependymal cells (305–307).

Because Fe and Cu ions are involved in the generation of oxygen radicals, ependy-
mal uptake of reactive metal ions from CSF may protect the brain parenchyma from
oxidative damage (308). Ependymal cells also have the antioxidant enzymes,
peroxiredoxin-I (309) and glutaredoxin (thioltransferase) (310), in abundance. Heme
oxygenase (EC 1.14.99.3), also known as “heat shock protein 32”, converts heme from
blood breakdown into bile pigments (which are potent antioxidants). This enzyme is
present in normal rat brain at low levels, but, following heat shock, the mRNA increases
dramatically in ependymal cells, and less so in neurons (311). Another oxygen-radical
scavenger, superoxide dismutase (EC 1.15.1.1), has been detected by immunological
methods in rat and human ependymal cells (312,313).

Ependymal cells in fetal and adult humans and animals uniformly contain the pro-
tein and mRNA of the Ca-binding protein, S100β (19,249,314) and, to a lesser extent,
S100A6 (calcylin) (315). Another Ca-binding protein found in rodent ependyma is
calbindin D28k (316–318). Calcyphosine, a Ca-binding protein phosphorylated by a
cyclic adenosine monophosphate-dependent process, is found in dog ependyma (319).
These proteins probably serve as Ca ion buffers (320). A Ca-ion-activated adenosine
triphosphatase (EC 3.6.1.3) present on the endoplasmic reticulum of ependymal cells
(321) presumably acts to sequester Ca that has not been adequately buffered. The Ca
pump present at the apical membrane of mammalian choroid plexus is not present on
ependymal cells (322). The presence of these proteins in ependymal (as well as
astroglial) cells may help to prevent exposure of neurons to high concentrations of Ca
ion, which can activate a range of proteolytic enzymes in pathologic situations.

3.4. Ependymal Changes in Pathological Conditions

The expression of c-FOS-like immunoreactivity and upregulation of c-fos mRNA is
seen in ependymal cells within a few hours of brain ischemia or trauma (323–325), or
following iv administration of urocortin, a corticotrophin agonist that mediates auto-
nomic responses to stress (326). The c-fos gene encodes for FOS, which is a nuclear
protein that binds DNA and modulates gene transcription. Other so-called “immediate
early proteins” expressed by ependymal cells include JUN and KROX 24 (327,328).
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Like astrocytes, in response to injury or metabolic stress, ependymal cells increase
their expression of several protective proteins, as well as the cytoskeletal protein, GFAP
(329). Immediate early genes may provide a long-term “memory” of stimuli; heat shock
proteins mediate a cell survival response following injury, to protect cells from subse-
quent acute injury (330,331). Details of the signaling cascades are not known in this
cell population.

Perhaps because the ependyma is exposed to a relatively harsh environment, with
considerable potential for oxidative and metabolic injury, there is a much higher inci-
dence of DNA strand breaks and oxidative DNA damage than in other glial cell popu-
lations (332,333). This may explain the high prevalence of “false-positive” labeling
when terminal deoxynucleotidyl transferase-mediated deoxyuridine triphosphate-biotin
nick-end labeling (TUNEL) assays are done to detect dying and apoptotic cells (unpub-
lished observations). Perhaps in compensation for frequent damage, but minimal
proliferative capacity, ependymal cells in most mammalian species express the anti-
apoptotic proteins, Bcl-2 (334,335) and Bag-1 (336), to help prevent cell loss.

A common finding in the lateral ventricles of animals with large brains, including
humans, is focal loss of ependymal cells from the ventricle wall. These are often
associated with undulations, small diverticulae, and thickening of the astroglial layer.
In humans, focal loss is first evident in the third-trimester fetus, and progresses into
adulthood (337–340). In humans (and small mammals), the central canal usually
becomes occluded by 20 yr of age. This is postulated to be the result of a mild injury,
perhaps secondary to viral infections (341–343). Ependymal cells can be damaged by a
variety of common viruses to which humans are susceptible, including influenza, her-
pes simplex, varicella zoster, adeno-associated virus, and mumps (344–348). Ependy-
mal cells are the only cells in the mature nervous system that express the adenovirus-
and coxsackie virus-binding epitope (349). In rodents ependymal cells are infected by,
but not necessarily killed by, neurovirulent Sindbis virus and lymphocytic choriomen-
ingitis virus (350,351).

During viral infection, ependymal cells upregulate expression of major histocom-
patibility class (MHC) I antigens, perhaps as part of their survival strategy to avoid
attack by lymphocytes (352). They also upregulate MHC II antigens, generally reserved
for antigen-presenting cells, following intracerebral or iv injection of interferon-γ
and systemic infection with Toxoplasma gondii (353–356). Resting ependymal cells
in rat, express mRNAs for the proinflammatory cytokine, IL-6, as well as the IL-6
receptor (357,358). Mice with targeted overexpression of IL-6 in glial cells also have
high levels of complement C3 in ependymal cells, which may contribute to inflamma-
tory processes (359). Physical, infectious, and chemical injuries to rodent brains induce
ependymal production of several cytokines, including tumor necrosis factor α, IL-1α,
and transforming growth factor (TGF-α and TGF-β1) (360–363). Ependymal cells also
have receptors for IL-1 (IL-1RI and IL-1RII) (364). It is not clear how these cytokines
play a role in the response of ependyma to infection and injury. The expression of
cytokines may support the invasion of intraventricular inflammatory cells, or be a
mechanism by which other cells in the brain are signaled to the presence of ependymal
injury (365). The intercellular adhesion molecules, ICAM-1 and VCAM-1, are
expressed on microvilli of ependymal cells, moreso following infection, probably to
mediate adhesion of inflammatory cells to the ependymal surface (353,366).
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Ependymal cell loss follows a variety of other insults, including dilatation of the
cerebral ventricles (hydrocephalus), cerebral ischemia, irradiation, toxin exposure,
nutritional disturbances, disorders of neuronal migration, hyperbaric oxygen environ-
ment, and “sudden infant death syndrome” (154,156,161,367–369). Sites of ependy-
mal denudation are associated with chronic astroglial changes around the cerebral
ventricles, including thickening of the layer and more abundant corpora amylacea
(unpublished observations), which are reactive astroglial inclusions that contain
undigestible proteins (127). In aged human brains, ependymal cells may contain fibril-
lar β-amyloid-immunoreactive inclusions that resemble the neurofibrillary tangles
found in neurons of Alzheimer’s disease (370–372). Amyloid precursor protein (373),
the low-density lipoprotein receptor, megalin (which can mediate uptake of apolipo-
protein J, a binding protein for the amyloid peptide) (374), and the carboxypeptidase
capable of digesting the protein (375) are all highly expressed in ependymal cells.

4. SUMMARY AND CONCLUSIONS

Cerebrospinal fluid functions as a sink for some water-soluble waste substances
from the brain extracellular space and as a conduit into the lymphatic system
(290,376). The glia limitans/pia mater at the outer surface of the brain, and the ependy-
mal lining of the ventricles, are morphologically designed to retard bulk movement of
CSF into brain tissue. Furthermore, they are equipped with the metabolic machinery
necessary to remove and process undesirable, potentially harmful agents from the CSF.
These barrier functions are established very early in the development of the nervous
system (377,378). Astrocyte specializations of the glia limitans are similar to those at
the BBB, and many of the same enzymes are also found in the glia limitans/pia mater,
BBB, and ependyma (379). This implicates them in an important functional role at
brain–CSF interfaces. Mercier and Hatton (380) proposed that, through gap junctions,
the ependyma, astrocytes, and glia limitans form a continuous network of communica-
tion throughout the brain. Through AQP channels, water too can be rapidly moved
along intracellular pathways. This has obvious advantages for the redistribution of nox-
ious substances away from focal brain disturbances. Hence, the barriers at the brain
surfaces are potentially capable of acting in concert with those at blood interfaces, to
maintain a stable environment for neuronal development and function.
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Microglia in the CNS

Sophie Chabot and V. Wee Yong

1. INTRODUCTION

Microglia, the principal immune effector cells of the central nervous system (CNS),
were originally described by del Rio-Horgeta (1). Microglia constitute 5–15% of the
total glial cell population present in the adult CNS, and it is estimated (2) that there are
as many microglia cells as neurons, which emphasizes their importance in the CNS.
The origin of microglia is still a controversial issue, but substantial evidence supports
the theory that microglia are of mesodermal origin, e.g., that they are related to cells of
the monocyte/macrophage lineage, which derived from bone marrow cells. Indeed,
microglia are frequently referred to as the resident macrophages of the CNS, since they
share many phenotypic markers of hematogeneous macrophages, and many of their
functions are similar to those of macrophages. Microglia activation is a graded
response, through which microglia acquire various functions, such as antigen (Ag) pre-
sentation and phagocytosis. Microglia activation is also accompanied by an alteration
of gene expression, which results in cellular responses such as proliferation, and in the
release of reactive oxygen (O2) intermediates, inflammatory cytokines, and nitric oxide
(NO). Mechanisms of microglia activation are not completely understood, and few
have been described. Activated microglia play an important role in the pathophysiol-
ogy of CNS disorders, including cerebral ischemia, brain abscesses, stab wounds,
Alzheimer’s disease (AD), multiple sclerosis (MS), and acquired immune deficiency
syndrome (AIDS) dementia complex.

2. PHENOTYPIC PROPERTIES OF MICROGLIA

Microglia cells are distributed throughout the CNS, although their density varies
between CNS regions. For example, in the mouse brain, the highest microglia densities
are encountered in regions such as the hippocampus, the olfactory telecephalon, por-
tions of the basal ganglia, and the substantia nigra (3). Typically, the density of micro-
glia is such that cytoplasmic processes of neighboring cells do not make noticeable
contact with each other (4).

The functional plasticity of microglia is shown by their capacity to adopt various
morphologies, depending on their activation state. Resting microglia appear as
branched ramified glial cells; activated microglia have an amoeboid shape, and closely
resemble macrophages with a large, rounded cell body with retracted or shortened
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processes (4). Ramified-like microglia represent a relatively permanent population,
with little turnover in the adult nervous system, and are uniformly dispersed through-
out the adult CNS, more common in gray than white matter (5). In contrast, amoeboid-
like microglia are abundant in the developing brain, and are believed to phagocytose
debris from naturally occurring cell death in late embryonic and postnatal stages of
development (6,7). Microglia can also be found in a hyperramified state, which repre-
sent an intermediate stage between ramified and amoeboid forms (8). It is believed that
the hyperramification of microglia results from hypertrophy, an early stage of micro-
glia activation.

In the normal adult CNS, two distinct populations of microglial cells have been
described, namely, parenchymal and perivascular microglia. In the normal brain, these
two cell types are readily distinguished by their morphology and surface immuno-
phenotype. Parenchymal microglia are located in the CNS parenchyma, and are in a
resting state, as shown by their ramified morphology. On the other hand, perivascular
microglia are found in the vicinity of blood vessels enclosed within the basal lamina,
and are distinguished from parenchymal microglia by their amoeboid shape, suggest-
ing that they are activated cells. Perivascular cells express high level of major histo-
compatibility complex class II (MHC-II) in contrast to parenchymal microglia (9).
Recent experiments (10) demonstrated that the intracerebral injection of the neuronal
tracer substance, fluorogold, results in the labeling of perivascular microglial cells, but
not in the labeling of parenchymal microglia. Therefore, because of this capacity to
take up foreign particles, it is believed that perivascular microglia represent the only
population of constitutive phagocytes in the CNS (11,12).

Immunocytochemically, microglia can be detected using antibodies (Abs) that rec-
ognize numerous molecules. Those include MHC-I and -II, CD4, CD11a (LFA-1),
CD11b (CR3 complement receptor/Mac-1), CD11c (CR4, p150.95), CD14 (lipo-
polysaccharide [LPS] receptor), CD45, CD64 (FcγRI), CD68, and F4/80 (4,13).
MHC-II is highly expressed on activated microglia under pathological conditions;
low or undetectable levels are expressed on resting microglia (14,15). It is difficult to
distinguish the intrinsic population of microglia from invading monocytes/macrophages
since both cell population can express those molecules. One criteria that has been pro-
posed relates to multiple surface markers. Sedgwick et al. (16) demonstrated, by flow
cytometry, that murine microglia express constitutively low levels of CD45 and negli-
gible CD11b, designated CD11b–/CD45low, and that monocytes/macrophages express
high levels of CD11b and CD45 (CD11b+/CD45high).

3. ORIGIN OF MICROGLIA

The origin of microglia is still a controversial issue, but a substantial body of evi-
dence supports the theory that microglia are of mesodermal origin, and that they are
related to cells of the monocyte/macrophage lineage, which derived from bone marrow
cells. Another theory argues that microglia arise from neuroectodermal-derived
glioblast progenitors (17–19).

The hypothesis that microglia are myelomonocytic cells, of mesodermal origin, was
first proposed by del Rio-Hortega (1), who postulated that microglia arise from
bloodborne cells of leukocytic morphology, which invade the brain from the meninges
(13). Many studies have now reconfirmed this hypothesis, and further demonstrated
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that parenchymal microglia settle the CNS antenatally, being derived from bone mar-
row precursor cells that colonize the CNS early during embryogenesis. It was shown
(13) that the colonization of the CNS by microglia coincides with vascularization, for-
mation of radial glia, neuronal migration, and myelination, primarily in mo 4–5 of
gestation in humans and beyond. Once in the CNS, microglia influx generally con-
forms to a route following white matter tracts to gray areas (13,20). As microglia
migrate through the CNS parenchyma, they have an amoeboid shape. After reaching
their definitive location, it appears that amoeboid microglia differentiate into ramified
microglia, which are distributed more or less homogeneously throughout the entire
CNS parenchyma. Moreover, studies of the developing retina provided insights about
the origin of microglia, which supports the monocytic origin (7,21,22).

After embryogenesis, perivascular microglia, but not parenchymal microglia, derive
from circulating monocytes, as shown using bone marrow chimeras (23). In these stud-
ies, rats of strain A are lethally irradiated, then reconstituted with bone marrow taken
from strain A/strain B hybrids; Abs against MHC-I are then used to detect the donor
origin. Strain-B-specific MHC-I-positive cells belong to the pool of transplanted cells
that have invaded the CNS following bone marrow transplantation. These studies have
shown that, under normal conditions, perivascular microglia are regularly replaced from
the bone marrow in adult animals (24–27); parenchymal microglia undergo very little
or no turnover with bone marrow-derived cells (24,27–29).

The view that at least some microglial cells are of neuroectodermal origin is sup-
ported by several studies. Autoradiographic analyses of the genesis of microglia within
mouse hippocampus showed the presence of glioblasts, which differentiate into both
microglia and astrocytes (30). Hao et al. (17) provided evidence that microglial cells
and astrocytes may even derive from the same progenitor cell. They showed that clones,
derived from a single newborn mouse brain cell, contained both astrocytes and micro-
glial cells. These results also raise the possibility that astrocytes, like microglial cells,
may be derived from hematopoietic cells that have entered into the CNS, which agrees
with the finding by Eglitis and Mezey (29) that astrocytes of donor origin appear in
mice subjected to bone marrow grafting.

4. FUNCTIONS OF MICROGLIA

Functions of resting microglia are still mostly unknown, as are the factors that con-
tribute to the maintenance of the quiescent state of microglia. All known functions of
microglia are performed by activated microglia, which include phagocytosis, process-
ing/presentation of Ags, and the production and release of several inflammatory
mediators, including cytokines, chemokines, reactive O2 intermediates, NO, comple-
ment proteins, coagulation proteins, and proteases (31).

The phagocytic function of microglia has long been known. Penfield (32) noted that
microglia migrate to the lesion site induced in newborn animals, where they phago-
cytose debris, as shown by their foamy appearance and the intracellular formation of
lipoid and iron granule bodies. Like other professional phagocytes, activated microglia
possess a respiratory burst system that can generate prodigious quantities of free radi-
cals from O2 molecules, such as hydroxyl radicals, singlet O2 species, and hydrogen
peroxide (33), and they possess many phagocytic-related enzymes, such as nucleoside
diphosphatase and acid phosphatase (34–38). All groups of Fc receptors (FcRI, FcRII,
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and FcRIII), which mediate Ab-dependent phagocytosis by binding to the Fc portion of
immunoglobulins, have been shown on the surface of both reactive and perivascular
microglia (39). In vitro, microglial phagocytic activity is modified by the presence of
astrocytes and cytokines. For example, co-culturing microglia with astrocytes was
shown to suppress phagocytosis (40). Preincubation of cultured microglia with granu-
locyte/macrophage colony-stimulating factor (GM-CSF), interferon γ (IFN-γ), and
tumor necrosis factor α (TNF-α) enhanced their phagocytic activity; transforming
growth factor-β1 and interleukin 4 (IL-4) inhibited this function (13,41). Adult human
derived microglia phagocytose Ab-coated targets, as shown by increased reduced nico-
tinamide adenine dinucleotide phosphate (NADPH) oxidase activity, because of their
ability to express Fcγ receptors (39).

A role for microglia as antigen-presenting cells has been proposed, because of their
ability to express MHC-II. In situ, human resting microglia of ramified morphology
express low levels of MHC-II molecules. Under normal conditions, perivascular
microglia, expressing high levels of MHC-II, function as effective antigen presenting
(42); parenchymal microglia fail to perform this function (43,44). However, under
pathological conditions, the expression of MHC-II is widely upregulated on parenchy-
mal microglia, as they become activated. Mechanisms responsible for the upregulation
of MHC-II on activated microglia are not entirely understood, but, in culture, it is
inducible by cytokines, such as IFN-γ (31,45). Microglia can process Ag in vitro
(46,47). Sedgwick et al. (48) demonstrated that immediately ex vivo microglia, iso-
lated from the CNS of healthy Brown Norway rat, do not express MHC-II, and that
they fail to activate MBP-reactive CD4+ T-cells. However, under inflammatory condi-
tions, MHC-II is expressed on the surface of microglia isolated from the spinal cord of
experimental autoimmune encephalitis (EAE) animals (42). The Ag-presenting capac-
ity of microglia was also demonstrated in the murine and human systems. Human adult
microglia, derived from brain biopsy specimen from patients who underwent surgical
resection as a mean to treat intractable epilepsy or brain tumors, express MHC-II and
activate T-cells in vitro (49,50). In culture, IFN-γ is known to induce MHC-II expres-
sion on human adult microglia (49). Microglia also express the important co-stimula-
tory molecules required for adequate Ag presentation. In vitro and in situ expression of
B7-1 (CD80) and B7-2 (CD86), by activated microglia, has been shown (51–54), and
blocking B7 interaction results in the reduced APCs capacity of microglia (55). Recent
evidence indicates that the activation state of murine microglia determines whether
microglia induce MBP-specific T-cell anergy or T-cell activation. Microglia become
professional APC only after a multistep activation process involving both stimula-
tion through cytokines, such as GM-CSF and IFN-γ, and cognate interactions, such
as B7/CD28 and CD40/CD40L (56).

Activated microglia are important sources of molecules that are involved in CNS
inflammation. For example, in vitro experiments demonstrated that activated microglia
can produce proinflammatory cytokines, which include TNF-α, IL-1β, IL-6, IL-12, IL-15,
and IFN-γ (57). Cytokines have multiple effects in the CNS, which can be both benefi-
cial and detrimental, depending on their concentrations.

Cytokine functions in the CNS include the control of neuronal and glial differentia-
tion, proliferation, differentiation, and survival. Given those functions, cytokines have
the potential to influence neuronal and glial plasticity, degeneration, and development
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and regeneration of the nervous system (58). Other products of activated microglia are
secreted proteases, such as elastase, urokinase plasminogen activator, matrix metallo-
proteinase-2 (MMP-2), and MMP-9. For example, Cuzner et al. (59) demonstrated, by
in situ hybridization, that MMP-2 and MMP-9 mRNAs are predominantly expressed in
microglia throughout normal white matter. MMPs have the potential to degrade base-
ment membrane and other matrix components, and to catalyze the release of mem-
brane-bound inflammatory cytokines, such as TNF-α (60,61). Because of their ability
to produce neurotoxins, it is believed that microglia may have neurotoxic functions.

In vitro, microglia produce a large amount of glutamate and aspartate (62), and
sustained high extracellular levels of these amino acids was shown to cause N-methyl-
D-asparate receptor-mediated neuronal injury in vivo (63). Complement proteins, which
provide signals for scavenger activation, opsonization, and membrane-attack-complex-
mediated direct lysis of cells, are also produced by activated microglia (64). For
instance, it was shown that cultured microglia expressed enhanced levels of C2, C3,
C4, and C1q mRNAs, when treated with LPS and IFNγ (65). Platelet activating factor
(PAF) is a lipid molecule shown to be involved in inflammatory processes and in cell–
cell communication. In the CNS, there is growing evidence that PAF is a mediator of
neuro-injury caused by stroke and trauma by neuronal cells. PAF production by human
fetal microglia was shown to be induced by both TNF-α and LPS, in a concentration-
dependent manner (66). Finally, microglia produce and secrete chemokines, which are
small proteins (8–10 kDa) that induce chemotaxis, tissue extravasation, and functional
modulation of a wide variety of leukocytes during inflammation. Chemokines are also
thought to be pivotal regulatory molecules implicated in cellular communication, and
mediate their biological activities through G-protein-coupled cell-surface receptors.
The binding of chemokines to their receptors results in the activation of MAPK-associ-
ated and CREB-associated signal transduction pathways (67). Evidence suggests that
chemokines and their receptors are important in CNS development and regeneration
(13). Fractalkine (neurotactin), a CX3C chemokine, and its receptor are highly
expressed by microglia in rat brains (68).

5. MICROGLIA IN DISEASES

Microglia respond to virtually any, even minor, pathological events in the CNS.
In most pathological conditions, microglia are aided by infiltrating hematogenous mac-
rophages. Microglia activation appears to play a central role in the pathogenesis of MS
and other CNS pathologies, such as cerebral ischemia, brain abscesses, traumatic brain
injury, AD, experimental globoid cell dystrophy, AIDS dementia complex, and cere-
bral malaria.

In MS, a large number of microglia accumulate in and around lesions of demyelinat-
ing areas in brains of MS patients (69). Immunocytochemically, microglia activation
markers can be used to characterize the distribution of these cells in MS plaques,
including MHC-II, Mac-1, and LFA-1 (14,69,70). MHC-II-positive cells are present in
active and chronic demyelinated MS lesions. At the edge, and at the center, of the
demyelinating region of MS brains, neuropathological analyses demonstrate that the
morphology of microglia appears to be elongated and amoeboid, respectively, charac-
teristic of their activated state (71); resting microglia in noninflamed brains have a
ramified shape. In MS brains, it was recently shown that microglia proliferate (72).
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Microglia are the first CNS cell type to respond to several types of CNS injury. Upon
activation, microglia express cellular adhesion molecules, such as ICAM-1, and
VCAM-1, involved in the regulation of immune responses. It has been well-docu-
mented that enhanced levels of ICAM and VCAM-1 are present in active MS lesions
(73). In MS brains, it was recently shown that microglia proliferate (72).

An active role of microglia in demyelination has been proposed. In MS, the presence
of phagocytic cells, with a foamy appearance, are found primarily in new lesions, where
active myelin phagocytosis is proceeding, and are seen frequently in active MS plaques
(74–76). In vitro, cultured microglia have the ability to phagocytose myelin (76).
For example, it was shown that the short incubation of 14C-lipid-labeled myelin with
microglia results in the rapid intracellular metabolic conversion of myelin into choles-
terol ester and triglyceride (77). Mechanisms of myelin phagocytosis by microglia in
vitro appear to involve membrane attack complex 2, a galactoside-specific lectin
(55,78). There is also in vivo evidence that microglia phagocytose myelin. By the use
of bone marrow chimeras in Lewis rats with EAE, Rinner et al. (79) demonstrated that
resident microglia contained myelin-degradation products. Prineas et al. reported
(80,81) that myelin is attached to coated pits at sites where receptors are involved in
phagocytosis, suggesting that myelin is ingested by receptor-mediated phagocytosis.
Receptors implicated in phagocytosis include Fc receptors (FcRI, FcRII, and FcRIII),
complement receptors (CR3), and scavenger receptors. FcR and CR3 can act as a ligand
for myelin, and are thus thought to be important mechanisms of myelin destruction in
vivo. Enhanced levels of Fc receptor and CR3 expression on microglia in MS lesions
have been reported (39,82).

Activated microglia play a central role in regulating inflammatory responses of MS
lesions. For example, it is believed that activated microglia plays a role in the initiation
of the immune response by presenting myelin Ags to infiltrating myelin-reactive
T-lymphocytes. As a result, myelin-reactive T-cells become activated, differentiate,
and secrete cytokines that are pathogenic in MS, such as TNF-α (47). By producing a
large number of inflammatory molecules, such as cytokines, chemokines, and pro-
teases, possibly through their contact with Ag nonspecific T-cells, activated microglia
augment CNS local immune responses, which contribute to the progression of MS
(83–85). Finally, under certain conditions, it was shown that activated microglia also
have the capacity to downregulate T-cell responses (86). Therefore, it appears that
activated microglia regulate the initiation, progression, and termination of CNS
inflammation of MS, by dictating the fate of the immune response.

Evidence suggests that TNF-α, which is mostly produced by microglia in the CNS,
is involved in the pathogenesis of CNS diseases, including meningococcal meningitis,
human immunodeficiency virus infections, AD, brain ischemia, and MS (87). For
example, in the case of MS, the level of TNF-α is elevated in the serum, cerebrospinal
fluid, and the brain lesions of MS patients, and this correlates with disease activity
(73,88–90). Moreover, peripheral blood mononuclear cells, isolated from peripheral
blood of MS patients at time of relapse, produce significantly increased levels of TNF-α,
compared to peripheral blood mononuclear cells from controls (91). In mice, studies,
using transgenic animals overexpressing TNF-α in the CNS, demonstrate a role for
TNF-α in CNS demyelinating disease. Indeed, it was demonstrated (92,93) that
these mice develop a spontaneous inflammatory demyelinating disease similar to
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MS. In EAE, the administration of soluble TNF-α receptors or TNF-α Abs, as a mean
to attenuate TNF-α biologic effects, was shown to prevent the transfer of EAE and to
abrogate autoimmune demyelination (89,94–96). It is believed that the pathogenic role
of TNF-α in MS/EAE is associated with its ability to damage the myelin/oligodendro-
cyte complex, and to enhance leukocyte migration through the direct upregulation of
adhesion molecules. In vitro studies demonstrated that TNF-α causes apoptotic death
of oligodendrocytes (97–99), and demyelination of mouse optic nerve axons results
from the intravitreal injection of TNF-α in vivo (100). In EAE-sensitized animals
treated with TNF-binding protein, a polyethylene glycol-linked form of TNFR1, a
reduction in VCAM-1 and VLA-4 staining was observed, which corresponded to inhi-
bition of CNS inflammation and the prevention of clinical signs of EAE (101).

AD is a progressive neurodegenerative disorder, which causes memory loss and
dementia. Neuropathologically, AD is characterized by the presence of numerous senile
plaques in the brain tissue, particularly in the hippocampus and cerebral cortex (102).
Senile plaques are extracellular deposits composed principally of insoluble aggregates
of β-amyloid (Aβ), a protein derived from a larger membrane-spanning glycoprotein
called “amyloid precursor protein” (APP). The progressive cerebral accumulation of
Aβ protein is widely believed to be an early and necessary feature of AD pathology.
There is increasing evidence that activated microglia are involved in plaque formation.
It has long been known (15) that activated microglia, expressing MHC-II (HLA-DR),
cluster around senile plaques in AD. In vitro, activated microglia synthesize and secrete
Aβ proteins, and the activation of murine microglia can be induced by Aβ proteins,
resulting in an the production and secretion of NO and TNF-α (103,104). In addition,
treatment of rat microglia with Aβ peptide induces the release of glutamate, a potential
neurotoxin, by activating the Na+-dependent glutamate transporter (105). Using
microaggregates of labeled Aβ peptide, microglial cells were demonstrated (106) to
phagocytose Aβ-protein via scavenger receptor, suggesting that microglia also play
a role in the clearance of Aβ plaques. On the basis of these observations, Aβ–
protein/microglia interaction is believed to promote the progression of inflammatory
and neurodegenerative changes in senile plaques in AD.

Evidence suggests that microglia play a central role in the pathophysiology of human
AIDS dementia complex, or HIV dementia (HIVD). The presence of HIV-infected
microglia has been demonstrated in brain and spinal cord sections of AIDS-demented
patients. Infection by HIV-1 appears to be selective for microglia: Very limited infec-
tion of astrocytes and endothelial cells has been observed (107–109). Viral replication
appears to be restricted to microglia only. Human microglia isolated from adult or fetal
tissue can be infected with many stains of HIV-1 (110–112). HIV-1 enters cells through
a multistep process that requires at least two receptors, namely, CD4 and a chemokine
receptor (such as CCR5 or CXCR4). The presence of these receptors on microglia has
been shown (111,113), and blocking Abs against those receptors can inhibit HIV-1
infection of cultured microglia (111). HIV-infected microglia produce secretory prod-
ucts. For example, TNF-α is released by HIV-infected microglia in vitro (114), and
TNF-α mRNA levels are higher in the subcortical regions of the CNS in patients with
HIVD than control patients (115). NO is another substance produced by microglia
infected with HIV. Adamson et al. (116) demonstrated that gp120 can stimulate low-
level production of NO by macrophages, and that high levels of inducible NO syn-
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thase, the enzyme responsible for the production of NO, are found in brains of patients
with HIVD. NO production by microglia can also be induced in vitro, using the HIV-1
regulatory protein, Tat, possibly by activating the transcription factor, nuclear factor-
κB (117).

6. MECHANISMS OF MICROGLIA ACTIVATION

Microglia activation is a multistep process characterized by changes in cellular mor-
phology, cell size, cell number, and in cell surface molecule expression. Mechanisms
of microglia activation are not completely understood, but few have been described.
Clearly, microglia activation is accompanied by an alteration in gene expression, which
also results in the synthesis of inflammatory mediators, such as reactive O2 and nitro-
gen intermediates, proteolytic enzymes, arachidonic acid metabolites, and proinflam-
matory cytokines.

Microglia undergo morphological transformations, from a ramified to an amoeboid
form, through mechanisms that remain unclear. However, the ramification of amoe-
boid microglia, at least in vitro, is dependent on a Ca2+-adenosine triphosphatase
(ATPase), as shown by using the specific inhibitor, thapsigargin (118). A commonly
described cellular morphological change of activated microglia is hypertrophy. Hyper-
trophic microglia develop enlarged cell processes, which give the cells a bushy appear-
ance. Hypertrophy is usually apparent by 24 h after CNS injury, which correlates with
an upregulation of the complement receptor CR3 (9). Hypertrophy of microglia is
thought to be a hallmark of their proliferation. Microglial proliferation has been shown
in vivo in various models of CNS injuries (3,119,120). Following 2–3 d of CNS injury,
it was shown that microglia begin proliferating, and their numbers reach maximal lev-
els after 4–7 d (8). In vitro, the proliferation of microglia cells can be regulated by
soluble factors, including colony-stimulating factors, such as M-CSF and GM-CSF,
primarily produced by astrocytes (121) and neurotrophins (122). Accordingly, it is pos-
sible that microglia proliferation may be regulated indirectly via neuronal–astroglial
signaling. Moreover, evidence suggests that molecules produced by hematogeneous
macrophages are also involved. After transection of a CNS fiber tract, microglia are
insufficiently activated, and this correlates with a lack of hematogenous macrophages
infiltration into the degenerating nerve stump (123). Moreover, CNS injuries, where
there is the breakdown of the blood–brain barrier, such as cerebral ischemia, brain
abscesses, and stab wounds, elicit prompt microglia activation associated with macro-
phage recruitment (123).

Activators of microglia include the bacterial LPS and IFN-γ. In vitro, treatment with
a combination of LPS and IFN-γ induces the production of reactive nitrogen oxides
(NO, ONOO–), superoxide, reactive oxygen intermediates (O2

–, H2O2), and enzymes,
such as lysozyme, cathepsin B/L, and acid hydrolases (13). This has also been shown
in in vivo experiments. For instance, after injecting a mixture of LPS and IFN-γ in the
rat hippocampus, microglia are activated, as shown by morphological changes and by
an increase in IL-1β and iNOS immunostaining (124).

Direct contact between T-lymphocytes and microglia is another mechanism involved
in microglia activation. We have demonstrated that microglia–T-cell interactions results
in significant production of cytokines, such as TNF-α and IL-10 (125,126). Some
selectivity of ligand–receptor pairs in microglia–T-cell interactions was revealed in
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this study. Although the CD40/CD40L and CD28-CTLA-4/B7 pathways regulate both
IL-10 and TNF-α, the VLA-4–VCAM-1 interaction was specific for TNF-α; in contrast,
the CD23 system affected IL-10, but not TNF-α (125,126; Fig. 1). Similarly, the ligation
of microglial CD40 by CD40L was shown to induce the production of TNF-α (127).
Crosslinking of VCAM-1 on microglia was shown to induce TNF-α transcription (125)

through a mechanism that probably involves the activation of nuclear factor-κB (128).
Microglia cultured from rat, mouse, and human fetal nervous system express an inward

rectifying K+ channel, but no outward currents, which makes them more sensitive to
changes in extracellular K than any other cell type in the brain (13,129,130). In the
cortical-spreading depression, microglia respond to neuronal depolarizations, which are
associated with increased K fluxes across membranes, in the absence of neuronal dam-
age, suggesting that inward-rectifying K+ channel may play a role in macrophage activa-
tion (131). Other ion channels have been implicated in microglia activation, including
Cl– channels. Indeed, it was shown that Cl channel blockers, and not blockers of Na+ or
K+ channels, inhibit microglia activation, by preventing their ramification from an
amoeboid form (132), and by blocking the production of NO (133).

Results obtained from in vitro studies suggest that the co-transmitter, ATP, released
from neurons during CNS injury, is involved in microglia activation. Microglia express
P2-purinoreceptors, which bind to ATP. The extracellular application of ATP, to cul-
tured microglia from mouse brains, induces complex membrane currents, resulting in
the depolarization of microglia (129,134–136). It is not clear whether ATP is a direct
activator of microglia, or whether it acts more as a modulator of microglia activation.

Fig. 1. Molecules that regulate the production of IL-10 and TNF-α in T cell–microglia inter-
action. The CD40:CD40L and B7:CD28/CTLA-4 pathways regulate the production of both
cytokines while VLA-4:VCAM-1 interaction controls TNF-α exclusively. Similarly, CD23:
CD21/CD11 interaction selectively regulates IL-10 but not TNF-α. Please refer to refs. 125–

127 for details.
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Table 1
Activators of Microglia

Activators of microglia Inducing effects on microglia Refs.

LPS Cytokine production (148)

(TNF-α, IL-1β, IL-6, (124)

IL-10, IL-12) (149)

NO production (150)

Superoxide production (151)

Phagocytosis (75)

K+ channel expression (152)

trk C, NT-3, and CCR5 (145)

expression (143)

B7-1 expression (153)

MMP-9 production (154)

Immunoproteosome subunits (155)

production
IFN-γ TNF-α and IL-6 production (46)

Phagocytosis (75)

B7-1 and B7-2 expression (145)

Morphological transformation (156)

Inward-rectifying K+ current (157)

MCP-1 production (155)

(103,158)

(159)

Contact with activated T-cells Cytokine production (125,126,128)

(TNF-α, IL-10, IL-12, IL-1β)
Inward rectifying K+ channels Membrane depolarization (131)

Cl– channels Morphological transformation (132)

NO production (133)

Adenosine A2a receptor K+ channel expression (160)

ATP/Purinergic receptors Membrane depolarization (129)

IL-1β production (134)

Ca2+ signaling (135)

(136)

(137)

(161)

Gram-positive Outward rectifying K+ channel (162)

Streptococcus pneumoniae production
TNF-α, IL-6 and IL-12

production
MIP-1 and -2 production

β-amyloid protein (APP) Cytokine production (103,158,163)

(TNF-α, IL-1β)
NO production (164)

Ca2+ signaling (165)

Phagocytosis (166)

NADPH oxidase activation (167)

MAPK signaling (168,169)
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It has been demonstrated (137) that LPS-induced released of IL-1β is modulated in
microglia cells lines via purinergic receptors.

Other activators of microglia include the complement fragments, PAF, gangliosides,
and the stress-inducible small heat shock protein, α-crystallin (Table 1). Complement
fragments, such as C5a and C3a, which are generated from complement activation,
activate microglia by inducing Ca2+ signaling (138). In the case of the inflammatory
mediator, PAF, it was shown to induce an increase of Ca2+ influx in microglia, by
causing the activation of store-operated-Ca2+ channels (139). Gangliosides, such as
GM1, GD1a, GD1b, GT1b, and GQ1b, are glycosphingolipid-containing sialic acid
residues that are located in mammalian cell membranes. GT1b was shown to induce
the production of NO, TNF-α, and cyclo-oxygenase-2 on rat microglia; GM1 and GD1a
induce the production of NO only (140). Finally, α-crystallin induces in vitro activa-
tion of microglia, by inducing the production of NO and iNOS (141). α-crystallin also
stimulates the synthesis of the proinflammatory cytokine, TNF-α (141).

Deactivators of microglia have also been identified (Table 2). The best-described
deactivators of microglia are the anti-inflammatory cytokines, IL-10 and TGF-β. For
example, it was shown that IL-10 inhibits the LPS-induced microglial production of
TNF-α, IL-1β, lysosomal enzyme activity, NO, superoxide anion, and the chemokine,
RANTES (142,143). Ligation of CD40 on microglia induces the production of TNF-α
(144). However, upon treatment with IL-10 and TGF-β, CD40-induced production of
TNF-α is inhibited (144). Finally, the expression of MHC-II, the class II transactivator
transcription factor, and the co-stimulatory molecule, B7-2, induced by IFN-γ or LPS,
was shown to be inhibited by IL-10 and/or TGF-β in primary murine microglia

Table 1 (continued)

Activators of microglia Inducing effects on microglia Refs.

MIP-1α and MCP-1 production (104)

CD40 expression (159)

Glutamate release (170)

(171)

(172)

(105)

(173)

Tissue plasminogen activator TNF-α production (174)

Complement fragments (C5a and C3a) Ca2+ signaling (138)

PAF Ca2+ signaling (139)

Gangliosides (GM1, GD1a, GT1b) NO production (140)

TNF-α production
COX-2 production

Prion protein Ca2+ signaling (175)

(164)

HIV-1 Tat protein NO production (117)

α-crystallin NO production (141)

TNF-α production
Manganese NO production (176)
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Table 2
Deactivators of Microglia

Deactivators of microglia Inhibiting effects on microglia Refs.

IL-10 TNF-α, IL-1β, IL-12, IL-8 production (177)

Lysosomal enzyme activity/phagocytosis (142)

Superoxide anion production (178)

NO production (144)

RANTES production (146)

MHC II expression (179)

IL-8 production (75)

B7-2 expression (145)

(143)

TGF-β TNF-α production (142)

RANTES production (144)

MHC-II expression (146)

Phagocytosis (41)

IL-8 production (178)

IL-4 MHC-II expression (146)

Class II transactivate expression (41)

Phagocytosis (178)

IL-8 production
Soluble TNF receptor IL-12 production (180)

Fractalkine LPS-induced TNF-α production (181)

Apolipoprotein E NO production (182)

Lipocortin 1 COX-2 expression (183)

NO production
Prostaglandins (i.e., PGE2) TNF-α production (41)

PGE receptors (EP2) Induce IL-10 production (184)

NO production (185)

IL-1β production (186)

cAMP production
Vitamin E Morphological transformation (187)

LFA-1, VLA-4, and ICAM-1 expression

(145,146). Another deactivator of microglia is prostaglandin. For example, it was
demonstrated (147) that prostaglandin E2 selectively inhibits the production of TNF-α
(by 95%) and IL-6 in LPS-stimulated microglia. Cyclo-oxygenase-2, pro-IL-1β, or
iNOS production was not affected by such a treatment.

7. SUMMARY

Microglia play a central role in the regulation of immune and inflammatory responses
taking place within the CNS, by acting as an APC, and by producing a wide variety of
immune regulators. Activation of microglia is crucial for microglial functions.
Although few mechanisms of microglia activation have been described in vitro, it will
be important to eludicate in vivo mechanisms, in order to modulate functions of micro-
glia that are involved in the pathogenesis of CNS diseases.
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Invasion of Ischemic Brain by Immune Cells

Hiroyuki Kato and Takanori Oikawa

1. INTRODUCTION

The normal central nervous system (CNS) has long been believed to be an immuno-
logically privileged site, because it is isolated from the systemic circulation, and is able
to exclude components of the immune system by the blood–brain barrier (BBB) (1).
The CNS constitutes a leukocyte-deficient environment with limited regenerative
capacity (2). Although recent evidence suggests that the CNS is continuously patrolled
by a small number of T-lymphocytes, and that certain cells of macrophage lineage
(perivascular cells) are slowly replaced by hematogenous cells (3), this notion is prin-
cipally true, and other immune cells, such as polymorphonuclear leukocytes (PMNLs)
and monocytes, migrate only in response to tissue damage in the CNS. The infiltration
of these immune cells into the CNS is a critical step in the evolution of pathological
and host defense processes of various neurological diseases, such as cerebral ischemia,
hemorrhage, trauma, bacterial or viral infection, and multiple sclerosis (4). In these
pathological settings, the infiltration of hematogenous cells is added to the local
inflammatory response composed of activation of resident microglia and astrocytes.

Microglia are the immune effector cells in the CNS parenchyma (5). Microglia
represent a stable cell pool, and are thought to be in a downregulated form of cells of
macrophage lineage. They are considered to take up residence primarily as a single,
massive influx during fetal life, and are replenished only rarely by hematogenous
cells (6,7). Microglia, which are normally quiescent, may become rapidly activated
under various pathological conditions. Activated microglia may develop into brain
macrophages or phagocytes. Earlier studies (8) have shown that microglia, when
stimulated, release a variety of cytotoxic agents that may be important mediators of
neuronal injury.

Perivascular cells are the third component of immune cells in the CNS. They have
also been called “perivascular microglia,” “perivascular macrophages,” or “fluores-
cent granular perithelial” cells, and can be distinguished from resident microglia by
their unique association with vessels, lying between brain parenchyma and blood-
stream, and by constitutive expression of immunomolecules, such as major histocom-
patibility complex (MHC) class II antigen (Ag) and ED2, which are not expressed in
resting microglia (9,10). Studies using chimeric rats have demonstrated that this popu-
lation of perivascular cells is regularly replaced by bone marrow cells (6,11).
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The inflammatory response in the CNS may recruit these subclasses of immune
cells, both intrinsic and extrinsic, depending on the nature of injury. Largely, microglia
are the first cells to respond even to subtle pathological stimuli, and can be the sole
source of inflammatory cells; when the CNS is severely damaged, and the BBB is
breached, migration of exogenous immune cells (leukocytes) may aid or override the
lesion. This chapter provides an overview of the inflammatory response and the
invasion of immune cells in the brain. Cerebral ischemia is used as a model of brain
injury and subsequent inflammation, to focus on how invasion of immune cells is
elicited and formed.

2. INFLAMMATORY RESPONSES IN CEREBRAL ISCHEMIA

Inflammatory responses occur within the CNS during disease, and immunological
mechanisms are involved in a number of disease processes of the CNS. Diseases that
are not primarily inflammatory in nature, such as trauma and ischemia, as well as truly
inflammatory diseases, such as viral infection and multiple sclerosis, produce a well-
defined response of inflammation (4). Activation and accumulation of leukocytes and
cells derived from the mononuclear phagocyte system, including microglia, are the
hallmark of this response. There is a close relationship between primary brain injury,
production of chemical mediators (cytokines and chemokines), and the cellular inflam-
matory response. This subheading outlines the inflammatory response in the brain after
focal cerebral ischemia in the rat, which is a model of human ischemic stroke. Major
components of the response are first, activation of resident microglia, and, second,
infiltration of bloodborne leukocytes (Fig. 1). The latter is the major concern of this
chapter, and the following subheadings focus on the mechanisms of immune cell inva-
sion into the brain.

2.1. Microglial Activation

Microglia are the first nonneuronal cell to respond to virtually any, even subtle,
morphologically nonapparent CNS injury. Their activation is induced rapidly, within
minutes after acute trauma and ischemia (12). Brain injury elicits a graded response
from microglia, in which the degree of microglial activation reflects the severity of the
injury (13,14). The graded activation of microglia consists of morphological changes,
from resting microglia with highly ramified processes, to activated microglia with
enlarged cell bodies and contracted, stout processes, then to phagocytic microglia with
amoeboid morphology, and a stepwise expression of immunomolecules; fully activated
microglia express many phenotypic markers and effector molecules that are shared
with hematogenous macrophages.

Even sublethal ischemic injury induces microglial activation, although limited.
Therefore, microglial activation per se is not always pathogenic. When ischemia
induces selective neuronal damage, sparing glial cells and without disrupting the BBB
(e.g., following brief global ischemia or in peri-infarct zones of focal ischemia), micro-
glial cells transform into macrophages (Fig. 1B), without eliciting the invasion of leu-
kocytes. Microglia may be the sole source of phagocytes in this setting (15). This is
similar to the response in the rat facial nucleus to motor neuron degeneration (16).
Microglia synthesize and secrete a number of cytokines, and appear to be coordinators
of the inflammatory response since their activation may be followed by infiltration of
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peripheral immune cells. However, the mechanism by which microglial cells are acti-
vated, or how their activation corresponds to the severity of neuronal injury and the
appearance of bloodborne cells, is still unknown. Microglia in the CNS, which is
beyond the scope of this chapter, is fully described in Chapter 14, and the microglial
response in cerebral ischemia has been reviewed elsewhere (13).

2.2. Invasion of Leukocytes

Cerebral infarction develops in the center of focal ischemia. In this lesion, all tissue
constituents (including glial cells, as well as neurons) may be destroyed, the BBB is
breached, and the invasion of leukocytes predominates in the inflammatory response
(17). Unlike normal brain microvessels that are clear of leukocytes, brain microvessels
from ischemic zones are filled with leukocytes within minutes after ischemia. Many of
the leukocytes primarily PMNLs found in vessels within ischemic tissue, are adherent to
the endothelium (18–20). This microvascular event may exacerbate the degree of tis-
sue injury; the rheologic effects of sticky leukocytes in the blood vessels (vascular
plugging) may interfere with normal perfusion in an already compromised ischemic
tissue vascular bed.

Brain injury in the ischemic core evokes not only endogenous brain parenchymal
cell damage, but also an exogenous inflammatory response, which includes infiltration

Fig. 1. Inflammatory responses to 1 h of middle cerebral artery occlusion in the rat.
(A) Infiltration of a polymorphonuclear leukocyte (arrow) in the ischemic core (3 d after
ischemia). Hematoxylin and eosin staining. (B) Accumulation of amoeboid, phagocytic micro-
glia in the peri-infarct zone (7 d). Immunostaining for a microglia/macrophage marker,
MRF-1. (C) Accumulation of monocytes/macrophages in the infarct (7 d). MRF-1 immuno-
staining. (D) Activation of perivascular cells (3 d, arrows). Immunostaining for a phago-
cyte/macrophage marker ED1. (E) Infiltration of T lymphocytes in the infarct (7 d).
Immunostaining for a T-cell marker CD5. (F) Expression of ICAM-1 on endothelial cells in the
ischemic core (1 d). Immunostaining for an ICAM-1 marker CD54. Original magnification, ×400.
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of leukocytes (17,21,22). PMNLs begin to infiltrate into the ischemic area 12 h after
ischemia, reach a peak at 1–3 d (Fig. 1A), and disappear by 7 d. Monocytes, which are
most abundantly seen within an area of infarction, invade massively, as the second
wave, after 2–3 d, and cover the entire lesion by 7 d (Fig. 1C). In addition, a significant
number of T-lymphocytes invade the area of infarction (Fig. 1E; 17,23,24). The sig-
nificance of this T-cell infiltration, which is observed especially in autoimmune dis-
eases, such as experimental autoimmune encephalomyelitis (EAE) (25,26), remains
uncertain. The infiltration of leukocytes may aggravate tissue damage by release of
cytotoxic products from these activated leukocytes, i.e., by generation and release of
oxygen radicals and cytotoxic products that are harmful to the already compromised
tissue (22,27). Within an area of infarction, the third component, perivascular cells, are
also activated morphologically and phenotypically, and transform into macrophages
(Fig. 1D; 28,29).

The exact nature of the signaling mechanisms in brain inflammation still remains to
be elucidated, but undoubtedly involves certain cytokines and chemokines, as well as
the expression of adhesion molecules and proteinases that together promote both
recruited cell adherence and infiltration and enhanced permeability of brain endothe-
lium. Focal ischemia is a powerful stimulus to elicit genomic responses in the brain, in
the form of multiple gene expression. Simultaneously with the expression of immedi-
ate early genes and heat shock proteins (for the role of these gene expressions in cere-
bral ischemia, see ref. 30), is the third wave, which is mostly composed of increased
cytokine gene expression, such as tumor necrosis factor (TNF)-α and interleukin (IL)-
1β. Chemokines, such as IL-8 and monocyte chemoattractant protein (MCP)-1, are
also increased, and are likely to play a role in PMNL and mononuclear cell infiltration.
The presence of recruited leukocytes at the site of inflammation is critically dependent
on the coordinated expression of adhesion molecules (ligands and receptors) on
inflammatory cells and activated endothelial cells (Fig. 1F), respectively.

3. BLOOD–BRAIN BARRIER

The most notable difference between the CNS and other peripheral tissue is the
existence of a barrier that separates the CNS tissue from systemic circulation. The
strict homeostasis of the CNS environment and the intact barrier are essential for opti-
mal brain functioning. The BBB is impermeable to proteins, ions, many small pep-
tides, amino acids, and drugs, and also appears to rigorously exclude hematogenous
cells. The BBB consists of a complex cellular system of endothelial cells, astrocytes,
pericytes, perivascular macrophages, and basal lamina. CNS capillaries differ from
other capillaries in peripheral organs by the presence of narrow tight junctions, severely
restricting the amount of paracellular flux, and the paucity of pinocytotic vesicles,
thereby limiting the amount of transcellular flux (31,32). Brain endothelial cells are
almost completely surrounded by astrocytic foot processes, and astrocytes induce BBB
properties (33,34). Perivascular cells or FGP cells possess a high phagocytic capacity,
and are considered to act as a second line of defense (10).

The normal endothelial layer provides a thromboresistant surface that prevents plate-
let and leukocyte adhesion and activation of any coagulation system. The highly spe-
cialized cerebral endothelial cells form a tight barrier, which isolates the brain from
immune surveillance, and allows only a few activated T-cells to migrate into the CNS
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(3). The low expression of MHC Ags, the low number of Ag-presenting cells in the
normal CNS, and the fact that the CNS is not properly drained by a fully developed
lymphatic vasculature, make the brain an immunosecluded site (25,31). Even though
the immune-privileged status of the CNS limits access of systemic immune cells
through the BBB, an immune response can occur in this compartment, with or without
a major breach of the BBB. The barrier function of the BBB can change dramatically
during various diseases of the CNS. Enhanced BBB permeability is considered to be
the result either of opening of tight junctions or of enhanced pinocytotic activity and
the formation of transendothelial channels (31,35). The BBB itself may play an active
role in mediating the immune response, either by production of chemical mediators or
by the expression of adhesion molecules (see Subheading 4.6.).

4. CYTOKINES

Cytokines are small proteins with mol wt from 8 to 30 kDa, which possess multiple
biological functions (36). Cytokines serve to control a variety of biologic processes,
and have a pivotal role in inflammation (37–39). Cytokines appear to be produced
primarily in response to external stimuli, and exert their biological effects through spe-
cific cell-surface receptors. Cytokines regulate the interaction of immune cells and
orchestrate immune responses (40). The proinflammatory cytokines, including IL-1,
TNF-α, and IL-6, can influence the function and synthesis of other cytokines, by a
complex cytokine network (41). These cytokines are produced by a variety of cells.
IL-1β is thought to be produced in the brain by various cellular elements, including
endothelial cells, microglia, astrocytes, and neurons (37); TNF-α is produced by neu-
rons, astrocytes, microglia, and leukocytes (36,42,43). Recent evidence suggests that
IL-1β, TNF-α, and IL-6 may be key components in the activation and recruitment of
leukocytes into the brain (44). TNF-α is known to induce adhesion molecules on
endothelial cells and mediates the migration of leukocytes across cerebral endothelial
cells (45). TNF-α also regulates the expression of chemokines, such as macrophage
inflammatory protein (MIP)-1α and MCP-1 (46).

The cytokine cascade appears to initially involve the release of IL-1 and TNF-α.
These cytokines then lead to subsequent production of other proinflammatory
cytokines, including IL-6 and IL-8, activation and infiltration of leukocytes, and the
production of anti-inflammatory cytokines, including IL-4 and IL-10, which may pro-
duce a negative feedback on the cascade (39). The strong evidence in support of this
proinflammatory cytokine cascade comes from studies that used agents that block TNF-α
and IL-1 (47,48). These antagonist strategies reduce the inflammatory response and
improve disease outcome (47,49). Cytokines may influence transport of compounds
into the brain by opening the BBB. In vitro studies (50) revealed that administration of
TNF, IL-1, and IL-6 to monolayers of cerebral endothelial cells leads to an increase in
the permeability.

Cerebral ischemia leads to a release of free fatty acids and other proinflammatory
lipid metabolites, which in turn promote the expression and release of a proinflam-
matory cytokine cascade. IL-1β mRNA and protein are induced in focal ischemic tis-
sue of the rat brain, as early as 1 h after ischemia, with a peak within several hours, and
remain elevated for a few days (51,52). Concomitant with IL-1β expression, IL-1
receptor and receptor antagonist (IL-1ra) mRNAs are increased (53). Injection of IL-1β
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into the lateral ventricle of the rat brain, immediately after focal cerebral ischemia,
leads to increases in brain edema and infarct volume; injection of anti-IL-1 antibody
decreases them (54). Treatment with IL-1ra injected into the rat brain, or peripherally,
also decreases the infarct size, edema formation, and PMNL infiltration (55–57). Fur-
thermore, recombinant adenovirus vectors, carrying the human IL-1ra cDNA, reduces
brain injury in permanent focal ischemia in the rat (58). Thus, IL-1β appears to be a
pathogenic mediator of ischemic brain damage.

A similar early expression of TNF-α following ischemia in the rat has been shown.
TNF-α mRNA is detected as early as 1 h, peaks after several hours, and remains
elevated for several days (42,52). The TNF receptors, p55 and p75, are also
upregulated within 6 and 24 h, respectively (43). Injection of TNF-α into the rat
brain, 24 h before focal cerebral ischemia, significantly increases the infarct size,
which is reversed by anti-TNF-α antibody (59). These observations suggest that
TNF-α mediates ischemic brain injury, but recent studies have reported conflicting
findings (60). Neuronal damage, caused by focal cerebral ischemia and epileptic sei-
zures, is exacerbated in mice genetically deficient in TNF receptors (61). There is no
difference between the mice that are lacking genes for TNF-α and IL-6 and wild-
type animals, concerning the number of infiltrating PMNLs and the degree of BBB
dysfunction after traumatic brain injury (62). Therefore, further studies are needed to
elucidate the potential effects of cytokines in both processes of damage and repair in
CNS inflammation.

5. CHEMOKINES

Chemokines (chemotactic cytokines) are 8–10 kDa proteins with 20–70% homol-
ogy in amino acid sequences. They have been classified into four subfamilies (C, CC,
CXC, and CX3C) defined by spacing of cysteines in a highly conserved motif, and act
through specific high- and low-affinity receptors that belong to the superfamily of ser-
pentine G-protein-coupled receptors (63,64). Chemokines play an essential role for the
infiltration of leukocytes into the brain. They are thought to provide the directional
cues for the movement of leukocytes in development, homeostasis, and inflammation
(65). They may provide the signals that convert the low-affinity, selectin-mediated
leukocyte-endothelial cell interaction into high-affinity, integrin-mediated interaction
that leads to extravasation of leukocytes (see next subheading).

The dramatic increase in the secretion of chemokines during inflammation results in
the selective recruitment of leukocytes into the tissue of inflammation. The capacity to
precisely control the movement of inflammatory cells suggests that various chemokines
and their receptors act in concert with other cytokines to cause tissue infiltration, by
increasing the circulating pool of a given leukocyte, upregulating particular adhesion
molecules, as well as increasing leukocyte responsiveness to a chemokine. The main
stimuli for chemokine production are early proinflammatory cytokines, such as IL-1
and TNF-α, bacterial products, such as lipopolysaccharide, and viral infection (63).
Intrahippocampal injections of human recombinant chemokines in mice confirmed their
role in leukocyte recruitment in brain parenchyma; MCP-1 is a potent chemoattractant
specific for monocytes, and IL-8 and MIP-2 provoke a dramatic PMNL recruitment
associated with a destruction of the BBB, which can be attenuated by prior depletion of
leukocytes (66).
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A systemic increase of IL-8 mRNA expressing mononuclear cell and IL-8 levels in
plasma from patients with ischemic stroke, suggest that IL-8 could be involved in
recruiting blood PMNLs to the site of cerebral ischemia (67). PMNL infiltration into
the area of cerebral infarction in the rat is preceded by an increased expression of
cytokine-induced neutrophil chemoattractant (CINC), a member of the IL-8 family, in
the brain (with a peak at 12 h) and the serum (68,69). IL-8 and CINC are produced by
endothelial cells and/or leukocytes in response to cytokines, TNF-α and IL-1β (70).
Expression of MCP-1 (with a peak between 12 h and 2 d) precedes the massive infiltra-
tion of hematogenous monocytes into ischemic tissue of the rat (71). MCP-1 mRNA is
initially expressed in astrocytes surrounding the ischemic tissue, and subsequently in
infiltrating macrophages and reactive microglia in the infarcted tissue (72).

6. LEUKOCYTE ADHESION AND MIGRATION

An important prerequisite for an inflammatory response to occur is the trafficking of
hematogenous leukocytes from the blood to the site of inflammation, through the
endothelial wall. In this process, adhesion and extravasation of leukocytes occur in
response to molecular changes on the surface of blood vessels that signal brain injury.
There are three major steps for the infiltration of leukocytes: rolling, firm adhesion, and
transendothelial migration (73–75). All the processes are facilitated by an interaction of
specific ligands that are constitutively expressed on leukocytes and receptors on the sur-
face of endothelial cells which are inducible by inflammatory stimuli (Fig. 2; Table 1).

Fig. 2. A simplified model of leukocyte infiltration into ischemic brain. Endothelial cells
adjacent to a site of inflammation (ischemia) are stimulated by cytokines (TNF and IL-1) and
express the adhesion molecules, E-selectin, P-selectin, and ICAM-1. Leukocytes rolling on the
endothelium in a selectin-mediated process are exposed to chemokines for a sufficient time to
be programmed for activation, including that of integrins (Mac-1 and LFA-1) on leukocytes.
Firm adhesion is caused by specific receptor–ligand interactions between integrins on leuko-
cytes and ICAMs on ECs, and finally transendothelial migration (extravasation) takes place.
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The first stage (rolling) is mediated by a family of adhesion molecules called
“selectins,” which are glycoprotein molecules found on leukocyte and endothelial cell
surfaces, and recognize carbohydrates on target cells. Selectins consist of P-selectin
and E-selectin on endothelial cells and L-selectin on leukocytes, and are upregulated
during inflammation (76). Leukocytes flowing in the blood make the first contact with
the vasculature, and reduce the velocity in the bloodstream near or at the site of injury,
then roll to a site where the leukocytes ultimately leave the bloodstream for the lesion.
The light binding of leukocytes to the vessel wall is strengthened under the influence of
chemokines that are released from the site of injury. On activation, firm adherence of
leukocytes to the endothelial lining (sticking) is mediated by the binding of a leukocyte
membrane glycoprotein receptor complex, termed β2-integrin, to its endothelial ligand
intercellular adhesion molecule (ICAM)-1, ICAM-2, and vascular cell adhesion mol-
ecule (VCAM)-1 (77,78). The integrin family is, for the most part, expressed constitu-
tively and solely on leukocytes. The CD18 integrin complex consists of three
heterodimers, which all share a common β-subunit (CD18), and are distinguished from
each other by distinct α-subunits. The three α-subunits are termed “leukocyte func-
tion-associated antigen-1” (LFA-1, or CD11a, present on all leukocytes), Mac-1
(CD11b, present mostly on PMNLs and monocytes), and p150,95 (CD11c, present on
neutrophils and monocytes). ICAMs are members of the immunoglobulin supergene
family. ICAM-1 is broadly expressed on a variety of cell types at low levels, and binds
to LFA-1 and Mac-1, but ICAM-2 is expressed only on endothelial cells and leuko-
cytes and is recognized only by LFA-1 (79,80). ICAM-2 is constitutively expressed,
but ICAM-1 is inducible by proinflammatory cytokines, such as IL-1 and TNF-α;
VCAM-1 is not constitutively expressed, but is upregulated by these cytokines (81).
In the final stage, the leukocyte adhering to the endothelium begins to crawl between
endothelial cells and leaves the bloodstream to enter the brain tissue (transendothelial
migration).

Table 1
Adhesion Molecules Involved in Leukocyte-Endothelium Interactions

Molecules Expressed on Ligand and target cell

Selectins
P-selectin EC, platelets Carbohydrate on leukocytes, EC
E-selectin EC Carbohydrate on leukocytes
L-selectin PMNL, monocytes, lymphocytes Carbohydrate on EC

Integrins
CD11a/CD18 (LFA-1) PMNL, monocytes, lymphocytes ICAM-1, ICAM-2 on EC
CD11b/CD18 (Mac-1) PMNL, monocytes ICAM-1, iC3b on EC
CD11c/CD18 (p150,95) PMNL, monocytes iC3b on EC
VLA-4 Monocytes, lymphocytes VCAM-1 on EC

Ig superfamily
ICAM-1 EC and various cells LFA-1, Mac-1 on leukocytes
ICAM-2 EC LFA-1 on leukocytes
VCAM-1 EC VLA-4 on leukocytes

EC, endothelial cells; PMNL, polymorphonuclear leukocytes.
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The appearance of leukocytes in ischemic tissue has previously been considered to
represent a pathologic response to existing injury. Recent evidence suggests that
leukocytes may also be directly involved in the pathogenesis and extension of ischemia-
reperfusion injury. Two proposed mechanisms of leukocyte involvement in ischemia-
reperfusion injury are, first, direct microvascular plugging by leukocytes after
endothelial adhesion (19,82), and, second, transendothelial migration of leukocytes
with subsequent CNS tissue infiltration and neurotoxic injury. Thus, leukocytes may
physically obstruct microvessels (18,19,83), release vasoconstrictor mediators (84,85),
cause dysfunction of the vasoreactivity of cerebral arteries (86), injure endothelial cells
directly, or migrate into the brain tissue, where they may damage parenchymal cells,
through the release of cytotoxic enzymes, oxygen free radicals, and products of the
phospholipid cascade (87,88). PMNLs are the major source of oxygen radicals in
reperfusion, after focal cerebral ischemia in the rat (27). Adhesion of leukocytes to
microvascular endothelium is essential for either of these mechanisms.

Thus, the leukocyte migration, from the bloodstream to the tissue through the
endothelium, is a critical step of tissue inflammation. Adhesion molecules are
expressed on endothelial cells soon after permanent and transient focal cerebral
ischemia in the rat, and precede the adhesion and migration of leukocytes into the
ischemic tissue. The expression parallels that of chemokines, and follows that of
cytokines, such as TNFα and IL-1β, which are powerful upregulators of leukocyte-
endothelium adhesion molecules. ICAM-1 mRNA expression is upregulated after
focal cerebral ischemia in the rat, within a few hours, and ICAM-1 on endothelial cells
is increased during the first week (23,24,89–92). Similar upregulation of VCAM-1 and
P- and E-selectins after ischemia have also been reported (89,90,93–96).

7. ANTILEUKOCYTE INTERVENTION STUDIES

The importance of cellular adhesion molecules for leukocyte trafficking is now
apparent. Some of the strongest evidence supporting the involvement of leukocytes in
ischemia-reperfusion injury comes from therapeutic studies in experimental models,
showing that CNS injury is reduced by prevention of leukocyte adhesion and infiltra-
tion (for comprehensive review, see ref. 97). Efforts have been centered on PMNLs
since these are the first to arrive at the brain parenchyma within hours after the insult
(20,98,99).

Administration of anti-neutrophil serum leads to a 80–95% reduction of circulating
PMNLs. Depletion of circulating PMNLs, in transient focal cerebral ischemia in the
rat, reduces postischemic brain edema formation and the size of cerebral infarction
(21,100). Treatment with antibodies, directed against the CD11b–CD18 complex on
PMNLs and monocytes of rats subjected to transient focal ischemia, leads to a signifi-
cant reduction in infarct volume and PMNL infiltration (101–104). Blocking of the
corresponding ligand on endothelial cells, ICAM-1, has also shown a striking protec-
tive effect (105,106). ICAM-1 knockout leads to a striking reduction of infarct volume
after transient focal ischemia, compared to wild-type mice (107,108). However, treat-
ment with antileukocyte antibodies is ineffective in permanent focal ischemia models
(106,109), and neutropenia is not beneficial in transient global cerebral ischemia that
leads to selective neuronal damage, instead of to infarction (110–112).
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Thus, leukocytes clearly contribute to ischemic brain damage in focal cerebral
ischemia followed by reperfusion, if the ischemic insult is not too severe. The following
may explain the success of antileukocyte strategies in transient focal cerebral ischemia.
The expression of leukocyte adhesion molecules on endothelial cells appears to be
triggered by reperfusion; reperfusion allows a large number of leukocytes to reach
affected areas, and to induce tissue damage; microvascular plugging by leukocytes
interferes with the reperfusion of the ischemic tissue in transient focal ischemia.
In permanent focal ischemia or brief global cerebral ischemia, the contribution of
leukocyte-mediated injury may be overridden by other mechanisms of brain damage.
The role of monocytes in the setting of cerebral ischemia is still unresolved, and more
work is needed to separate potential beneficial effects on tissue repair from destructive
processes.

Although initial brain inflammation can contribute to the degree of brain damage
after injury, anti-inflammatory interventions, to limit the degree of damage, have been
shown to interfere with nervous regeneration and recovery (113). Better regeneration
occurs in the CNS associated with more marked inflammation (114), and activated
macrophage and microglial facilitation of neuronal plasticity/recovery after injury is
apparently associated with secretion of neurotrophic factors from macrophages (115).
The inflammation that occurs in response to injury in the CNS appears to serve mul-
tiple purposes. Although certain strategies may be required to intervene early in brain
inflammation to reduce injury and neurodegeneration, other intervention may be nec-
essary to facilitate repair and recovery of regeneration processes after CNS injury (116).

8. CONCLUSION

Cerebral ischemia induces inflammatory responses including the invasion of immune
cells into the brain, which may have a major impact on the extent of tissue damage and
subsequent recovery. Inflammation occurs with some delay after the onset of ischemia,
and, therefore, this component may be a promising target for therapeutic intervention
that extends the time window for treatment considerably, since early recruitment of
patients is a major obstacle in stroke therapy. In addition, an increased understanding
of inflammatory and immunological mechanisms offers great potential for the devel-
opment of new anti-inflammatory strategies in stroke (for the inflammatory compo-
nent of a disease that is not primarily inflammatory in nature), and other truly
inflammatory disorders of the CNS. One of the important questions that remains to be
answered is whether the inflammatory responses only expand the acute ischemic dam-
age, as suggested by many reports that showed beneficial effects of antileukocyte thera-
pies, or whether these reactions are necessary for proper wound healing at the chronic
stage. If inflammation is indeed an important contributor to ischemic brain injury, effort
should be taken to maximize therapeutic efficacy and minimize side effects, by sup-
pressing cytotoxicity and enhancing neurotrophic properties.
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