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Preface

Even though life can be the greatest joy, unfortunately several millennia of human
interaction have unearthed an ever-increasing morass of human unhappiness, dis-
content, and suffering that seems in retrospect to be an inescapable condition of
beinghuman While nature appears to be in such harmony, we, a part of nature, are
not. Why is this so? And how can we change it?

This book was written for the purpose of providing a progress report of a lifelong
endeavor to answer several mind-twisting questions that could potentially influence
the course of human development. What is life? What does it mean to be human?
What is our place in nature? Is it our fate to endure an existence of relentless
unhappiness, discontent, mental suffering, and disease? If not, how can we change?
What is mind? Where does it come from? How are brain, mind, matter, and energy
related? How do they interact? Why does this interaction seem to be the source of
our suffering? What could we learn about being human if we were to weave the
psychological sciences, neurosciences, biological sciences, and the physical sciences
into a single integrated picture? Can we create a comprehensive model of mind and
brain so that we may be able to perceive and influence the network of interactions
that we are embedded within and influenced by? What is the most fundamental way
in which we can describe their interaction so that we may understand who we are
and ultimately improve the quality of human life? The answers to these and an even
longer list of questions have developed into an interdisciplinary branch of science
we refer to agognitive neurophysics

The psychological and psychotherapeutic sciences, since their inception, have
been developing in isolation, all but ignoring the fact that we, and all that we call
self are a transient result of a physical process — a property of the interaction of
matter and energy in the physical world. We have thus far neglected to see ourselves
asprocessand nothing, and that we are governed by the same physical laws as all
of nature.The processes of naturevg illimitable dominionover the @velopment
of all forms and their interaction. The last 70 years of research and development in
the physical sciences have taught us that it is pure folly to conceive of brain, mind,
behavior, thoughts, emotions, or man as existing separately from each other or nature
itself. The idea that anthing can exist apart from events has been demolished by
the recent discoveries in high-energy particle physics and quantum mechanics. Yet
the human sciences continue to branch off and develop in isolation, rarely, if ever,
attempting to integrate their disparate worldviews into a single, unified whole that
we can embrace. Cognitive neurophysics and the present work intend to synthesize
such a perspective.

Thus far, the expansive perspective afforded by cognitive neurophysics has
permitted the development of a theory and a model, which we believe will signifi-
cantly alter our current worldview and the course of human development. We refer
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to the theory as th8tandard Theory of Pattern-Entropy Dynamécsl the applica-
tion model asNeuroPrint

The Standard Theory of Pattern-Entropy Dynamics constructs a systemic per-
spective from which we can view the relationship between humans and nature. We
use this theory to answer the many questions posed above by exploring the ramifi-
cations of two fundamental conclusions. First, informat#pattern in space and
time; that is, a piece dhformationis equivalent to a particulatate of motioror
movement pattern found in natuRattern —states of motion — is the fundamental
process of nature permitting the development of certain forms and governing their
interaction while constraining the development of others. Second, brain, mind,
behavior, thoughts, and emotions @reperties of interactiorbetween numerous
information fields — both internal and external patterns or states of motion in time
and space, arising in nature. It is from this way of seeing that we may dissolve many
human paradoxes.

NeuroPrint was developed in order to provide a way of perceiving the effects
of this network of interactions between information fields on our dynamic bio-
architecture and our quality of life. It brings into focus the network of interactions
that permits the development of brain, mind, behavior, thoughts, and emotions, and,
by the same methods, it redefines the very meaning and precision of psychothera-
peutic intervention. From the perspective of NeuroPrint and cognitive neurophysics,
intervention is simply precise microscopic and macroscopic changes in the state of
motion of a neurocognitive system. In physics, this state of motion is referred to as
a phase path NeuroPrint was designed to afford the scientist, practitioner, and
student of human behavior and cognition the ability to predict and influence the
transition probabilities between any two or more behaviors, thoughts, emotions, or
physiological states available to a particular human being, and thus predict and alter
the course of human thought and behavior.

We believe that the questions posed earlier are answerable, albeit obscured by
a limited perspective. Our intrinsic tendency to consume and produce order and
pattern in efforts to counterbalance the destructive, disorganizing force of entropy
causes us to artificially abstract and divide our experience — an indivisible, inter-
dependent whole — resulting in a debilitating misalignment of our expectations with
the ubiquitous, relentless laws of nature. For as long as we unwittingly continue to
set our expectations by this limited perspective in direct opposition to the natural
inclinations of nature, we will till the soil of mental suffering.

This misalignment between our expectations and nature’s immutable laws is
further perpetuated by the failure of our formal educational systems to teach us to
seethe patterns of nature to which we owe our very existence and with which we
must align our expectations and understandings of human behavior, our environ-
mental relationships, and life itself. Our failureseethat we ourselves are products
of, and governed by, the illimitable dominion of nature’s processes over all things
deprives us of the deep pleasure that comes from experiencing our own life as an
intrinsic partof nature.

The lifelong practice of science engenders within its most avid students an
uncommon equanimity — inspiring understanding, affinity, awe, and wisdom,
which can only come from a unified perspective. Such insight allows us to more
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appropriately realign our expectations of human beings, and of life itself. These
expectations are aligned, not with the multitudes of fabricated myths we are so
often force-fed, but instead with the ubiquitous inclinations of nature itself.

To profoundly understand the paradox of human mind and behavior and the
seemingly inescapable suffering and discontent it so reliably engenders, we must
deeply examine the nature of pattern — and the patterns of nature — and thus gain
a clearer view of the weaving of the tapestry we call our lives.

Even as Newton admitted that he arrived at his wider perspective by standing
on the shoulders of those discoverers who came before him, we humbly acknowl-
edge some of the giants upon whose shoulders we stand. Taking the chance of
neglecting to acknowledge so many who have had an influence on our thinking,
we nonetheless would like to thank Socrates, Plato, Aristotle, Popper, Kuhn,
Einstein, Minkowski, Schrodinger, Dyson, Heisenberg, Bohr, Bohm, Poincare,
Feynman, Penrose, Darwin, Gould, Loewenstein, Margulis, Cairns-Smith, May-
nard Smith, Lovelock, Dawkins, Haken, Kelso, Prigogine, Mandelbrot, Kauffman,
Smolin, Pribrim, Hameroff, von Newman, Hofstadter, Minsky, Ashby, Powers,
Weiner, Pavlov, Skinner, Festinger, Korzybski, Chomsky, Whorf, Hebb, Edelman,
Kandel, Damasio, Gazzaniga, Posner, Roland, Kosslyn, Bandler, Grinder, Erick-
son, Csikszentmihalyi, Bateson, Buckminster Fuller, and Whitehead.

Mark Evan Furman

Fred P. Gallo
June 2000
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Cognitive neurophysics, as detailed in this work, presents an integrated perspective of
the brain, mind, behavior. thoughts, and nature. The distinguished authors emphasize
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the physical world: marter, energy, and narural laws. NeuroPrint is the powerful
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THEORY, PARADIGM, AND THEADVANCEVENT
OF SCIENCE

Science is a method of perceiving and describing. In this regard it also determines
how we see the world and our relationship to it. In that the perceiver in science is
a human being, by virtue of his or her sensory organs, there are limitations con-
straining what can be and is seen at any given time. As such, science changes as
our ability to perceive changes.

What exactly is being perceived by a human brain? Our current limit of percep-
tion into the human brain itself informs us that the brain is designed to perceive
difference. As Gregory Bateson (1979) observed, “All receipt of information is news
of difference and all perception of difference is thus limited by threshold” (p. 29).
Let us explore this further.

This threshold that is imposed by our sensory organs, which are coarsely tuned
to filter incoming stimuli/information (low resolution with respect to atomic level),
also allows us to adapt effectively to our environment. However, this factor simulta-
neously imposes profound limitations on our ability to understand the workings of our
world and universe. Differences that are too slight or too slow to activate our sensory
circuitry are not perceived and therefore, for purposes of everyday understanding, do
not exist. This has profound implications as to what can be expected of a scientific
theory or model and the accuracy by which it corresponds to that being described.

The invention of the microscope extended our ability to perceive difference
within the realm of the very small or microuniverse, just as the invention of the
telescope increased our ability to perceive difference in that which is far away. Both
of these inventions had profound ramifications for science. As our ability to measure
time to within a fraction of a nanosecond became a reality, again science took a leap
forward as we came to perceive difference with greater precision. As technology
improves our ability to detect difference, theories developed during periods of less
refined perception are sometimes proved absurd. Such theories beg immediate revi-
sion, extension, and sometimes replacement.
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Sometimes a change in our perception does not come from a technological
extension of our sensory acuity, but instead from the development of a new theory
or model itself. Such was the case with the paradigm shift created by Newton’s laws
of motion and later by Einstein’s theories of relativity. In these cases new ways of
seeing, as suggested by a new theory, refocused our attention to areas of difference
that were previously outside of our awareness, and thus left unmeasured. New theory
suggests new avenues for experiment and, in turn, new avenues of experiment beg
the development of new technology capable of extending our sensory acuity. Thus
science is driven to continually extend its limits of description by both the continued
development of theory as well as our means of perceiving and measuring difference.
Buried deep within each such cycle, a new paradigm lies sleeping, waiting to be
aroused. And, as it awakens, a new way of seeing our world and our relationship to
it reverberates rapidly through the scientific community, as it stimulates new research
and raises new questions.

Nature does not voluntarily reveal its deep structure. Mature practitioners of
science realize that what is observed is not reality itself, but rather reality exposed
to and altered by our nature and methods of questioning. As a new paradigm is
advanced, new questions are asked; and as new questions are asked, the nature of
things reveals itself in new ways. In addition to providing a practical means of
diagramming neurocognitive functioning so as to facilitate intervention, this book
offers a theory that suggests a new paradigm.

BRAIN, MIND, BEHAVIOR INFORMATION,
AND A UNIFIED THEORY OF INTERVENTION

A scientific theory or model strives to craft a new perceptual lens so that we may
look at the same facts in a new way, thus extending our ability to describe and
predict that which we formerly could not. At the same time, science continually
strives to develop unified laws capable of assisting predictions across contexts. Thus
laws that would predict behavior equally well in biological systems as they would
in physical systems are preferred over laws that are context specific. The major
objective of this book is to describe a set of relationships between brain, mind,
behavior, and information so as to extend the scope and precision by which the
process of change can be directed. The description of these relationships is univer-
sally adaptable to a wide range of therapeutic tools.

Theory has a structure. Its survival and utility depend upon how well its structure
adheres to certain basic laws and rules of assembly. One of the most fundamental
rules governing the stability of a theory is that there must be a need to both explain
the newly observed phenomenon, which does not match currently available theories
or models, as well as to extend the precision and scope with which predictions can
be made about the aggregates modeled.

In his seminal bookThe Structure of Scientific Revolutipithomas Kuhn
(1996) refers to such a need as the recognition of an anomaly. This recognition by
mature practitioners of science has a three-part structure. First, discovery begins
with awareness of the existence of an anomaly and the recognition that nature has
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somehow violated the paradigm-induced expectations that govern the practice of
normal science. Second, this violation of expectation causes the commencement of
an extended exploration into the area of anomaly. Third, this exploratory behavior
ceases when the paradigm theory has been adjusted so that the anomalous has
become expected. Such a need has, in fact, existed since the birth of the science of
psychology and psychological intervention.

All scientific disciplines during their infancy attempt to unify apparently dis-
connected behavioral observations. At one time electricity, magnetism, and light
were considered to be completely unrelated phenomena in nature. Through the
practice of unification, all three apparently disconnected phenomena have come to
be seen as different properties of a single aggregate, namely, an electromagnetic
field. Unification such as this is the primary objective of science today, the field of
psychology being no exception. Therefore it is our objective to advance a unified
theory, aggregating brain, mind, behavior, and information, to significantly increase
the scope and precision of psychological research, development, and intervention.
The scientist and practitioner both must be able to perceive these elements as
different properties of a single aggregate, in order that the science of psychology
may advance significantly.

This brings us to our second most important rule in the development of a unified
theory. The theoretical scientist must search for the most fundamental level of
description possible, a description of behavior that is ubiquitous to all of the elements
that make up the aggregate described. That is, we must describe brain, mind,
behavior, and information in terms of a fundamental process that is ever present,
that can be found in all of the elements at all times: the common denominator.

In What is LifeX1944), theoretical physicist Erwin Schrodinger articulated such
a fundamental level of description. This ubiquitous property we shall refer to as
pattern(or order). Schrodinger’'s fundamental insight was that all things, living and
nonliving, attempt to counterbalaneatropy by the ever-present behavior of the
production of order, structure, and pattern. Entropy, as defined by the second law
of thermodynamics, is the degree to which relations between components of any
aggregate are mixed up, unsorted, undifferentiated, unpredictable, and random.
Entropy is the tendency of all things to lose pattern, structure, and thus information
— to eventually regress to a state tbérmodynamic equilibriumthe complete
absence of pattern (order). Schrodinger coined the iegantropyto describe the
degree of ordering, sorting, or predictability in an aggregate. The most extreme
example of this property of counterbalancing entropy by spontaneous pattern for-
mation can be found in the dynamic balance between life and death itself. In the
language of thermodynamics, death is the state of maximum ebtbpgen aggre-
gates of a biological system. Maximum entropy is reached when a system of aggre-
gates is in a state of thermal, chemical, and mechanical equilibrium or thermody-
namic equilibrium. When this state is reached, the incorporation of pattern, order,
structure, and information is impossible.

One of Schrodinger’s deepest insights was his distinction between living and
nonliving things, observing that all life counterbalances the tendency toward entropy
or thermodynamic equilibrium by consuming or incorporating order, pattern, and
informationavailable within the environment. As we come to view a human biolog-
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ical system through this paradigm, it becomes clear that we are not orilyooesn
and herbvores,but in essence we aiaformivares Just as we consume food in
order to maintain our biological stabjlitve consume information (pattern) in order
to maintain our neurocogiie stabiliy.

Section Idevelops a solid foundation from which a unified theory of psycho-
logical intemention can be constructed, Bypounding on this ubiquitous property
intrinsic to brain, mind, bedvior, and informationWe explore the tendesy of these
aggegates to counterbalance emgydy the incorporation and production of pattern.
In this regard, we describe brain, mind, lagfor, and information in terms gfattern-
entropy dynamicsWe diaw from the fields of pysics, chemistr, molecular biolog,
neuroscience, and memetics, whidvenbeen highly successful in describing and
predicting the dynamics of pattern-making within setjamizing systems. In this
section, the reader will come to appreciate that mgmeEmotions, perception,
behavior, protein production, phobias, trauma, understanding, confusion, amgbiguit
meaning, stress, relaxation, boredomaking, dreaming, rigid mind sets, crieat
intuition, neural nevorks, DNA, atoms, and life and death itself reflect and are born
from the dynamic counterbalancing of pattern and ewtro

We refer to this property of matter—egg interaction and its emgent phenom-
ena agattern-entopy dynamicsand the theory as tf&tandad Theory ofPattern-
Entropy DynamicsThe purpose is to unify the emgent phenomena born out of
the interaction between brain, mind, bebr, and informationWith such a foun-
dation in place, the anomalies of psychological science can be adeguplaiyed
and incorporated, such that the anomalous becomexpieeted.

GEOMETRIZING THAT WHICH DEAES
VISUALIZATION: THEENSTEN/MINKOW K|
SOLUTION

In Section I} we delineate a visual method of modeling neurocognjppatterns,
the relationship between those patterns, and the neurocognitive topology that
results from the dynamic counterbalancing of entropy. The necessity of such a
visual representation is highlighted by an important historical development in the
history of physics. In 1905, Albert Einstein published four original papers on what
seemed to be very diverse branches of physics. These papers were so revolutionary
in their scope that they became paradigm theories that shifted the way scientists
saw the universe. One of these came to be known as the special theory of relativity.
However, Einstein’s theories did not begin to gain wide acceptance by physicists
until about the middle of 1907. When an emerging scientific theory necessitates
a paradigm change, there is always a delay in its wide acceptance, as it takes time
for our perceptions of observation and experiment to accommodate to a new
organizational structure. But this was not the only problem inherent in Einstein’s
special theory of relativity.

The primary reason for resistance among practitioners in the scientific commu-
nity was first noticed by Hermann Minkowski, one of Einstein’s former mathematics
lecturers (White and Gribbin, 1993). The special theory of relativity defied
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visualization. @viously for a paradigm theory tgain widespread acceptance, it
must first be understood. Once Einstein translated his concepts andatbssr

into compkx mathematical equations, this made them understandable to a small
number of theoreticalhysicists who were able to translate the equations back into
a visualizable model of the relationships among its elem@&ntgvercome this
problem, Mirkowski developed a mathematical interpretation for the special theory
of relafvity in terms of geomeyr This highly pictorialway of representing the
implications of Einsteits theory dramatically accelerated its spread and acceptance
among the scientific community and the nonspecialistkbliski's geometrizing

of Einsteils theory made the insights of a scientific genius readily accessible,
resulting inworldwide acceptance of them paradigmWe refer to this methodology

of theory articulation and representation as the Einsteiiski solution.

The Einstein/Mikowski solution gves us the third major criterion that must be
satisfied for the properedelopment of a paradigm thgoihe compéx interaction
among agggates must be represented or representable in visual Thimtrans-
lation process not only assists understandingalso albws an increase in the scope
and precision by which the theory can be applied&Gdantion I| we presenNeuo-

Print, a visual geometric model of the complrelationships among interacting
patterns of brain, mind, ba¥ior, and information.

The critical step of geometrizing a unified theory of neurocgnibhterention
can only be accomplished through the selection of the most appropriate descript
toolsavailable.At certain points along the scientific timelin@antheories required
the development of entirely ew systems of mathematics, ass necessary when
Newton described hisalvs of motion. Science has significantlywadced since that
time and povides may valuable descripte tools, which require only slight mod-
ification as we évelop this theay.

The mostvaluable tools currentlgvailable for describing the babior of pat-
terns formed byry set of aggegates can be found in the field of statistidaygics.
There are four branches of statistichygics from which we dw tools andvocab-
ulary in order to agance a pictorial method of modeling the neurocagmibpology
of a human being and the relationships among brain, mindyibehand informa-
tion. In this section, we iagirate principles from thermodynamics, quantum mechan-
ics, nonequilibrium dynamic systems thgoand synegetics, each of which has
been highly successful in predicting the &abr of interacting systems of aggre-
gates.These branches ohpsics also possess a wedvdloped conceptualocab-
ulary, useful in perdwing essential connections between the microscopic and the
macroscopicWith these tools we are able to address a plethora of anomalies,
including the structure ofarious psychiatric and other disorders and the range of
emotional, betvioral, and cognive phenomena.

MODHING NEUROCOGNITIVETOPOLOGY
IN PREPARATION FOR SKILL TRANSFER

In Section | we develop a fundamentablel of description necessary to unify the
emergent phenomena from the interaction of brain, mind, behavior, and information.
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In Section || this description is @eloped into a pictorial representation of
neurocognitve topology detailing the implications of the Standemdory ofPattern-
Entrqoy Dynamics, toextend the scope and precision of researeugldpment,
understanding, and integntion.

In Section 1l we introduce amxtended methodology for modeling the aggre-
gates of brain, mind, bekior, and information, to prepare a human being for
accelerated skill or lowledge transfer or educatiowe further inégrate principles
of neuroscience and its mabranches, as well aybernetics, control thegrand
betavioral engineering. In greater depth, we alswetr sveral conceptual tools
discussed in the grious sectionsAdditionally, there is detailed discussion about
the proper use of, and intricate cogrétneuromechanics behind, numerous tools
for influencing and changing coginié neurodynamics. Deepexploration increases
understanding and, by implication, the precision with whie therapeutic appli-
cations are e/eloped.

EXPLORATIONS AT THE INTERFACE OF THEORY
AND APPLICATION

Practical application is an essential element whesraging a unified theory that
is intended to change a paradighheory must lvays be articulated together with
applications to some concrete range of natural phenongawions Iland Il
develop practical applications by isolating the fundamental ingredients of some of
the most successful cogni intewentions of the last decadehe Standardheory
of Pattern-Entrpy Dynamics daws attention to tw each interention successfully
influences the ubiquitous properties of pattern and pntio order to modify
neurocognitve topolog, resulting in rapid therapeutic change.nyiaf these inte
ventions are formerly recognized by the psychological community under the clas-
sification of brief thergy.

In addition to discussing some of the pattern dynamics that are common to
hypnotheray, Neurolinguistic Programming (NLP), Eyedvement Desensitization
and Reprocessing (EMDR), ardrious approaches to egg psycholog, such as
Thought FieldThergy (TFT), we also suggest some specific guidelines for the
effective design andayelopment of future neurocogivié inteventions that will be
of interest to the scientist, practitionand educato

In Section ] we trace some of the 25-year history of ANwhich helped to
advance the field of psychological therapeutic intervention in four important ways:

First, the initial developers of NLP — Richard Bandler, John Grinder, and
Robert Dilts — observed that internal subjective experience has a structure that
varies from person to person. Through prediction and experiment, they found that
the structure determined how someone experiences an event currently being incor-
porated (perception) or previously incorporated (memory) from the external envi-
ronment. This was a discovery of monumental importance in that the early prac-
titioners were able to produce compelling evidence that the meaning of an event
is not created by the external event of a stimulus field alone imposing its pattern
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on our neurological receptors. Rather, the meaning of an external event is created
by and dependent upon the internal structure and organization of representations
made by the nervous system in response to the stimulus pattern. Thus NLP helped
to remove the lid of the great black box which had previously hidden the interface
between stimulus and response. In so doing, many anomalies of human thought,
emotion, and behavior became the expected. Our scope and precision in predicting
human behavior took a leap forward.

Second, these developers were among the first to recognize the importance of
pattern in describing the structure of subjective experience. At that time, the
ubiquitous and pervasive nature of pattern in the human organism could not be
fully realized or appreciated for its great beauty and complexity. Yet the fact that
pattern, organization, and structure were somehow important in maintaining mental
health was strongly suspected. During the evolution of NLP, however, the notion
of pattern was only applied to the specific organization of internal subjective
experience and how that pattern of organization might affect thoughts, emotion,
behavior, and meaning. The idea of pattern was still trapped within the very
limiting conceptual framework of programs. The notion or metaphor offered at
that time was that the human brain is a computer, consisting of a labyrinth of
programs waiting to be activated, and that certain stimuli would cause the activa-
tion of certain programs.

Third, in its later stages of development, NLP was employed to study the process
of change. Although other schools of psychological thought had previously explored
change methods, NLP was the first used to observe the intricate structure of change
in terms of linguistics, sensory modalities, etc.

Last, NLP made a significant step toward a unified theory of psychological
intervention by aggregating numerous models, which could be used to solve mental
health problems, which were previously resistant to change, by other approaches.
During its early evolution, NLP became a powerful amalgamating force, as it
attracted disenchanted proponents of various schools of thought, assimilating parts
of their models. Some of these models worked well together and formed greater
synergies, while others did not. Hence, NLP became an impressive aggregation of
models without a unified or guiding theory. Largely, this feature of NLP owes itself
to the original “mission statement” of its founders, which was to elaborate effective
models without reference to theory and truth.

Unfortunately, as a result of this elaborately loosely connected mosaic, NLP had
many fits and starts in its formal development, and has fallen short of successfully
articulating a unified theory of intervention. Yet there is much to be learned from
the pieces from which the discipline owes its existence today. By providing a brief
history of NLP, we hope to assist the reader in apprehending the essential missing
pieces necessary for a complete articulation of a unified theory of intervention. This
is the very mechanism of science alluded to earlier. NLP is like the microscope,
which extended our ability to see difference in the very small, and in doing so,
uncovered many new anomalies that begged the development of a new theory that
would make the anomalous predictable.
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It is partly from developments in neurolinguistic programming that we have been
able to make further advancements toward a science of neurocognitive intervention
and a unified theory of human change. NLP has provided us with the outer scaf-
folding of a magnificent skyscraper. By detailing its contributions and its errors, we
will develop an understanding of the essential missing pieces necessary for the
advancement of a unified theory.

NEUROLUNGUISTIC PROGRAMMING

NLP is the study of Dilts et al. (1980) and Dilts (1983):
e The structureof internal subjective human experience
o Correlativepatternsarising between internal cognitive representations of

experience and macroscopic, observable behavior
e The human therapeut@hangeprocess
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Earlier schools of psychological thought failed in their attempts to accurately
describe mechanisms of cognitive activity that intercede between an event in a
stimulus field and resulting behavior. This failure resulted in the surfacing of innu-
merable anomalies of human behavior, forcing psychology into a state of crisis.
When such a crisis occurs, numerous schools of competing thought spontaneously
sprout, voraciously arguing their explanatory models to no end. Each school attempts
to explain the anomalies within the context or trap of their own paradigm. One
school of thought completely sidestepped the task of explaining internal experience
by conducting most of its experiments on animals with less complex neural struc-
tures. That approach was behaviorism (Watson, 1970; Skinner, 1953), which refused
to peer into the black box of internal structure, holding that we cannot know
scientifically what is going on in there. Behaviorism suggested that knowing about
internal experience was not necessary for understanding an organism’s behavior.

NLP approached the task of understanding behavior differently. All predictions
were tested by constructing experiments with human beings, while building from
advancements made by schools of thought that did not. The origins of NLP are
important and we will get to that shortly. While NLP did incorporate many of the
tools of behaviorism, the earlier developers noticed that all internal representations
were not created equal and that slight differences in the internal representation of
an external event (initial conditions) could potentially result in dramatically different
classes of thought, emotion, and resulting adaptive behavior. NLP had turned on the
light in the great black box. A central operating presupposition of NLP is that by
changing the internal representation of an event, there is also a change in how that
event is thought about, the emotional reactions to the event, the resulting adaptive
behavior, and thus the entire meaning of the event as understood by the individual.
That is, a change in meaning and resultant behavior can be achieved by rearranging
the structure, organization, or pattern of related internal representations. Thus, a
change in the meaning of an event is equivalent to a reorganization of the structure
of related internal representation.

However, this was not a new notion. Victor E. Frankl, the psychiatrist who
developedogotherapyor meaning therapy (1959), believed that if we wanted to
change someone’s behavior, it is only necessary to change the meaning of the
events related to that behavior. The main difference between NLP and logotherapy
is that NLP provided the conceptual tools with which meaning could be discretely
altered. Those tools were found in the very structure, organization, and pattern of
internal representation.

By internal representation, we are referring to the fact that events in the external
environment are experienced not as they are, but as we are, as our nervous systems
are organized to process and respond to those events. Each time we experience a
pattern of stimuli available in a stimulus field, we re-present that pattern of stimuli
within each of the appropriate sensory areas of our cortex and our association
cortices. Every pattern in a stimulus field, when processed by different nervous
systems, will yield significantly different internal representations, and in turn will
alter the way future representations are constructed from external stimuli. In this
way, we build an internal model of the external world such that we correspond in a
significant way with our external environment in order to adapt to it and operate
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effectively within it. How and why we develop our model of the world is the subject
of later discussion. In the meantime, here is an example of how internal represen-
tation affects thoughts, emotions, meaning, and behavior.

Imagine three women, each at home, waiting for their spouses to return from
work at their expected times. In each case, on this day, after a great many months
of consistency which led to their expectation of time of arrival, each of these three
men were now 45 minutes late, and there has been no contact between them and
their wives.

Wife no. 1 had a very trying day and while juggling the normal frustrations
of that day, spent 2 hours with her friend helping her to cope with a recent
separation as a result of her friend becoming fed up with her husband’s promis-
cuous sexual behavior. After listening to 2 hours of infidelity stories, she settled
down that evening to watch her favorite weekly sitcom only to again be tortured
emotionally when she finds the heroine of the show wrestling with the same
problem. As she now sits and becomes concerned that her own husband is 45
minutes later than usual, different internal representations of possible causes of
this tardiness flicker back and forth in her mind’s eye, competing for cortical space
and control of a single behavioral response pattern to the dilemma. Within a short
while, she begins to feel, seemingly unwarranted, bursts of anger and jealousy
while she fights to suppress visual images of her husband with another woman.
(How and why certain information patterns and internal representations emerge
victorious under competitive conditions is the subject of memetics, which is
discussed more thoroughly in a later chapter. In the meantime, we are just noting
the effect of an internal representation on a behavioral response given similar
stimulus conditions.) As her husband enters the threshold of the house, he is not
greeted amorously and with “How was your day, Honey,” but rather by a clench-
fisted, tight-jawed likeness of his wife, demanding to know where he was, what
he was doing all this time, and what witnesses she could call, as she thought to
herself, “All men are the same.” She has constructed a behavioral adaptation, not
to the actual stimulus of 45 minutes of lateness, but rather to her internal repre-
sentation or model of the world. What appears to be bizarre, unwarranted behavior
to her unsuspecting husband is completely justifiable when viewed within the
context of the newly revealed contents of the black box of subjective experience.

Next let us turn our attention to wife no. 2. She is currently in her second
marriage. Being previously widowed as a young mother of two, it was difficult for
her to fall deeply in love a second time. Death took her first husband in the shadow
of a tragic car accident while driving home from work. While she may have watched
the same sitcom this evening, when the big hand of the kitchen clock hit the 45th
minute, a single internal representation emerged victoriously: unsuppressible images
of a tragic car accident rushed through her mind’s eye. In the next few minutes, she
internally lived the death of her current husband, the funeral, the search for a job to
feed her children, and the emotional pain so familiar to those experienced in the
loss of a loved one. Minutes later her husband crosses the threshold only to find one
of the most emotionally intense and loving receptions in the history of his marriage.
He is hardly able to escape his wife’s intense grip long enough to change his clothes
and eat dinner.

©2000 CRC Press LLC



Wife no. 3 had a relatively uneventful day. She had some coffee with friends
earlier in the day, went food shopping, helped her children with their homework, and
ended their day with a few special bedtime stories. Grateful for the 45-minute breather
between her children’s bedtime and making dinner for her husband, she relaxed with
a good book and her favorite classical music. The few times that her husband was
late in the past, he was stuck late at work trying to close a deal. Unsuppressible visual
images of new shoes, dinners out, and a nice vacation danced joyously within her
mind’s eye. Minutes later when her husband arrived, they kissed and hugged, sat
down for dinner over candlelight and classical music, business as usual.

These examples illustrate how internal representations — our individual models
of the world — can radically alter the effect of stimuli on our thoughts, emotions,
behavior, and the very meaning we place on stimulus patterns — events in the
stimulus field. In NLP parlance, internal representations are constructeddfrom
tuples which are the product of all sensory systems sampling an event at any given
time — visual, auditory, kinesthetic, olfactory/gustatory — represented as (V, A, K,
O/G). While a subject may pay conscious attention to only one sensory system
representation of an event at any given time, the entire 4-tuple is available to
consciousness when attention is shifted. Seamlessly connected 4-tuplestiated
egies are among the cognitive building blocks that create our ongoing perception
of continuous experience. Each 4-tuple represents simultaneously accessed sensory
information, punctuated by time.

STUDYING THESTRUCTUREOFINTERNAL SUBECTIVE
HUMAN EXPERIENCE

NLP’s study of the structure of internal subjective experience had its modest begin-
nings with the development oéframing The concept oframe was proposed by
American philosopher Marvin Minsky and deployed by some psycholinguists in the
early 1970s. According to Minsky, a frame is an important type of schema, a cluster
of common ideas about some domain of experience activated in processing texts
and utterances to form textual words. Minsky referred to this as a framework for
representing knowledge (Bothamley, 1993).

Early on, the NLP founders began to realize that the meaning of any event was
dependent upon the frame in which it was re-presented internally, and that altering
the frame or cluster of ideas currently related would change the meaning of that event
and the resulting adaptive behavior. Although two types of reframing were demarcated
by NLP — context and content reframing — the distinctions separating them tend
to blur. Restating the theory in other terms, the meaning of a stimulus is dependent
upon the stimulus field in which it is presented, whether external or internal. Thus
by changing the context in which something is represented, its meaning and our
response to it also change. This was the first explicit conceptual tool developed from
the work of Frankl. The following example illustrates how this may work.

There was a midwestern farmer who purchased a horse for his 17-year-old grandson.
His grandson loved the horse and rode it daily until one night when it escaped from

its stable. The next-door neighbors came by to console the heart-broken boy. They said
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to the grandfather, “How tragic.” The grandfather simply responded, “Maybe.” A few
days later, the boy’s horse returned with another wild stallion. The boy was overjoyed.
When the neighbors came over to play cards with the grandfather that night they said,
“How fortunate.” The grandfather simply responded, “Maybe.” The following morning,
the youth got up extra early, saddled the new stallion, and attempted to ride him.
However, the stallion threw the boy and the harsh landing broke his leg. When the
neighbors came by with some freshly cooked soup, they exclaimed, “How tragic.” The
grandfather simply responded, “Maybe.” Less than 1 week later, a draft notice appeared
in the morning mail, requesting the grandson’s immediate presence to serve in the
armed forces. When the neighbors found out that he was rejected due to his broken
leg, they said to the grandfather, “How fortunate.” As expected, the grandfather simply
responded, “Maybe.”

What can we learn from this example? The example is really a story about
the shifting of contexts in which the events are perceived, also referred to as
framing. The cluster of events considered in the frame continued to grow as the
story developed. Each addition of a new event or stimulus had the potential of
changing the meaning, and effectively did so, for the neighbors. As the frame
expanded, the meaning of the events contained within oscillated back and forth
between tragic and fortunate. The early developers of NLP realized that many of
the clients that they saw therapeutically had this in common. As in the case of the
neighbors, the stimulus field by itself seemed to control the meaning of the event,
the person having no active part. The grandfather, however, took an active role in
the meaning-making process. By suspending immediate judgment, he could decide
the meaning he placed on the cluster of events by opening or closing the size of
the frame.

Drawing additionally on the work of Bateson (1979), reframing became an
explicit tool for emotional and behavioral change by the early 1970s (Bandler and
Grinder, 1982). While reframing evolved extensively over time, the basic mechan-
ics involved influencing one to re-present a “tragic or troubling” event internally,
within a new context. Context can be thought of as pattern in space and through
time: spatial context and temporal context. For example, let us say that in a family
therapy session, the parents vehemently complain about the stubbornness of their
13-year-old daughter. They emphasize, “She seldom does anything that we tell
her to do. She has too much of a mind of her own.” Perhaps the therapist can
choose to place this troubling behavior in another context. Knowing from previous
sessions that the parents themselves tend to be rather tenacious and that they are
concerned with their daughter’s coming of age — along with the potential for
promiscuity, drug experimentation, and peer pressure — the therapist might casu-
ally state, “Well, at least we can feel confident that she will easily be able to
withstand the dangerous effects of peer pressure.” Assuming that this communi-
cation impacts the parents, this context reframe of the behavior can effectively
change the meaning of stubborn and the parents’ response to it, leading into
productive conversations about how this “troublesome” behavior can be the great-
est asset to everyone involved.

On the surface this technique may seem to be linguistically inane, yet it has
been found to have profound effects on the structure and organization of cognitive
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elements and resulting behavior. As noted, our behavior is not a response to reality
itself, but rather to the internal model we have constructed, which is a mere

representation of the external world. Each time we alter our internal map, we also
alter our emotional and behavioral responses.

THE EVOLUTION OF STRATEGIES

By the early 1970s, NLP had aggregated a number of conceptual tools whose origins
could be found in numerous, loosely connected, conceptual models attempting to
describe the human experience. One of these models was cybernetics (control the-
ory). In his 1948 landmark bookybernetics: Or Control and Communication in
the Animal and the MachindNorbert Wiener shook the very foundations of our
collective model of the world by introducing a paradigm theory capable of predicting
certain classes of human behavior which formerly appeared random and structure-
less. Wiener was one of the first pioneers of self-organizing systems theory. He made
the first extensive study of the effect of feedback and information on self-organizing
systems, applying cybernetics to psychopathology and the study of brain wave
patterns. In his chapter entitled “Information, Language, and Society,” he laid the
foundation for one of the operating presuppositions of NLP, which states that “the
meaning of any communication is the response elicited.” And the response elicited
is dependent upon the listener’s or the receiver's model of the world. Contrary to
much of the early work of Russian physiologist lvan Pavlov, who spent his lifetime
investigating stimulus—response relationships, Wiener introduced the idea that the
internal organization of the black box could have dramatic effects on the stimu-
lus—response relationship. Wiener stated, “The value of a simple stimulus, such as
an odor, for conveying information depends not only on the information conveyed
by the stimulus itself but on the whole nervous constitution of the sender and the
receiver of the stimulus as well” (1948, p. 157). Wiener had advanced a theory,
which later gave birth to a conceptual tool that extended the scope and precision of
the investigation of human behavior.

The next development in cybernetics, later put to use by NLP, occurred when
Ross Ashby (1952) publish&egsign for a Brain: The Origin of Adaptive Behavior
This was the first serious attempt at describing human behavior as a dynamic
system, a predecessor to dynamical systems theory. Ashby added to the collection
of conceptual tools applied to human behavior the idea of “adaptation as stability”
and the explanatory tools ghase-spacefield theory and transition between
states These tools of description were formerly known only to the field of statis-
tical physics. Most importantly, he defined a system’s field as “the phase-space
containing all the lines of behavior found by releasing the system from all possible
initial states in a particular set of surrounding conditions” (p. 23). Within this field
theory of the origin of adaptation, Ashby also introduced the idea sita-
determined systena system whose behaviors atate-dependentater Ernest
Rossi (1993) expanded this idea and led to the notion that all human learning,
memory, and behavior are state-dependent or state-determined, formally notated
as SDLMB. Thus a system capable of producing multiple states or fields could
potentially entrap memories, behaviors, and other resources that would not be
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available to the system in another collective state of organization. This was a
monumental hypothesis, which explained many anomalies of human memory and
behavior and formed the guiding theory for the development and application of
the NLP tool known aanchoring the application of various stimuli to elicit and
utilize internal states for intervention.

With the publication ofn Introduction to Cyberneticéshby (1956) contributed
further to the development of cybernetics and eventually. NMLRhis work he
articulated the concepts of transformation and chamgpélogical systems, which
later formed the basis for NLP’s study of change in human systems. Here Ashby
outlined the hypothesis that change in any system of aggregates, human or otherwise,
must be preceded by the disturbance of a stable state in which the system exists,
and that this disturbance will, if sufficiently profound, initiate a transformation from
the existing state to a new one defined by the phase-space. This hypothesis led to
one of the most important and least understood conceptual tools incorporated by
NLP, referred to agattern interruption (Dilts et al., 1980; Dilts, 1983). Like
Schrodinger, Ashby also noticed the ubiquity and pervasive nature of pattern, but
instead of the semantic environment of order and disorder he spoke of the “ubiquity
of coding,” “variety,” and “gene-pattern” in biological organisms (1956, p. 140).
Although they used different semantic environments to articulate the importance of
pattern, both Ashby and Schrodinger elucidated the inseparable relationship between
pattern and information, that the loss of pattsrthe loss of information with a
resultant increase in noise, disorder, and entropy. It is difficult to separate the study
of structure, pattern, and change. This “difficulty of separation” is always a good
place to start looking for a fundamental level of description capable of supporting
the articulation of a unified theory.

Although NLP included many of its early operating principles and presupposi-
tion from cybernetics and control theory, the first formal tools for modeling the
structure of internal subjective human experience came from later contributors to
cybernetics, who further investigated adaptive behavior, through the paradigm theory
of cybernetics. IfPlans and the Structure of Behavibtiller et al. (1960) advanced
a conceptual tool for modeling and representing behavior, referred to as the TOTE.
The TOTE was to replace Pavlov’'s S-R model as the smallest unit of behavior to
account for “activities” within the black box. With this tool in hand, NLP made
great advances in our understanding and modeling of subjective human experience.
Once incorporated by NLBlanswere referred to adrategies A strategy can be
thought of as a series of states a system moves through in order to affect an outcome
— a behavioral trajectory.

TOTE is an acronym for Test Operate— Test— EXxit. It stands for the notion
that a behavior is only initiated by an organism whesstperformed in one of its
control systems sends a feedback signal calleer@n condition An error signal
is said to arise from a sensed difference betweeimtamal reference condition
held for some controlled quantity and the curparteptual conditioms transmitted
by one or more sense organs or collections of receptors. Let us suggest an example
in order to clarify this. The model proposes that if you wanted to pick up a pencil,
eachoperator(piece of behavior) in the sequence, called a, planld be punctuated
by a testbetween what that part of the behavior will look, feel, or sound like when
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it is finished (reference condition), and what it looks, feels, or sounds like now
(perceptual condition).* As long as the reference condition and the perceptual con-
dition tested for some controlled quantity do not match, an error signal is fed back
and the behavior continues. Once the two conditions match, and the second test is
complete, the system exits, that part of the behavior stops, and the system tests for
a new operator (behavior). In other words, when you feel your fingers touch the
pencil, reaching behavior stops and gripping behavior starts.

According to NLP, all behaviors, no matter how complex, have a structure that
can be broken down, modeled, and understood in terms of totes which, when strung
together, form strategies or behavior trajectories. It should be noted that 4-tuples are
smaller conceptual units than totes. Their action can be found within eaehasst
When the behaviors being modeled are not easily observed — because they are
primarily cognitive — the developers of NLP widened the scope of their investiga-
tions from structure to pattern, the pattern of observable behavior that correlated
with the cognitive activity being modeled. For this task, both eye movement patterns
and language patterns proved indispensable.

The last major contribution to cybernetics and control theory, incorporated by
NLP, occurred when William T. Powers (1973) publisBedhavior: The Control of
Perception which elaborated a control theory of far greater scope than that of Miller
et al. (1960). Although this text was never formally cited, its influence on the later
development of NLP tools, presuppositions, and methods is apparent. Carrying
forward the same premise as Ashby, Powers believed that behavior was initiated by
disturbancen a controlled quantity.

The brain scans behavior for its results. The behavior pattern that reduces intrinsic
error to zero stops the process of spontaneous reorganization, and that behavior pattern
will persist. Punishment is anything that causes intrinsic error. The purpose of any
given behavior is to prevent controlled quantities perceived, from changing away from
the reference condition. (Powers, 1973, p. 187)

This premise reinforced the value of the TOTE model, guiding investigations
by NLP developers to look for solutions to human problems, not only in the external
stimulus field or perceptual condition, as suggested by the behaviorists, but also in
the internal stimulus field or reference condition.

A stimulus is not, except by chance, the same thing that the organism is controlling.
Far more likely to be identified as the stimulus is the event tending to disturb the
controlled quantity; disturbance always calls for a response .... The behavior of organ-
isms is not organized around the control of actions or their effects; it is organized
around the control of perception. (Powers, 1973, p. 187)

This important paradigm shift led to the development of many of the therapeutic
methods known collectively as NLP today, suctCasnge History, New Behavior

* NLP developers found a tentative relationship between the performance of these tests and simultaneous
patterns of eye movements easily visible to the trained observer. This apparent correspondence led to the
development of NLP'&ye Accessing Cu@sodel, which assisted in the tracking and recordingrategjies
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Generator,and theSwishPattern Thus NLP developers realized that they could
influence a specific behavioral outcome by altering a person’s internal reference
condition for a specific controlled quantity, by altering one’s model of the world.

Once one has identified what the organism is controlling and the reference condition,
the relationship of a whole family of seemingly unrelated responses to a whole family
of seemingly unrelated stimuli becomes completely predictable. There is no longer any
reason to investigate such stimulus—response relationships after they have revealed what
is controlled. (Powers, 1973, p. 187)

FROM STRATEGIES TO SUBMODALUTIES THEATOMS
OF COGNITION

Although framing, reframing, and strategies allowed an unprecedented depth of
insight into the hidden structure of subjective experience, NLP was far from
complete in its search for new and more precise tools. Turning up the power on
the cognitive microscope, NLP borrowed from more recent neuroscience studies
of perception, memory, sensory abstraction, amdmodalities NLP had found

its next tool for studying subjective experience and, again, successfully revealed
a new level of hidden structure that was unprecedented in the field of psychological
therapeutic intervention. Like the atomic building blocks of molecules, submodal-
ities proved to be responsible for the assembly of its larger counterparts of 4-
tuples and strategies. Deep within the seamless continuum of sensory motor states,
called strategies, resides a hidden domain of structure where the tests performed
by the TOTE compare much finer degrees of difference. Submodalities appeared
to be the atomic building blocks of our model of the world, each submodality in
itself being an analogical control parameter capable of influencing thoughts, emo-
tions, and behavior from the inside (reference condition), just as effectively as it
did from the outside (perceptual condition).

Neuroscience evidence strongly suggests that submodalities are incorporated
initially from our external environment via mechanisms of sensory perception.
Learning to direct attention to submodalities dramatically expanded the scope of
conscious awareness and the range of control conscious awareness acquired, as a
tool for custom designing experience.

What are submodalities? If each sensory system is considered to be a system in
itself, submodalities are the collection of all possible states of that sensory system
as defined by its phase-space. For example, submodalities for the visual system
include location of the image, brightness, color, contrast, movement, velocity, field
size, image angle, image resolution, clarity, and all other analogical differences
detectable by that system. Auditory submodalities are distinct in that they include
volume, pitch, rhythm, location, duration, cadence, and so forth.

It became clear that neurocognitive states have a structure as unique as the
individual, which can be described not only in terms of strategies, but also far
more richly in terms of submodalities. Emotions like fear, confusion, confidence,
frustration, anger, happiness, ecstasy, and compulsiveness all have a unique sub-
modality pattern or structure capable of influencing the meaning of an event and
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one’s response to it. It was found that meaning could now be altered independent
of context or content. Meaning itself could be altered by the submodality building
blocks, the very structure of an experience. Submodalities did for the domain of
cognition what the microscope had done for cellular biology. Here is one example
of the utility of submodalities.

A brief NLP therapeutic technique, Visual/Kinesthetic Dissociation (V/KD), uti-
lizes submodality-level intervention to effect a rapid alleviation of long-standing pho-
bias. It was predicted that the key to a phobic response could be found within the
structure of the internal representations, and subsequent tests supported this hypothesis.

Take the case of a person with a phobia of snakes. A series of questions about
the phobia would reveal that it has an anticipated structure when represented inter-
nally. When thinking about snakes, they are most probably seen as being larger and
having greater velocity than their contextual background. We can also anticipate that
the field size of the image would take up most, if not all, of the visual field space
available in working memory. Often this would be visually represented as having
the experience as if it were being seen through one’s own eyes (visually associated),
rather than looking at oneself in the picture (visually dissociated). Most commonly,
the internal representation would be in the form of a movie rather than a still
photograph and color rather than black and white. The sounds corresponding to the
image would generally tend to be very loud, have a great deal of bass, and seem to
emanate from a location behind the person. Another very important distinction is
the phase-velocity of the visual and auditory representations, that is, the speed at
which they move from minimum to maximum range analogically in each critical
submodality (i.e., an image appearing to move toward you quickly would elicit a
more intense physiological response than one with a lower phase-velocity). NLP
developers, having thus modeled the structure of phobia, were able to shift critical
submodalities individually in order to effect a rapid change in physiological response.

While there are a number of ways to accomplish this, one way would be to
direct the client to imagine seeing himself from the back, sitting in a movie theater.
Next the client would be asked to maintain this image, but “float up” into the
projection room. From the projection room, he would then view a representation of
the snake by turning on the projector and seeing only a freeze-frame, in black and
white, on the movie screen. Next, our subject would be asked to begin to run the
film slowly forward, all the way to the end, and then rapidly backward, repeating
this several times. The next step would be to imagine himself now sitting in the
theater watching the movie through his own eyes. When he could do this with no
physiologic phobic response, he might be asked to actually hold a picture of a snake,
to view a movie of a snake, or to even handle a live snake. This would be done to
test the effectiveness of the structural changes made at the submodality level.

Since V/KD proved to be enormously successful in eliminating long-standing
phobic responses, it became the lead demonstration used by early developers to
illustrate the value of NLP to clinicians. The effectiveness of this method was initially
explained in terms of interrupting the visual-kinesthetic stimulus—response bond or
synesthesia pattern via introduction of dissociation. The dissociation was in effect
an interruption of the visual-associated position that produced the negative kines-
thetic response. Later this method was elaborated in terms of submodalities, in that
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the introduction of a dissociated position is in actuality a submodality distinction.
V/IKD’s effectiveness was later theoretically articulated in neuroscientific terms by
Furman (1995, 1996a). Hence, a new way to understand human experience emerged.

FROM STRUCTURE TO PATTERN

The next major movement in the early development of NLP led to an increase in
investigative scope. The frame of investigation changed from structure to pattern.
In this regard NLP began to search for the patterns that connected discrete internal
experience with observable external behavior. NLP developers noticed correlation
between eye movements and internal sensory representation eyadlagcessing

cues They made and tested predictions about observable eye movements and eye
positions that correlated with the sensory system being immediately favored by the
subject when constructing an internal representation. While these patterns provided
some valuable insight into internal representations and the subject’s strategies, they
prove to be only a loosely connected correlation in need of significant revision in
order to be useful.

For the purpose of revealing the structure of internal representations, language
and language patterns prove to have much greater utility. Two major contributors to
the field of linguistics, Alfred Korzybski and Noam Chomsky, made invaluable
contributions to NLP.

In the early 1900s, Korzybski pioneered the movement knowarsesal seman-
tics. While semantics is the study of how language creates meaning, Korzybski
significantly advanced the field by introducing the importance of the abstraction
process. His first contribution to general semantics was made in 1921, with the
publication ofManhood of Humanity: The Science and Art of Human Engineering
in which he formulated a basic theory encompassing the biological and psychosym-
bolic nature of human experience. Korzybski viewed language as a time-binding
mechanism, which uniquely allows humans to advance their state of knowledge from
generation to generation. In view of the fact that he coined the term “neurolinguistic,”
his impact on NLP is apparent. He emphasized that both neurolinguistic and neu-
rosemantic environments create an inescapable internal environment for representa-
tion of events, which conditions the reactions of the human organism as a whole.
Additionally he observed that different cultures, having different language patterns,
created uniquely inescapable representation environments.

In 1933, Korzybski published a thorough articulation of his theor$dience
and Sanity: An Introduction to Non-Aristotelian Systems and General Semantics
He drew extensively from the fields of physics, mathematics, behavioral science,
rhetoric, and neurophysiology, attempting to integrate them under the auspices of
general semantics. General semantics was the largest aggregation of disparate sci-
entific fields of its time ever to be integrated within a single field. Korzybski's
intention was to create a unified picture of the human organism, and his work
provided a ready-made template for the NLP aggregation 50 years later.

Korzybski advanced thstructural differential the first comprehensive model
of the human abstracting process, which made it possible to differentiate the struc-
tures of abstraction. His life's work strongly suggested that languages could be used
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as maps, accurately describing internal representation, and that changes in language
patterns would cause corresponding changes in internal representation. He provided
compelling evidence that language accurately reflects one’s model of the world, as
represented internally by sensory motor systems, and, in turn, influences the con-
struction and evolution of that model. He also advanced many key presuppositions
that were later incorporated into the foundation framework of NLP. One of these
important presuppositions is the notion ttie map is not the territoryNo map is
capable of representing all of its presumed territory and, in essence, the map is a
map of the mapmaker’s assumptions, skills, and worldview. This presupposition was
made explicit in the early stages of NLP and led to the development bfettze

Model a simplified model of the abstracting process that presupposes that all human
communication carried through the medium of language contains deletions, distor-
tions, and generalizations of the territory described. The NLP founders learned to
use this tool in order to test for, represent, and understand the limits of a commu-
nicator's model of the world. By the early 1980s, it was observed that language
reveals the structure of a speaker’'s model of the world, even at the level of submo-
dalities. Correlative patterns between words and submodalities seemed inseparable.
For example, it was found that a phrase such as “bright future” had a corresponding
internal visual representation of the future as brighter than that held of the present
and/or past internal representation. It was also found that a listener's submodalities
could be influenced by the application of submodality language. This process was
assumed to be the means by which humans transfer meaning linguistically.

Incorporated into NLP were other less explicit presuppositions advanced by
Korzybski, such as the notion that structure is the only content of knowledge and
that meaning is strictly a function of the order or level of abstraction at which the
term is used. Additionally, a term’s meaning is so context-driven that it does not
mean anything definite until the context is specified or understood. Korzybski rec-
ognized that consciousness of abstracting was essential for “fully functioning”
humans. He made this a primary goal of general semantics training, as did NLP 50
years later. Korzbyski also wrote extensively on the use of neurolinguistics and
neurosemantics as they could be applied to therapeutic procedures and to the pre-
vention of psychological problems. He understood humans as being neurolinguistic
systems organisms.

Recognizing the ability of language patterns to represent hidden cognitive struc-
ture, NLP needed a system of symbolically recording what was heard. To accomplish
this end, NLP developers drew extensively from Noam Chomsky’s (B3B®actic
Structures The text itself, a mere 102 pages, transformed American linguistics from
a branch of anthropology to a mathematical science. Chomsky had drawn from the
work of Leonard Bloomfield (1935), who had previously suggested a scientific
approach to linguistics. As a proponent of logical positivism, Bloomfield attempted
to reduce all meaningful statements to a combination of propositional logic and
sense data, referred to in NLPsa&msory specific language tracking such patterns
of correlation the NLP developers believed that they could record the sequences of
internal sensory system accesses (strategies) simply by listening to casual conver-
sation. Chomsky’s mathematical methods, as applied to the study of language, made
such recording child’s play. He believed that unique patterns were hidden within
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our words that could identify us and our model of the world just as accurately as
fingerprints can be used for identification. He used algebra to capture some of the
patterns of language that we all share, and one of his methods proved useful in being
able to identify people from the words they wrote, given a sufficiently long passage.
Chomsky accomplished this by tracking the relative frequencies of different words
people typically used, and found that they formed a definite numerical profile,
capable of accurately identifying the speaker (Devlin, 1998). His later work captured
the structure of human grammar by analyzing its nature mathematically. Chomsky’s
work also proved to be invaluable in advancing NLP’s modeling methods.

FROM STRUCTURE TO PATTERN TO CHANGE

With Chomsky’s mathematical tools of linguistic modeling and Korzybski’s sug-
gested application to therapy and foundational presuppositions in hand, Bandler and
Grinder wrote their first book in 197%he Structure of Magjdirectly followed by

The Structure of Magic Ih 1976. In these books they modeled the process of human
therapeutic change by applying their tools to the study of several leading pioneers:
Fritz Perls, Virginia Satir, Paul Watzlawick, Gregory Bateson, and Jay Haley. In
Volume I, they also incorporated the modeling techniques of Miller et al. (1960),
Ashby (1952, 1956), and Bateson (1972).

Drawing from the work of Watzlawick (1967, 1974), who studied problem
formation, Bandler and Grinder began to study and consider change as structure
through time, and they looked at the way in which leading therapeutic “wizards”
influenced this process with their clients. They meticulously observed and recorded
linguistic patterns used by these effective therapists, which appeared to affect the
structure of problems, and then segmented these linguistic techniques into precise
models of therapy. The result of their efforts was the meta model for language, which
proved to be not just a model of how therapists utilize language to produce change,
but also a set of linguistic tools that allowed for the cognitive exploration of a
problem’s structure, the first step toward change. Expanding on the notion that human
beings construct an internal model of the world only after deleting, distorting, and
generalizing the information available in a given stimulus field or event, Bandler
and Grinder parsed the meta model in such a way that therapists would have precise
linguistic tools capable of uncovering each of the three permutations.

As the developers began to trust linguistic structure to reveal internal activation
and processing of sensory data, they noticed blatant mismatches or incongruity
between observable behaviors. While some instances of incongruity in subsystems
of a larger system were as obvious as the language of sadness paired with expressions
of happiness, other distinctions were as subtle as a visual eye-accessing cue simul-
taneously paired with kinesthetic language patterns. Although the accuracy of eye-
accessing cues was dubious at best, compelling evidence suggested that incongruity
was the doorway to the structure of human problems and the key to change. Incon-
gruity to Bandler and Grinder meant that the neurological system was in conflict.
Although never explicitly mentioned, the guiding light to this discovery came from
cybernetics and the best articulation of the theory came from Powers (1973), who
believed that conflict was synonymous with malfunction.
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I have become more and more convinced that coitigf, not any particular kind of
conflict, represents the most serious kind of malfunction of the brain short of physical
damage, and the most common even among ‘normal’ people. The reasons for the
extraordinarily bad consequences of conflict are not to be found in specific behavioral
effects, although disruptions of overt behavior certainly can make life difficult. Our
model, however, tells us that mere practical consequences of specific conflicts are
secondary to their major consequences, which is to remove parts of the brain’s orga-
nizations from action as effectively as if they had been cut out with a knife, yet without
getting rid of their undesirable influences on the whole hierarchy. The worst aspect of
conflict between control systems is that the higher the quality of the control systems,
the more violent and disabling is the result of conflict .... The basic mechanism behind
conflict isresponseo disturbance

Conflict is an encounter between two control systems, an encounter of a specific kind.
In effect, the two control systems attempt to control the same quantity, but with respect
to two different reference levels. For one system to correct its error, the other system
must experience error. There is no way for both systems to experience zero error at
the same time. Therefore the outputs of the systems must act on the shared controlled
quantity in opposite directions. (Powers, 1973, p. 253).

Given Power’s articulation of conflict, Bandler and Grinder had sufficient reason
to believe that unresolved conflict was the cause of many psychological problems
and that behavioral incongruity was the best observable clue to conflict. The meta
model became an indispensable tool for investigating internal conflict. Rather than
referring to control systems, as did Powers and other proponents of cybernetics,
Bandler and Grinder referredparts The use of the wondlart in a client’s language
was itself indicative of a conflict between control systems. For example, “Part of
me wants to go to work and make more money and the other part of me wants to
stay home and spend more quality time with my family.” It is important to note
that cybernetics was not the only field to make this distinction about the devastating
effects of conflicting parts. This can also be found in the work of Pavilov (1927),
that utilized conflicting stimulus field patterns in order to induce confusion and
severe neurotic behavior in dogs. Bandler and Grinder found that the most effective
way to deal with a conflict between parts (control systems) was to construct an
intervention at a completely different hierarchical level of control, either above or
below the level at which the conflict presented itself. Tools such as submodalities
provided this opportunity at the micro level, whereas meaning reframing provided
the same utility with control systems at the macro level. Bandler and Grinder created
a formal design for negotiating between parts which incorporated hypgasis,
Step Reframing1982).

Transitioning from the study of pattern to change, NLP developers adopted
another concept from cybernetics and control theory, originally applied only at the
level of strategies, with the intention of extending its range of application. The
concept ofperceptual condition/reference conditiomas renamedoresent
state/desired stateforming the theoretical basis for the notion of “well formed
conditions for outcomes(Densky and Reese, 1986, p. 16). Specifically a well-
formed outcome must be stated in the positive in sensory-based language, maintained
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by and within the control of the individual. The outcome must also be ecological,
meaning that its establishment must not produce any other error condition. Last, the
outcome must be testable and measurable through the individual's sensory experi-
ence, preserving the criteria of TOTE.

In 1975, Bandler and Grinder also published another important work on the
language patterns of a leading figure in medical hypnosis at thePatberns of the
Hypnoatic Techniques of Milton H. Erickson, M.D. VolumegHich provided structural
insight into the language of change. Erickson’s language patterns were quite complex,
however, and Chomsky’s linguistic codifying system was insufficient to capture both
the structure of his language and how that structure produced therapeutic change. To
reveal these discrete patterns, they drew extensively from the field of hypnosis
(Weitzenhoffer, 1957; Haley, 1967) and numerous branches of linguistics, including
Watzlawick’s work in pragmatics and change (1967; Watzlawick et al., 1974), and
that of Benjamin Whorf (1956) and Edward Sapir (1963), who studied the relationship
between the structure of language and human behavior as it varied across cultures.
In order to complete their task, they also had to familiarize themselves with research
from the field of neuroscience available at the time. They did so by primarily con-
sidering the work of three researchers: Eccles (1966), Pribram (1971) and Gazzainga
(1974). However, this was still insufficient. Erickson’s language patterns seemed to
be infinitely complex and multileveled in structure. Implicit in the structure of his
language were the experimental findings of behaviorists such as Pavlov, Watson, and
Skinner. Erickson was so ingenious that he was able to incorporate into his hypnotic
techniques language patterns that utilized the motor disabilities, from which he had
sustained two early bouts of poliomyelitis. It was not uncommon for Bandler and
Grinder themselves to be drawn into the hypnotic influence of Erickson when he
would intentionally slur a few key words in a sentence, intended to induce ambiguity,
confusion, and a hypnatically receptive mental state. Needless to say, the modeling
of Erickson was a long and tedious, yet mesmerizing and fruitful, experience.

In 1977, they releasdrhtterns of the Hypnotic Techniques of Milton H. Erickson,
M.D., Volume |} including the input of co-author and co-developer, Judith DeLozier.
The purpose of this volume was to distinguish Erickson’s nonverbal from explicit
linguistic change patterns. The concept of the 4-tuple was also introduced and
employed extensively in this volume. It was found that Erickson’s nonverbal behavior
proved to be just as complex as his linguistic behavior. Here one of the most
important guiding presuppositions of NLP came from Erickson: there is no such
thing as a resistant client, only inflexible communicators. The concept of client/ther-
apist rapport was central to all of Erickson’s techniques. He had a unique way of
gaining rapport with his clients; he would become them. Matching every observable
behavior that he could detect, from eye movements to breathing patterns, he would
systematically and completely diminish the differences between himself and the
client. In NLP this came to be referred topaging Once Erickson had achieved a
deep level of rapport through this method, he would begin to slowly change his own
behaviors, leading the client in an intended direction, but only as fast as the client
would follow. In NLP this technique was referred tdeeding Pacing and leading,
as a method of rapport building, later became a core technique taught in NLP
practitioner training.
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While NLP had its inception within academic walls, by 1979 research and
development moved outside the academic arena and incorporated the general
public within seminar/workshop formats. Steve Andreas, a first-generation NLP
practitioner and subsequent co-developer, transcribed and edited one of these early
workshops entitled-rogs into Princes(1979). It was here that the developers
explicitly demonstrated the use of reframing, representational systems, accessing
cues, and anchoring. Anchoring, which is equivalent to the notion of conditioned
stimulus (Pavlov, 1927, 1928, 1941), became a multidimensional tool with a wide
range of application.

By 1980, another first-generation NLP practitioner and early co-developer, Rob-
ert Dilts, assisted in the development of the first comprehensive text in the field,
Neurolinguistic Programming: Volume I: The Study of the Structure of Subjective
Experience The intention of this volume was to organize a myriad of previously
demonstrated tools into a three-part structure for change: elicitation, design, and
installation. This volume arranged the NLP amalgamation of conceptual tools under
these three categorical headings, and the change process primarily targeted the
utilization of strategies. The developers found that strategies for thinking, feeling,
and doing anything could be elicited, interrupted, and functionally cut and spliced
with other existing strategies or with ones that were artificially designed. A somewhat
hidden concept implicit in the design of this model, and ubiquitous to all types of
strategies, was the notion of pattern interruption. Simply stated, experience suggested
that the installation of a new strategy or pattern was impossible without prior
interruption or disruption of the existing one. Considering the great importance of
pattern interruption to the successful installation of a new strategy, only four and
one half pages of the text were devoted to it. The developers were implicitly utilizing
this fundamental key to change, while explicitly teaching only the technique itself
and not the critical theoretical foundation. This omission had profound implications
as each generation of practitioners taught NLP to the following generation, producing
anomalies for future generations of practitioners. Without explicitly understanding
the importance of pattern interruption and disruption, therapeutic changes produced
by later generations of practitioners were not lasting changes, as were those that
were demonstrated by the developers.

In 1981, Bandler and Grinder publish&ince-Formations: Neurolinguistic
Programming and the Structure of HypnosBarrying the theme of structure and
pattern, now into their seventh published work, they created a simplified reiteration
and amalgamation of accumulated concepts of NLP and hypnosis. By this time,
anchoring had been incorporated as a core technique to capture and hold constant
neurocognitive states to be studied or changed, and the developers recognized the
need to package change processes that could be used as templates for practitioners
who would not invest the time necessary to study the guiding paradigms that made
NLP’s results possible. Hence, tNew Behavior Generatowvas born, one of the
first in the onslaught of instant, ready-to-use therapy templates, with no detailed
knowledge required.

With the release ofJsing Your Brain for a Chang€l985), Bandler unlocked
the door to a new domain that forever shifted NLP research and development. This
publication officially marked the transition from utilizing strategies to utilizing
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submodalities for change. He showed how the manipulation of even the smallest
units of cognition could produce profound systemic effect on thought, emotion, and

behavior. Uncovering the submodal structure of motivation, understanding, confu-

sion, belief, fear, and other common human experiences, Bandler showed how the
scaling of minute analogical control parameters available to conscious awareness
could make the difference between mental health and disturbance.

Following closely behind Bandler’s rendition of submodalities, Steve and Con-
nirae Andreas publishe@hange Your Mind and Keep the Char(d®87). This
marked another important step in NLP development. In addition to many other
submodality-based techniques, there were two significant contributions contained in
this text. The first was thiireshold patternThis technique illustrated that pattern
interruption and disruption operated at the level of submodalities just as effectively,
if not more so, than at the level of strategies, with regard to precipitating change.
The second was the discovery tohe lines which illustrated that one’s way of
internally processing time has predictable impact on the re-experiencing of an event
stored in memory. The discovery of time lines came from studying the close con-
nection between patterns of language relating to space and time, as well as submo-
dalities such as the size, angle, location, and clarity of visual images made by a
subject in working memory. It was discovered that representations of time were
organized in different ways from person to person, and that language reflects and
affects that organization. This discovery had profound impacts on the future direc-
tions of therapeutic change and led to the publishinfroé Line Therapy and the
Basis of Personality1988) by Tad James and Wyatt Woodsmall, two first-generation
practitioners and co-developers.

Time Line Therapy and the Basis of Personalitgcinctly developed numerous
ready-to-use applications of the conceptual tool of time lines to thoughts, emotions,
behaviors, and a host of human cognitive dysfunctions. Furman (May 1996; Decem-
ber 1996) suggested that a neuroanatomical model could be used to explain why
certain organizations of time lines and submodalities were made possible or rendered
impossible as a result of differentiation of cellular morphology throughout the brain.
He also showed evidence that submodality distinctions would involuntarily be altered
as a result of positional displacement of an image in working memory due, in part,
to this differentiation of cellular morphology.

The last major work on submodalitien Insider's Guide to Sub-Modalities
was published by Bandler and MacDonald (1988). This work proved useful in
integrating many NLP tools for use at the submodality level. Here it was shown
explicitly how anchoring and submodalities could be used together and how many
of the older NLP techniques could be fine-tuned for greater precision.

While investigating the structure of beliefs, Dilts tied together existing knowl-
edge in a new way with the publication@ianging Belief Systems with N{I®90).

This work dealt with the structure, pattern, and change of belief systems via sub-
modalities. NLP had finally come full circle from studying the macroscopic to the
microscopic and now revisiting the macroscopic. Bandler followed this trend with
the publication ofTime for a Changg1993). Both books carried forward the
submodality units of cognition to intensively study the structure of beliefs and how
they could be changed at this microscopic level. Again they implicitly make use of
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the ubiquitous tools of pattern interruption and disruption to effect change, now at
the level of belief systems.

Let us take a moment to attend to one very important commonality between
NLP and the aggregates from which it was assembled. Implicit in NLP is the
understanding that the precursor to rapid lasting change is the interruption of an
existing pattern at some level of cognitive organization. Erickson demonstrated his
understanding of this by extensive use of confusion and ambiguity as a technique
for inducing a transition from a normal waking state to a trance state, and for the
installation of new thoughts, emotions, and behaviors. Watzlawick illustrated his
understanding of this principle with his extensive use of paradoxical language to
produce change. Pavlov employed symbolic confusion in his research and develop-
ment to change animal behavior and to induce neurotic states. Korzybski illustrated
a deep insight into the effect that language abstractions and the process of abstracting
can have on sanity, understanding that words had the ability to alter the nervous
system’s functional and structural organization and, subsequently, its cognitive maps
of reality. He saw, as did Pavlov, that improper use of language yielded symbolic
confusion, leading to neurosis.

Although there were numerous books published during the development of NLP,
only the ones mentioned demarcated significant advancements of the field. The others
were mainly attempts to apply NLP to specific domains, such as persuasion, business,
and education, essentially repackaging the same conceptual tools into ready-made
templates, to be used in specific situations. Latecomers to the field, who hoped to
continue its development, were somewhat lost. The plethora of books available to
them sufficiently obscured the theoretical foundations that guided early development.
These later attempts at development were made by assembling new templates from
old templates. In other words, later generations of NLP practitioners developed
applications from applications, leading the field into chaos. During this time, NLP
fell from the status of a scientific discipline to that of a pop psychology. It is not
uncommon to find nhumerous books of the NLP flavor sitting on self-help shelves
of the local bookstore. Unable to control this regressive trend, Bandler abandoned
the field of NLP and has since attempted to aggregate more serious practitioners
under the guise dbesign Human Engineerin@PHE).

WHAT WE LEARN FROM THIS

Like all previous schools of psychological thought, the wake of NLP has left the
field of psychology in a state of crisis. Its development traces essentially the same
cycle as those who came before it, its tools and techniques randomly strewn across
the floor, devoid of connective tissue or signs of life. The reader will recall that crisis
is born from mounting anomalies for which a school of thought or theory is unable
to account. While NLP was one of the most serious attempts at the development of
a unified theory of therapeutic intervention, it was missing essential pieces necessary
for its continued development and its ability to extend its range of application. The
result of studying such cycles of theory development provides lucid revelations of
what is essential to a unified theory.
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MISSNG PIECESNECESSARY FOR THEDEVHOPMENT
OF AUNIABED THEORY

1. A theory that describes and predicts thedbigh of a compéx system
must utilize the most fundamental propesisilable, one that is ubiqui-
tous to all elements of the system. Cybernetics used the idea of control
— comparing a reference condition to a perceptual condition of a con-
trolled quantity to determine initiation and cessation ofaben This
fundamental approach significantly aided thesamdement of NB How-
ever, control theory is quite limited in its range of application, andhitde
much anomaly intact when describing the caxiies of human bedwv-
ior. While control theory mved to be highly useful at thevel of repre-
sentational systems, itdfectiveness brke down when attempting to
address emotions, beliefs, and other human aaxitigls of similar nature.

In order to adance a sound theory of therapeutic neurocogninte-
vention, we must seek to describe human cexitgl from a more fun-
damental dvel. This task should be approached from el of pattern
(structure, order)While NLP and its amghmated disciplines only
alluded to the importance of pattern, the remainder of the first section of
this book is @voted to the illumination of the ubiquitous and \yzeive
nature of pattern in humans and natM#hen approached from such a
fundamentaldvel, the scope of description and prediction, as well as the
range of theoretical application, is significargktended.

2. A system whose belior is being described, predicted, and influenced
must be represented in suchway that its state can be visible both
before and after being acted upon.mhas well as the myriad of other
psychological disciplines of this cenyuhave not prdfered a suitable
method of representation for the human neurocognitystem, whereby
the elements of the system, their interconivégt and changes made
to the system could be precis@waluated by the practitioner/therapist.
Such a blind approach to therapeutic change of a neuroc@gsytstem
can rever be accepted as the practice of science. It is for that reason
that Section llis devoted to the évelopment of a pictorial, topological
model of representation for the human neurocognitive system, which is
referred to as NeuroPrint.

3. Aunified theory of therapeutic neurocognitive intervention must delineate
the critical steps necessary for a complete and stable change process.
Other than the incomplete and incompatible NLP models for change
represented earlier, there is no existing model to be found in the field of
psychology or cognitive science capable of accomplishing this task. A
practitioner/therapist must know the following:

a. Wherein the neurocognitive system to intervene
b. Whatthe probable effect of that intervention will be on the rest of
the system
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c. Whenthe neurocognite system is ready for change amsvito &fect
system readiness

d. How to locate éverage points and rka that change mostfectively
with the least number of steps (i.eggaince)

e. Which of their collection of intarention toolsvould be most applicable
to the situation

f. How to measue the stability of the change made and design changes
to last

A unified theory of intarention must miee significant steptvard satisfying
these criteriaThe specifics of this process are detailed with conceptual tools from
statistical jysics and NeuroPrint iBection I

4. The human brain is a highly complex system of biological aggregates,
which obeys the laws of physics. Therefore, a unified theory of interven-
tion must suggest tools of intervention whose effects on the neurocognitive
system can be described and predicted by utilizing knowledge from the
governing paradigms of physics, systems science, and neuroscience. The
system itself must also be describable in these terms.

5. A unified theory of intervention cannot be complete without describing
and predicting the behavior of information. Since all therapeutic psy-
chological intervention can be seen as the introduction of new patterns
of information to the neurocognitive system, it is essential to have an
understanding of how patterns of information are translated between
subsystems within a human being, and how information patterns com-
pete to gain control of the neurocognitive system being acted upon. Such
an understanding is vital to the proper construction of intervention tools,
so as to eliminate unwanted interference from other competing infor-
mation patterns. The study of competing, self-replicating information
patterns is the domain of memetics and memetic engineering, discussed
in detail in this section.
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2 The Ubiquity of sPattern
In Man and Nature:
Exploring the
Fundamental Properties
of Brain, Mind, Behavior,
Information, and Change

Pattern is nature means of communicating and translating informatiRattern-
making is ubiquitous in humans and essential to life, part of natdeep design.
The human brain and body are an agaalation of nature most ingenious and
compkx pattern-making biomechanisms, operating on multiple fractal scales-of fou
dimensional space—time at both the quantum and clasasiedd.lIn this chaptewe
articulate and connect more thoroughly profound insights maslarimus scientists
into an anomaly of natuie deep design, the ubiquity of pattern.

Bandler and Grinder obssrd andexplored the relationship between pattern,
structure, and change in human suljeotxperienceThey provided considerable
evidence that suggests the importance of patterny,cndd structure in influencing
the quality of humarexperience. In this respectethdetailed the inner subjéce
structure in terms of parts, linguistic structures, 4-tuples egtest, and submodal-
ities. Their findings are in concert with that of tkers in avariety of fields.

Korzybski (1933), the central figure in general semantasted the better part
of his life to studying patterns of abstraction, the abstracting process, and its rela-
tionship to sanity. He believed that we incorporate within our nervous system a
model of the world — the pattern, structure, and order of our external environment
— with the purpose of creatingcarrespondencéetween that which is inside and
that which is outside of us. We have already detailed the influence of Korzybski on
the development of NLP.

Schrodinger (1944) believed that life is the process of incorporating within itself
order found in the external environment. He believed that life is dependent upon the
counterbalancing of entropy (i.e., loss of pattern) with order and structure. Thus, as
living beings, we also incorporate within ourselves the order found in the external
environment so as to counterbalance the pull toward entropy.

Bateson (1979) taught his students to look for the “pattern that connects” in order
to reveal nature’s deep secrets. He believed that the loss of pattern is synonymous
with the loss of information. Thus pattern and information are integral to each other.
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Turning to the field of organic chemistr@airns-Smith (1996) convincingly
argues from an atomic-molecular paradigm that living organisms must constantly
keep energy and entropy in dynamic balance in order to maintain existence.

Penrose (1994), i@hadows of the Mindurther developed the notion that human
beings must continually decrease entropy in order to stay alive.

In The Cerebral Code: Thinking a Thought in the Mosaics of the Miedro-
scientist Calvin (1996) lucidly develops the theory that répresentationof an
object or idea in the human mind is dependent upon the cloning or self-replicating
of an electrochemical pattern at the synapto-dendridic level of the brain.

In Biomimicry: Innovation Inspired by NatyrBenyus (1997) discusses how life
uses shape — patterns in three-dimensional space — to exchange and transfer infor-
mation. She discusses in detail how pattern-making is an act of information processing.

Hameroff (1987), inUltimate Computing: Biomolecular Consciousness and
Nanotechnologyoffers compelling evidence that the human brain translates infor-
mation patterns from system to system by a typshape-basedommunicatiorat
the subneural level. Through such mechanisms, neurons do not sum or average their
thousands of inputs, but are rather capablespfesentingeach of them through
shape —pattern in three-dimensional space.

Finally, Csikszentmihalyi (1990) conducted extensive investigations into the
psychology of optimal human experience and found that such a mental state can be
achieved and maintained by engaging in activities that strike a delicate balance
between order and disorder. He coined the term cognitive entropy to describe the
mental state responsible for compelling a human being to seek a structured or
patterned activity.

What mechanisms have led so many scientists, separated by space, time, and field
of research, to come up with such similar insights? The answer can be found in the
mechanisms of human perception: the dynamic balance between the ability to perceive
fine degrees of difference in an aggregation of elements and the ability to perceive
statistical, collective behavior of those elements. Information can be thought of as
news of differenceand our perception of information is dependent upon the ability
of our sense organs to detect highly refined degrees of difference (change). The degree
of difference that we can detect, therefore, controls the richness and quality of infor-
mation that we can perceive. Thus, part of our ability to perceive pattern comes from
our ability to detect difference at ever finer degrees. Yet Schrodinger (1944) points out
that we could most certainly hit a point of diminishing returns if our sensory systems
were not tuned coarsely enough with respect to atomic and molecular levels.

[W]hat a funny and disorderly experience we should have if our senses were susceptible
to the impact of a few molecules only ... heat motion tosses them like a small boat in
a rough sea ... the smaller their number, the larger the quite haphazard deviations we
must expect .... For our organs of sense, after all, are a kind of instrument. We can
see how useless they would be if they became too sensitive .... [A]n organism must
have a comparatively gross structure in order to enjoy the benefit of fairly accurate
laws, both for its internal life and for its interplay with the external world. For otherwise
the number of co-operating particles would be too small, the ‘law’ too inaccurate.
(Schrodinger, 1944, p. 13)
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Bateson and Schrodinger clarify the fact that our sense organs must achieve
and maintain a delicate and dynamic balance in order to support our ability to
perceive pattern.

Thus, it seems that we are both pattern-producing and pattern-detecting bio-
aggregates. And this process is so fundamental and essential to our proper func-
tioning, our quality of life, and our very existence that the absence or excess of
pattern would have serious and profound consequences to us. As it turns out,
professional literature abounds with studies on the absence and excess of pattern,
and their effects on neurocognitive function. These studies can be readily listed
under any of four categories:

Brainwashing and thought reform
Cult conversion

Isolation and sensory deprivation
Information disease

Conway and Siegelman (1978) give a thorough and chilling account of their
extensive research into the phenomenon of sudden, drastic personality alteration in
Snapping: America’s Epidemic of Sudden Personality ChaBgeducting detailed
investigations into the areas of cult conversion, mind control, brainwashing, post-
traumatic stress, new-age therapies, and mass suicides, they searched for common
ingredients that could explain the profound, lasting changes in the physical organi-
zation of the human brain and behavior, so common to these environmental condi-
tions. In essence, they had made the first serious attempt at the development of a
unified theory of sudden personality change, holding constant the hypothesis that
this change in thought, emotions, and behavior was due to spontaneous, radical
reorganization of the brain’s information processing pathways. They searched each
of the domains in question for common precipitating effects capable of initiating
such spontaneous reorganization. Integrating knowledge from communication and
information theory, mathematics, biology, neuroscience, and physics, they concluded
that both significant overstimulation and understimulation of our sensory organs for
prolonged periods of time were capable of destabilizing and completely destroying
existing patterns of information flow through the information processing networks
of the brain, resulting in massive functional and structural breakdown of predicted
emotional and behavioral response. After such prolonged periods of overstimulation
or understimulation, they noted changes in subjects’ physical appearance, such as
eye catalepsy, posture reorganization, voice tone, and patterns of emotional response
to familiar stimuli, making subjects appear to be completely different people.

[T]he latest research suggests, new and intense experiences may physically sever long-
standing synaptic connections in the brain. Like a sudden trauma or electric shock, the
new information-stresses people were being subjected to in the intense physical, mental
and emotional experiences of group rituals and therapeutic techniques, were often
powerful enough to destroy and replace lifelong patterns of mind and personality. They
also appeared to alter and, in many cases, physically destroy long-standing information-
processing pathways in people’s brains and nervous systems. [T]he brain’s living
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information networks are perpetually being shaped, changed, organized and reorga-
nized by both the kind and quality of each individual's day-to-day experiences. (Con-
way and Siegelman, 1978, p. 123)

Much of their research was guided by Ashby (1952), who demonstrated scien-
tifically that human survival and adaptation require a steady flow of information that
is rich and varied in both kind and quality. Crucial to the organizing and adapting
process of a human organism is tlev of experiencewhich states that new
information entering a communication system will tend to result in the destruction
and replacement of earlier information of a similar nature.

During their investigations into brainwashing and thought reform, Conway and
Siegelman accumulated compelling evidence that both overstimulation and under-
stimulation result in a significantly altered state of suggestibility, not unlike the
effects of Erickson’s confusion technique. Such patterns of sensory overstimulation
included the result of prolonged exposure to rhythmic drumming, dancing, singing,
prayer, chanting, and breathing. In all, what mattered most in the production of an
altered state of heightened suggestibility was not the activity itself, but the regularity
of the rhythmic pattern of that activity. An extreme example of this is the notorious
Japanese water torture technique used for interrogation and punishment. Sleep dep-
rivation was also used effectively to precipitate a more rapid response to these
rhythmic patterns. Similar altered states of heightened suggestibility were achieved
by understimulation of the subject’'s sensory organs. Some of the mediums used to
reduce or eliminate sensory stimulation were sensory deprivation chambers, fasting,
meditation, breath-holding exercises, darkness, and social and perceptual isolation.

Drawing extensively from the work of Pavlov, Skinner, Ashby, Weiner, Sargant,
Lifton, Hebb, and Pribram, their studies concluded that both intense repetition of
pattern and the absence of pattern produced profound, spontaneous reorganization of
information networks in the human brain, resulting in a radical alteration of thoughts,
beliefs, emotions, behavior, and personality. How can sensory patterns affect so many
different functions of mind and brain? Our biological tissues are so thoroughly inte-
grated and complex that a change anywhere in the system can be expected to be
experienced everywhere in that system, due to changes in boundary conditions between
morphologically disparate tissues. We shall discuss this in greater depth shortly.

In The Brain Benders: A Study of the Effects of Isolati@nownfield (1965)
compiled the work of over 300 researchers who investigated the effects of sensory
deprivation, perceptual and social isolation, phantom limb phenomenon, POW inter-
rogation techniques, and brainwashing. Together these studies provide incontrovert-
ible evidence that severe reduction or absence of patterned stimulation of sensory
organs over a prolonged period can result in profound damage to the human neu-
rocognitive system.

Early in this book, Brownfield discusses Hebb’s (1949) hypothesis that monot-
onous, unchanging (no news of difference) stimulation results in a disorganization
of the ability and capacity to think. Hebb attributed this disorganization to an
interference withphase sequence functioniirgthe brain, reasoning that both the
type and patterning of sensory stimulation are significant to the quality of neurocog-
nitive function a human being can experience. Hebb was convinced that the absence
of varied stimulation would result in impaired brain functioning. In other words,
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Hebb believed that not only the complete absence of stimulation, but also simply a
lack of changing or varied stimulation, would be enough to result in impaired brain
functioning. Brownfield cites numerous studies confirming Hebb’s predictions. Some
of the controlled studies done simply reduced, rather than eliminated, sensory stim-
ulation and movement, by employing such things as sound-attenuated cubicles, low
levels of illumination, and translucent goggles. Repeated tests under these conditions
predictably produced a profound disorganization of the thought process.

Success in meeting most of life’s basic needs involves becoming responsive to appro-
priate cues from the physical and social milieu in which we live. Sometimes inappro-
priate perceptions taking the form of misinterpretations or distortions of reality lead
to poor judgment; if persistent and inflexible enough, this may lead to a state of
emotional imbalance. People have even committed suicide because they believed in or
acted upon false, delusionary, misleading perceptual cues. (Brownfield, 1965, p. 9)

A particularly interesting set of studies compiled by Brownfield indicates that
the reticular formation of the human brain — a substantial netlike region of the
lower brain stem — is highly vulnerable to the absence of varied, changing sensory
stimulation. Studies reveal that as sensory stimulation becomes monotonous or
severely reduced, there is an extinguishing of the arousal and attention-directing
functions of the brain until such time as the reticular formation detects a change in
stimulus pattern such as intensity, frequency, etc. These studies indicate that changes
in sensory pattern are necessary for focusing attention, and that attention can only
be maintained as long as a significant variation in sensory pattern is detected. If
there is little or no variation, attention will lapse, resulting in a trance-like state.

While a stimulus evokes or guides a specific bit of behavior, it also serves the nonspe-
cific purpose of maintaining a normal state of arousal through the RAS [reticular
activating system].*.. Modification or alteration of sensory input appears to produce
concurrent modification and alteration of response or output, so that changes in sub-
jective experience are frequently reported. (Brownfield, 1965, p. 73)

Professional literature abounds with reports of experimental studies in the area
of early development, suggesting that conditions of social isolation and maternal
deprivation were causative, contributing to the deaths of some infants and to the
subsequent intellectual and emotional deficits among those few who did survive
such conditions. The mortality rate among the babies studied was exceptionally high,
nearly 100%. Brownfield concludes:

At this point it should be apparent that human beings are individually, socially, and
physiologically dependent not only upon stimulatfer se but upon a continually
varied and changing sensory stimulation in order to maintain normal, intelligent,
coordinated, adaptive behavior and mental functioning. (p. 74)

* The reticular activating system (RAS) is an area of the brain stem which includes part of the reticular
formation in addition to other communicating anatomical structures. It is responsible for the regulation
of the level of consciousness and cortical alertness.

©2000 CRC Press LLC



Many of the controlled isolation studies compiled by Brownfield indicated that
whenever there was a rapid change from a condition of stimulation to one of
relatively no stimulation, there was also an increase in hallucinatory activity, which
was defined as internal representations made in the absence of actual stimuli which
were uncontrollable by the subject and appeared to be external reality. It was also
noted in many of these studies that the controlled reduction of patterned stimulation
resulted in the subject expending an increasing amount of energy to structure per-
ception. Note the similarity to the cognitive entropy work of Csikszentmihalyi and
the importance of these findings in relation to insights and predictions made by
Schrodinger, who concluded that life is the dynamic and consistent counterbalancing
of entropy, and that the tendency of biological aggregates to lose structure, pattern,
and information results ultimately in death.

Before proceeding, let us take a moment to summarize a few important points.

e Studies suggest that human beings seek a delicate balance of perceptual
pattern (sensory stimulation), attempting to keep frequency, intensity, varia-
tion, and duration, as well as other factors, within an optimum range. If the
balance is tipped too far in one direction or another, the human being will
attempt to return to the optimum range for each of these parameters. Those
overstimulated will seek sensory reduction. Those understimulated will seek
ways of assimilating structured or patterned stimuli in order to structure and
organize their own internal neurocognitive activity. This may help to explain
why some stressed workers seek vacations in quiet, secluded places and why
bored children turn to television and active-paced video games.

¢ Prolonged reduction or absence of changing, varied pattern, detectable by
sensory organs, can produce neurocognitive effects such as boredom,
hallucinations, phantom limb phenomenon, heightened suggestibility,
confusion, disorientation of thought, inability to concentrate, bizarre
behavior, psychosis, and, in some cases, even death. Experimental studies
seem to provide compelling evidence of Schrodinger’s deep insight that
living organisms must consume order in order to counterbalance entropy
and maintain life.

¢ Drastic increases in pattern intensity, variability, frequency, and duration
can also produce similar effects to those mentioned above.

e Pattern, order, organization, function, and structure seem to be inextricably
linked elements of human, neurocognitive life.

e The human being, as an organized biological system of aggregates, requires
not only stimulation, but also a continually varied (changing) sensory input
pattern for the maintenance of normal, intelligent, adaptive behavior.

¢ The withdrawal of pattern or the presence of excessive or conflicting patterns
causes an increase in neurocognitive entropy (disorganization) and initiates
behaviors designed to counterbalance that entropy (pattern-, order-, and
structure-seeking behaviors).

e While it is clear that prolonged exposure to an excess of or an absence
of pattern can be profoundly damagifmgief exposure appears to be a
fundamental key to change.
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In essence, human beings are pattern-detecting, pattern-producing, pattern-con-
suming, and pattern-dependent organisms: consumers of information ... informivores.
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In order to construct a sound theoretical foundation for a cognitive science of
intervention (a scientific psychology), it is requisite of that theory to describe the
relationship between the behavior of matter, energy, information, brain, and mind
in such a way that it may reveal cause—effect relationships between these systems;
mind and brain must come to be understood in physical terms. It is with such an
understanding that psychological intervention may take its place as a branch of
science proper.

It is important to note here that cause—effect relationships may not exist in
objective reality (whatever that means), but our brains make it so. Just as the
brain’s design allows us to perceive and respond to difference (change in a stimulus
pattern), cause—effect perception is made possible by a property of brain function
we refer to aparallel-sequential compressiari sensory experience. Specifically,
in order for conscious awareness to occur with such clarity and “wholeness” that
cause—effect relationships can be discerned, the brain’s simultaneous incorporation
of billions of pieces of sensory experience (stimulus patterns) must be organized
and re-presented in a sequential linear format. While we are well aware that this
reorganizing process must cause the loss of immediate conscious accessibility of
a significant amount of external experience, it may not be so obvious that our very
ability to perceive cause and effect is dependent upon such compression and
reorganization of sensory information.

What would it be like if instead of being consciously aware of the sequential
aspect of this process, we were instead aware of the parallel (simultaneous) part of
this process? Such an experiential state is actually quite common to human beings.
During periods of dreaming, therapeutic trance, and meditation, one becomes
increasingly aware of the parallel nature of information processing. As representa-
tions become more loosely connected in space and time, feelings of disorientation
and disorganization, as well as a feeling of expanding conscious awareness, are
commonly reported. During periods such as these, the brain undergoes a phase
transition from a more ordered state (sequential, cause—effect) to a less ordered state,
as it experiences an increase in the degrees of freedom in which its aggregates can
be coupled (interconnected). This loss in cause—effect perception is one of the many
cognitive resultants of the property called entropy.

PATTERN

Somewhere between matter and energy lies the most fundamental principle of
interaction between matter particles and force particles, invariant of scale, giving
rise to all emergent phenomena found occurring in man and nature. Between matter
and energy lies pattern and entropy.

In order to understand brain, mind, behavior, and information and the emer-
gent phenomena arising out of their interaction, such as cause—effect perception,
our experience of time, meaning, etc., we must first ask ourselves: What is pattern?
Why does pattern exist? What causes it? Why and how does it change? Why is
the absence, excess, or presence of conflicting pattern so damaging to neurocog-
nitive stability and biological existence? And how does our brain construct a
model of the world that we call “mind,” our very sense of reality itself, so that
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we may behave appropriately and adaptively correspond with, and navigate
through, our external environment? These are some of the important questions
we shall attempt to answer. Once we have provided a more detailed understanding
of the ubiquitous nature of pattern, its origins and implications, we shall then
move on to an exposition on predictable ways in which these patterns and their
relationships can be represented, understood, and influenced in order to improve
the quality of neurocognitive functioning, our resulting internal subjective expe-
rience, and life itself.

Pattern is most easily defined, described, and understood by making use of
existing tools and terminology from four branches of statistical physics. For a
definition of pattern with the greatest utility, we turn to the branch of statistical
physics known as thermodynamics. Entropy is defined by the second law of ther-
modynamics as the degree to which relations among the components of any aggre-
gate are mixed up, unsorted, undifferentiated, unpredictable, unorganized, and ran-
dom — a state of negative information, a measure of information loss. Pattern can
be defined as the state in which the relations between the components of any
aggregate are ordered, sorted, differentiated, predictable, and organized in space and
time as perceived by our organs of perception and limited by our ability to detect
difference, what Schrodinger referred to as negentropy. The existence of pattern, the
presence of information, and our ability to detect ever-finer degrees of difference
are all inextricably linked together. In nature, patierthe presence of information.
Atoms, proteins, and DNA are just a few of nature’s eloquent examples. Information
is news of difference: a change in stimulus pattern perceived by our sense organs
and even our internal cell receptor sites. As Schrodinger pointed out, our very ability
to perceive pattern would cease to exist if our sensory organs were tuned too finely
with respect to atomic and molecular level elements. It is only through this coarse
tuning that we enjoy, as organisms, the benefit of fairly accurate statistical laws (i.e.,
mathematical descriptions of pattern).

As an example of this relationship of pattern and information, imagine that you
are standing at the foot of a quiet pond. As your eyes glance across the pond, you
see complete stillness, symmetry. While your eyes are closed, we pick up from the
ground a handful of pebbles and rocks varying in size and weight and toss them out
into the pond. Once you hear them make contact with the water, you open your eyes
and see a pattern formed by the water in response to the pebbles and rocks which
made contact with the surface of the water. What was before, a still symmetrical
system as far as your eyes could perceive, has now been interrupted by a pattern of
falling stones interfering with the stable bonds of the water molecules forming the
surface. In effect, what has occurred is an interruption of water molecule pattern-
integrity by the introduction of a pattern of stones, resulting in a change of molecular
interconnectivity and motion (a new propogating pattern-integrity displacing matter
and energy) evolving over space and time. Having only opened your eyes after the
pebbles and rocks disappeared below the surface, your eyes inform you of their
existence via the remaining water pattern. By looking carefully at the evolving
pattern, you are privy to important information about the stones. The first piece of
information you gain from the behavior of the water is the number of stones that
were thrown into it. You can see this by the number of areas of water displacement
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that contain radiating, circular rippling patterns. In addition to the number of stones,
you can also determine the position of gnifryou look carefully enough, you may
also be able to determine their ralatsizes andrelocities by the height of the
ripples and the speed at whickathrare taveling.

So as you can see, you can acquire much information about the stones simply
by analyzing the belioral patterns of the medium through whiclgthpassed. In
this case, the mediumas thewate. We can also go dar as to say that the keefior
of information is influenced by the medium that must process it or that it must pass
through.The importance of this will become clear in later chapters, when we study
the belavior of information patterns — the objéa of the field of memetics —
and also inSection I| where we discuss in great detaihhto use NeuroPrint to
analyze the neurocognitive system (medium) and how it is affected by information
patterns that pass through it. This is also important in the study of how information
changes as it passes through or is translated from one medium to another, as it must
when crossing numerous boundaries of biological differentiation in the human body.
We can also see from this example how the abstraction called memory is possible.
Since you are able to garner information such as number, size, position, and velocity
of the stones after the point in which they disappeared from the surface of the water,
the water, as a medium, can be said to have or encode memory: in essence, a record
of the pattern created by the stimulus — the stones. The most important properties
of the abstraction we call memory are speed and accuracy of pattern reproduction
and the duration or durability of that pattern. All of these properties are dependent
upon another abstraction called stability. “Stability” is a relative measure of the
difficulty with which a pattern-integrity displaces the matter and energy matrix of
the encoding medium. In nature, the stability of the medium, which information
passes through and organizes into pattern, will determine the quality of memory
encoded by that medium. It is important here to recognize that the memory of a
pattern is dependent upon the stability of the encoding medium and the stability of
that medium is affected by both the state or phase of that medium, as well as the
information pattern passing through it. That is, memory is state- or phase-dependent
and information-dependent.

In the example of the pond, the memory exhibited by the water can be said to
be short-term memory, since minutes, even seconds, later the once distinct pattern
becomes unsorted, unorganized, undifferentiated, unpredictable, and once again
symmetrical. We can also say that the life or duration of such a pattern was shortened
by the force of entropy acting on the encoding medium, the interconnected molecules
of water. It also follows then that the more stable the bonds between aggregates in
the encoding medium, in this case water molecules, the slower will be the effect of
entropy, and thus the longer the duration of memory. The reader may have already
anticipated the relationship between the molecular medium we call water and the
biological medium we call brain.

Water can be found in any of three conformational states or phases: solid, liquid,
or gas. The stability of the hydrogen bonds between water molecules weakens as it
moves from solid to gas; and the effects of entropy naturally increase as the tem-
perature of the water rises, increasing the number and random nature of collisions
between the water molecules. Imagine now what would happen if you stood in front
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of the same pond, this time frozen from the effects of winter weather. At the physical
level of molecular organization and bond stability, we can begin to draw a fascinating
parallel between human behavior and the behavior of simpler systems in nature.
Noticing how difficult it is to effect change in people who are “set in their ways”

by introducing new information, you can appreciate this parallel in nature’'s deep
design. The colder the temperature, the more stable the bonds between water mol-
ecules and the thicker the ice. Imagine now that the pond has ice thick enough to
support your body weight. What would happen if we took the same pebbles and
rocks that we used during the time the water was in liquid phase and tossed them
into the pond? Naturally, most, if not all, of the stones would bounce right off the
encoding medium, having no effect whatsoever, leaving no impression. The stones
are unable to significantly displace the matter—energy matrix of the ice. In human
terms, phrases such as “thick skinned” and “hard headed” make perfect sense from
this perspective.

One important thing we can learn from this is that as an encoding medium
becomes more stable, it more accurately preserves existing patterns and more effec-
tively resists the introduction or interruption from new patterns of information. In
order to influence the encoding medium of water in this case, we have two choices:
we can make the information more intense (bigger rocks thrown with greater veloc-
ity) or we can influence the medium to transition to a less stable phase (liquid). In
some cases, the information pattern alone accomplishes both.

Instead of the stones in the last example, imagine that the sheet of ice was
impacted by several pieces of molten rock, like that which would emanate from
a volcano or minute fragments of a meteorite. In this case, the information pattern
accomplishes both. It is not only quite a bit more intense in its ability to interrupt
the existing pattern of the water because of the size and velocity of the fragments
of rock, but its heat (thermal energy) also simultaneously changes the phase of
the area surrounding impact from solid to liquid as it slowly burns its way through
the 6 inches of ice. What is left on the surface of the ice is a very clear and stable
record of the interrupting pattern. The resulting pattern of holes in the ice gives
us much the same information about the rocks that have now disappeared below
the surface. We can again clearly count their number, size, relative position of
impact, and velocity (from surrounding damage). What is different here is the
accuracy and duration of the memory encoded by the medium of ice. In its solid
phase, less susceptible to the forces of entropy, the record of the stones’ influence
will remain not for seconds or minutes, but for days to possibly weeks. We can
say that in the solid phase, the water possesses a property wengalerm
memory However, this distinction of long-term and short-term is a relative one.
We could produce extremely short-term memory simply by heating the pond, thus
influencing it to move from liquid to gas. Imagine how great the effects of entropy
and how short term the stability of the encoded pattern would be if the water were
in this state, such as might be found if we visited the “hot springs” near a recently
active volcano.

This example of the information intensely affecting the encoding medium and
influencing a change in phase or state of a portion of that medium has a parallel in
the design of the human brain. Compelling evidence suggests that information at
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different intensity thresholds is capable of initiating a higher frequency of synapto-
dendridic activity resulting in the triggering of neuropeptide release, which, in turn,

is capable of spontaneously altering the state or phase of a small or large subsystem
of the brain, responsible for encoding that information (Black, 1991; Shepherd,
1994; Kandel et al., 1991, 1995). This finding is so vital to the advancement of
neurocognitive intervention that we would like to quote from a specific study.

Frequency of stimulation regulates the chemical nature of the transmitter released in
a wide variety of neural systems, centrally and peripherally. In the majority of classical
transmitter-peptide neurons, release of peptide is elicited by higher frequencies of
stimulation than that required for the release of the classical transmitter alone or in
combination. Generally a frequency greater than 2 Hz is required for neuropeptide
release, whereas classical transmitter release is evoked by lower rates of stimulation.
(Bartfai et al., 1986, pp. 321-330).

From this, Black (1994) concludes the following:

[A]t very low rates of stimulation, a neuron may act as a purely classical transmitter-
releasing cell, at very high rates as a purely peptidergic cell, and in a varying combi-
natorial fashion at intermediate frequencies. (All of these frequencies fall within the
physiologic range.) Consequently by altering impulse frequency and pattern, environ-
mental stimuli may directly alter the nature of the chemical messages released by a
neuron and, as a result, the nature of the information communicated. (pp. 79-81)

This insight into nature’s deep design, that information can alter the phase of
its medium to provide for its own more efficient encoding, has profound implications.

At the very least it helps to explain the durable nature of our brain’s encoding of
phobias and traumas and sheds light on the complex mechanisms found beneath the
brain’s property of state-dependent learning, memory, and behavior (SDLMB).

Continuing with our pond example, imagine now that we have the ability to
instantaneously change the phase of the water to any of the three conformational
states — solid, liquid, or gas. Prior to throwing the stones, we prepare the water
for their acceptance by changing its phase to liquid. As the stones release from
our hands and disappear below the surface of the water, leaving a distinct pattern
of radiating ripples, we instantaneously change the phase of the water to solid,
thus freezing the encoded pattern into a more stable, durable medium. In this way,
the water maintains the memory of the information introduced in a stable ordered
pattern while simultaneously resisting the influence of the impact of information
of similar intensity.

Again, the reader should be able to anticipate parallels in nature applicable to
previously observed human behavior and brain function. While water, as a system
of interconnected molecules, has only three conformational phases or states, the
human brain is capable of producing an incomprehensible number of states or phases
in which it may encode information patterns via complex differentiation of cell
structure, neuro-peptide systems, hormone systems, and so on, each state or phase
possessing its own relative stability as an encoding medium for information patterns.
This makes the human brain and nervous system, as well as its connected and highly
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differentiated biological systems, capable of transferring an encoded information
pattern from less stable encoding mediums such as the systems of brain that subserve
what we call short-term memory, to more stable mediums such as the manufacture
of new proteins. These new proteins, a form of longer-term, patterned-based or
shape-based memory, are capable of transferring shorter-term, less stable patterns
to longer-term, more stable encoding mediums by acting as signaling molecules
(Black, 1991; Kandel et al., 1991, 1995; Shepherd, 1994). In this way nature uses
pattern to translate, transfer, encode, and stabilize information contained within, and
used by, biological systems (i.e., memory).

WHY PATTERN EXISTS AND WHAT CAUSESIT

Pattern owes its existence to at least three things. First, and most elusive, is our
ability as organisms to perceive it. If we did not have the ability to perceive, adapt
to, and influence pattern and order, aside from the fact that it would be impossible
to do so, a discussion of pattern would be absurd. It is so interesting to see how we,
as human beings, have concluded that pattern, order, and structure should be equated
with life and that the lack of pattern, order, and structure should be equated with
death. For those things without pattern do not exist in human perception. Recalling
that pattern is both a phenomenon of space and time and four-dimensional in nature,
our use of pattern as a measure for life and death is quite evident.

For many years prior to the development of modern medical machinery, we used
heartbeat — a regular pattern reoccurring in time — to draw the dividing line
between life and death. As science extended the range and scope of human percep-
tion, we turned to what was once invisible to us to again draw a new dividing line
between life and death, namely, brain waves. While our extended perception dra-
matically changed what system of aggregates we viewed to determine the difference
between life and death, we still trusted pattern to give us that answer. In this case,
the pattern was the repetitive electromagnetic activity measured by an EEG. With
both heartbeat and brain waves, we learned that there is a fine balance between
regularity (order, pattern) and irregularity (disorder, entropy), and that radical irreg-
ularity of either heartbeat or brain waves tends to signal danger of death for the
human organism. This type of distinction seems ubiquitous to human existence.

From day to day, we also tend to take notice of the regularity of movement of
the people in our lives. If we see even a slight decrease in their anticipated frequency
of movement during a given day, we tend to think something is wrong. If we detect
a dramatic decrease in frequency of movement, we assume illness or drastic disor-
ganization of normal functioning. We make these types of pattern distinctions not
only with other humans, but even with our pets, vehicles, and appliances. How do
you know when you have just gotten a punctured tire? You notice a change in rhythm
as the tire continues to return to the point of puncture or continues to lose air. How
do you know when the clothing in your washing machine is distributed unevenly?
Perhaps when you hear a new knocking pattern on each revolution of the tub during
the spin cycle.

How far away from our sensory organs must a fog be to be called a cloud? The
farther away it gets, the more organized it appears to our visual receptors. At some
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point of visual threshold, a cloud comes into existence. As we move too close, the
same organization of aggregates appears random and disorganized; and at that point,
the cloud no longer exists for us. We're now in a fog. You may have had this
experience, driving or flying through a low lying cloud. While the organization of
aggregates may not have changed much, our perception of its existence has, simply
due to our detection of pattern or its absence.

Given the fact that we are organized to detect pattern and order, there are at
least two other factors responsible for the existence of pattern, order, and the resulting
structure of things in the biological world: attraction and repulsion. These two
opposing tendencies set all things, big and small, somewhere on a dynamic contin-
uum between order and disorder: the tendency of attracting aggregates to organize
into pattern and structure, and the tendency for their attractive bonds to weaken,
wear out, repel, and become disordered and random (entropy). Since these tendencies
keep aggregates of all types and kinds in perpetual fluctuation, they give rise to the
emergent property of differentiation that is also responsible for the existence of
pattern as perceived by our perceptual organs.

THE UBIQUITOUS NATURE OF PATTERN AT ALL
LEVES BIG AND SMALL

Where does pattern start? We believe science will find that pattern, structure, and
organization will continue to exist to the far reaches of human perception. As we
continue to expand the range and scope of our perception, we will continue to
discover the presence of pattern at both the very small and the very large. Let us
now take a few moments to discuss some of the levels at which human beings have
discovered pattern to exist.

Patmern DYNAMICS AND THE BEHAVIOR OF ATOMS

As we write these words in 2000, many decades have passed since the unveiling
of compelling evidence of the existence of atoBgiwnian motion the theory
explaining the erratic patterned activity of molecules of liquid (Bothamley, 1993).
Since then, the field of physics has traveled far in extending the range and scope
of that which it can describe. We now understand that the attracting and repelling
forces which we spoke of previously exist at the level of subatomic particles.
Responsible for unveiling some of the beauty and the complexity of this relation-
ship, theoretical physicist Richard Feynman, developérhaef Extended Theory

of Quantum Electro-Dynamicequated the existence of positively and negatively
charged patrticles in an electromagnetic field to the emission and absorption of
photons by electrons.* He believed that this property was responsible for the
attracting and repelling forces between nonnuclear, subatomic particles creating
what we know as electrostatic attraction (Parker, 1993). Like microscopic solar

* A photon is a force particle which mediates interactions between matter particles such as electrons.
At the right energy levels or frequencies, photons are experienced by the human nervous system as
visible light.
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systems, these subatomic particles must maintain a delicate dynamic balance
between energy and entropy. When their energy is too great, their behavior
becomes more random and unstable. When their energy becomes too low, they
become very stable but unable to bond with other atoms into new and larger
elements called molecules.

This finding gave way to thieast energy principtethe notion that subatomic
particles must attempt to maintain a state of balance between magomivmatory
flexibility (requiring higher energy) and optimum stability, by giving way to its
attractive forces and expending the least amount of energy possible (Parker, 1993).
If too much energy is expended, entropy will rapidly increase; pattern, structure,
and information would be lost and the atom would become dangerously unstable.
Since their electron relationship is so dynamic, early statistical chemists decided
that all known elements should be defined and classified by the number of protons
in the nuclei of the atoms. A complimentary number of electrons are presupposed
to exist in the atom’s outer shell. Here, again, we looked for the most stable pattern
existing at that level of description in order to define and classify, to name the
existence of a thing. It turns out that there are 92 stable, long-lived nuclei existing
in nature, described by the arrangement (pattern) of their protons and neutrons. These
are the nuclei of the atoms of the 92 chemical elements. All elements listed on the
periodic table having more than 92 protons are called transuranium elements and
are quite unstable.

It is interesting to note here that pattern formation principles, such as the least
energy principle, appear to operate at all levels of aggregation; for human beings
themselves, complex and diversified aggregations of atoms and molecules also
exhibit the least energy principle in their unified behavior. It is a well-recognized
observation of the behavioral sciences that human beings naturally seek a minimum
energy state while attempting to maintain optimum control of their environment.
This has been referred to asaximum gain for minimum effo(Dichter, 1971,
Wilkie, 1994). This is an example of tfractal nature of patterns — self-similarly
repetitive at all levels of organization. Have you ever wondered why human beings
prefer to buy television sets with remote controls to ones without? If you have ever
wondered why the sale of just-add-water pancake mixes seems to continually sky-
rocket and why people in general prefer cars equipped with power windows, power
steering, and automatic door locks, the least energy principle of atomic and molecular
behavior and the maximum gain for minimum effort principle of human systems
behavior possess great explanatory power.

ForvATION OF PATTERN AT THE ATOMIC LEVAEL

What influences the formation of pattern at the atomic level? Toward an expla-
nation, we must start with one of the most fundamental units of interaction
currently known: an electric charge. Electricity or electric current can be said to
be a flow of any charged particles. In actuality, a charge is mediated or transmitted
by a force particle. In the case of electromagnetic fields, this force particle is a
photon. A charge can be either positive or negative (unless we are describing
guantum level interactions, where there can be more than two types of charges).

©2000 CRC Press LLC



When charges are oppositely matched, they attract. When they are matched, such
as two positive charges or two negative charges, they repel. The deep mystery of
why such a property should exist is the domain of Feynman’s Quantum Electro-
dynamics Theory, but for the purposes of describing the origin of pattern, we
need not delve so deep.

When charges are balanced, they produce no obvious effects. When they are
unbalanced, such as when a charged body has an excess or a deficiency of one
type of charge, there is a strong tendency for such imbalance or instability to seek
balance and stability. If you have ever rubbed a pen on your sleeve and then picked
up little pieces of paper with it, or rubbed a balloon against your hair and then
stuck it firmly against the wall, you have seen evidence of static electricity or
electrostatic attraction. In these cases, we are using friction to interrupt or disrupt
the pattern of positive and negative charges, which was balanced before our
intervention. Here again we encounter the phenomenon of pattern interruption. It
is important to note that forces between these charges will diminish with the square
of the distance between them (Parker, 1993). In such a case, if you double the
distance, the force is reduced to a quarter.

However, friction is not the only way of interrupting balanced patterns of
charges (the stuff pattern, order, and structure are made of). By the early 1800s,
it was found that water could be decomposed with electricity into hydrogen atoms
and oxygen atoms. This process is called electrolysis and was used extensively to
experiment with the decomposition of other elements such as fused salts. With
enough electricity, these salts could be transformed into the highly reactive metals
of sodium and potassium.

It should be noted here that sodium and potassium are two charged elements
vital to impulse propagation in the neuron and entire nervous system, without which
neurocognitive functioning, as we know it, would cease to exist. It is also useful to
note that the mass of a product liberated in electrolysis is proportional to the quantity
of electricity that has passed through it. With these things in mind, the atomic and
molecular mechanics behind the highly controversial intervention called electrocon-
vulsive therapy (ECT) becomes apparent. The effectiveness of ECT in treating
psychological disorders such as recalcitrant depression can be attributed to the mild
to massive pattern interruption of atomic-molecular information processing path-
ways in the brain. The target of this pattern interruption is one of the most funda-
mental levels of pattern formation in the brain: atomic level bonds. The most extreme
demonstration of the power of electrolysis to liberate biological bonds and destroy
organismic pattern is death by electrocution

A property of the flow of electricity or electric current is the production of a
magnetic field, which emanates perpendicular to the flow of electric charges. As far
back as the 1800s, it was known that one changing electric current could produce
another via a changing magnetic field (Parker, 1993). We mention this here because
this understanding was the source of another set of pattern interruption-based inter-
ventions callednagnetic therapyit was reasoned that the placement or movement
of a magnetic field perpendicular to the flow of electrical current in the human body
would produce a change in that electric current and a corresponding biological
change in the surrounding tissues, such as an imbalance of charged particles and
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increased blood flow. Thus, magnetic therapy has been widely used for pain relief,
an interruption of pain pathway information transmission. Another example of the
phenomenon of the magnetic field properties of electric current can be demonstrated
at the annual science fair, as children replicate the classic experiment where a copper
wire is coiled around a nail and connected to a dry cell battery, creating an electro-
magnet to pick up other metal objects.

Before continuing with our discussion of atoms and the origin of pattern, order,
and structure, here is one additional example concerning electric charges. Imagine
jerking an electric charge — that is, not just moving it, but quickly accelerating and
decelerating — creating an electromagnetic pulse. Now imagine a bioelectric tissue,
the human heart, whose cells contract collectively in a wave motion upon electrical
impulse from a nerve; hence, the birth of the defibrillator or what is commonly
referred to in hospitals as “the paddles.” The idea behind this is that the pattern of
an erratically contracting heart, unable to effectively pump blood, can be interrupted
by such a jerking of electrical current and allowed to reestablish its stable rhythmic
pattern of collective contraction. In some extreme cases, a heart which ceases to
exhibit contractile pattern altogether could have its electrical current and rhythmic
contractile pattern reestablished by the presence of another changing current, another
effective use for the paddles in a code cart.

THERMODYNAMICS THE SCIENCE OF ENERGY

The origins of pattern and its importance to neurocognitive functioning become
increasingly apparent as we apprehend the relationship among brain, mind, behav-
ior, and information and the laws governing matter and energy. Mind must be
understood in physical terms. Let us discuss here a little more about the science
of energy, thermodynamics.

The first law of thermodynamics states that all forms of energy are, in principle,
interconvertible. Thus, energy and mass are conserved. However, it is the second
law of thermodynamics, the property called entropy, that is most important to our
present discussion. The property of entropy answers many important questions
about the existence of matter and the course of biological life. The first and most
basic is the question of why heat flows from a higher temperature body to a lower
temperature body.

Ludwig Boltzmann, in 1877, accounted for this effect in terms of molecules
and kinetic motion based on the idea of distributions of energies between mole-
cules. His critical realization was that although the molecule-by-molecule situa-
tion for a gas will be hopelessly unpredictable, with an incomprehensible number
of energy exchanges occurring constantly, the overall distribution of energies
(i.e., the number of molecules that have a given energy level) can be predicted
statistically. The theory predicted that gas molecules haphazardly colliding with
one another will soon shuffle their energies so that the normal distribution of
energies will be like that of a shuffled deck of cards, the most probable arrange-
ment. Given the numbers involved, the tendency to the shuffled state must be
powerful, this state of shuffledness being statistically more probable than any
other more arranged state.
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Since the kinetic motion of molecules is inescapable and will naturally redis-
tribute the energies of molecules, heat will always appear to flow from the higher-
temperature body (high kinetic motion) to a lower-temperature body (low kinetic
motion) until the fully shuffled state of thermodynamic equilibrium is reached in
both bodies. This is referred to as the state of maximum entropy: a state of mechan-
ical, chemical, and thermal equilibrium. It is the strong tendency toward entropy,
the ubiquitous obedience to the second law of thermodynamics, that prevents ice
cubes from growing larger in a cup of hot tea.

THE STRENGTH OF ENTROPY

The strength of this tendency toward entropy depends upon how much more probable
the more fully shuffled, disorganized, random state is than the more arranged state
that you start with — the initial conditions — for any set of aggregates. Entropy
can be said to be the degree of shuffledness. Entropy is not, in itself, energy. Yet,
the tendency toward entropy can be increased in the presence of an increase in
energy, since this increase in energy is in effect an increase in kinetic motion between
atoms and molecules which speeds the process of disorganization: loss of pattern,
information, and stability.

Boltzmann studied the effects of entropy extensively and showed how to calcu-
late the thermodynamic probability of different physical states of systems (Botham-
ley, 1993). He considered this the number of conceivable arrangements for the
energies of the molecules in different states; the chances of getting a particular kind
of distribution would be directly related to the number of ways in which that kind
of distribution could be realized.

To visualize the concept of thermodynamic probability, consider the following
metaphor: imagine that instead of arrangements of molecules, we were built from
arrangements of books. Now in this example, in order for us to realize a state of
organization and order, either of us writers simply needs to be in a neat stack. Any
sequence of books in the stack will do to allow us to attain the state of order. You,
on the other hand, must be in a neat stack, separated by topic and arranged within
each topic in alphabetical order according to authors. All of this is necessary for
you to attain a similar state of organization and order. So, taking all of this into
consideration, which of us, in our optimum state of order, contains or encodes more
information? Obviously you do, because if someone needed to find a single book
in your stack, it could be located immediately by recognizing the pattern and
searching accordingly. A single glance at you would also reveal how many topics
you contain.

Which of us will feel the effects of entropy first? To answer this, you must ask
yourself: which of us has more ways in which our state of organization can be
realized? Well, since we merely have to be arranged in a stack, we have more ways
of realizing a state of order because any random shuffling of sequence will still
result in an ordered stack. This means that you will feel the effects of entropy first,
since you have only one way in which a state of order can be realized. Let’'s assume
someone removed a book from your stack and returned it in the wrong sequence.
You would immediately begin to feel the effects of entropy, and therefore the loss
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of information.Your pattern will lave become more randoie, on the other hand,
would not. In thisvay, naturés encoding mediums must maintain a delicate balance
between pattern and enpgoin order to presee information.This will become
especially important irsection Ilwhen we discuss NeuroPrint anegim to plot
probability distributions for commonly appearing neurocognitive states of human
subjective experience.

What is important to realize at this point is that there are at least two funda-
mental factors which influence the creation and disruption of pattern at the atomic
level: the attractive, organizing forces between atoms and molecules, and the
shuffling, randomizing force (or property) of energy redistribution called entropy.
Attractive, organizing forces have the advantage when atoms and molecules move
slower (i.e., low temperatures resulting in fewer collisions between atoms and
molecules), while the disorganizing tendency called entropy has the upper hand
when atoms and molecules move faster (i.e., high temperatures resulting in a
greater number of collisions between atoms and molecules: kinetic motion). As
we shall see, all aggregates of the physical world, big and small, must maintain
a dynamic balance between these two forces. If tendencies toward entropy did not
exist, diversification of elements, molecules, and hence all life forms would not
exist, and behavioral adaptation of larger organisms would be impossible. In fact,
larger organisms themselves would be impossible, since atoms unable to attract
other atoms would not form larger elements called molecules. Molecules would
not form proteins or any other larger biomachinery. If attractive forces did not
exist, such as those within and between atoms, then pattern, order, structure, form,
and hence function could not exist. Life is truly a dynamic balance between pattern
and entropy, betweeYin andYang

FORCES MEDIATING ATOMIC PATTERN FORMATION

Until recently, it was widely agreed that all atoms were made up of negatively
charged electrons surrounding a tiny nucleus consisting of positively charged protons
and uncharged neutrons packed tightly together. The atom'’s electrons could be found
oscillating in a standing wave pattern like that of a plucked guitar string. This forms
the so-called outer shell of the atom. Although historically atoms have been classified
by the different patterns of arrangement of these three so-called fundamental parti-
cles, as early as the 1960s, scientists began to uncover an organizing pattern beneath
that pattern. It is now understood that protons and neutrons are held together in a
nuclei of an atom by a force far greater than the electromagnetic force. Ironically,
this force is referred to as thlveeak forceor sometimes theuclear force The
difference between these forces can be demonstrated by experiencing the difference
between an explosion caused by dynamite and one caused by a nuclear bomb. While
protons and neutrons were also once believed to be “fundamental” particles of matter,
particle physicists have clearly demonstrated that they, too, are made up of smaller
arrangements of particles callgdarks These quarks are bound together by an even
more powerful force referred to as thong force This force is mediated by a
particle known as gluon Patterns of matter created by these forces are extremely
stable and require incredible amounts of energy to disrupt. Particle physicists have
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accomplished this feat by employing the use of high-speed particle accelerators and
bubble chambers, which produce and display high-energy collisions between parti-
cles in order to discover new particle building blocks. The process of smashing
particles into each other at great speeds does in fact create new particles. The type
of particle created depends upon the amount of energy used. However, as Einstein
predicted, there anmeo “fundamental building blocks” to be found, “matter” itself

is energyin different states of motion defined by the famous equ&ismc. The
creation of different “particles of matter” is a property resulting from this motion

— each type of motion permits the formation of different types of structure.

In this quantum mechanical view of nature, particles appear to be “created” at
local points of interaction between interfering waves, where energy is highly con-
centrated in space and time. Subatomic particles react to confinement by moving
faster — the more confined they are, the faster they move. As a result, protons and
neutrons in the nucleus move much faster than electrons do. This is the reason for
their great force when we attempt to separate them as we have seen demonstrated
with the atomic bomb. Particles gain their “matter-like” appearance from the speed
of their motion in the same way that the blades of a fan appear as a solid disk when
the fan is turned on high speed. In a never-ending dynamic dance, particles (matter)
can appear out of nowhere, transform into one another, and finally annihilate each
other, disappearing in a sudden flash of light.

This is a picture of reality not easily grasped by mere sensory experience. Since
patterns of subatomic energy form such stable macroscopic patterns (matter) at the
temperature range that living organisims can be found, a detailed discussion of
guantum-mechanical behavior is not necessary for the purpose of this book. It is
only necessary that we be aware of the ever-present nature of pattern, structure, and
organization occurring at multiple levels in nature, and most importantly that each
level of pattern formation gives rise to its own intrinsic level of stability. Nature
translates information from less stable pattern-forming mediums to more stable
pattern-forming mediums in order to preserve the “memory” of the information
encoded. Conversely, adaptability, diversity, evolution, and change in information
are attained by transferring that information from more stable pattern-forming medi-
ums to less stable pattern-forming/copying mediums. Entropy is vital for adaptation
and change of any set of aggregates.

FROM ATOMS TO MOLECULES

As we cross the bridge from atoms to molecules, we also enter the world of
chemistry. There are two important kinds of chemical bonding that result from the
effects we previously described. Salts, such as sodium chloride, exist as a compound
because of positively and negatively charged ions packed together via mutual elec-
trostatic attraction. Outer electrons, stuck in their highest-energy standing wave
modes, are the most likely to interact with other atoms. Although atoms are electri-
cally neutral, their positive and negative charges are not in the same place. This
causes a residual electrical field outside the atom, and hence their ability to attract
one another to form infinitely complex patterns of arrangement called molecules.
Since atoms can stabilize their electron organization by adding electrons or by
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attracting each other, they have a strong tendency to do so and therefore make
extremely good building blocks for these larger units of molecules. However, not
all atoms and atomic bonding capacities are created equal. Atoms differ greatly in
their ability to attract other atoms and, therefore, in their ability as an aggregate to
resist entropy. This property is called electronegativity.

For purposes of our discussion, the more important type of bonding that occurs
in biochemistry isovalent bondingThese are the forces responsible for the assem-
bly of molecules, simply accomplished by the joining of atoms together in unique
patterns. Covalent bonds depend umbectron sharing(Abeles et al., 1992). A
simple example can be found in the water molecule. The two hydrogen atoms can
create a more stable, lower-energy standing wave pattern if they share their electrons,
such that a pair of electrons is being held by both hydrogen nuclei, which are
themselves held together. This sharing of a pair of electrons is a covalent bond.
Humans are carbon-based life forms. Carbon atoms have four outer electrons avail-
able to make four covalent bonds with other atoms. This makes carbon a highly
useful molecule for building complex patterns, especially since carbon atoms can
form bonds with other carbon atoms without any known limit. Atoms having more
limited bonding flexibility can also join with carbon atoms to attain an endless variety
of molecules. It is here that we enter the world of organic chemistry.

In the domain of organic chemistry, far greater pattern formation complexity
can be realized. At this level, molecules can form covalent bonds with other mole-
cules to construct infinitely complex and diverse patterns of organization that are
amazingly dynamic, as covalent bonds can form and reform with no known limit.
Both atomic and molecular level bonding make pattern formation potential in man
and nature endless.

One of the most fascinating and stable of all molecular patterns is the human
genome, which is made up of 3 billion base-pairs of autocatalytic nucleotides (a
four-symbol molecular alphabet). Like the stack of books that must be separated by
topic and arranged in alphabetical order within each topic, DNA arranges into genes
(approximately 100,000 of them) and within each gene the precise sequence of
nucleotides, codes for the assembly of amino acids (a 20-symbol molecular alphabet)
into specific proteins. These proteins are then arranged into patterns, forming every-
thing from our hormones, enzymes, and neurotransmitters to our heart cells and
brain cells: an entire living, functioning human being from a four-symbol molecular
alphabet (adenine, guanine, cytosine, and thymine). If the force of entropy becomes
too great during the copying or translating processes of these sequences of nucle-
otides and genes, it could result in devastating macroscopic consequences ranging
from deformities to cancers, depending upon what stage in the pattern-copying,
pattern-translating process these patterns of nucleotides were interrupted (Kendrew
and Lawrence, 1994).

To preserve the information that describes a human being, nature had to create
the most stable pattern-encoding medium possible, while still allowing intervention
from the force of entropy to allow for copying, translating, adaptation, and evolution.
This requires a delicate balance.

Pattern arises from the dynamic interaction of matter and energy in the physical
world. The field of physics can predict much of nature’s pattern-making behavior
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and has organized such observations into the laws of physics and chemistry. With
a better understanding of these laws and principles, the behavior of larger aggrega-
tions of these basic elements, such as humans, can be better understood.

At the molecular level of pattern formation, a suspected law is finally confirmed
by observation. Specifically, the pattern of an aggregate determines the function
(behavior) of that aggregate. Research scientists working in the field of biomimicry
have learned that bioorganisms perform a type of shape-based computing or infor-
mation transfer. While we now have a clearer idea of how this can be accomplished,
since the pattern/function relationship is so crucial to understanding pattern dynam-
ics, let us momentarily explore some additional ways in which this relationship is
realized in nature.

Once DNA has been translated from the 4-symbol molecular alphabet (adenine,
guanine, cytosine, and thymine) to the 20-symbol molecular alphabet, a protein is
born, a process many molecular biologists refer tgea® expressiohis protein
is not just an aimless molecule floating around, waiting to be attracted to something,
but it is rather a fascinating and extraordinarily complex bio-machine created to
perform a specific function.

Proteins are said to have three structures: primary, secondary and tertiary. The
primary structure/pattern of a protein is simply the two-dimensional sequence in
which their 20 molecular symbols (amino acids) are arranged. These sequences can
be likened to sequences of words on a page containing a particular instruction or
directing a specific act or acts for that page to perform. Once the correct molecules
are bonded together in a string-like fashioned molecular sentence, the sequence
(pattern in two-dimensional space), in conjunction with the environment the protein
was designed to interact in, will determine what kind of tiny machine the protein
will fold upinto. This looks like molecular origami in dynamic motion. To visualize
this, imagine several flat sheets of paper in two-dimensional space spontaneously
folding themselves up into three-dimensional patterns, each into a different, special-
ized working machine, in response to the instructions that are contained on their
pages. In this way, proteins are said to develop their secondary and tertiary structures
and are able to translate their linear pattern of two-dimensional sequence (instruc-
tions for folding and movement) into function (the thdémensional behavior of
pattern through time). In other words, we can say that a protein is a tiny molecular
machine possessing a four-dimensional space-time pattern called function: a pattern
of shape and a pattern of movement (Kleinsmith and Kish, 1995). Today molecular
biologists understand enough about protein folding to be able to predict some of
their pattern-making behavior and corresponding function. Through proper ques-
tioning, nature has revealed how it translates two-dimensional pattern (information)
into four-dimensional pattern (function/behavior).

Proteins have two types of secondary structure, both of which result from
hydrogen bonding. These folding modes are usually determined by the environ-
mental conditions in which they perform their task. There are two such folding
modes commonly found in protein behavior, arbitrarily catledndp structures.

When a protein exists in its mode/pattern, the string of amino acids can be found
coiled into a spiral calledizelix. When the protein is in ifsmode/pattern, hydrogen
bonds are formed between different parts of the chain, which are lying somewhat
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parallel to each other formingsheetlike structure. Combinations ofhelix pattern

andp sheet pattern tend to occur frequently in different kinds of proteins. These
combinatory units of secondary structure are cafledersecondary structures,
consisting of small segments afhelix andp sheet connected to one another by
looped regions. Nature uses the secondary structures of protein primarily for the
building of structural biological materials. Only a tiny fraction of all proteins exist

in their secondary structure. Instead, most proteins are organized into a tertiary
structure created by folding their polypeptide chain into a compact shape that is
organized intadomains each of which may carry out a different function. In this
way, an enzyme may contain one domain that catalyzes a particular chemical
reaction and another domain that binds stigend* that is required for the action

to occur. It is also probable that a domain in one protein designed to carry out a
particular function can also be found in other proteins performing a similar function.
Unlike secondary structure, which depends upon hydrogen bonds, tertiary structure
depends in great part upon environmental conditions such as electrostatic (ionic)
bonding, anchydrophobicand hydrophilic behavior.

While the reader is now familiar with electrostatic bonding, the phenomena of
hydrophobic and hydrophilic require some explaining. Hydrophobic means water
fearing or water repelling. A hydrophobic region can be predicted to fold away from
water when present in its environment and nestle itself safely within the protein’s
structure, radically determining its shape and function. Hydrophilic means water
loving/attracting. These regions of a protein can be predicted to fold in such a way
where they are present in the protein’s outside structure when water is present in
the protein’s functional environment, also drastically altering the shape and function
of the protein as it passes through different environments. In this way, the presence
of water moving in and out of a protein’s functional environment tends to determine
the conformational folding state or pattern of the protein, creating a rather unstable
dynamic pattern shifting from one conformational state to and®netein confor-
mation is the final three-dimensional shape generated by the confluence of all
interacting forces.

A very important example of this exists in the human brain. Nerve cells are
able to transmit electrical impulses over long distances of its axon by virtue of a
specialized molecular protein machine calledaamgated protein channeWhile
performing this task, a protein can certainly be viewed in its full beauty, complex-
ity, and splendor. Its function is to control the passage of sodium and potassium
ions in and out of the cell membrane, maintaining proper electrical resistance
(membrane potential) needed to propagate an electrical impulse down the entire
length of the axon. This results in chemical conversion of the electrical impulse
at the synapse (i.eagurosynaptic transmissiprirhis incredibly complex process,
occurring hundreds of billions of times a second throughout the brain, relies on
the collective and coordinated behavior of trillions of these ion-gated protein
channels switching back and forth between their two conformational states or
folding modes in the presence of the proper ions. If we could be reduced to the
size of a nerve cell to allow us to watch the process, this quantum mechanical

* An ion, or molecular group that binds to another entity, forming a larger complex.
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deformation of a protein channel would appear similar to a camera shutter. How-
ever, instead of allowing or preventing the passage of light, we would be observing
the passage of sodium and potassium atoms.

As far as electrostatic (ionic) bonding is concerned, those chemical groups
carrying a positive charge are electrically attracted to those groups containing a
negative charge for the same reasons individual atoms are attracted to each other.
The type of bonding that results from the electrostatic effect is far less powerful
than covalent bonds, which depend upon electron sharing between atoms. Proteins
can be expected to fold so as to leave charged groups on the outside to facilitate
attraction and the possibility of assembling into even larger units.

Larger proteins consisting of multiple polypeptide chains connect together to
form aquaternary structure Such proteins are calleghultisubunit proteinsand
each polypeptide chain is referred to as a subunit. The forces that hold subunits
together are the same as discussed previously. The net effect of all these folding
tendencies or probabilities is a momentary decision depending upon the protein
molecule’s given amino acid sequence, its specialized regions or domains, and its
immediate and dynamically changing environment. The protein performs a delicate
balancing act between the appropriate energy state needed to maintain stability and
the consequences of the effects of entropy for each of those energy states. Its goal
is to keep energy as low as possible, giving in to its attractive forces to attain stability,
avoiding repulsive forces as a consequence of poor packing, while at the same time
keeping entropy great enough to make adaptation to a changing environment pos-
sible. The result of this sensitivity to its surrounding environment is a continual
dynamic shifting between slightly different folding patterns (conformations), each
in turn facilitating a different function/behavior of the tiny protein machine. This is
another example of the infinitely complex pattern-forming potential of nature.

The most important of all lessons we have learned from the molecular level of
pattern formation is that pattern determines function (behavior) of an aggregate and
a change in pattern results in a change in function (behavior), even at the microscopic
level of tiny protein machines. This most fundamental principle of nature can be
found operating in all larger, macroscopic aggregates assembled from these constit-
uents, from organs to organisms, to the human brain and the human being.

While proper protein conformation is essential for protein function and the
function of the entire organism, entropy — resulting from even a moderate increase
in temperature (increased kinetic motion of atoms), such as when fighting an invading
virus, or a significant change in local chemical influences, such as the presence of
salt, altered pH, or urea — is capable of interrupting or disrupting all of the weak
bonds responsible for the assembly, pattern, stability, and hence the function of these
tiny molecular machines, which ubiquitously determine the quality of our lives and
even lif