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Preface

volutionary biology has changed dramatically during the 15 years we have

worked on Evolutionary Analysis. As one measure of this change, consider

that when the first edition went to press, the genomes of just five cellular
organisms had been sequenced: three bacteria, one archaean, and one eukaryote.
As the fifth edition goes to press, Erica Bree Rosenblum and colleagues reported
in the Proceedings of the National Academy of Sciences (110: 9385-9390) that they had
sequenced the genomes of 29 strains of a single species, the chytrid fungus Batra-
chochytrium dendrobatidis. This work was part of an effort to unravel the evolutionary
history of an emerging pathogen that has decimated amphibian populations around
the world and driven some species to extinction. The avalanche of sequence data
has allowed evolutionary biologists to answer long-standing questions with greatly
increased depth and clarity. In Chapter 20, Human Evolution, for example, we dis-
cuss a recent analysis of differences among genomic regions in the evolutionary
relationships among humans, chimpanzees, and gorillas. For some questions, the
answers have changed completely. In the fourth edition we noted that available
sequence data provided no support for the hypothesis that modern humans and
Neandertals interbred. But in the fifth edition we describe genomic analyses sug-
gesting that the two lineages interbred after all.

Evolutionary Analysis provides an entry to this dynamic field of study for
undergraduates majoring in the life sciences. We assume that readers have com-
pleted much or all of their introductory coursework and are beginning to explore
in more detail areas of biology relevant to their personal and professional lives.
Theretore, throughout the book we attempt to show the relevance of evolution
to all of biology and to real-world problems.

Since the first edition, our primary goal has been to encourage readers to think
like scientists. We present evolutionary biology not as a collection of facts but as an
ongoing research effort. When exploring an issue, we begin with questions. Why
are untreated HIV infections typically fatal? Why do purebred Florida panthers
show such poor health, and what can be done to save their dwindling population?
Why do mutation rates decrease with genome size among some kinds of organisms,
but increase with genome size among others? We use such questions to engage stu-
dents’ curiosity and to motivate discussions of background information and theory.
These discussions enable us to frame alternative hypotheses, consider how they
can be tested, and make predictions. We then present and analyze data, consider its
implications, and highlight new questions for future research. The analytical and
technical skills readers learn from this approach are broadly applicable, and will stay
with them long after the details of particular examples have faded.

New to This Edition

any of the research areas we cover are advancing at a rate we would

not have dreamed possible just a few years ago. We have looked close-

ly at every chapter to both improve how we are teaching today’s
students and to thoroughly update our coverage.



X Preface

* We have enhanced our traditional emphasis on scientific reasoning by includ-
ing a data graph, evolutionary tree, or other piece of evidence to accom-
pany the photo on the first page of every chapter. These one-page case studies
engage students as active readers and help them become skilled at working
with and interpreting data.

* We have enhanced our strong coverage of tree thinking by thoroughly
revising Chapter 4. Consistent with the ever-growing use of phylogenetic
analysis by scientists, we incorporate more phylogenies throughout the book.
Among the new examples are a tree-based discussion of evolution of ver-
tebrate eyes (Chapter 3); a new case study reconstructing the history of a
patient’s cancer (Chapter 14); and phylogeny-based reconstructions of the
fish-tetrapod transition, the dinosaur-bird transition, and the origin of mam-
mals (Chapter 18). Frequent practice at tree thinking helps students develop
this essential skill.

Every chapter contains something new. Most of the new material is from the
recent literature.

* Chapter 1 includes updated statistics on the status of the HIV pandemic, newer
thinking on how HIV causes AIDS, new data on the origin of HIV, and new
ideas and evidence on why HIV is lethal.

e Chapter 2 has a new organization featuring sections on evidence for micro-
evolution, speciation, macroevolution, and common ancestry; discussions of
why evolution at each level is relevant to humans outside of textbooks and
classrooms; evidence of macroevolution presented using evolutionary trees
showing the order in which derived traits are inferred to have evolved; and
several new examples, including a terrestrial fish that does not like to swim.

* Chapter 3 brings new evidence on the evolution of development in the beaks
of Darwin’s finches, a new example of exaptation featuring carnivorous plants,
and new coverage of the evolution of complex organs featuring a phylogeny-
based discussion of the evolution of vertebrate eyes.

* Chapter 4 has been completely rewritten to offer an improved introduction to
tree thinking; more detailed explanations of parsimony, maximum likelihood,
and Bayesian phylogeny inference; and new examples of phylogenies used to
answer interesting questions—such as identifying the surprising infectious
agent responsible for a sexually transmitted tumor in dogs.

e Chapter 5 includes a new section on kinds of variation, featuring new and
detailed examples of genetic variation and environmental variation; geno-
type-by-environment interaction; improved discussion of the mechanisms
and consequences of mutation; new examples of gene duplication; and cov-
ers rates and fitness effects of mutation in a dedicated section with new ex-
amples and data.

* Chapter 6 is bookended with a powerful new example in which genetic engi-
neers made a new gene, accurately predicted its effects on individuals carrying it,
introduced it into a population, and used population genetics theory to accurately
predict how its frequency would change over a span of 20 generations.

e Chapter 7 is bookended with a new example of conservation genetics involv-
ing the Florida panther. The chapter also includes a new example illustrating
the founder effect in Polynesian field crickets; improved coverage of the inter-



action of drift and selection, the neutral theory, and the nearly neutral theory;
and a new introduction to coalescence.

Chapter 8 carries a new example—on Crohn’s disease in humans—showing
how linkage disequilibrium due to genetic hitchhiking can lead to spurious
associations between genotype and phenotype and a revised and updated sec-
tion on the adaptive significance of sex, featuring recent experiments using
C. elegans as a model organism.

Chapter 9 has improved narrative coherence due to the inclusion throughout
the chapter of examples on the quantitative genetics of performance and prize
winnings in thoroughbred racehorses.

Chapter 10 includes an improved primer on statistical hypothesis testing, using
research on the evolution of wild barley populations in response to a warming
climate, and a new example of comparative research involving color in feather lice.

Chapter 11 improves our coverage of the evolution of female choice by
presenting the Fisher-Kirkpatrick-Lande model as the null hypothesis. New
examples and data consider Bateman’s principle in a hermaphrodite; female
preferences in genetically modified zebrafish; correlated displays and prefer-
ences in Hawaiian crickets; and sexual selection in humans.

Chapter 12 features enhanced coverage, with examples, of the four basic kinds
of social behavior; improved coverage of kin selection and spite; a new section
on multilevel selection and the evolution of cooperation; and several data sets
on human social behavior.

Chapter 13 has new examples on telomeres and aging; the evolution of meno-
pause; life history traits and biological invasion; and life history traits and vul-
nerability to extinction.

Chapter 14 discusses new evidence, from genome architecture, on the origin
of influenza A; a new example using phylogenetic analysis to reconstruct the
history of a cancer; and updated coverage of diseases of civilization, including
a dramatic example from Iceland and new material on obesity.

Chapter 15 has been completely rewritten, bringing new sections on the evo-
lution of genome architecture; the evolution of mutation rates and gene fami-
lies; and updated treatment of mobile genetic elements and the molecular basis
of adaptation.

Chapter 16 features new sections on mechanisms of divergence; hybridization
and gene flow; and drivers of diversification. The chapter includes new examples
illustrating the application of species concepts; updated coverage of vicariance
in snapping shrimp; and new examples on mechanisms of isolation—including
temporal isolation in a moth and single-gene speciation in snails.

Chapter 17 incorporates updated coverage of the effort to create self-replicating
RNAs and of the prebiotic synthesis of activated nucleotides.

Chapter 18 has greatly expanded coverage of evolutionary transitions, fea-
turing phylogeny-based reconstructions of the fish-tetrapod transition,
the dinosaur-bird transition, and the origin of mammals; a new section on
taxonomic and morphological diversity over time; updated treatment of mass
extinctions, including the Permian-Triassic extinction; and a new section on
fossil and molecular divergence timing.

Preface Xi
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e Chapter 19 has been completely rewritten. It includes revised coverage of Hox
genes and detailed discussions of deep homology, developmental constraints
and trade-offs, and the evolution of novel traits.

e Chapter 20 discusses new evidence from complete genomes on incomplete
lineage sorting among humans, chimps, and gorillas, and on genetic differ-
ences between these species; new evidence, also from complete genomes, on
hybridization between modern humans and Neandertals and between mod-
ern humans and Denisovans; and updated coverage of the human fossil record
and the evolution of spoken language.

Hallmark Features

hile fully updating this edition, we also maintained core strengths for
which this book is recognized.

* We continue to strive for clarity of presentation, ensuring each chapter con-
tains a coherent, accessible narrative that students can follow.

* We remain committed to strong information design and a tight integration
between the text and illustration program. Nearly all phylogenies are presented
horizontally, with time running from left to right, because research has shown
this makes it easier for students to interpret them correctly.

* Boxes contain detailed explorations of quantitative issues discussed in the main
text. These are called Computing Consequences, after physicist Richard Feyn-
man’s concise description of the scientific method: “First, we guess . .. No!
Don’t laugh—it’s really true. Then we compute the consequences of the guess
to see if this law that we guessed is right—what it would imply. Then we
compare those computation results to nature—or, we say, to experiment, or
experience—we compare it directly with observation to see if it works. If it
disagrees with experiment, it’s wrong.”

All chapters end with a set of questions that encourage readers to review the
material, apply concepts to new issues, and explore the primary literature.

Additional Resources for Instructors and Students

t the Pearson Instructor Resource Center, you can download JPEG and

PowerPoint files containing all of the line art, tables, and photos from

the book.You can access versions with and without labels to best suit
your needs.

A thorough test bank and TestGen software is available to help you gener-
ate tests. Each chapter has dozens of multiple choice, short answer, and essay
questions.

The updated Companion Website has been revised and updated to reflect the
new edition. The website can be found at: www.pearsonhighered.com/herron

Activities such as case studies and simulations challenge students to pose questions,
formulate hypotheses, design experiments, analyze data,and draw conclusions. Many
of these activities accompany downloadable software programs that allow students
to conduct their own virtual investigations. Students will also find chapter study
quizzes that allow them to check their understanding of key ideas in each chapter.
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A Case tor Evolutionary Thinking:
Understanding HIV

hy study evolution? An incentive for Charles Darwin (1859) was

that understanding evolution can help us know ourselves. “Light

will be thrown,” he wrote, “on the origin of man and his history.”
The allure for Theodosius Dobzhansky (1973), an architect of our modern view
of evolution, was that evolutionary biology is the conceptual foundation for all
of life science. “Nothing in biology makes sense,” he said, “except in the light
of evolution.” The motive for some readers may simply be that evolution is a
required course. This, too, is a valid inducement.

Here we suggest an additional reason to study evolution: The tools and tech-
niques of evolutionary biology offer crucial insights into matters of life and death.
To back this claim, we explore the evolution of HIV (human immunodeficiency
virus). Infection with HIV causes AIDS (acquired immune deficiency syndrome)—
sometimes, as shown at right, despite triple-drug therapy.

Our main objective in Chapter 1 is to show that evolution matters outside of
labs and classrooms. However, a deep look at HIV will serve other goals as well.
It will illustrate the kinds of questions evolutionary biologists ask, show how an
evolutionary perspective can inform research throughout biology, and introduce
concepts that we will explore in detail elsewhere in the book.

Multidrug therapies have, for
some patients, transformed

HIV from fatal to treatable.

Such therapies work best for
conscientious patients, but still
may fail. The data below are from
2,800 patients on triple-drug
therapy (Nachega et al. 2007).
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HIV makes a compelling case study because it illustrates public health issues
likely to influence the life of every reader. It is an emerging pathogen. It rapidly
evolves drug resistance. And, of course, it is deadly. AIDS is among the 10 lead-
ing causes of death worldwide (Lopez et al. 2006; WHO 2008).

Here are the questions we address:

e What is HIV, how does it spread, and how does it cause AIDS?

e Why do therapies using just one drug, and sometimes therapies using multiple
drugs, work well at first but ultimately fail?

* Are human populations evolving as a result of the HIV pandemic?
e Where did HIV come from?
e Why are untreated HIV infections usually fatal?

While one of these questions contains the word evolution, some of the others
may appear unrelated to the subject. But evolutionary biology is devoted to un-
derstanding how populations change over time and how new forms of life arise.
These are the issues targeted by our queries about HIV and AIDS. In preparation
to address them, the first section covers some requisite background.

1.1 The Natural History of the HIV Epidemic

AIDS was recognized in 1981, when doctors in the United States reported rare
forms of pneumonia and cancer among men who have sex with men (Fauci
2008). The virus responsible, HIV, was identified shortly thereafter (Barré-
Sinoussi et al. 1983; Gallo et al. 1984; Popovic et al. 1984). Nearly always fatal,
HIV/AIDS was devastating for those infected. But few physicians or researchers
foresaw the magnitude of the epidemic to come (Figure 1.1).

Indeed, many were optimistic about the prospects for containing HIV (Walk-
er and Burton 2008). Smallpox had been declared eradicated in 1980 (Moore et
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As a case study, HIV will
demonstrate how evolutionary
biologists study adaptation and
diversity.

Figure 1.1 The HIV/AIDS
pandemic The map (a) shows
the geographic distribution of
HIV infections. The color of each
region indicates the fraction of
adults infected with HIV (UNAIDS
2012b). The areas of the circles
are proportional to the number
of individuals living with HIV
(UNAIDS 2012b). The bars divide
individuals living with HIV by sex
and age (UNAIDS 2008). The
graphs (b) show the growth of
the epidemic from 1990 to 2008
in four countries. Prepared with
data from UNAIDS (2008).
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al. 2006), and vaccines and antibiotics had brought many other infectious diseases
under control. In 1984 the U.S. Secretary of Health and Human Services, Mar-
garet Heckler, predicted that an AIDS vaccine would be ready for testing in two
years. Actual events have, of course, played out rather differently.

HIV has infected over 65 million people (UNAIDS 2010, 2012a). Roughly
30 million have died of the opportunistic infections that characterize AIDS. The
disease is the cause of about 3.1% of all deaths worldwide (WHO 2008/2011).
AIDS is responsible for fewer deaths than heart disease (12.8%), strokes (10.8%),
and lower respiratory tract infections (6.1%)—common agents of death among
the elderly. But it causes more deaths than tuberculosis (2.4%), lung and other
respiratory cancers (2.4%), and traffic accidents (2.1%).

Figure 1.1 summarizes the global AIDS epidemic. The map reveals substantial
variation among regions in the number of people living with HIV, the percent-
age of the population infected, and the proportion of infected individuals who
are women versus men versus children. The graphs show that the number of
people infected has peaked in some countries but continues to climb in others.

The epidemic has been most devastating in sub-Saharan Africa, where 1 in 20
adults is living with HIV (UNAIDS 2008). Worst hit is Swaziland, with 26% of
adults infected, followed by Botswana at 24%; Lesotho, 23%; and South Africa,
18%. Across southern Africa, life expectancy at birth has dropped below 50, a
level last seen in the early 1960s (Figure 1.2a). The good news is that the annual
rate of new infections in sub-Saharan Africa has been falling for over a decade
(UNAIDS 2012). This has meant that the global rate of new infections has been
falling as well (Figure 1.2b).

In developed countries, overall infection rates are much lower than in sub-Sa-
haran Africa (UNAIDS 2008). In western and central Europe, 0.3% of adults are
infected. In Canada the rate is 0.4%, and in the United States it is 0.6%. For cer-
tain risk groups, however, infection rates rival those in southern Africa. Among
men who have sex with men, the infection rate is 12% in London, 18% in New
York City, and 24% in San Francisco (CDC 2005; Dodds et al. 2007; Scheer et
al. 2008). Among injection drug users, the infection rate 1s 12% in France, 13%
in Canada, and 16% in the United States (Mathers et al. 2008).

How Does HIV Spread, and How Can It Be Slowed?

A new HIV infection starts when a bodily fluid carries the virus from an infected
person directly onto a mucous membrane or into the bloodstream of an unin-
fected person. HIV travels via semen, vaginal and rectal secretions, blood, and
breast milk (Hladik and McElrath 2008). It can move during heterosexual or
homosexual sex, oral sex, needle sharing, transfusion with contaminated blood
products, other unsafe medical procedures, childbirth, and breastfeeding.

HIV has spread by different routes in different regions (Figure 1.3, next page).
In sub-Saharan Africa and parts of south and southeast Asia, heterosexual sex
has been the most common mode of transmission. In other regions, including
Europe and North America, male—male sex and needle sharing among injec-
tion drug users have predominated. Certain activities are particularly risky. For
example, data on men who have sex with men in Victoria, Australia, show that
having receptive anal intercourse with casual partners without the protection of a
condom is a dangerous behavior. Individuals who report practicing it are nearly
60 times as likely to be infected with HIV as individuals who do not report prac-
ticing it (Read et al. 2007).

A Case for Evolutionary Thinking: Understanding HIV
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Figure 1.2 Long-term trends
in HIV/AIDS (a) In southern
Africa, the epidemic has caused a
sharp reduction in life expectancy
at birth. From UNAIDS (2008). (b)
Worldwide, the annual number
of new infections has been fall-
ing since the late 1990s. Red line
shows best estimate; gray band
shows range of estimates. From
UNAIDS (2012).

An HIV infection can be
contracted only from someone
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(a) Estimated new infections, by
likely mode of transmission:

(b) Estimated new infections, by
likely mode of transmission:
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Clinical studies in which volunteers are randomly assigned to treatment versus
control groups have identified medical interventions that reduce the rate of HIV
transmission. Use of antiviral drugs, for example, lowers the risk that infected
mothers will pass the virus to their infants by about 40% (Suksomboon et al.
2007). Antivirals are similarly effective in reducing transmission among men who
have sex with men (Grant et al. 2010). Circumcision reduces the risk that men
will contract HIV by about halt (Bailey et al. 2007; Gray et al. 2007). Antiviral
vaginal gels are comparably beneficial for women (Abdool Karim et al. 2010).

The value of encouraging people to change their behavior is less clear. Be-
havioral change undoubtedly has the potential to curtail transmission. Consistent
use of condoms, for example, may reduce the risk of contracting HIV by 80%
or more (Pinkerton and Abramson 1997; Weller and Davis 2002). And there are
apparent success stories. In Uganda, for instance, a campaign discouraging casual
sex and promoting condom use and voluntary HIV testing is thought to have
substantially reduced the local AIDS epidemic (Slutkin et al. 2006; but see Oster
2009). On the other hand, the results of randomized controlled trials have been
somewhat disappointing. A study of over 4,000 HIV-negative men who have
sex with men in the United States offered extensive one-on-one counseling to
members of the experimental group and conventional counseling to the control
group (Koblin et al. 2004). As hoped, the experimental subjects engaged in fewer
risky sexual behaviors than the controls. However, the rates at which the experi-
mentals versus the controls contracted HIV were not statistically distinguishable.

There is clearly no room for complacency. The graph in Figure 1.4 tracks the
number of new infections each year among men who have sex with men in the
United States. After falling from the mid 1980s to the early 1990s, the annual
number of new infections has since been rising steadily. The same thing seems to
be happening elsewhere (Hamers and Downs 2004; Giuliani et al. 2005). Results
of surveys suggest that the introduction of effective long-term drug therapies,
which for some individuals has at least temporarily transformed HIV into a man-
ageable chronic illness, has also prompted an increase in risky sexual behavior
(Crepaz, Hart, and Marks 2004; Kalichman et al. 2007).

What Is HIV?

Like all viruses, HIV is an intracellular parasite incapable of reproducing on its
own. HIV invades specific types of cells in the human immune system. The virus
hijacks the enzymatic machinery, chemical materials, and energy of the host cells
to make copies of itself, killing the host cells in the process.

Figure 1.3 HIV’'s main routes
of transmission in various
regions (a) From Pisani et al.
(2003). (b) From Hall et al. (2008),
Public Health Agency of Canada
(2006), Health Protection Agency
(2008). The authors of the re-
ports on Canada and the United
Kingdom note that many of the
individuals who contracted HIV
through heterosexual sex likely
did so in sub-Saharan Africa. See
also UNAIDS (2008).
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States From Hall et al. (2008).
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Figure 1.5 The life cycle of HIV (1, upper left) HIV's
extracellular form, known as a virion, encounters a host cell
(usually a helper T cell). (2) HIV's gp120 surface protein binds
first to CD4, then to a coreceptor (usually CCR5; sometimes
CXCR4) on the surface of the host cell. (3) The HIV virion
fuses with the host cell; HIV's RNA genome and enzymes
enter the host cell’s cytoplasm. (4) HIV's reverse transcriptase
enzyme synthesizes HIV DNA from HIV’s RNA template.

(5) HIV's integrase enzyme splices HIV's DNA genome into the
host cell’'s genome. (6) HIV's DNA genome is transcribed into
HIV mRNA by the host cell’s RNA polymerase. (7) HIV's mRNA
is translated into HIV precursor proteins by host cell’s ribo-
somes. (8) A new generation of virions assembles at the mem-
brane of the host cell. (9) New virions bud from the host cell’s
membrane. (10) HIV's protease enzyme cleaves precursors
into mature viral proteins, allowing the new virions to mature.

Figure 1.5 outlines HIV’s life cycle in more detail (Nielsen et al. 2005; Ganser-
Pornillos et al. 2008). The life cycle includes an extracellular phase and an intra-
cellular phase. During the extracellular, or infectious phase, the virus moves from
one host cell to another and can be transmitted from host to host. The extracel-
lular form of a virus is called a virion or virus particle. During the intracellular, or
replication phase, the virus replicates.

HIV initiates its replication phase by latching onto two proteins on the surface
of a host cell. After adhering first to CD4, HIV attaches to a second protein, called
a coreceptor. This leads to fusion of the virion’s envelope with the host’s cell
membrane and spills the contents of the virion into the cell. The contents include
the virus’s genome (two copies of a single-stranded RNA molecule) and two viral
enzymes: reverse transcriptase, which transcribes the virus’s RNA genome into
DNA; and integrase, which splices this DNA genome into the host cell’s genome.

Once HIV’s genome has infiltrated the host cell’s DNA, the host cell’s RINA
polymerase transcribes the viral genome into viral mRINA. The host cell’s ribo-
somes synthesize viral proteins. New virions assemble at the host cell’s membrane,
then bud oft into the bloodstream or other bodily fluid. Inside the new virions,
HIV’s protease enzyme cleaves precursors of various viral proteins into functional
forms, allowing the virions to mature. The new virions are now ready to invade
new cells in the same host or to move to a new host.

A notable feature of HIV’s life cycle is that the virus uses the host cell’s own
enzymatic machinery—its polymerases, ribosomes, and tRNAs, and so on—in

HIV is a parasite that afflicts
cells of the human immune
system. HIV virions enter host
cells by binding to proteins on
their surface, then use the host
cells" own machinery to make
new virions.
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almost every step. This is why HIV, and viral disease
in general, is so difficult to treat. It is a challenge to
find drugs that interrupt the viral life cycle without also
disrupting the host cell’s enzymatic functions and thus
causing debilitating side eftects. Effective antiviral ther-
apies usually target enzymes specific to the virus, such
as reverse transcriptase and integrase.

How Does the Immune System React to HIV?

A patient’s immune system mobilizes to fight HIV the
same way it moves to combat other viral invaders. Key
aspects of the immune response appear in Figure 1.6.

Sentinels called dendritic cells patrol vulnerable tis-
sues, such as the lining of the digestive and reproduc-
tive tracts (Banchereau and Steinman 1998). When a
dendritic cell captures a virus, it travels to a lymph node
or other lymphoid tissue and presents bits of the virus’s
proteins to specialized white blood cells called naive
helper T cells (Sprent and Surh 2002).

Naive helper T cells carry highly variable proteins
called T-cell receptors. When a dendritic cell presents a
helper T cell with a bit of viral protein that binds to the
T cell’s receptor, the helper T cell activates. It grows
and divides, producing daughter cells called effector
helper T cells. Eftector helper T cells help coordinate
the immune response.

Eftector helper T cells issue commands, in the form
of molecules called cytokines, that help mobilize a va-
riety of immune cells to join the fight. They induce B
cells to mature into plasma cells, which produce anti-
bodies that bind invading virions and mark them for
elimination (McHeyzer-Williams et al. 2000). They
activate killer T cells, which destroy infected host cells
(Williams and Bevan 2007). And they recruit macro-
phages (not shown), which destroy virus particles or kill
infected cells (Seid et al. 1986; Abbas et al. 1996).

Most effector helper T cells die within a few weeks.
However, a few survive and become memory helper
T cells (Harrington et al. 2008). If the same pathogen
invades again, the memory cells produce a new popula-
tion of effector helper T cells.

How Does HIV Cause AIDS?

As we noted earlier, HIV invades host cells by first
latching onto two proteins on the host cell’s surface.
The first of these is CD4; the second is a called a core-
ceptor. Difterent strains of HIV exploit different core-
ceptors, but most strains responsible for new infections
use a protein called CCRS5. Cells that carry both CD4
and CCRJ5 on their membranes, and are thus vulner-

(a) Dendritic cells capture the virus and present bits of its proteins to
naive helper T cells. Once activated, these naive cells divide to
produce effector helper T cells.
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(b) Effector helper T cells stimulate B cells displaying the same bits of
viral protein to mature into plasma cells, which make antibodies
that bind and in some cases inactivate the virus.
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Figure 1.6 How the immune system fights a viral infec-
tion After NIAID (2003) and Watkins (2008).
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able to HIV, include macrophages, eftector helper T cells, and memory helper T
cells (Figure 1.7).

The progress of an HIV infection can be monitored by periodically measuring
the concentration of HIV virions in the patient’s bloodstream and the concentra-
tion of CD4 T cells in the patient’s bloodstream and in the lymphoid (immune
system) tissues associated with the mucous membranes of the gut. A typical un-
treated infection progresses through three phases.

In the acute phase, HIV virions enter the host’s body and replicate explosively.
The concentration of virions in the blood climbs steeply (Figure 1.8). The con-
centrations of CD4 T cells plummet—especially in the lymphoid tissues of the
gut. During this time, the host may show general symptoms of a viral infection.
The acute phase ends when viral replication slows and the concentration of viri-
ons in the bloodstream drops. The host’s CD4 T-cell counts recover somewhat.
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During the chronic phase, the patient usually has few symptoms. HIV con-
tinues to replicate, however. The concentration of virions in the blood may sta-
bilize for a while, but eventually rises again. Concentrations of CD4 T cells fall.

The AIDS phase begins when the concentration of CD4 T cells in the blood
drops below 200 cells per cubic millimeter. By now the patient’s immune sys-
tem has begun to collapse and can no longer fend off a variety of opportunistic
viruses, bacteria, and fungi that rarely cause problems for people with robust
immune systems. Without effective anti-HIV drug therapy, a patient diagnosed
with AIDS can expect to live less than three years (Schneider et al. 2005).

The mechanisms by which an HIV infection depletes the patient’s CD4 T
cells and undermines the patient’s immune system are complex. Despite a quarter
century of research, they remain incompletely understood (Pandrea et al. 2008;
Douek et al. 2009; Silvestri 2009). The simple infection and destruction of host
CD4 T cells may explain their precipitous loss during the acute phase of infec-
tion. But the immune system has an impressive capacity to regenerate these cells.
Furthermore, during the chronic phase no more than one CD4 T cell in a hun-
dred is directly infected. There must be more to the story.

Figure 1.9 (next page) outlines key events thought to lead from HIV infection
to AIDS (Appay and Sauce 2008; Pandrea et al. 2008; Douek et al. 2009; Silvestri
2009). HIV’s attack on the CD4 T cells in the gut (top) initiates a vicious cycle.
This attack not only destroys a large fraction of the patient’s helper T cells, it also
damages other tissues in the gut that help provide a barrier between gut bacteria
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Figure 1.7 Immune system
cells that carry both CD4 and
CCR5 on their membranes, and
are thus vulnerable to HIV.
Data from UNAIDS (2008).

Figure 1.8 Typical clinical
course of an untreated HIV in-
fection By the time the concen-
tration of CD4 T cells in the blood
stream falls below about 200 cells
per cubic millimeter, the patient’s
immune system begins to col-
lapse. After Bartlett and Moore
(1998), Brenchley et al. (2006),
Pandrea et al. (2008).
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and the bloodstream. The weakening of this barrier lets bacteria and their prod-
ucts move (translocate) from the gut into the blood (Figure 1.9, upper right).

The translocation of bacterial products into the blood triggers a high level of
immune activation, to which the HIV infection itself also contributes (Biancotto
et al. 2008). As we saw in Figure 1.6, activation of the immune system induces B
cells and T cells to proliferate. This aggressive immune response has benefits, at
least temporarily. For example, the anti-HIV killer T cells it yields help restrain
HIV’s replication. This and the production of new helper T cells allow the pa-
tient’s concentrations of CD4 T cells to recover somewhat (Figure 1.8). But in
the case of HIV, a strong immune response comes with heavy costs. The reason is
that HIV replicates most efficiently in activated CD4 T cells. In other words, the
immune system’s best efforts to douse the HIV infection just add fuel to the fire.

A major battleground in the ongoing fight between HIV and the immune
system 1s the patient’s lymph nodes (Lederman and Margolis 2008). The lymph
nodes are, among other things, the places where naive T cells are activated.
Chronic infection and inflammation eventually damages the lymph nodes irre-
versibly and exhausts the immune system’s capacity to generate new T cells. As
the patient’s T-cell concentrations inexorably fall, the immune system loses its
ability to fight other pathogens. The ultimate result is AIDS.

How might HIV be stopped before it leads to AIDS? The obvious answer is to
prevent it from replicating. The first drug to do so, azidothymidine, or AZT, was
approved for therapeutic use in 1987 (De Clercq 2009). Clinical experience with
AZT, and every antiviral developed since, brings us to the first of our organizing
questions. Why do single drugs offer only temporary benefits?

Figure 1.9 A model for how
HIV causes AIDS To read the
figure, start at the top, with HIV
depleting CD4+ T cells in the gut.
Then proceed clockwise. Direct
effects of the virus are indicated
by smaller pink arrows in the cen-
ter; indirect effects by larger tan
arrows around the outside. After
Appay and Sauce (2008); Pandrea
et al. (2008); Douek et al. (2009);
Silvestri (2009).

HIV directly and indirectly
induces immune activation, then
replicates in activated immune
system cells. When the ongoing
battle damages the immune
system to the point that it can
no longer produce enough T
cells to function properly, AIDS
begins.
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1.2 Why Does HIV Therapy Using Just One
Drug Ultimately Fail?

To fight a virus, researchers often look for drugs that inhibit enzymes that are
special to the virus and crucial to its life cycle. Such drugs should, in principle,
hobble the virus and have limited side eftects. For HIV, potential targets include
the virus’s protease, integrase, and reverse transcriptase (see Figure 1.5). AZT, the
first drug approved to fight HIV, interferes with reverse transcriptase.

OH
AZT-triphosphate
"3 <=

Figure 1.10 shows what reverse transcriptase does. The enzyme uses the virus’s
RNA as a template to construct a complementary strand of viral DNA. Reverse
transcriptase makes the DNA with building blocks—nucleotides—stolen from
the host cell.

The figure also shows how AZT stops reverse transcription. Azidothymidine
is similar in its chemical structure to the normal nucleotide thymidine—so simi-
lar that AZT fools reverse transcriptase into picking it up and incorporating it
into the growing DNA strand. There is, however, a crucial difference between
normal thymidine and AZT. Where thymidine has a hydroxyl group (—-OH),
AZT has an azide group (—=N3). The hydroxyl group that AZT lacks is precisely
where reverse transcriptase would attach the next nucleotide to the growing
DNA molecule. Reverse transcriptase is now stuck. Unable to add more nucleo-
tides, it cannot finish its job. AZT thus interrupts the pathway to new viral pro-
teins and new virions.

In early tests AZT worked, halting the loss of T cells in AIDS patients. The
drug caused serious side effects, because it sometimes fools the patient’s own
DNA polymerase and thereby interrupts normal DNA synthesis. But it appeared
to promise substantially slower immune deterioration. By 1989, however, after
only a few years of use, patients stopped responding to treatment. Their T-cell
counts again began to fall. What went wrong?

Does AZT Alter the Patient’s Physiology?

In principle, AZT could lose its eftectiveness in either or both of two ways. One
is that the patient’s own cellular physiology could change. After it enters a cell,
AZT has to be phosphorylated by the cell’s own thymidine kinase enzyme to
become biologically active. Perhaps long-term exposure to AZT causes a cell to
make less thymidine kinase. If so, AZT would become less eftective over time.
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Figure 1.10 How AZT blocks
reverse transcription HIV's
reverse transcriptase enzyme uses
nucleotides from the host cell to
build a DNA strand complemen-
tary to the virus’'s RNA strand.
AZT mimics a normal nucleotide
well enough to fool reverse tran-
scriptase, but lacks the attach-
ment site for the next nucleotide
in the chain.

AZT is incorporated by HIV's
reverse transcriptase into the
viral DNA strand, where the
drug prevents the enzyme
from adding more nucleotides.
However, alterations in

the structure of reverse
transcriptase can make viral
replication less vulnerable to
disruption.
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Patrick Hoggard and colleagues (2001) tested this hypothesis by periodically
checking the intracellular concentrations of phosphorylated AZT in a group of
patients taking the same dose of AZT for a year. The data refute the hypothesis.
The concentrations of phosphorylated AZT did not change over time.

Does AZT Alter the Population of Virions Living in the Patient?

The other way AZT could lose its effectiveness is that the population of virions
living inside the patient could change so that the virions themselves would be
resistant to disruption by AZT.

To find out whether populations of virions become resistant to AZT over
time, Brendan Larder and colleagues (1989) repeatedly took samples of HIV from
patients and grew the virus on cultured cells in petri dishes. Figure 1.11 shows
data for two patients the researchers monitored for many months. Each colored
curve in the graphs represents a particular sample. Each curve falls to show how
rapidly HIV’s ability to replicate is curbed by increasing concentrations of AZT.

Patient 1 Patient 2
Months Months
1007 of therapy 1007 of therapy
16
Resistance of virions 11 11
(% relative viability in 5 1
presence of AZT) 501 50.
01— : : - - 01— . . . .
0.001 0.01 0.1 1 10 0.001 0.01 0.1 1 10
Concentration Concentration
of AZT (uM) of AZT (uM)

Examine the three curves for Patient 1. Virions sampled from this patient after
he had been taking AZT for two months were still susceptible to the drug. At
moderate concentrations of AZT, the virions lost their ability to replicate almost
entirely. Virions sampled from the patient after 11 months on AZT were partially
resistant. They could be stopped, but it took about 10 times as much AZT to
do it. Virions taken after 20 months on AZT were highly resistant. They were
completely unaffected by AZT concentrations that stopped the first sample and
could still replicate fairly well at concentrations that stopped the second sample.

The data for Patient 2 tell the same story. Populations of virions within indi-
vidual patients change to become resistant to AZT. In other words, the popula-
tions evolve.

In many patients taking AZT, drug-resistant populations of HIV evolve with-
in just six months (Figure 1.12).

What Makes HIV Resistant to AZT?

What is the difference between a resistant virion versus a susceptible one? To
answer this question, consider a thought experiment. If we wanted to engineer
an HIV virion capable of replicating in the presence of AZT, what would we
do? We would have to modify the virus’s reverse transcriptase enzyme so that it
either avoids inserting AZT molecules into the growing DNA strand in the first

Figure 1.11 HIV popula-
tions evolve resistance to AZT
within individual patients As
therapy continued in these pa-
tients, higher concentrations of
AZT were required to curtail HIV's
replication. Redrawn from Larder
et al. (1989).

0O 5 10 15 20 25
Months of therapy

Figure 1.12 In many patients,
AZT resistance evolves within
six months This graph plots
resistance in 39 patients checked
at different times. Redrawn from
Larder et al. (1989).
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place or, having inserted an AZT molecule, 1s more likely to take it back out so
that the DNA strand can continue to grow (Figure 1.13).

In practice, we could expose large numbers of HIV virions to a mutagenic
chemical or ionizing radiation. This would generate strains of HIV with altered
nucleotide sequences in their genomes—and thus altered amino acid sequences
in their proteins. If we generated enough mutants, at least a few would carry
changes in the active site of the reverse transcriptase molecule—the part that
recognizes nucleotides, adds them to the growing DNA strand, and corrects mis-
takes. If one of the reverse transcriptases with an altered binding site were less
likely to mistake AZT for the normal nucleotide, or more likely to remove AZT
after insertion, then the mutant variant of HIV would be able to continue repli-
cating in the presence of the drug. If we treated our population of mutant virions
with AZT, HIV strains unable to replicate in the presence of AZT would decline
in numbers, and the resistant strain would become common.

The steps involved in this thought experiment are just what happens inside
the bodies of HIV patients like the ones followed by Larder and colleagues. How
do we know? In studies similar to Larder’s, researchers took repeated samples
of HIV virions from patients receiving AZT. The researchers found that viral
strains present late in treatment were genetically difterent from viral strains that
had been present before treatment in the same hosts. The mutations associated
with AZT resistance were often the same from patient to patient (St. Clair et al.
1991; Mohri et al. 1993; Shirasaka et al. 1993) and caused amino acid changes in
reverse transcriptase’s active site (Figure 1.14).

The altered reverse transcriptase enzymes still pick up AZT and insert it into
the growing DNA strand, but they are more likely to subsequently remove the
AZT and, therefore, be able to continue building the DNA copy (Boyer et al.
2001). Possession of such a modified reverse transcriptase enables HIV virions to
replicate in the presence of AZT.

Note that, unlike the situation in our thought experiment, no conscious ma-
nipulation took place. How, then, did the change in the viral strains occur?

The answer is that, despite having some ability to correct transcription errors,
reverse transcriptase is prone to mistakes. Over half the DNA transcripts it makes
contain at least one error—one mutation—in their nucleotide sequence (Hiib-
ner et al. 1992; Wain-Hobson 1993). Because thousands of generations of HIV
replication take place within each patient during an infection, a single strain of
HIV produces enormous numbers of reverse transcriptase variants in every host.

Simply because of their numbers, it is a virtual certainty that one or more of
these variants contains an amino acid substitution that improves reverse tran-
scriptase’s ability to recognize and remove AZT. If the patient takes AZT, the
replication of unaltered HIV variants is suppressed, but the resistant mutants will
still be able to synthesize some DNA and produce new virions. As the resistant
virions propagate and the nonresistant virions fail, the fraction of the virions in
the patient’s body that are resistant to AZT increases over time. Furthermore,
each new generation in the viral population contains virions with additional mu-
tations, some of which may further enhance the ability of reverse transcriptase to
function in the presence of AZT. Because they reproduce faster, the virions that
carry these new mutations will also increase in frequency.

This process of change over time in the composition of the viral population
is called evolution by natural selection. It has occurred so consistently in patients
taking AZT that use of AZT alone has long been abandoned as an AIDS therapy.

A Case for Evolutionary Thinking: Understanding HIV 11
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Figure 1.13 Two ways re-
verse transcriptase could resist
AZT A resistant enzyme might
avoid AZT (top) or, having in-
serted AZT into the growing DNA
strand, take it back out (bottom).

Figure 1.14 AZT-resistant re-

verse transcriptase  The green
and blue strands are the template
RNA and growing DNA. The solid
spheres show the structure of
reverse transcriptase. Amino acid
changes correlated with resistance
to AZT are in red. They are in the
enzyme's active site. By Lori Kohl-
staedt; from Cohen (1993).
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Evolution by Natural Selection

The process we have described involves four steps (Figure 1.15):

1. Replication errors produce mutations in the reverse transcriptase gene. Viri-
ons carrying different reverse transcriptase genes produce versions of the re-  Yaritable traits that lead
verse transcriptase enzyme that vary in their resistance to AZT. to survival and abundant
2. The mutant virions pass their reverse transcriptase genes, and thus their AZT reproduction spread in
resistance or susceptibility, to their offspring. In other words, AZT resistance populations; heritable traits
is heritable. that lead to reproductive failure
3. During treatment with AZT, some virions are better able to survive and re-  gisappear. This is evolution by
produce than others. natural selection.
4. The virions that persist in the presence of AZT are the ones with mutations in
their reverse transcriptase genes that confer resistance.

The result is that the composition of the viral population within the host
changes over time. Virions resistant to AZT comprise an ever larger fraction of
the population; virions susceptible to AZT become rare. There is nothing mys-
terious or purposeful about evolution by natural selection; it just happens. It is an
automatic consequence of heritable difterences in replication.

Because evolution by natural selection is an automatic consequence of cold
arithmetic, it can happen in any population in which the four steps occur. That
is, it can happen in any population in which there is heritable variation in repro-
ductive success. We will see many examples in the chapters to come.

One measure of whether we understand a process is whether we can control
it. If we truly understand the mechanism of evolution by natural selection as it
operates inside the bodies of HIV patients, we should be able to find a way to

Virion with reverse transcriptase...

... susceptible to AZT ® AZT

... partly resistant to AZT

... highly resistant to AZT

Mutation

Mutation

Errors in reverse transcriptiqn Resistance (or susceptibility) Duri ith AZT ' The variants that persist are
generate a variable population. Some - is passed from parents to uring _t(eatrr;e_rllt wit oy the ones that can reproduce
variants differ in resistance to AZT. offspring. many virions tail to reproduce. : i, 1o resence of AZT.

Result: The composition of the
population has changed over time.

Time

Figure 1.15 Evolution by natural selection, as illustrated by the evolution of resis-
tance to AZT in an HIV population  After Richman (1998).
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stop it—or at least slow it down. We next consider how understanding the evo-
lution of resistance allowed researchers to devise more effective therapies.

Understanding Evolution Helps Researchers Design Better
Therapies

Since AZT was introduced, the number of drugs approved for treatment of HIV
has grown to over two dozen (De Clercq 2009). The categories of drugs in use,
in order of the stage of HIV’s life cycle they are intended to disrupt, include

* Coreceptor inhibitors. These bar HIV from entering host cells in the first
place by preventing them from latching onto the host cell’s CCR5 molecules.

* Fusion inhibitors. These bar HIV from entering host cells by interfering
with HIV’s gp120 or gp41 proteins.

* Reverse transcriptase inhibitors. Some, like AZT, inhibit reverse tran-
scriptase by mimicking the normal building blocks of DNA. Others inhibit
reverse transcriptase by interfering with the enzyme’s active site.

* Integrase inhibitors. These block HIV’s integrase from inserting HIV’s
DNA into the host genome, preventing the transcription of new viral RNAs.

* Protease inhibitors. These prevent HIV’s protease enzyme from cleaving
viral precursor proteins to produce mature components for new virions.

Experience so far indicates that when any antiretroviral drug is used alone, the
outcome will be the same as we have seen with AZT. The virus population in
the host quickly evolves resistance (see, for example, St. Clair et al. 1991; Condra
et al. 1996; Ala et al. 1997; Deeks et al. 1997; Doukhan and Delwart 2001).

Why do HIV populations evolve resistance so easily? With any single drug,
just one or a few mutations in the gene for the targeted viral protein can render
the virus resistant. With its high mutation rate, short generation time, and large
population size, HIV generates so many mutant genomes that variants with the
crucial combination of mutations are likely to be present much of the time.
When the HIV population in a patient harbors genetic variation for replication
in the presence of a drug, and the patient takes the drug, the population evolves.

This analysis suggests that the way to improve anti-HIV therapy is to increase
the number of mutations that must be present in a virion’s genome to render the
virion resistant. The more mutations needed for resistance, the lower the prob-
ability that they will occur together in a single virion. In other words, we need
a strategy to reduce the genetic variation for resistance. Without genetic varia-

tion—without differences in survival and reproduction that are passed from one . .
By reducing the genetic

variation for resistance in
populations of virions, cocktails
of drugs that target different
points in HIV's life cycle limit
the evolution of resistant
strains. This, in turn, has
dramatically improved patient
survival.

generation to the next—the viral population cannot evolve.

The simplest way to raise the number of mutations required for resistance is to
use two or more drugs at once. For this to work, a mutation that renders a virion
resistant to one drug must not render it resistant to the others. Indeed, in the best
scenario, a mutation that makes HIV resistant to one of the drugs will simultane-
ously make the virus more susceptible to the others (see St. Clair et al. 1991).

Treatment cocktails using combinations of drugs have, in fact, proven much
more effective than single drugs used alone. Robert Murphy and colleagues
(2008) tracked the viral loads of 100 patients who, as their first treatment for
HIV, used a cocktail including two reverse transcriptase inhibitors and a prote-
ase inhibitor. Seven years later, 61 of the patients were still participating in the
study, and 58 had viral loads under 50 copies per ml of blood—low enough to be
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undetectable in standard tests. Results like these have earned regimens including
three or more drugs that block HIV in two or more different ways the nickname
highly active antiretroviral therapy, or HAART. (For more information on drug
combinations used in HAART, see Hammer et al. 2008.)

Nicolai Lohse and colleagues (2007) followed 3,990 HIV-infected patients in
Denmark from 1995 to 2005. Figure 1.16 tracks the survival of the patients dur-
ing three treatment eras and compares them to the survival of 379,872 controls
from the general population. HAART dramatically improved patient survival,
and it got better over time—as more drugs became available, and as researchers,
doctors, and patients learned how best to deploy them. Understanding how resis-
tance evolves has helped prolong lives.

Unfortunately, even the best drug cocktails do not cure HIV infection. A
reservoir of viable HIV genomes remains in the body, hidden in resting white
blood cells and other tissues (Maldarelli et al. 2007; Brennan et al. 2009). As a
result, when patients go oft HAART, their viral loads climb rapidly (Chun et al.
1999; Davey et al. 1999; Kaufmann et al. 2004).

The Evolution of HIV Strains Resistant to Multiple Drugs

Because HAART cannot eradicate HIV, the evolution of strains resistant to
multiple drugs is a constant threat for patients. Richard Harrigan and colleagues
(2005) followed 1,191 patients on HAART. By the end of three years, the HIV
populations in 25% of the patients had evolved resistance to at least one anti-
retroviral drug. The HIV populations in some patients were resistant to both
reverse transcriptase inhibitors and protease inhibitors. Not surprisingly, patients
with drug-resistant strains of HIV face a higher risk of death (Hogg et al. 2006).

Some patients have the bad luck to become infected with HIV strains that are
already drug resistant (Johnson et al. 2008). Other patients inadvertently allow
their HIV populations to evolve by failing to follow their treatment regimens
strictly enough. Any time the concentration of a drug in the patient’s body falls
to levels that allow partially resistant virions to replicate, there is an opportunity
for fully resistant mutants to appear. When the concentration of the drug rises
again, such mutants will enjoy a strong selective advantage.

Harrigan and colleagues (2005) gauged patient adherence to treatment by cal-
culating the percentage of prescription refills each patient picked up. Figure 1.17
plots the hazard ratio for the evolution of multidrug-resistant HIV as a function
of refill percentage. The hazard ratio is the fraction of patients in a given adher-
ence category who evolved resistant HIV divided by the fraction of patients in

Figure 1.16 Treatment with
multiple drugs prolongs

the lives of patients with

AIDS Redrawn from Lohse et al.
(2007).
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Figure 1.17 HIV evolves resis-
tance to multiple drugs most
readily in patients who take
most, but not all of their pre-
scribed doses Redrawn from
Harrigan et al. (2005).
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the O to 20% refill category who evolved resistant HIV. For an example of how
to read the graph, patients who picked up 40% to 60% of their refills were be-
tween three and four times as likely to evolve resistant HIV. Patients who refilled
most, but not all, of their prescriptions evolved resistant HIV at the highest rate.
Given what we know about how evolution by natural selection works, the ex-
planation is straightforward. Patients who took few of their doses subjected their
HIV populations to weak selection. Patients who took all their doses shut down
virtually all viral replication. Patients who took most, but not all, of their doses
subjected their HIV populations to strong selection, but allowed some viral rep-
lication—thus creating permissive conditions for evolution.

One reason patients fail to take all of their prescribed doses is that antiretrovi-
rals cause serious side eftfects. Among the reasons patients dropped out of Mur-
phy’s (2008) study were changes in body fat distribution, liver damage, elevated
cholesterol, diarrhea, and joint pain. Anti-HIV therapies that are easily tolerated
and that permanently suppress viral replication remain a goal of ongoing research.

We noted earlier that evolution by natural selection will happen in any popula-
tion in which there are differences among individuals that are passed from parents
to offspring and that influence survival and procreation. Variants associated with
reproductive success automatically become common while variants associated
with failure disappear. This broad applicability brings us to our next question.

1.3 Are Human Populations Evolving as a
Result of the HIV Pandemic?

In Section 1.2, we saw how the HIV population inside a patient evolves in re-
sponse to AZT. The drug influences which genetic variants of HIV survive and
reproduce. Strains that do well despite the drug become commony; strains that do
poorly because of the drug become rare. In Section 1.1, we saw that the HIV
pandemic is influencing which members of the human population survive and
reproduce—particularly in southern Africa, where infection rates are high. This
raises the question: Will human populations change over time in response to the
pandemic? That is, will we evolve?

The answer depends on whether the humans who survive the pandemic owe
their good fortune, at least in part, to genetic characteristics they can transmit
to their offspring. If there are heritable differences among those who succumb
versus those who live on, then traits conducive to surviving HIV will rise in fre-
quency. Whether such differences exist is of more than academic interest. If we
can identify genetic variants that confer resistance to HIV, then understanding
how they work might suggest strategies for fighting the virus.

How might we discover genetic variants that make their carriers resistant to
HIV? One way is to look for people who have not contracted the virus despite
repeated exposure, or who remain healthy despite being infected. In the early
1990s, several laboratories demonstrated that both kinds of individuals exist (see
Cao et al. 1995). By studying them, researchers have uncovered genetic variants
that offer at least some protection against HIV (see An and Winkler 2010).

A Missing Coreceptor

In 1996, several groups of researchers identified the cell surface protein CCR5
as an important coreceptor for HIV (Deng et al., 1996, and Dragic et al., 1996,

Sometimes HIV populations
evolve resistance even in
patients taking multidrug
cocktails. The risk is highest in
patients who fill most, but not
all, of their prescriptions.

For a population to evolve, it
must harbor genetic differences
among individuals.
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were first into print). Rong Liu and coworkers (1996) and Michel Samson and
associates (1996), among others, immediately guessed that resistant individuals
might have unusual forms of CCR5 that thwart HIV’s entry into host cells.

To test this hypothesis, Liu and colleagues examined the gene that encodes
CCRS5 from two individuals who had been repeatedly exposed to HIV but re-
mained uninfected. Samson and colleagues looked at the gene from three HIV-
infected individuals who were long-term survivors. As predicted, both of Liu’s
subjects were homozygotes for a mutant form of the gene and one of Sam-
son’s subjects was a heterozygote. Because the mutant form is distinguished by a
32-base-pair deletion in the normal sequence of DNA, it has come to be known
as the A32 allele (A is the Greek letter delta).

Investigating further, Liu showed that the version of CCRS5 encoded by the
mutant allele fails to appear on the surface of the cell. Samson showed that cells
making only the A32 form are nearly impervious to invasion by the strains of
HIV responsible for most new infections. Samson also found that individuals car-
rying one or two copies of the A32 allele were substantially less common among
Europeans infected with HIV than among the European population at large.
Together these results indicated that the A32 allele confers strong (though not
perfect) protection against HIV, a conclusion later confirmed by research that
followed initially uninfected high-risk subjects over time (Marmor et al. 2001).

To find out how common the A32 allele is in various human populations,
Samson and colleagues took DNA samples from a large number of individuals
of northern European, Japanese, and African heritage, examined the gene for
CCRS5 in each individual, and calculated the frequency of the normal and A32
alleles in each population. The mutant allele turned out to be present at a rela-
tively high frequency of 9% in the Europeans, but was completely absent among
the individuals of Asian or African descent. Subsequent research has confirmed
this result. The CCR5-A32 allele is common in northern Europe and declines
dramatically in frequency toward both the south and the east (Figure 1.18).
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The data on the CCR5-A32 allele show that human populations harbor heri-
table variation for resistance to HIV, but this variation will influence who lives
and who dies only if HIV is present. Comparing the map of A32 frequency in
Figure 1.18 with the map of HIV prevalence in Figure 1.1 reveals a striking dis-
connect. The A32 allele is common in a part of the world where HIV is rare,

In human populations, some
individuals carry alleles that
make them resistant to infection
with HIV.

Curiously, the frequency of the
best-known protective allele
is highest in regions with low
rates of HIV infection.

Figure 1.18 The frequency of
the CCR5-A32 allele in the Old
World Blue dots indicate popu-
lations analyzed; colors between
contour lines indicate inferred
allele frequencies. Areas masked
with dark gray are too far from
the sources of data for reliable
inferrence. From Novembre et al.
(2005).
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and HIV is rampant in parts of the world where the A32 allele is rare. Do hu-
mans in sub-Saharan Africa vary in resistance to HIV?

Genetic Variation for HIV Resistance in African Populations

If different versions of the gene for HIV’s coreceptor, CCR5, influence the risk

of contracting the virus, perhaps the same is true of difterent versions of the gene

for the virus’s main receptor. As was shown in Figure 1.5, this is the cell-surface ~ Percentage uninfected

protein CD4. The most common allele of the gene for CD4 contains the nucle- 100,
otide C at position 868. An alternative version, called C868T, has the nucleotide 80 m
T instead, resulting in the substitution of the amino acid tryptophan for arginine. 60
With a frequency of over 15%, this allele is fairly common among Kenyans. 40+

Julius Oyugi and colleagues (2009) followed a group of Kenyan female sex ~ 20-|  Genotype CT
workers who were uninfected when they volunteered to participate in the study. o_'I e
Among these women, 29 had genotype CC and 16 had genotype CT. (Individu- 0 2000 4000 6000

als with genotype 1T also exist, but there were too few of them in the group to Days

allow for meaningful analysis.) Figure 1.19 traces the percentage of women with  Figure 1.19 Among Kenyan

each genotype who remained uninfected as a function of time. The women with ~ female sex workers, genotype

genotype CT contracted HIV significantly more quickly. for the cell-surface protein
Ovyugi’s study, as well as others (see Gonzalez et al. 1999; Winkler et al. 2004; <2 influences risk of con-

yug Y ,( - > o > tracting HIV Redrawn from

Pelak et al. 2010), shows that African populations harbor heritable variation for  oyygi et al. (2009).

resistance to HIV. Indeed, some scientists have suggested that one reason the

rates at which individuals are contracting HIV have begun to fall in some of the

worst-hit regions (see Figure 1.2b) is that many of the most susceptible individuals

are already infected (Nagelkerke et al. 2009). If the African epidemic continues,

we can expect genetic variants that confer resistance to become more common It appears that HIV is too

while variants that confer susceptibility dwindle. In other words, human popula-  new a human disease to

tions in Africa are likely evolving in response to mortality imposed by HIV. have triggered substantial
Evolutionary changes take time. It is probably too soon to expect the HIV  evolutionary change in human

pandemic to have produced measurable changes in the frequencies of particular  populations.

genetic variants (Schliekelman et al. 2001; Ramaley et al. 2002; Cromer et al.

2010). Later in the book we will develop a model of evolution that allows us to

predict the rate at which populations will change (Chapter 6).

A Missing Protective Allele

In addition to the protective genetic variants known to exist in human popu-
lations, biologists have discovered loss-of-function mutations that increase our
susceptibility to HIV infection. This implies that back-mutations restoring the
lost functions might make us more resistant. As an example, consider retrocyclin.
Retrocyclin is among a number of proteins vertebrate cells make that block
stages of the retroviral life cycle (see Wolf and Goft 2008; Ortiz et al. 2009). The
evolution of these intrinsic defenses is not surprising given the long history of
retroviral infections suffered by our forebears. Evidence of this history litters our
DNA. Roughly 8% of the human genome consists of remnants of retroviruses
that inserted themselves into our ancestors’ chromosomes (IHGSC 2001).
Retrocyclin is the human version of a protein, called theta defensin, that was
originally discovered in rhesus macaques and subsequently found in Old World
monkeys, lesser apes, and orangutans (Tang et al. 1999; Nguyen et al. 2003).
Theta defensin is a small, circular protein made by joining two copies of a smaller
linear precursor. Although human cells have the gene for retrocyclin’s precur-
sor, they ordinarily cannot make the protein. This is because our version of the



18 Part 1 Introduction

gene—along with those carried by chimpanzees and gorillas—is disabled by a
loss-of-function mutation that creates a premature stop codon. Our cells tran-
scribe mRINA from the retrocylin gene but cannot translate it into protein.

Alexander Cole and colleagues (2002) synthesized retrocyclin and showed that
it protects cultured human CD4+ T cells from HIV infection. This experiment
suggests that if our cells could make retrocyclin, it would help us fight the virus.

Nitya Venkataraman and colleagues (2009) genetically engineered human cells
to give them working copies of the gene for the retrocyclin precursor. The mod-
ified cells were able to make the precursor and process it into functional retro-
cyclin. We can infer that a simple back-mutation, involving just two nucleotide
substitutions that would restore our retrocyclin gene to its original sequence,
would allow us to make the protein. It is a reasonable hypothesis that the ability
to make retrocyclin would confer some resistance to HIV.

Although individuals carrying it might enjoy higher rates of survival in regions
being ravaged by HIV, a functional version of the retrocyclin gene has yet to be
found in humans. The missing functional retrocyclin allele is a useful reminder
that without genetic variation, populations cannot evolve.

Practical Applications

The hunt for genetic variants resistant to HIV has yielded practical benefits. The
discovery of CCR5-A32 homozygotes—who lack functional CCRS5, sufter few
il eftects, and are resistant to sexually transmitted strains of HIV—suggested a
new strategy for antiretroviral therapy: use of drugs that bind to CCR5 and thus
stop HIV from latching onto its coreceptor. The first CCR5 blocker, maraviroc,
was approved for patients in the United States in 2007 (Hammer et al. 2008).

Other treatments may be coming. For example, experiments in tissue culture
by Phalguni Gupta and colleagues (2012) suggest that retrocyclin RC-101, used
as a vaginal microbicide, could help block sexual transmission of HIV.

An Unresolved Mystery

Astute readers will have noticed that we have left a glaring question unanswered.
Why is the CCR5-A32 allele common in Europe and rare everywhere else? The
current HIV pandemic is both too young and too geographically incongruous
to explain the pattern. Samson and coworkers (1996) offered two general expla-
nations: (1) The CCR5-A32 allele may have been recently favored by natural
selection in European populations; or (2) the allele could have risen to high fre-
quency by chance, in a process called genetic drift. Researchers have proposed a
variety of more specific hypotheses under each scenario. Later, we will revisit the
puzzle of CCR5-A32’s history and geographic distribution (Chapters 6 and 8).
For now, we turn to a puzzle concerning the history of HIV itself.

1.4 Where Did HIV Come From?

Viruses, like other organisms, come from reproduction of their kind. So where
did the first HIV virions come from? In preparation for discussing the analyses
that have revealed the answer, we tell the story of a doctor accused of murder.

Louisiana v. Richard J. Schmidt

Nurse Janet Trahan had a multifarious relationship with Dr. Richard Schmidt
(State of Louisiana v. Richard J. Schmidt 1997). She was his colleague at a Louisi-

Humans carry a loss-of-function
mutation in the retrocyclin gene
that appears to increase our
susceptiblity to HIV. An allele
with the back-mutation might
be protective, but no such allele
is known.
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ana hospital, she was his romantic partner during a 10-year affair, and she was
his patient. She eventually ended the affair, but continued as Schmidt’s patient
and colleague. Shortly after she broke off the aftair, Trahan accepted Schmidt’s
offer to visit her apartment to administer her regular vitamin injection. Within
a few weeks, Trahan experienced symptoms of a generalized viral infection, and
five months after the injection she tested positive for HIV. On the theory that
Schmidt had instructed his nurse to draw extra blood from an HIV-positive pa-
tient he saw on the day he visited Trahan’s apartment, then intentionally injected
the infected blood into Trahan, the local district attorney’s office prosecuted
Schmidt for second degree attempted murder.

To help them make their case, the prosecutors contacted evolutionary biolo-
gist David Hillis. Hillis and colleagues analyzed HIV from Trahan and Schmidt’s
patient and estimated their evolutionary relationships (Metzker et al. 2002).

Reconstructing Evolutionary History

Hillis’s team took advantage of the fact that HIV diversifies rapidly, even within
individual hosts. As we saw in Section 1.2, HIV’s high mutation rate generates
considerable genetic variation. Over time, the abundance of different variants
h It of selection imposed by antiviral therapy. The HIV population oo
changes as a result of selection imposed by antiviral therapy. The population 5 aone
also changes as a result of selection by the host’s immune system. And it even  else
changes when mutations that have no eftect on HIV’s survival become more
common—or dwindle—simply due to chance.
We can summarize HIV’s history of diversification within a patient with an
evolutionary tree. The tree in Figure 1.20 summarizes the evolutionary history  Figure 1.20 HIV evolves
that was depicted in detail in Figure 1.15. The tree grew from the root at the left ~ rapidly and diversifies within
toward the branch tips at the right. Each split in the tree represents the genera- individual hosts  We can sum-
. . .. . . marize the pattern of diversifica-
tion of a new variant; the original variant continues on one branch and the novel . ,
) ) ) o i tion with an evolutionary tree.

form continues on the other. The branch tips represent difterent living or extinct
variants. Reading backwards from the tips to the root, we can see lineages that
have a common ancestor merge with one another. Note that the middle and

—

bottom variants in our tree share a more recent common ancestor with each
other than either does with the top variant. By definition, we say that variants
sharing a more recent common ancestor are more closely related to each other.

Figure 1.21 shows a small portion of the estimated evolutionary tree for HIV
variants sampled from a real patient. The branch tips on the right represent indi-
vidual virions collected from the patient at different times.

To prepare the tree in Figure 1.21, Raj Shankarappa and colleagues (1999)
estimated the relationships among the different virions by comparing the nucleo-
tide sequences in their genes. The methods for estimating evolutionary trees
from genetic sequences are complex in their details. We will cover them in some
depth in later chapters. The basic principle, however, is straightforward. The
researchers arrange the sequences and the order of branching so that less-di-

} ) i i Figure 1.21 A small portion
vergent sequences are on neighboring branches. In the particular tree shown in  from the evolutionary tree for

the figure, the genetic difference between any two virions is represented by the  the HIV population within a
total horizontal distance traveled when tracing down the tree from one virion’s  real host Redrawn from Shan-
branch tip, through one or more shared branch points, and back up the tree to ~ Karappaetal. (1999).
the other virion’s branch tip.

Each time an HIV virion moves from one host to another to establish a new

infection, it becomes the root of a new evolutionary tree. Figure 1.22a (next
page) depicts this process for three individuals in a chain of transmission.
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Patient 1 Patient 2 Patient 3

The combined evolutionary tree spanning all three patients appears in Figure
1.22b. Note that the tree for the last link in the chain—Patient 3—arises as a
branch within the tree for the middle link. And that the tree for the middle link
arises, in turn, as a branch within the tree for the first link. As shown in Figure
1.22¢, researchers analyzing a chain of transmission will typically have access to
just one or a few variants from each patient. Even so, in an evolutionary tree es-
timated from these samples, the virions taken from patients close together in the
chain will appear as closest relatives (Figure 1.22d).

We know this method of reconstructing chains of transmission works for
HIV. Thomas Leitner and colleagues (1996) tested it against a transmission chain
that was already known from detailed information about the pattern and timing
of contacts among the patients involved. The researchers used a variety of tech-
niques for estimating evolutionary trees from the patients’ viral genetic sequences,
then compared the results to the known chain. The reconstructed histories were
not always perfect matches for the truth. This result serves as a useful reminder
that evolutionary trees are estimates, not revelations. But the discrepancies be-
tween the true tree versus the estimated trees, when they appeared, were minor.

Evolution as Witness for the Prosecution

According to the prosecution’s theory of the crime in Louisiana v. Schmidt,
Schmidt’s patient and Trahan were consecutive links in a chain of transmission.
To check this prediction, Hillis and colleagues analyzed the genetic sequences
of viruses collected from Schmidt’s patient, from Trahan, and from a number
of other HIV-infected individuals from the city where they both lived (Figure
1.23a). If Schmidt is innocent, then Trahan likely contracted HIV from someone
other than Schmidt’s patient. The HIVs from Schmidt’s patient and from Tra-
han would probably not be closely related (Figure 1.23b). If, on the other hand,
Schmidt is guilty, then the evolutionary tree reconstructed from the sequences
will show his patient’s HIV and Trahan’s HIV as closest relatives (Figure 1.23c).

A portion of the evolutionary tree that Hillis and colleagues estimated from
the HIV sequence data appears in Figure 1.24.

Figure 1.22 Evolutionary
trees for a chain of HIV trans-
mission (a) As HIV moves from
host to host, it diversifies inside
each patient. (b) In the evolution-
ary tree for the entire chain, the
tree for the last link arises as a
branch within the tree for the
middle link, which in turn arises
as a branch within the first link.
(c) For most transmission chains,
we are likely to have access to
only one or a few virions from
each host. (d) Nonetheless, in a
tree estimated from the available
samples, consecutive links in the
chain will appear as closest rela-
tives on the tree.
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Figure 1.23 Reconstructing
evolutionary history tests

the prosecution’s theory of a
crime (a) The individuals from
whom HIV samples were col-
lected. (b) The viral evolutionary
tree predicted if the suspect is
innocent. (c) The evolutionary tree
predicted if the suspect is guilty.
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Trahan

Local control

The tree is consistent with the prosecution’s hypothesis. Not only does it
show that the viruses from Schmidt’s patient and from Trahan are closest rela-
tives, it shows that Trahan’s viruses occupy a branch arising within the tree for
the viruses from Schmidt’s patient. This is what we would expect if Schmidt’s
patient was the donor of the HIV that infected Trahan (Scaduto et al. 2010).

[t 1s important to note that this tree, by itself, does not prove Schmidt’s guilt
(Pillay et al. 2007). Perhaps Trahan contracted HIV from Schmidt’s patient with-
out Schmidt’s involvement. She might, for example, have participated in the
patient’s care herself and accidently pricked her own finger with a needle after
drawing his blood. Or perhaps there were intervening links between Schmidt’s
patient and Trahan whose viral strains were not included in the analysis (see
Learn and Mullins 2003 for an example). Such additional links might be revealed
by the inclusion of more local controls. But the totality of evidence, which in-
cluded a great deal more than just the evolutionary tree, was sufficient to con-
vince the jury. Schmidt is now serving 50 years at hard labor (State of Louisiana v.

Richard J. Schmidt 2000).

The Origin of HIV

The procedure Hillis and colleagues used to help convict Richard Schmidt can
be applied on a larger scale to estimate the relationships among more distantly
related organisms. We are now ready use it to trace the origin of HIV.

The first clue to where HIV came from is that the virus’s genome and life
cycle are similar to those of the simian immunodeficiency viruses (SIVs), a family
of viruses that infect a variety of primates. A logical hypothesis is that HIV 1s de-
rived from one of the SIVs and that the global AIDS epidemic started when this
SIV moved from its primate host into humans. To test this hypothesis, Beatrice
Hahn and colleagues sequenced genes from several SIVs and compared them to
genes found in a variety of HIV strains (Gao et al. 1999; Hahn et al. 2000).

Hahn’s reconstruction appears in Figure 1.25a (next page). The black branches
represent viral lineages that parasitize a variety of Old World monkeys. The col-
ored branches trace lineages that infect chimpanzees and humans. Note that the
HIV lineages in orange arise from within the tree of chimp SIVs. The chimp SIV
branches (blue) arise, in turn, from within the tree of monkey SIVs. We got HIV
from chimps, probably as a result of butchering them for food. Chimps got SIV
from monkeys.

Figure 1.24 Incriminating evi-
dence This reconstructed evo-
lutionary history is consistent with
the prosecution’s charges. Re-
drawn from Metzker et al. (2002).

An evolutionary tree, also
known as a phylogeny, shows
the relationships among a group
of viruses or organisms.
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Figure 1.25 The origin of HIV (a) Estimated evolutionary (b) Estimated evolutionary tree for immunodeficiency viruses

tree for immunodeficiency viruses from humans, chimpanzees,  from humans, chimpanzees, and gorillas. Redrawn from Plan-

and African monkeys. Redrawn from Hahn et al. (2000). tier et al. (2009).

The orange branches represent variants of the human virus that has been the
topic of this chapter. In the tree it is called by its more proper name, HIV-1. This
is to distinguish it from a different kind of HIV that appears at the bottom of the
figure. HIV-2 circulates primarily in West Africa and is less virulent than HIV-1.
Humans contracted HIV-2 from monkeys, most likely sooty mangabeys hunted
for food or kept as pets. (The stump-tailed macaque virus included in the tree was
obtained from a captive animal that had contracted SIV from a sooty mangabey.)

The tree in Figure 1.25b, estimated by Jean-Christophe Plantier and colleagues
(2009) gives more details on the history of HIV-1. Note that strains of HIV-1
appear on distinct branches arising from within the chimp SIVs. This is evidence
that STV has jumped from great apes to humans at least three times. HIV-1 Group
M, in orange, is responsible for 95% of HIV infections (Sharp and Hahn 2008).

The two main types of HIV,
HIV-1 and HIV-2, were
transmitted to humans from
different sources. HIV-2
originated in sooty mangabeys,
and HIV-1 was transmitted to
humans from chimpanzees.
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The branches leading to HIV-1 Groups O and P and to gorilla SIV are shown  Each major subgroup of HIV-1
in black to indicate uncertainty about just how the ancestors of these viruses  originated in an independent
traveled from chimpanzees to their current hosts. A number of scenarios are con-  transmission event from
sistent with the tree (Takehisa et al. 2009). Related strains of chimp SIV could  chimpanzees to humans.
have separately infected humans (becoming HIV-1 Group O) and gorillas, after
which the gorilla strain jumped to humans (becoming HIV-1 Group P). Or a
single strain of chimp SIV could have jumped to gorillas, after which the gorilla
strain jumped to humans twice. It is even possible that a single strain of chimp
SIV jumped to humans (becoming the ancestor of HIV-1 Groups O and P), after
which the human strain jumped to gorillas twice. Given the nature of the inter-
actions among humans, chimps, and gorillas, this last scenario seems unlikely.

When Did SIV Move from Chimpanzees to Humans?

Work on this question has focused on the group M branch of HIV, at the bottom

of the tree in Figure 1.25b. This is because group M is responsible for the bulk

of the global AIDS pandemic. Several groups of researchers have used sequence

data from various group M strains to estimate the age of their last common an-

cestor (see Computing Consequences 1.1, next page). Despite considerable uncer-

tainty, the best estimate is that the last common ancestor of the group M HIV-1

viruses lived in the 1930s or earlier. Corroboration comes from an analysis of

the two earliest-known samples of HIV-1 (Worobey et al. 2008). Both of these

are from patients who lived in Kinshasa, Democratic Republic of Congo; one

sample was collected in 1959, the other in 1960. Both are group M viruses, but

they are quite different from each other. One is most closely related to subtype

A, the other to subtype D. In other words, by 1960 strains of pandemic HIV-1

had already had time to diverge considerably from their common ancestor. This

common ancestor could, in principle, have lived in either a chimpanzee or a  The common ancestor of

human. However, the available evidence is most consistent with a human host ~ HIV-1 group M, the strain

(Hillis 2000; Rambaut et al. 2001; Sharp et al. 2001). The implication is that the ~ Primarily responsible for the

group M strains of HIV-1 originated in a transfer of SIV from chimps to humans ~ AIDS pandemic, probably lived

that happened more than 70 years ago. between 1915 and 1941.
One medical lesson of the fact that HIV-1 is derived from SIV is that the

study of primate immunodeficiency virus infections is likely to yield insights into

AIDS. A key difterence between SIV infections in monkeys versus SIV infections

in chimps and HIV-1 infections in humans is that when monkey SIVs infect their

natural hosts, they generally cause little or no overt disease (Keele et al. 2009;

Paiardini et al. 2009). What makes SIV,, and especially HIV, unusual?

1.5 Why Is HIV Lethal?

This final section concerns the most difficult of the questions we consider in the
chapter. There is no definitive explanation for the nearly universal lethality of
HIV-1. Scientists have made progress, however. Here, we briefly review three
approaches that apply an evolutionary perspective to the problem.

A Correlation between Lethality and Transmission?

Dying of AIDS is clearly bad for the host. If there is heritable variation among
humans in their resistance to HIV and AIDS, then as discussed in Section 1.3,
we can expect that resistance will spread throughout the human population as
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COMPUTING CONSEQUENCES 1.1

E When did HIV move from chimpanzees to humans?

Here we outline the method Bette Korber and col-
leagues (2000) used to estimate the age of the common
ancestor of the group M strains of HIV-1. The essence
of the method can be expressed in an analogy. If we
know two cars started at the same place and time, that
they are now 240 miles apart, and that one has been
driving east and the other west at 60 miles per hour, we
can infer that they have been on the road for 2 hours.
From gene sequences, Korber’s team estimated the
genetic distances among 159 viral samples. The dis-
tances are summarized by the unrooted tree diagram in
. Each twig represents a gene from a single
virion. The distance along the tree from the tip of one
twig to the tip of another indicates the genetic differ-
ence between two virions. The dot in the center rep-
resents the common ancestor of the virions at the tips.
The tree shows how far apart the virions are now.
Next, Korber and colleagues drew a scatterplot
showing the genetic distance from the common an-
cestor to each virion as a function of the year the vi-
rion was collected (Figure 1.26b). The more recently a
sample was collected, the greater its genetic divergence

from the common ancestor. The plot includes the sta-
tistical best-fit line through the data. The slope of this
line shows us how fast the virions are traveling.

Finally, the researchers extrapolated the best-fit
line back in time to estimate the year in which a virus
would need to have been collected to show a genetic
difference of zero versus the common ancestor (Figure
1.26¢). In other words, they extrapolated back to the
date of the common ancestor itself. The best-fit line
hits zero at 1931. This tells us how long the virions
have been on the move.

Extrapolating beyond the data is dangerous, and
there may be biases in the data due to sampling error.
The true relationship between sequence divergence and
time could fall anywhere between the gray lines in the
figure. Korber and associates estimate with 95% confi-
dence that the common ancestor of their group M viri-
ons lived sometime between 1915 and 1941, indicated
by the red bar on the horizontal axis in Figure 1.26¢.
Additional analyses have produced estimates that were
similar (Salemi et al. 2001; Sharp et al. 2001; Yusim et
al. 2001) or slightly earlier (Worobey et al. 2008).
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Dating the common ancestor of HIV-1
strains in group M (a) An unrooted evolutionary tree for
159 group M HIVs. The tip of each twig represents a virion;
the distance traveled from one tip to another represents the
genetic difference between the two virions. The orange dot
marks the common ancestor of all group M strains. (b) This
scatterplot shows the genetic difference between each HIV

Year sample was collected © 2000 AAAS

sample in (a) versus the common ancestor as a function of the
date the sample was collected. The statistical best-fit line is in
orange. (c) Extrapolating the best-fit line in (b) back to zero
genetic difference gives an estimate of the date when the
common ancestor lived. From Korber et al. (2000).

From “Timing the ancestor of the HIV-1 pandemic strains.” Science 288: 1789-1796.
Reprinted with permission from AAAS.
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generations pass. However, the organism we want to focus on here is not the
host, but the virus. Is killing the host not also bad for the virus? After all, when
the host dies, the virions living inside the host die too.

Evolutionary logic suggests an answer if we recognize that even for a benign
pathogen, all hosts eventually die. To persist beyond the life span of the host, a
viral population must colonize new hosts. Thus a second level of natural selec-
tion is acting on HIV. The first level is the one we have already explored: There
are differences among virions in their ability to survive and reproduce within a
given host. The second level occurs when viral strains differ in their ability to
move from one host to another. Strains that are good at getting transmitted will
become more common over time; strains that are bad will disappear (Anderson
and May 1982; Ewald 1983).

Rare strains of HIV-1 exist that kill their hosts more slowly than common
strains (Deacon et al. 1995; Geftin et al. 2000; Rhodes et al. 2000; Tobiume et
al. 2002; Churchill et al. 2006). The fact that these milder strains are rare suggests
that they are seldom transmitted from one host to another. HIV-2 is also less
damaging to its hosts than most strains of HIV-1 (Marlink et al. 1994). It, too, is
transmitted at lower rates (Kanki et al. 1994). These observations hint that some
damage to the host is inevitable if a strain of HIV is to be transmitted readily.

Christophe Fraser and colleagues (2007) evaluated this hypothesis in more de-
tail by analyzing two data sets. The first data set, collected in Amsterdam before
the development of highly effective antiretroviral therapy, involved 123 men
who have sex with men. These data allowed Fraser and colleagues to estimate the
effect of viral load during the asymptomatic phase of infection on the time until
progression to AIDS (Figure 1.27a). Note that duration of AIDS-free infection is
the dependent variable: The higher the viral load, the more quickly patients de-
velop symptoms. The second data set, collected in Zambia, involved over 1,000
heterosexual couples in which one partner had HIV and the other did not. These

(a) (d) Figure 1.27 Viral load, pro-
. g i gression to AIDS, and trans-
8% 20+ 1 Amsterdam mission The graphs on the left
j_f S | » 30% show three key properties of an
5 1. \ b5 1 HIV infection as a function of the
2E | T 20% concentration of virions in the
S g o : : . B ] patient’s bloodstream during the
0= 103 104 105 106 & 10% asymptomatic phase: (a) the aver-
(b) g | age duration of the asymptom—
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data allowed the researchers to estimate the effect of viral load on the rate of
transmission (Figure 1.27b). The higher the viral load, the greater the rate at
which the infected partner passed the virus on. Finally, the researchers multiplied
the duration of AIDS-free infection (in years) by the rate of transmission (in new
infections per year) to estimate the transmission potential (in new infections) as
a function of viral load (Figure 1.27c¢). For a hypothetical population in which
most individuals are uninfected and spread of the virus is not limited by the rate
at which people change partners, the HIV strains that establish the most new in-
fections are the ones that maintain intermediate viral loads in their hosts.

Fraser’s calculations suggest that there may be an optimum viral load for HIV
transmission. For the patients in Amsterdam and Zambia on which the calcula-
tions are based, the actual average viral loads are on the same order of magnitude
as the predicted optimum (Figure 1.27d and e).

Left unexplained is why viral loads of this magnitude are damaging to the host.
This is a puzzle, given that natural hosts of monkey SIVs maintain similarly high
viral loads without getting sick (Pandrea et al. 2008). For additional insights, we
take a closer look at the evolution of viral populations inside individual hosts.

Shortsighted Evolution?

In Section 1.2, we covered evidence that HIV populations within individual
hosts evolve resistance to AZT and other antiretroviral drugs. HIV populations
also evolve the ability to evade the host’s immune response. The immune system
attacks HIV with antibodies and killer T cells (see Figure 1.6). These eliminate
many of the virions in the HIV population, but not all. Due to errors during rep-
lication, the HIV population is genetically variable. Some of the variants are less
susceptible than others to the immune system’s assault.

Antibodies and killer T cells recognize HIV and HIV-infected cells by binding
to epitopes—short pieces of viral protein displayed on the surface of the virion or
the infected cell. These epitopes are encoded in HIV’s genes. Mutations in the
genes change the epitopes and may enable the mutant virion to evade detection
by the host’s current arsenal of antibodies and killer T cells. By the time a new in-
fection enters the chronic phase (see Figure 1.8), the HIV population has already
changed. Variants easily targeted by the first wave of the immune attack have dis-
appeared; variants less easily detected persist (Price et al. 1997; Allen et al. 2000).

Research by A. J. Leslie and colleagues (2004) documents an example of a
mutation that helps HIV virions evade the immune response in some patients.
The mutation affects an epitope in a protein, called p24, that is a component of
the capsule that surrounds the core of the HIV virion. Infected host cells display
this epitope on their surface, along with a host protein called a human leucocyte
antigen, or HLA. When a killer T-cell recognizes the foreign epitope alongside
the self HLA protein, it destroys the infected cell.

In a survey of virions from more than 300 patients, Leslie and colleagues
found that in most strains of HIV, the third amino acid in the epitope is threo-
nine. However, in most HIV strains from patients who carry either of two par-
ticular alleles of HLA-B—B5801 or B57—the third amino acid is asparagine.
Experiments in test tubes showed why. Leslie and colleagues took white blood
cells from a patient with the B5801 allele and exposed them to different versions
of the p24 epitope (Figure 1.28). The patient’s cells reacted much more strongly
to the version with threonine than to the version with asparagine. White blood
cells from patients with the B57 allele showed a similar pattern.

One possible reason HIV
infections are fatal: Traits that
enhance the virus's ability to
infect new hosts, such as the
maintenance of a moderately
high viral load, may also
predispose HIV to kill.
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Figure 1.28 An HIV escape
mutation Each letter in the
epitope represents an amino acid:
T for threonine; S for serine; N for
asparagine; and so on. The units
of immune response are number
of cells, per million, producing
interleukin-gamma. From Leslie
and colleagues (2004).
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The evolution of the HIV population appears to contribute to the death of the
host in at least three ways. First, the continuous evolution toward novel epitopes
enables the viral population to stay far enough ahead of the immune response to
avoid elimination.

Second, the viral population within many hosts evolves toward ever more
aggressive replication. Ryan Troyer and colleagues (2005) took sequential HIV
samples from several untreated patients. The researchers grew the virions from
each sample on white blood cells from an uninfected donor. To each culture
dish, the researchers added one of four control strains of HIV against which the
virions from the patient would have to compete. In each dish, the viral strain
that could replicate most efficiently became numerically predominant. Troyer
and colleagues assessed the competitive fitness of the virions from the patients’
samples based on their overall performance against the four control strains. The
results appear in Figure 1.29. Each color represents the sequential samples from a
particular patient. In seven of eight cases, the competitive fitness of the patient’s
virions steadily increased over time. The longer a patient harbors an HIV popula-
tion, the more damaging the virions in the population become.

Third, in at least half of all hosts, strains of HIV evolve that can infect naive
T cells (Shankarappa et al. 1999; Moore et al. 2004). An HIV virion’s ability to
infect a given cell type is determined by the coreceptor the virion uses. Early
in most HIV infections, most virions use CCRS5 as their coreceptor. CCR5 is
found on macrophages and on regulatory, resting, and effector T cells (see Figure
1.6). As the infection progresses and the HIV population evolves, virions often
emerge that exploit a different coreceptor. These strains, called X4 viruses, use a
protein called CXCR4. CXCR4 is found on naive T cells.

Because naive T cells are the progenitors of memory and effector T cells, the
emergence of virions that can infect and kill naive T cells is typically bad news for
the host. Hetty Blaak and colleagues (2000) sampled the viral populations of 16
HIV patients to determine whether they contained X4 virions. Then, for a time
span running from a year before to a year after the date of this sample, the re-
searchers calculated the average helper T-cell counts in the blood of patients with
X4 viruses versus the patients without. The results appear in Figure 1.30. The
average T-cell counts in the patients without X4 viral strains held fairly steady
over time; the average counts in the patients with X4 strains fell. When virions
arise that undermine the immune system’s ability to replenish its stock of T cells,
they apparently accelerate the immune system’s demise.

The evolution of the HIV population within a host is shortsighted (Levin and
Bull 1994; Levin 1996). The virions do not look to the future and anticipate that
as their population evolves, it will ultimately kill its host. Virions are just tiny,
unthinking, molecular machines. Evolution by natural selection does not look to
the future either. It just happens automatically.

A Surprising Clue

Besides abetting the lethality of HIV infection, evolution within hosts has given
researchers an unexpected clue to another contributory factor. This clue was un-
covered by Philippe Lemey and colleagues (2007). Lemey reanalyzed an extraor-
dinary data set collected by Raj Shankarappa and colleagues in the laboratory
of James Mullins (1999). Shankarappa periodically collected HIV samples from
nine patients from the time they first tested positive until, 6 to 12 years later,
seven of them had developed AIDS. For each HIV sample, Shankarappa read the
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Figure 1.29 HIV populations
in many hosts evolve toward
more aggressive replication
Redrawn from Troyer et al. (2005).
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Figure 1.30 HIV strains that
use CXCR4 as a coreceptor has-
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immune systems Redrawn
from Blaak et al. (2000).

A second possible reason HIV
infection is fatal: During an
infection, the viral population
evolves—to evade the immune
system, replicate more rapidly,
and use a different coreceptor.



28 Part 1 Introduction

(a) (b)

Figure 1.31
(a) A partial evolutionary tree for the HIV virions sampled from
a single patient. The red line traces the sole surviving lineage.
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(b) The relationship across patients between progress to AIDS
and the rate at which synonymous mutations accumulate in
the surviving lineage. Redrawn from Lemey et al. (2007).

sequence of nucleotides for the gene that encodes two of the proteins found on
HIV’s envelope.

Lemey first estimated the evolutionary tree for the viruses in each patient. A
portion of the tree for Patient 1 appears in Figure 1.31a. The dashed lines mark
the collection times for the samples. The tree traces the diversification of the
viruses from the common ancestor on the lower left to the surviving lineages on
the upper right. The tree has many side branches (shown in blue) that ultimately
end in extinction (all black lines except the ones at upper right). This is probably
because HIV populations accumulate many lineages burdened with damaging
mutations. The tree also has one lineage (shown in red) that persists throughout
the infection. The trees for the other eight patients showed similar patterns.

Lemey then looked at the mutations that accumulated along the red branch,
separately tallying the rate of evolution for non-synonymous versus synonymous
changes. Non-synonymous mutations alter the sequence of amino acids in the
encoded protein and thus may be subject to natural selection. Synonymous mu-
tations do not alter the sequence of amino acids and are thus more likely to be
neutral (but see Ngandu et al. 2008).

We might have predicted that the speed at which the patients progressed to
AIDS would be connected to the rate at which non-synonymous mutations accu-
mulate. Immune systems doing a better job of blocking HIV’s replication might,
for example, impose stronger selection for altered protein structure and progress
more slowly. In fact, Lemey found no such association.

Instead, as shown in Figure 1.31b, Lemey found a relationship between pro-
gression to AIDS and the rate at which synonymous mutations accumulate.
Synonymous evolution is generally the result of chance. New variants arise by
mutation and, usually, disappear again shortly thereafter. A few variants, how-
ever, have a different fate. Simply by luck, rather than by providing a survival
advantage, they rise to high frequency.

Patients in which the HIV
population shows a higher
rate of nonadaptive evolution
progress more rapidly to AIDS....
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‘Why would patients’ whose HIV lineages experience more rapid neutral evo-
lution advance more quickly to AIDS? This odd result begins to make sense
when considered in light of our current understanding, outlined in Figure 1.9, of
how HIV causes AIDS. The infection triggers, directly and indirectly, a height-  ...This is consistent with
ened state of immune activation characterized by extensive proliferation of help-  a model of AIDS in which
er T cells. But helper Ts are the cells in which HIV replicates most etficiently.  heightened immune activation
This sets up a vicious cycle that causes extensive collateral damage to the immune  offers HIV more opportunities to
system. Patients whose immune systems activate most aggressively against HIV  replicate and is thus among the
develop AIDS more quickly (Sousa et al. 2002). They also likely experience  factors that leads to disease....
higher rates of viral replication. More replication means more mutations, and
more mutations mean a higher rate of neutral evolution.
Lemey’s finding is thus consistent with a model of AIDS in which the problem
is not so much the virus as the immune system’s response to it. This model is also
supported by studies of monkeys that are natural hosts of SIVs (see, for example,
Silvestri et al. 2005). Despite high rates of viral replication, natural hosts of SIV
avoid chronic immune activation and also avoid AIDS (Pandrea et al. 2008).
These results raise another question. Does the failure of humans to either tol-
erate or fight off HIV result from something unusual about HIV as a retrovirus,
something unusual about humans as a host, or both?

Unusual Features of HIV or Humans?

Comparison of HIV versus a variety of SIVs suggests that HIV has unusual prop-
erties. Among these is the possession of an extra gene, called vpu (see Schindler  ...And this, in turn, suggests
et al. 2006; Kirchhoft 2009). This extra gene appears to have arisen in the com-  a third reason HIV infection is
mon ancestor of a group of closely related SIVs that infect monkeys in the genus  fatal: Both the virus and its host
Cercopithecus. Subsequently, the vpu gene was picked up by an ancestor of chim-  have unusual properties.
panzee SIV when two different strains of SIV infected the same animal (Bailes et
al. 2003; Kirchhoft 2009).
One thing the Vpu protein does in many of the retroviruses that make it,
including HIV-1 group M, is block the action of a host protein called tetherin
(Sauter et al. 2009). Tetherin, as its name suggests, ties maturing virions to the  Among the unusual features
membrane of the host cell, thereby preventing their release (Neil et al. 2008;  of HIV as a virus is the ability
Perez-Caballero et al. 2009). to make a protein, Vpu, that
In SIVs in which Vpu does not interfere with tetherin, another viral protein,  blocks a host defensive protein,
called Nef, often plays this role. Human tetherin is resistant to Nef. This resis-  tetherin.
tance is due to the loss, resulting from a deletion in the tetherin gene, of five
amino acids from the protein (Zhang et al. 2009).
That HIV-1 group M has evolved a version of Vpu that blocks tetherin is
likely one of the reasons group M has spread so rapidly. And perhaps the posses-
sion of a Vpu that blocks tetherin, which presumably allows greater production
of virions from infected cells, conferred an advantage on viral strains that induce
higher levels of immune activation in their hosts (Kirchhoft 2009).
Just as comparative studies have revealed unusual features of HIV-1 as a retro-
virus, so too have they revealed unusual features of humans as a host. Research
on a host-cell protein called TRIM5a provides an example.
TRIMb5a, like tetherin, blocks retroviral replication. Precisely how it does so
is unclear, but TRIM5a interacts with the contents of the invading virion after
they have entered the cell and before reverse transcription of the viral genome
begins (Johnson and Sawyer 2009). TRIMb5a’s ability to restrict retroviral infec-
tion was discovered by Matt Stremlau and colleagues (2004), who demonstrated
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that the version of the protein made by rhesus macaques can disrupt the life cycle
of HIV. Somewhat perversely, human TRIM5a cannot block HIV’s replication
nearly as well.

Sara Sawyer and colleagues (2005) suspected that retroviruses and their mam-
malian hosts are engaged in a long-running arms race. The viruses are constantly
evolving to evade their hosts’ TRIMb5e, and the hosts are constantly evolving to
counteract the evasion. The researchers compared the sequences of the TRIMbar
genes from 20 different primates, including humans. They found that the evo-
lutionary history of primate TRIM5a has featured an extraordinarily high rate
of diversification among species in the amino acid sequence of the protein. The
changes have been concentrated in a small patch in a region of the gene called the
SPRY domain, which the researchers suspected is the point of contact between
TRIMb5a and the viral components it acts on. In experiments with genetically
engineered cells, Sawyer and colleagues (2005) confirmed that swapping the rhe-
sus monkey version of the SPRY patch into the human TRIM5a gene gave the
encoded protein the ability to block HIV replication. Conversely, swapping the
human version of the patch into the rhesus monkey TRIM5a diminished its
potency against the virus. These results are consistent with Sawyer’s arms-race
hypothesis.

Sawyer’s experiments suggest that modest changes in the human gene for
TRIM5a might substantially improve our resistance to HIV-1. Indeed, in a sim-
ilar study, Melvyn Yap and colleagues (2005) found that the mere substitution of
glutamine for arginine at position 332 substantially improved human TRIMb5a’s
ability to stop HIV. Why, then, does our TRIM5a not have glutamine at posi-
tion 332? Shari Kaiser and colleagues (2007) hypothesized that human TRIMba
is adapted to fight not the recently arrived HIV, but an extinct retrovirus that
once plagued our ancestors.

Kaiser and colleagues suspected that the extinct virus in question was PtER V1.
This virus is known from the many copies of its genome, disabled by muta-
tions, that persist in the chromosomes of chimpanzees and gorillas. By examin-
ing copies with different mutations, Kaiser was able to infer the sequence of the
PtERV1’s gag gene. This is the gene that encodes the viral proteins disrupted by
TRIM5a. Kaiser modified a mouse retrovirus by replacing its gag gene with the
one from PtERV1, then tested the virus’s ability to infect target cells that make
no TRIMbea, normal human TRIM5¢«, and human TRIM5a with glutamine at
position 332. The results appear in Figure 1.32. Human TRIM5a does, in fact,
confer strong resistance to PtERV1. And it confers much stronger resistance to
PtERV1 than does human TRIMb5a with glutamine. Note that the pattern of
resistance to HIV-1 is just the opposite: TRIM5a with glutamine confers stron-
ger resistance than the normal human protein. This trade-off is consistent with
the notion that humans are susceptible to HIV in part because of past selection
for resistance to PtERV1.

The explanations for HIV’s lethality that we have considered in this section
are mutually compatible. The grim course of infection with the virus may best
be viewed as resulting from the combined effects of selection for high transmis-
sibility, shortsighted evolution within patients, and unusual features of both the
virus and its host.

In this section, and throughout the chapter, an evolutionary analysis has—as
promised—given us crucial insights into matters of life and death. We will see
many examples in the rest of the book.

Among the unusual features of
humans as a host is that our
TRIM5« protein is relatively
ineffective in blocking HIV's
replication, apparently because
the protein is adapted to fight
an extinct virus that afflicted
our ancestors.

Relative susceptibility
to PtERV
100
100
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TRIM5a:  None  Human

Human
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HIV-1
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© 2007 AAAS
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Figure 1.32  Human suscep-
tibility to an extinct retrovi-
rus R332Q is the version of
TRIM5a with glutamine instead
of arginine at position 332. From
Kaiser et al. (2007).

From “Restriction of an extinct retrovirus by the
human TRIM5a antiviral protein.” Science 316:
1756-1758. Reprinted with permission from
AAAS.



Chapter 1

A Case for Evolutionary Thinking: Understanding HIV 31

SUMMARY

The story of HIV demonstrates that evolutionary analysis
has practical applications outside of textbooks and class-
rooms. HIV/AIDS has killed some 30 million people,
most of them Africans.

Each time an HIV virion invades a host cell, the virion
reverse-transcribes its RINA genome into a DNA copy
that serves as the template for the next generation of virus
particles. Because reverse transcription is error prone, an
HIV population quickly develops substantial genetic di-
versity. Some genetic variants replicate rapidly while oth-
ers die. As a result, the composition of the population
changes over time. That is, the population evolves.

HIV populations within patients quickly evolve re-
sistance to any single antiretroviral drug and can even
evolve resistance to multidrug cocktails. Without effec-
tive antiretroviral therapy, HIV populations also con-
tinuously evolve to evade the host’s immune response,
a process that ultimately contributes to the collapse of
the immune system and the onset of AIDS.

Just as HIV populations evolve in response to selec-
tion imposed by their hosts, so too host populations may
evolve in response to selection imposed by the virus.
Human populations harbor genetic variation for suscep-
tibility to HIV infection. If; during the AIDS epidemic,
susceptible individuals die at higher rates than resistant
individuals, then genetic composition of these popula-
tions will change over time. The search for genetic vari-

ation for resistance to HIV has led to the development
of new antiretroviral drugs.

HIV belongs to a family of viruses that infect a va-
riety of primates. Evolutionary trees based on genetic
comparisons reveal that HIV-1 jumped to humans from
chimpanzees and has done so more than once. HIV-1
also may have jumped to humans from gorillas. The
strains responsible for the bulk of the HIV/AIDS pan-
demic, HIV-1 group M, have a common ancestor that
lived several decades ago.

Comparison of HIV to evolutionarily related viruses,
and of humans to related hosts, has provided insight
into why HIV infection is lethal. HIV-1 possesses a
gene not present in most SIVs. This gene may have
made it advantageous for another of HIV’s genes to lose
its ability to suppress immune activation in the host.
Immune activation, in turn, plays a crucial role in pro-
gression to AIDS. Humans may be particularly suscep-
tible to HIV due to a genetic change that evolved in
our ancestors because it conferred resistance to another
retrovirus that is now extinct.

By focusing in this chapter on adaptation and di-
versification in HIV, we introduced topics that will
resonate throughout the text: mutation and variation,
competition, natural selection, evolutionary tree re-
construction, lineage diversification, and applications of
evolutionary theory to scientific and human problems.

QUESTIONS

1. In an editoral published on March 28, 2009, The Lan-
cet quoted Benedict XVI on Africa’s battle with HIV/
AIDS. The problem, the Pope said, “cannot be over-
come by the distribution of condoms. On the contrary,
they increase it.” Not surprisingly, this statement gen-
erated some controversy. Consider the relevant scien-
tific evidence. Is the Pope’s first statement correct? How
about his second statement? How do we know?

2. Review the process by which the HIV population inside
a human host evolves resistance to the drug AZT. What
traits of HIV contribute to its rapid evolution? How
might a similar scenario explain the evolution of antibi-
otic resistance in a population of bacteria?

3. In the early 1990s, researchers began to find AZT-resis-
tant strains of HIV-1 in recently infected patients who had
never received AZT. How can this be?

4. Given the risk of evolution of resistance, why do you
think the two patients shown in Figure 1.11 were not
given high doses of AZT immediately, rather than start-
ing them with low doses?

5. The idea behind multidrug therapy for HIV is to in-
crease the number of mutations required for resistance
and thus reduce genetic variation in the viral population
for survival in the presence of drugs. Could we achieve
the same effect by using antiretroviral drugs in sequence
instead of simultaneously? Why or why not?

6. Some physicians have advocated “drug holidays” as a
way of helping HIV patients cope with the side effects
of multidrug therapy. Under this plan, every so often
the patient would stop taking drugs for a while. From an
evolutionary perspective, does this seem like a good idea
or a bad idea? Justify your answer.
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7.

10

11

15.

16.

17.
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In a monograph published in 1883, Alexander Graham
Bell wrote that “natural selection no longer influences
mankind to any great extent.” Do you agree? What is
your evidence?

Design a study to test our prediction that human popu-
lations will evolve in response to selection imposed by
HIV. Where would you conduct it? What data would
you collect? How would you present your results?

When did HIV enter the human population, and from
what source? How do we know?

Suppose that HIV were the ancestor of the SIVs, instead
of the other way around. If immunodeficiency viruses
were originally transmitted from humans to monkeys
and chimpanzees, make a sketch of what Figure 1.25a

would look like.

Recall that we discussed two different types of selection
in this chapter: selection of different virus strains within
one host and selection of those virus strains that are able
to transmit themselves from host to host. Now consider
the hypothesis, traditionally championed by biomedical
researchers, that disease-causing agents naturally evolve
into more benign forms as the immune systems of their
hosts evolve more efficient responses to them. Is the
evidence we have reviewed on the evolution of HIV
within and among hosts consistent with this hypothesis?
Why or why not?

12.

Not all viruses are dangerous. (The common cold is an
example.) HIV, however, is nearly 100% lethal. Describe
three major hypotheses for why HIV is so highly lethal.

13. What is the evidence that the evolution of our ancestors

14.

to resist infection with an extinct retrovirus necessarily
left us vulnerable to HIV-1? Can you think of a genetic
change that might simultaneously protect an individual
against both HIV-1 and PtERV1?

Authors in various fields often make interesting state-
ments about evolution:

a. A traditional view, particularly in parasitology and
medicine, was that relationships between parasites and
their hosts inevitably evolve toward peaceful coexis-
tence (see Ewald 1983). Among the arguments for this
view was that a parasite population is likely to survive
longer if its host remains unharmed. Are the traditional
view and the argument for it consistent with what you
know about HIV—and about other diseases and para-
sites? What experiments do they suggest?

HIV is a tiny, robotic, molecular machine. Many
science fiction books describe robots that evolve to
become intelligent and conscious (and, usually, seek
freedom, develop emotions, and start wars with
humans). Under what conditions could robots actu-
ally evolve? Is it necessary that the robots reproduce,
for example?

EXPLORING THE LITERATURE

We discussed where HIV came from and when the pan-
demic started. But we did not much discuss how. For an
investigation into this question, see:

de Sousa, J. D., V. Muller, et al. 2010. High GUD incidence in the
early 20th century created a particularly permissive time window for
the origin and initial spread of epidemic HIV strains. PLoS One 5:
€9936.

Drug resistance has evolved in a wide variety of viruses,

bacteria, and other parasites. This paper describes the

evolution of drug resistance in the bacterium that causes
tuberculosis:

Blower, S. M., and T. Chou. 2004. Modeling the emergence of “hot
zones”: Tuberculosis and the amplification dynamics of drug resis-
tance. Nature Medicine 10: 1111-1116.

This paper concerns hepatitis B virus (HBV):

Shaw, T. A., A. Bartholomeusz, and S. Locarnini. 2006. HBV drug
resistance: Mechanisms, detection and interpretation. Journal of Hepa-
tology 44: 593—606.

Question 5 concerned treating HIV by using multiple

drugs sequentially instead of simultaneously. For a clinical

trial comparing these strategies, see:

Gulick, R. M., J. W. Mellors, et al. 1998. Simultaneous vs sequential

initiation of therapy with Indinavir, Zidovudine, and Lamivudine for
HIV-1 infection: 100-week follow-up. JAMA 280: 35.

18.

19.

20.

Our discussions of retrocyclin and TRIM5a revealed
cases in which small genetic changes would render hu-
mans more resistant to HIV. For a third example, see:

Gupta, R. K., S. Hue, et al. 2009. Mutation of a single residue renders
human tetherin resistant to HIV-1 Vpu-mediated depletion. PLoS
Pathogens 5: €1000443.

Antiretroviral drugs have, for many patients, transformed
HIV into a treatable chronic condition. But a treatment
is not a cure; patients have to remain on drug therapy
for life. To date, exactly one patient with HIV has been
cured. To read about how, see:

Hutter, G., D. Nowak, et al. 2009. Long-term control of HIV by
CCRS5 Delta32/Delta32 stem-cell transplantation. New England Jour-
nal of Medicine 360: 692—698.

The discovery of genetic variation for resistance to HIV
has suggested ways that HIV infection might be treated
with gene therapy. For an example, see:

Perez, E. E., J. Wang, et al. 2008. Establishment of HIV-1 resistance in
CD4" T cells by genome editing using zinc-finger nucleases. Nature
Biotechnology 26: 808—816.

Hutter, G., D. Nowak, et al. 2009. Long-term control of HIV by
CCRS5 Delta32/Delta32 stem-cell transplantation. New England Jour-
nal of Medicine 360: 692—698.
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21. For a paper that uses estimated evolutionary trees to ex-
amine the mechanism of HIV transmission among men
who have sex with men, see:

Butler, D. M., W. Delport, et al. 2010. The origins of sexually trans-
mitted HIV among men who have sex with men. Science Translational
Medicine 2: 18rel.

22. Stanley Trask and colleagues hypothesize that most
HIV-1 transmissions in sub-Saharan Africa occur be-
tween married couples. That is, the husband acquires
HIV and then passes it to his wife, or the wife acquires
HIV and then passes it to her husband. The research-
ers then use a reconstructed evolutionary tree to test
their hypothesis. Think about how this test might work.
What would the tree look like if the hypothesis is true? If
it is false? Then look up Trask et al.’s paper:

Trask, S. A., C. A. Derdeyn, U. Fideli, et al. 2002. Molecular epide-
miology of human immunodeficiency virus type 1 transmission in a

heterosexual cohort of discordant couples in Zambia. Journal of Virol-
ogy 76: 397-405.
Also see a follow-up of this topic, which found that risk
of acquiring HIV from an infected partner is higher if
the two partners share certain immune system alleles:
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Dorak, M., J. Tang, J. Penman-Aguilar, et al. 2004. Transmission of
HIV-1 and HLA-B allele-sharing within serodiscordant heterosexual
Zambian couples. Lancet 363: 2137-2139.

23. AIDS has generated a number of controversial fringe
theories. One of these contends that HIV originated not
from wild chimpanzees but from an experimental oral
polio vaccine that was derived from chimpanzee cell cul-
tures and was administered to many Africans during the
late 1950s. Researchers have managed to obtain samples
of the polio vaccine that was used in Africa in the 1950s.
By sequencing ribosomal RNAs present in the vaccines,
they were able to test whether the species used to pre-
pare the vaccine was really chimpanzee, as proposed. In
addition, information is available on whether and where
there are wild chimpanzee populations that harbor the
SIV type that is most closely related to HIV. See:
Berry, N., A. Jenkins, J. Martin, et al. 2005. Mitochondrial DNA and
retroviral RNA analyses of archival oral polio vaccine (OPV CHAT)

materials: Evidence of macaque nuclear sequences confirms substrate
identity. Vaccine 23: 1639-1648.

Keele, B. F., F. Van Heuverswyn, et al. 2006. Chimpanzee reservoirs
of pandemic and nonpandemic HIV-1. Science 313: 523-526.
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The Pattern of Evolution

here do we come from, we humans and the myriad other organisms,
turtles included, that share our planet? Biologists have established the
answer, but members of the general public remain divided.
For an international view of public sentiment, Jon D. Miller and colleagues
(2006) assembled data from recent surveys conducted in 32 European countries,
the United States, and Japan. All the polls had included this question:

True or False? Human beings, as we know them, developed from earlier species of
animals.

Iceland, Sweden, Denmark, and France ranked highest. In these countries, 80%
or more of adults affirmed descent with modification (Figure 2.1, next page).
Japan was next, at 78%. The United States ranked second to last: 40% accepted
evolution, 39% rejected it, and 21% were unsure. (Turkey, where scarcely one in
four adults accepted evolution, was last.)

All readers, even in countries with high levels of acceptance, are bound to find
themselves in conversation with individuals who remain unconvinced or reject
evolution outright. Some of the doubters will be school board members, legisla-
tors, or teachers (see Berkman et al. 2008; Forrest 2008; Branch and Scott 2009).
This alone is sufficient reason for covering the evidence for evolution.

© 2008 Nature Publishing Group

This 220-million-year-old fossil
turtle, Odontochelys semitestacea,
has a full shell covering its belly
(above) and expanded ribs
protecting its back (below).

Its anatomy is consistent with a
hypothesis of turtle origins based
on how the shell develops in living
embryonic turtles. From Li et al.
(2008); see also Burke (2009),
Nagashima et al. (2009).

Reprinted by permission from Macmillan Publishers
Ltd: Nature 456: 497-501, copyright 2008.
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But the chapter serves other purposes as well. It summarizes the pattern of
lite’s history that the theory of evolution was developed to explain. It introduces
concepts, such as homology and deep time, that will be important throughout
the book. And it complements our discussion of HIV (Chapter 1) in providing
additional examples of why evolution matters outside classrooms and textbooks.

We will organize our presentation around the points of difference between
two competing models of the history of life on Earth. The first model is the
theory of special creation (Figure 2.2a, facing page). In this view, species are im-
mutable—unchanged since their origin—and variation among individuals is lim-
ited. All species were created separately and are thus genealogically unrelated to
each other. In the traditional version of special creation, the Earth and its living
creatures are young—with a beginning as recent as 6,000 years ago (Ussher 1658;
Brice 1982). As expressed by John Ray (1686), the first scientist to give a biologi-
cal definition of species, “One species never springs from the seed of another.”

When the English naturalist Charles Darwin began to study biology seriously,
as a college student in the 1820s, the theory of special creation was still the lead-
ing explanation in Europe for the origin of species. Scholars had, however, begun
to challenge it. The notion of biological change had been proposed by several
authors in the late 1700s and early 1800s, including Georges-Louis Leclerc (often
referred to by his title, Comte de Buffon), Erasmus Darwin (Charles’s grandfa-
ther), and Jean-Baptiste Lamarck (Eiseley 1958; Desmond and Moore 1991).

By the time Darwin began working on the problem himself, in the 1830s,
dissatisfaction with special creation had begun to grow in earnest. Research in
the biological and geological sciences was advancing rapidly, and the data clashed
with special creation’s claims.

The idea of evolution had thus been under discussion for decades. But it was
Darwin’s most famous book, On the Origin of Species by Means of Natural Selec-
tion, first published in 1859, that convinced the scientific community that it was
true—that Earth’s species are the products of descent with modification from a
common ancestor (Mayr 1964). Darwin had worked on the material for more
than 20 years before publishing. Drawing on his own work and that of others, he
had gathered an overwhelming collection of detailed evidence from a variety of
fields of biology. His masterful presentation was persuasive. Within a decade, the
fact of evolution had achieved general acceptance among scientists.

The theory of descent with modification includes five elements missing from
special creation (Figure 2.2b). First, species are not immutable, but change through
time. In a population of birds, for example, the average beak size may change from
one generation to the next. This is known as microevolution. Second, lineages
split and diverge, thereby increasing the number of species. An ancestral species of
birds, for instance, may give rise to two distinct descendant species. This is called
speciation. Third, over long periods of time, novel forms of life can derive from
earlier forms. Tetrapods, for example, arose from a lineage of fish. This kind of
dramatic change over time is called macroevolution. Fourth, species are derived
not independently, but from common—that is, shared—ancestors. All species are
thus genealogically related. “I should infer,” Darwin said in On the Origin of Species
(1859, p. 484), “that probably all the organic beings which have ever lived on this
earth have descended from some one primordial form.” Finally, the Earth and life
are considerably more than 6,000 years old.

The five sections of the chapter review evidence that supports each of these
elements in Darwin’s view of life’s history. The evidence—some of it presented
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Human beings, as we know them,
developed from earlier species of
animals.
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Figure 2.1 Acceptance of evo-
lution in 34 countries Sample
sizes range from 500 to 2,146;
most are near 1,000. Redrawn
from Miller et al. (2006).

From “Science communication. Public acceptance
of evolution.” Science 313: 765-766. Reprinted
with permission from AAAS.

The theory of special creation
and the theory of descent with
modification make different
assertions about species, where
they came from, and how they
are related, as well as different
assertions about the age of
Earth. These assertions can be
checked against evidence.

© 2006 AAAS
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(a) Special Creation
e Species do not change * * *
e Lineages do not split

e Each species is separately created @; i;:;; g;:;; i;:}
e Each species is independently created
e Earth and life are young % % %%

(b) Descent with Modification g g ézzr; g
e Species change over time (microevolution)
e Lineages split and diverge (speciation) %%%%
e New life-forms derive from older forms (macroevolution)

o All life-forms are related (common ancestory)
e Earth and life are old
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by Darwin, much of it accumulated since—has convinced virtually all scientists
who study life that Darwin was right. Darwin called the pattern he saw “descent
with modification.” It has since come to be known as evolution.

2.1 Evidence of Microevolution: Change
through Time

Numerous lines of evidence demonstrate that populations of organisms change
across generations. Here we review data from selective breeding, direct observa-
tion of natural populations, and the anatomy of living species.

Evidence from Selective Breeding

That a population of organisms can change over time can be demonstrated by
anyone with sufficient patience. The trick is selective breeding, also known as ar-
tificial selection. Each generation, the experimenter examines the population and
chooses as breeders only those individuals with the most desirable characteristics.

Ted Garland and colleagues bred strains of mice that voluntarily run extraordi-
nary distances on exercise wheels (Swallow et al. 1998). From a large population
of lab mice, the researchers established four high-runner lines and four control
lines, each consisting of 10 mated pairs. The scientists let the pairs breed, gave
the offspring exercise wheels, and recorded the distance each mouse ran per day.

For the high-runner lines, the researchers selected from each family the male
and female that ran the greatest distance. These they paired at random—except
that siblings were not allowed to breed with each other—to produce the next
generation. For the control lines, the researchers used as breeders a male and fe-
male from each family chosen at random.

Figure 2.2 Two views of the
history of life These cartoons
illustrate the contrasting claims
made by the theory of special cre-
ation versus the theory of descent
with modification.
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After 24 generations of selective breeding, the mice in the selected versus
control lines clearly differed in their propensity for voluntary exercise (Figure
2.3). The females in the high-runner lineages traveled, on average, 2.78 times as
far each day as the females in the control lineages (Garland 2003). There are, of
course, two ways that the high runners might accomplish this. They could spend
more time running, or they could run faster. It turns out that mostly what they
do is run faster (Garland et al. 2011).

Garland’s high-runner mice also differ from the controls in genotype (Garland
et al. 2002; Kelly et al. 2010), physiology (Malisch et al. 2008; Meek et al. 2009),
and morphology (Yan et al. 2008).

Perhaps most dramatic, however, are neurological difterences (Rhodes et al.
2005). The high-runner mice resemble humans with attention deficit/hyperac-
tivity disorder (ADHD). For example, Ritalin—a drug used to treat ADHD in
humans—reduces the intensity of exercise in high-runner mice but has little ef-
fect on control mice.

The extent to which lineages of organisms can be sculpted using artificial
selection is dramatically illustrated by the fact that most domesticated plants and
animals come in an abundance of distinct pure-breeding varieties. In each case,
the distinctive varieties derive from common stock.

All breeds of dogs, for example, are descended from wolves (Wayne and Os-
trander 2007; vonHoldt et al. 2010). The enthusiasm with which they hybridize
demonstrates that, despite their differences, all dogs still belong to a single species.
Compared to their wolf ancestors, dogs exhibit an astonishing diversity of sizes,
shapes, colors, and behaviors (Figure 2.4). The differences persist when dogs of
different breeds are reared together, showing that breed characteristics are the
result of genetic divergence (see also Akey et al. 2010; Boyko et al. 2010; Shearin
and Ostrander 2010).

Figure 2.3 Microevolu-

tion under selective breed-
ing After 24 generations of
selective breeding for distance
voluntarily run on an exercise
wheel, female mice from selected
lineages ran nearly three times as
far, on average, as female mice
from control lineages (14,458
versus 5,205 revolutions per day,
as indicated by orange triangles).
Mice and wheels are not shown
to scale; in reality, the wheels
were much larger. Redrawn from
Garland (2003).

Observations on living
organisms provide direct
evidence of microevolution by
showing that populations and
species change over time.
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Evidence from Direct Observation of Natural Populations

Laboratories, farms, and kennels are not the only places where populations of

organisms evolve rapidly enough that we can watch it happen. In recent decades,
biologists have documented numerous examples of microevolution in natural
populations. Looking just at studies of animals, for example, Andrew Hendry and
colleagues (2008) reviewed thousands of measurements of change across genera-
tions in dozens of different species. For 17 species, there was definitive evidence
that the modification across generations was at least partly due to changes in
genes. A similar volume of research reports observations of microevolution in
plants (Bone and Farres 2001).

Research on field mustard by Steven Franks and colleagues (2007) provides
an elegant example. Field mustard, Brassica rapa, is a small herb closely related
to turnip and broccoli rabe (Figure 2.5). Franks and colleagues studied a natural
population in coastal Southern California.

The plants in this population depend on a rainy season that runs from winter
into spring. Individuals germinate, grow, flower, set seed, and die within a single
year. For several years in the mid 1990s the seasonal rains lasted into late spring,
giving the plants unusually long growing seasons. In long growing seasons indi-
viduals that delay flowering, and thereby grow larger before reproducing, make
more seeds. For several years in the early 2000s, in contrast, the seasonal rains
ended early. In short growing seasons, individuals that flower early, and thereby
avoid dying of dehydration before setting seed, enjoy higher reproductive suc-
cess. Franks and colleagues (2007) hypothesized that during the drought, their
field mustard population had evolved an earlier average flowering time.

Fortunately, the researchers had a collection of seeds they had gathered from
the population in 1997, before the drought struck. This collection was eftectively
a fossil record, but one from which seeds would germinate and grow. Franks and
colleagues gathered more seeds in 2004 for an experimental comparison.

Under ideal conditions in a greenhouse, Franks and colleagues first grew a
refresher generation of mustard plants from each collection. This step was needed
to eliminate any differences between the seeds from 1997 versus 2004 caused
by the longer dormancy endured by the 1997 seeds or by the different environ-
ments experienced by the parents that produced the two sets of seeds. Using the

Figure 2.4 Dogs illustrate the
capacity of lineages to change
under artificial selection The
ancestors of dogs looked like
today’s wolves (left). A papillon
and a great dane (right) show the
diversity among dog breeds.

Figure 2.5 Field mustard,
Brassica rapa
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offspring of the refresher generation as breeding stock, the researchers then pro-
duced purebred 1997 experimental plants, purebred 2004 experimental plants,
and experimental hybrids. They watered all plants to mimic a long growing sea-
son and counted the days each plant took from germination to first open flower.

Figure 2.6 summarizes the variation in time to first flower among individuals
in the three strains. As Franks and colleagues had predicted, the 2004 purebreds
had, on average, the shortest flowering time, the hybrids were next, and the 1997
purebreds had the longest flowering time.

Note that the experimental plants were the third generation in which all indi-
viduals had been grown together in the same environment. This means that any
differences among the 1997 purebreds versus the hybrids versus the 2004 pure-
breds must be due to differences in the plants’ genes. Franks and colleagues con-
cluded that their mustard population had, indeed, evolved during the drought.

Later in this section, and throughout the book, we will consider additional
examples in which natural populations evolved while biologists were watching.

Evidence from Living Anatomy: Vestigial Structures

By the time Darwin began working on “the species question,” comparative anat-
omists had described a number of curious traits called vestigial structures. A
vestigial structure is a useless or rudimentary version of a body part that has an
important function in other, closely allied, species. Darwin argued that vestigial
traits are difficult to explain under the theory of special creation, but readily in-
terpretable under the theory of descent with modification.

Figure 2.7 shows examples of vestigial structures. The North Island brown
kiwi, Apteryx mantelli, a flightless bird, has tiny, stubby wings. The royal python,
Python regius, has remnant hindlimbs, represented internally by rudimentary hips
and leg bones and externally by minute spurs. The evolutionary interpretation is
that kiwis and pythons are descended, with modification, from ancestors whose
wings or hind legs were fully formed and functional.

Humans have vestigial structures too. We have, for example, a tiny tailbone
called the coccyx (Figure 2.8a). We also have muscles attached to our hair follicles
that contract to make our body hair stand on end when we are cold or fright-
ened (Figure 2.8b). If we were hairy, like chimpanzees, this would increase the
loft of our fur to keep us warm or make us look bigger and more intimidating
to enemies (Figure 2.8¢). But we are not hairy, so we just get goose bumps. Our
goose bumps imply that we are descended from ancestors that were hairier than
we are. Likewise, our tiny tailbones imply descent from ancestors with tails.
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Figure 2.6 Microevolution
documented in a natural pop-
ulation of field mustard The
effect of strain on flowering time
is statistically significant at p <
0.001. Redrawn from Franks et
al. (2007).

Figure 2.7 Vestigial
structures (a) The brown kiwi,
a flightless bird, has tiny, useless
wings. (b) The royal python
(Python regius) has a tiny remnant
hindlimb, called a spur, on either
side of its vent.
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Vestigial traits also occur at the molecular level. Humans have one such trait
on chromosome 6. It is a DNA sequence that looks like a gene for the enzyme
CMAH (CMP-N-acetylneuraminic acid hydroxylase), except that it is disabled
by a 92-base-pair deletion (Chou et al. 1998). Most mammals, including chim-
panzees, bonobos, gorillas, and orangutans, make CMAH in abundance, but hu-
mans cannot (Chou et al. 2002). CMAH converts an acidic sugar, destined for
display on the surface of cells, from one form to another. Because of our inability
to make CMAH, we humans have a different biochemical signature on our cell
membranes. This appears to explain why humans and chimpanzees are largely
immune to each other’s malaria parasites (Martin et al. 2005).

In a survey of the human genome, Zhengdong Zhang and colleagues (2010a)
found 75 more examples of human genes that are disrupted by devastating muta-
tions and whose functions have been lost from our species’ biochemical tool kit.
These nonfunctional genes are difficult to reconcile with the notion that humans
were created in their present form. But they are readily explicable if humans are
descended from ancestors that made CMAH and the other 75 proteins.

In some cases, the interpretation of vestigial traits as evidence of evolution
can be tested. The threespine stickleback, Gasterosteus aculeatus, is a small fish that
lives in coastal ocean waters throughout the Northern Hemisphere and readily
invades freshwater (Bell and Foster 1994). Marine sticklebacks carry heavy body
armor, featuring bony plates protecting their sides and pelvic fins modified into
spines (Figure 2.9a). Freshwater sticklebacks, however, often carry light armor.
They have fewer bony plates, and their pelvic structures may be reduced to ves-
tiges or absent altogether (Figure 2.9b). Freshwater and marine sticklebacks typi-
cally interbreed without hesitation, confirming their close relationship.

(a) Fully armored

Vestigial pelvic structure

Figure 2.8 Human vestigial
structures (a) The coccyx,

a rudimentary tailbone. (b) The
arrector pili, a muscle at the
base of each hair follicle. When
it contracts, the hair stands up.
(c) In a chimpanzee, contrac-
tion of the arrectores pilorum
increases the loft of the fur.

Both the anatomy and genomes
of living organisms show
evidence of descent with
modification in the form of
reduced or useless parts.

Figure 2.9 Reduced armor in
freshwater sticklebacks (a)
Marine sticklebacks are heavily
armored with bony plates and
pelvic spines. (b) Freshwater stick-
lebacks often have light armor
plating and reduced or absent
pelvic structures. [These particular
individuals are offspring produced
in a laboratory breeding experi-
ment (Cresko et al. 2007) and are
used here for illustration.] Photos
courtesy of William A. Cresko.
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The difterences in body armor between marine versus freshwater sticklebacks
are largely controlled by just two genes. The gene responsible for variation in
armor plating encodes a protein called ectodysplasin (Colosimo et al. 2005). The
gene responsible for variation in pelvic spines encodes pitx1 (Shapiro et al. 2004).
Each gene has two alleles: one associated with heavy armor and one with light.

If the alleles for light plating and a reduced pelvis exist in marine stickleback
populations, then marine populations invading freshwater might evolve toward
the lightly armored form rapidly enough to watch it happen. Michael Bell and
colleagues (2004) documented just such a swift transition (Figure 2.10). Loberg
Lake, Alaska, was poisoned in 1982 so that it could be restocked with trout and
salmon for recreational fishing. By 1988, the lake had been invaded by marine
sticklebacks from nearby Cook Inlet. Bell monitored the new Loberg popula-
tion from 1990 through 2001. In less than a dozen years, the composition of the
population changed from over 95% fully plated fish to over 75% lightly plated.
In Loberg Lake, and probably elsewhere, freshwater sticklebacks with vestigial
armor are, indeed, the modified descendants of heavily armored marine fish.

Why Microevolution Matters

We have reviewed three kinds of evidence for microevolution. Species are not
fixed entities. Their characteristics can and do change across generations.

Microevolution is important in human affairs because it alters the nature of
the many organisms we interact with. These include domestic plants and animals
(for examples, see Driscoll et al. 2009; Tian et al. 2009), wild organisms we eat
(Allendort and Hard 2009), microbes that cause disease (Taubes 2008; Knapp et
al. 2010), parasites (Sibley and Hunt 2003), pests (Mallet 1989), and commensal
organisms such as the bacteria that inhabit our guts and help us digest our food
(Hehemann et al. 2010).

In addition, our interactions with other organisms sometimes cause our own
populations to evolve, leading to genetic differences among individuals who live
in different places and have divergent lifestyles (Hancock et al. 2010).

2.2 Evidence of Speciation: New Lineages
from Old

Having established that species change over time, we now consider whether they
also spawn new species. Before we discuss the evidence, is helpful to define what
species are and to establish a way of telling them apart. Achieving consensus on
a definition has been difficult for biologists, in part because the utility of various

Figure 2.10 Evolution of ves-
tigial armor plating in Loberg
Lake’s stickleback popula-
tion Plotted from data in

Table 1 in Bell et al. (2004).
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criteria for distinguishing species depends on the type of organism under study
and the problem to be solved (de Quieroz 2007).

In this chapter, we use a definition codified by Ernst Mayr (1942). Species
are populations, or groups of populations, within and among which individuals
actually or potentially interbreed and outside of which they do not interbreed.
The virtue of this definition, known as the biological species concept, is that we
can let the organisms themselves tell us whether they belong to the same species.
If individuals from different populations have the opportunity to mate but are
disinclined to do so, or if such individuals mate but fail to produce healthy, fertile
offspring, then the individuals belong to different species.

The evidence we will examine comes from both laboratory experiments and
observations of natural populations.

Evidence from Laboratory Experiments

Siobain Dufty and colleagues (2007) set up an experiment to encourage specia-
tion in populations of a virus called &6 (Figure 2.11). ¢6 is an RINA virus that in-
fects the bacterium Pseudomonas syringae. Different strains of the virus interbreed
when they infect the same host cell and exchange bits of genetic material.

Wild-type &6 virions, Gpbywr, can infect four different varieties of P. syringae.
While studying the virus, Dufty and colleagues had found a spontaneously oc-
curring mutant strain with an extended host range. This strain, 6y, 4, carries an
altered version of the gene for a protein called P3. P3 enables the virus to attach
to host cells and initiate an infection. The modified P3 allows ¢p6y,,,.4 to infect an
additional variety of P. syringae plus the bacterium Pseudomonas pseudoalcaligenes.

Duffy and her team set up four experimental populations of ¢6y,,,4 and grew
them on P. pseudoalcaligenes. Every day for a month, the researchers transferred a
random sample of a few hundred virions from each experimental population to a
new petri dish of uninfected hosts. This procedure allowed the viral populations
to cycle through a total of about 150 generations.

Dufty expected the experimental populations to evolve by natural selection.
Because RNA viruses have high mutation rates, new mutant strains of 6 would
arise. Most would fare poorly in competition with the other individuals in the
population, and would remain rare or disappear. However, due to the large
number of virions that proliferate in a dish of bacteria, and thus the large variety
of mutants getting a tryout, the researchers anticipated that a few mutant strains
would arise that could replicate especially quickly in P. pseudoalcaligenes. Over the
month, these strains would become common. This is, indeed, what happened.

Of particular interest is a mutant strain that appeared in experimental popula-
tion 1 about midway through the month. The researchers detected this strain
while periodically checking whether virions from each of the experimental pop-
ulations could still infect the five difterent strains of P. syringae. The new strain,
which the researchers called $p6g; 0w, could not. It carried another alteration
in the gene for P3. This alteration had two consequences. It endowed virions
with an enhanced ability to infect P. pseudoalcaligenes and a resulting competitive
advantage that allowed them to rise to high frequency (Figure 2.12). And it ren-
dered them incapable of infecting any strain of P. syringae.

By the biological species concept, b6yt and GO parow are different species.
They cannot infect the same host, and so they are incapable of interbreeding.
Dutfty’s experiment demonstrates one way viruses can switch hosts. And it shows
that, contrary to John Ray’s claim, a species can spring from the seed of another.

Figure 2.11

Bacteriophage
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Figure 2.12 Evolution in an
experimental population of

bacteriophage $6 The spe-
cialist strain that appeared mid-
way through the experiment is
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from Duffy et al. (2007).
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Similar experiments with more complex organisms, most frequently insects,
have been conducted over the past several decades [for reviews, see Rice and
Hostert (1993); Florin and Odeen (2002)]. A study by Dianne Dodd (1989) on ‘
the fruit fly Drosophila pseudoobscura provides an example. ) T ,

Dodd worked with lab populations descended from a common ancestral wild Starch  Maltose
stock. Four populations had been evolving for a year on a starch-based diet and
four on a maltose-based diet. Both diets were stressful for the flies, so it had taken

Females

290 153
months, and several generations of evolution, for the populations to thrive.
Dodd ran mating trials to gauge whether flies adapted to difterent diets were
inclined to interbreed. In each trial, she placed virgin males and females from a 149 o)

starch population together with virgins from a maltose population, then watched
the flies mate. Most of the matings, 602 of 904, were between flies from the same
food-based population (Figure 2.13). Dodd’s flies had not yet separated into dif-  Figure 2.13 Mating prefer-
ferent species, but their aversion to mating with flies from populations adapted to  ences of fruit flies from popu-
a different diet suggests they were moving in that direction. Ia.tlons adapted to different
R . . . . diets Boxes the number of
Dodd’s results, which are typical for experiments of this type, may at first seem ;

; o . .. ; } ] matings between each type of
somewhat disappointing (Florin and Odeen 2002). Unlike Duffy’s experiment  oyple. Data from Dodd (1989).
with viruses, laboratory natural selection on insects has generally produced only
partial reproductive isolation. On the other hand, barriers to interbreeding may
in most organisms accumulate slowly. The evolution of complete reproductive

Maltose

isolation may require hundreds of thousands, if not millions, of years (Coyne and
Orr 1997; Gourbiere and Mallet 2010). Instead of being disappointed, we should
perhaps be impressed that partial isolation evolves fast enough for us to watch.

Evidence from Natural Populations

A lesson from experiments like Dodd’s is that speciation is typically not a sudden
event, but a gradual process (Nosil et al. 2009). Figure 2.14a illustrates a version
of the speciation process thought to be common. If it is, then we should find
examples in nature of populations in all stages. This we do, as Andrew Hendry
and colleagues (2009) illustrate by reviewing research on threespine sticklebacks.
Speciation starts with a single population in which there is variation among
individuals. Because variation is ubiquitous, virtually any population could serve
as an example. Hendry and colleagues use the stickleback population in Rob-
ert’s Lake on Vancouver Island, Canada. Among other traits, the fish vary in the
relative length of their gill rakers (Figure 2.14b). The rakers form a sieve inside
a stickleback’s mouth that the fish can use to catch tiny planktonic prey such as
copepods. In Robert’s Lake, sticklebacks with long rakers for their body size
consume a diet richer in copepods. Fish with short rakers eat a higher proportion ~ Observations on living
of non-planktonic prey, such as insect larvae gleaned from the lake bottom. organisms provide direct
The second stage of speciation involves a population divided into readily dis-  evidence of speciation by
tinguishable subpopulations that nonetheless still interbreed. David Berner and ~ showing that populations
colleagues (2008, 2009) found such a situation when they compared the stick- ~ can diverge to the point that
lebacks in Robert’s Lake to the fish living in Robert’s Creek, which drains the  their individuals can no longer
lake. The creek fish are larger than the lake fish (Figure 2.14c). The lake fish have  interbreed.
relatively longer gill rakers and draw a larger portion of their diet from plank-
ton. However, the transition in body types between lake fish versus creek fish is
smooth rather than abrupt. Genetic analysis confirms that lake fish and creek fish
sometimes mate with each other.
The third stage of speciation features distinct populations with limited
interbreeding. Paxton Lake on Texada Island, Canada, is home to two kinds of
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Figure 2.14 Threespine sticklebacks illustrate stages of from Robert’s Lake and Robert’s Creek. Photo by Daniel Ber-
speciation (a) Speciation is typically a gradual process. After ner; see Berner et al. (2009), Hendry et al. (2009). (d) Individu-
Hendry et al. (2009) and Nosil et al. (2009). (b) Variation in als representing the two populations that share Paxton Lake.

gill raker length among sticklebacks in Robert’s Lake. Diagram Photo by Todd Hatfield; from Schluter (2010). (e) Individuals
from Berner et al. (2008); graph redrawn from Hendry et al. representing the two species that share Akkeshi Bay. From

(2009). (¢) Individual sticklebacks representing subpopulations Kitano et al. (2007).

sticklebacks (see Schluter 2010). One kind, called the benthic form, is large with
short gill rakers (Figure 2.14d). It specializes on lake-bottom invertebrates. The
other kind, the limnetic form, is small with long gill rakers. It specializes on plank-
ton. Genetic studies show that limnetics and benthics mate with each other on
occasion. Their hybrid offspring, though viable and fertile, compete poorly with
purebred forms. Some experts consider the two forms to be different species.

Speciation ends with distinct populations whose reproductive isolation is ir-
reversible. This state is rare in threespine sticklebacks, but it has been achieved
by the two types that inhabit Akkeshi Bay, Japan (Kitano et al. 2007). One is the
same type that occurs elsewhere in the Pacific Ocean; the other is found only
in the Japan Sea (Figure 2.14¢). The two types show similar lifestyles and diets,
but clear difterences in appearance—including different patterns of armor plating
on their tails—and in mating behavior. They also exhibit clear genetic difter-
ences, including different sex chromosomes (Kitano et al. 2009). The two forms
hybridize only rarely, and when they do, the male offspring are sterile. Akkeshi
Bay’s two sticklebacks meet Mayr’s definition of species.

The fact that biologists have found threespine stickleback populations in all
four stages is consistent with the hypothesis that speciation is constantly taking
place in nature. Many other organisms show similar patterns. In a few cases, pop-
ulations show all four stages in a geographically continuous loop. These, known
as ring species, serve as our final piece of evidence for speciation.

Ring species offer particularly compelling evidence that one species can split
into two. Our example is the Siberian greenish warbler (Phylloscopus trochiloides,
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(b) Figure 2.15 A warbler shows
E - 2E N that one species can split into
two (a) A Siberian greenish
warbler (Phylloscopus trochiloi-
des). Photo by D. Irwin, from
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Figure 2.15a), whose range forms a ring around the Tibetan Plateau (Figure 2.15b).
Although their songs increase in complexity from south to north around both
sides of this loop, the birds view each other as conspecifics—and interbreed—ev-
erywhere they meet (Irwin et al. 2001; Wake 2001). The exception is in central
Siberia, where the northeastern and northwestern forms decline to mate.

Darren Irwin and colleagues (2005) present genetic evidence that there are
no other biological boundaries, aside from the one in central Siberia, between
one form of greenish warbler and another. All belong to a single population that
circles around on itself. However, genetic differences among the birds increase
with geographic distance (Figure 2.15¢). And their songs, crucial in mating ritu-
als, diverge with genetic distance (Figure 2.15d; Irwin et al. 2008). Irwin argues
that today’s greenish warblers are descended from a southern population that ex-
panded northward in two directions. By the time the two fronts met generations
later, the birds were modified enough to be mutually disinterested in romance.

Greenish warblers show that over space and time, a species can gradually di-
vide into two. For another well-documented ring species, the salamander Ensa-
tina eschscholtzii, see Kuchta et al. (2009) and Pereira and Wake (2009).

Why Speciation Matters

Siobain Dufty’s study of host switching in phage b6 shows the relevance of spe-
ciation to humans. Nathan Wolfe and colleagues (2007) review the origins of 25
major human diseases. Several are caused by pathogens that originated in other
animals, switched hosts, and evolved into new species that infect only humans.
Diphtheria is likely derived from a disease of domesticated herbivores (Martin
et al. 2003), measles from a disease of cattle (Westover and Hughes 2001), and
smallpox from a virus of rodents or camels (Hughes et al. 2010). For early warn-
ing of emerging epidemics, Wolfe and colleagues advocate better surveillance of
pathogens infecting people who are in regular contact with wild animals.
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2.3 Evidence of Macroevolution: New
Forms from Old

The evidence we presented for microevolution and speciation came from ex-
periments and observations on living organisms. Now, as we consider whether
new life-forms descend from old, we add a new source of evidence: fossils. A
fossil is any trace of an organism that lived in the past. The worldwide collection
of fossils is called the fossil record.

The simple fact that fossils exist, and that most of them preserve forms unlike
species alive today, indicates that life has changed over time. Here we focus on
this and more specific ways the fossil record ofters evidence of macroevolution.

Extinction and Succession

In 1801, comparative anatomist Georges Cuvier published a list of 23 species
known only from fossils. His point was to challenge the hypothesis that unusual
forms in the fossil record would eventually be found alive, once European scien-
tists had visited all parts of the globe. It was unlikely, Cuvier argued, that masto-
dons and other enormous creatures still lived but had escaped detection.

Controversy over the fact of extinction ended after 1812, when Cuvier pub-
lished his analysis of the Irish elk (Figure 2.16). Fossils of this huge ice-age deer
had been found across northern Europe and the British Isles. Other scientists
had suggested that the elk belonged to a living species, such as the American
moose or the European reindeer. These claims were more reasonable than they
might seem today. Specimens of exotic animals, or even reliable descriptions,
were scarce. Cuvier’s anatomical analysis showed that the Irish elk was neither a
moose, nor a reindeer, nor a member of any other extant species (Gould 1977).
Subsequent centuries of paleontological research have revealed the extinction of
the vast majority of the species that have lived on Earth (Erwin 2008).

An early 18th-century paleontologist named William Clift was the first to
publish a related observation that was later confirmed and elaborated by Darwin
(Darwin 1859; Dugan 1980; Eiseley 1958). Fossil and living organisms in the
same geographic region resemble each other, but are distinct from organisms
found in other areas (Figure 2.17). Clift studied the extinct mammals of Australia
and noted that they were marsupials, similar to creatures alive in Australia today.
Darwin analyzed the fossil glyptodonts he excavated in Argentina and noted their
correspondence to the living armadillos found there now. The mammalian faunas
of the two continents are markedly different, yet each continent’s extant fauna
is strikingly similar to the continent’s recent fossil forms. The general pattern of
correspondence between fossil and living forms from the same locale came to be
known as the law of succession.

Extinction and succession are the patterns we would predict if present-day
species are descended with modification from ancestors that lived before them in
the same region.

Transitional Forms

If novel life-forms are, indeed, descended with modification from earlier forms,
then the fossil record should capture evidence of transmutations in progress. We
should find transitional species showing a mix of features, including traits typical
of ancestral populations and novel traits seen later in descendants. Before discuss-
ing fossil transitional forms, it will be helpful to consider a living example.

Figure 2.17 Succession The
pygmy armadillo (top) is similar
to fossil glyptodonts. Wombats
in Australia (bottom) resemble
the extinct marsupial Diprotodon
(Dugan 1980).
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A Living Transitional Form

Before meeting this creature, we must visit another. The Pacific leaping blenny
(Alticus arnoldorum) is a terrestrial fish (Figure 2.18a). Leaping blennies spend their
larval phase in the plankton, but then leave the ocean and move into the supra-
tidal zone—the wave-splashed area just above the high tide line. There they feed
on algae scraped from rocks, claim territories around moisture-trapping tunnels,
court mates, lay eggs, and defend their nests (Bhikajee and Green 2002; Bhikajee
et al. 2006). S. Tonia Hsieh (2010) reports that when knocked into the water,
the fish immediately jump back out. They never voluntarily go for a swim.
Terrestrial blennies exhibit a number of traits that help them survive on land.
They breathe air through both their gills and skin (Martin and Lighton 1989;
Brown et al. 1992). They can climb up a vertical sheet of plexiglass (Hsieh 2010).
They can move across the rocks at speeds of more than 1.5 meters per second.
To learn just how they manage this last feat, Hsich (2010) shot high-speed
video of Alticus arnoldorum and two other blennies. These others, commonly
known as rockskippers, can likewise breathe air but spend much less time out of
water. Praealticus labrovittatus feeds on land at low tide, but stays close to the water
and flees there when disturbed. Hsieh considers it amphibious. Blenniella gib-
bifrons typically appears on land only between waves. Hsieh considers it aquatic.
Hsieh filmed all three blennies moving in air along a damp wooden track.
Aquatic blennies that find themselves out of water curl their tail around to
their head and fling themselves into the air; but once airborne, they flail. Am-
phibious blennies display better coordination. They curl their tail, then push off
to make a controlled forward hop. Terrestrial blennies, however, are in a class by
themselves (Figure 2.18b). They curl their tail, twist it so as to press their fanned
tail fin onto the ground, then vault forward up to three body lengths at a time.
The amphibious blenny Praealticus labrovittatus is our living transitional form
(Figure 2.19). Its behavior and physiology place it between the aquatic blenny
Blenniella gibbifrons and the terrestrial blenny Alticus arnoldorum.

Time
Blenniella
aquatic
Aquatic
COMMON ==t
ancestor
ey Praealticus
amphibious
/
Transition from
aquatic to
amphibious )
ey A\[tiCUS

/ terrestrial

Transition from
amphibious to
terrestrial

Figure 2.18 A terrestrial fish
(a) A Pacific leaping blenny
(Alticus arnoldorum) on a damp
wooden racetrack in the lab.

(b) Time series showing a single
leap. The white spot is a fixed
point. All photos by S. Tonia
Hsieh.

Figure 2.19 Amphibious blen-
nies represent a transitional
form in the inferred history of
speciation and macroevolution
leading to terrestrial blen-
nies Horizontal lines represent
lineages. Splits in these lines rep-
resent speciation events. Circles
mark the evolution of novel traits.
After Hsieh (2010).
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By calling the amphibious blenny a transitional form, we are not claiming that
it is a descendant of the aquatic blenny or the ancestor of the terrestrial blenny.
These claims would be problematic, given that all three species are alive today.

Instead, we are claiming that the distribution of traits among the blennies is
consistent with the hypothesis that all three are derived from a common ances-
tor. This ancestor was probably, like most blennies, aquatic. At some point the
ancestral lineage split—that is, it underwent speciation. One of its daughter lin-
eages remained aquatic and is represented today by Blenniella. The other evolved
novel traits, including coordinated hopping, that made it amphibious. Later, the
amphibious lineage also split. One of its daughter lineages remained amphibious
and is represented today by Praealticus. The other evolved additional novel traits,
including tail twisting, that made it terrestrial. It is represented today by Alticus.

What makes the amphibious blenny Praealticus a transitional form? It is derived
from, and thus represents, a lineage that had evolved some, but not all, of the
novel traits that transform an aquatic blenny into a terrestrial one. It shows that
an intermediate species, with only some of these traits, is viable. And it indicates
that coordinated hopping evolved before tail twisting.

A Fossil Transitional Bird

Few transitional fossils were known in Darwin’s day, and he argued that they
should be rare. The fossil record has grown, however, and many have been found.

The most famous transitional form is Archaeopteryx (Figure 2.20a), discov-
ered shortly after Darwin published On the Origin of Species (see Christiansen

transitional form

Toothless beak
—— Powered flight
APk Time

(a) Archaeopteryx (b) Archaeopteryx’s position as a

Dinosaur
(Allosaurus)
Common
ancestor =
(dinosaur)
—
Archaeopteryx
Flight feathers
Gliding
S ——
Reduced tail

Figure 2.20 A bird with a dinosaur’s skeleton (a) Archaeopteryx had flight feathers like a modern
bird’s and a dinosaur-like skeleton with teeth and a long tail. Museum fur Naturkunde. (b) The distribution of
traits in dinosaurs, birds, and Archaeopteryx is consistent with the idea that they share an ancestor. (Phylog-
eny simplified from Lloyd et al. 2008; Hu et al. 2009. Archaeopteryx reconstruction after Longrich 2006.)
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and Bonde 2004). Archaeopteryx was a crow-sized animal that lived 145 to 150
million years ago in what is now Germany. It sported essentially modern flight
feathers. At least one specimen preserves some of the feathers’ original chemis-
try (Bergmann et al. 2010). Archaeopteryx appears to have been adept at gliding,
if not at rudimentary powered flight (Longrich 2006; Nudds and Dyke 2010).
Archaeopteryx’s teathers and aeronautical abilities identity it as a bird (Padian and
Chiappe 1998; Alonso et al. 2004). The creature’s skeleton, however, is so reptil-
ian—with teeth, three-clawed hands, and a long, bony tail—that specimens have
been mistaken for remains of the dinosaur Compsognathus (see Wellnhofer 1988).

Among the first to note the skeletal similarities of dinosaurs and birds was Dar-
win’s friend and champion Thomas Henry Huxley (1868). Huxley suggested that
Archaeopteryx, with its mixture of traits, documents an evolutionary transition.

Archaeopteryx was not in the direct line of descent from dinosaurs to modern
birds (Hu et al. 2009). Instead, Archaeopteryx shows a combination of traits con-
sistent with the hypothesis that it shared a common ancestor with both kinds of
animals (Figure 2.20b). Archaeopteryx indicates that birds are derived from dino-
saurs. And it reveals that birds evolved their birdness piecewise. Feathers came
first, followed by the skeletal and muscular modifications associated with modern
powered flight (Garner et al. 1999).

Transitional Forms Allow Predictive Tests of Evolutionary Hypotheses

Transitional forms give us a way to test specific hypotheses about macroevolu-
tion by making predictions that we can confirm or refute by digging for fossils.
In this way, transitional forms ofter their most powertul evidence for evolution.

Archaeopteryx serves as the starting point for an example. Huxley’s contention
that Archaeopteryx was descended from a lineage of dinosaurs led to a prediction
that additional transitional fossils eventually would be unearthed.

John Ostrom (1973, 1974) argued, from detailed anatomical analyses, that the
dinosaurs from which birds are most likely derived were theropods—a group of’
bipedal carnivores that includes Compsognathus, Velociraptor, and Tyrannosaurus
rex. Robert Bakker and Peter Galton (1974) noted that if Ostrom is correct, then
“feathers may have been widespread in bird-like theropods.” The undiscovered
fossil record, in other words, should hold theropod dinosaurs with feathers in
various stages of evolution. At the time, no such animals were known.

Some two decades later, Pei-ji Chen and colleagues (1998) reported the dis-
covery, in China’s Liaoning Province, of a theropod called Sinosauropteryx. The
fossils, one of which appears in Figure 2.21a, were the most exquisitely preserved
dinosaur remains found to that date (Unwin 1998). Sinosauropteryx, about the
size of a chicken, bore bristly structures on its neck, back, flanks, and tail. Many
paleontologists took these bristles to be simple feathers (Chen et al. 1998; Unwin
1998; Currie and Chen 2001). This interpretation was controversial (see Geist
and Feduccia 2000; Lingham-Soliar et al. 2007). That the bristles are, indeed,
teathers is now supported by the fact that they contain structures, revealed under
electron microscopy, identical to the pigment-bearing organelles (melanosomes)
in the feathers of modern birds (Vinther et al. 2008; Zhang et al. 2010b).

Many more feathered dinosaurs soon turned up (see Norell and Xu 2005).
Among the most striking is Similicaudipteryx, shown in Figure 2.21b. This animal,
which grew to about the size of a goose, wore vaned feathers on both its tail and
forelimbs (He et al. 2008; Xu et al. 2010). Unlike the flight feathers of modern
birds, Similicaudipteryx’s feathers are symmetrical.

Transitional fossils document
the past existence of species
displaying mixtures of traits
typical of distinct groups

of organisms. Sometimes
transitional forms are predicted
before they are found, allowing
biologists to test hypotheses
about macroevolution.
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Figure 2.21 Dinosaurs with feathers (a) Sinosaurop- (c) The distribution of traits among the species shown is

teryx had rudimentary feathers on its neck, back, flanks, and consistent with the hypothesis that birds evolved from dino-
tail. From Chen et al. (1998). (b) Similicaudipteryx had vaned saurs. (Evolutionary tree simplified from Lloyd et al. 2008; Hu
feathers on its tail (top) and forelimbs (bottom). The speci- et al. 2009.)

men shown here is a young juvenile. From Xu et al. (201 O) (b) Reprinted by permission from Macmillan Publishers Ltd: Nature 464: 1338-1341, © 2010.

Sinosauropteryx and Similicaudipteryx confirm the prediction that paleontolo-
gists would find theropod dinosaurs with transitional feathers (Figure 2.21¢). That
feathers occur in well over a dozen species ranging from dromaeosaurs to tyran-
nosaurs confirms the prediction that feathers would turn out to be widespread
in theropods (Norell and Xu 2005; Xu and Zhang 2005; Zhang et al. 2008; Hu
et al. 2009; Xu et al. 2010). The various theropod feathers now known match
intermediate stages predicted by a model of feather evolution based on how feath-
ers develop in extant birds (Prum and Brush 2002; Xu et al. 2009; McKellar et al.
2011). On this and other evidence, there is little doubt that birds are descended
with modification from dinosaurs (Prum 2002; Padian and de Ricqlés 2009).

Indeed, it has become difficult to say just what a bird is and what distinguishes
it from an ordinary theropod. It used to be easy: If it had feathers, it was a bird.
Under that definition, however, Sinosauropteryx, Similicaudipteryx, and even some
tyrannosaurs were birds (Xu et al. 2004). A more restrictive, but reasonable, defi-
nition is that if it has feathers and can fly, or if it is descended from an animal that
had feathers and could fly, then it is a bird. Even by this criterion, it may turn out
that dromaeosaurs like Velociraptor, a predator much loved by movie makers, was
a bird (see Turner et al. 2007; Lloyd et al. 2008; Hu et al. 2009).

A Transitional Turtle

Another transitional fossil appears on the first page of the chapter. To understand
its significance, it helps to know a bit about how turtles are put together. One of
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(a) Turtle embryo—ribs growing over shoulder blade (c) Odontochelys as a transitional form © 2009 AAAS
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Figure 2.22 How the turtle got its shell (a) Embryo represents an intermediate stage in shell evolution. Redrawn
showing ribs growing over shoulder blade. From Sanchez- from Nagashima et al. (2009). For more on the relationship

Villagra (2009). (b) Later embryo showing ribs fusing to between turtles and other amniotes, see Lyson et al. (2010).
form shell. Courtesy of the RIKEN Center for Developmental (c) From “Evolution of the turtle body plan by the folding and creation of new muscle con-

Blology (C) Odom‘oche/ys (ShOWﬂ on first page of chapter) nections.” Science 325: 193-196. Reprinted with permission from AAAS.

the key events during development that makes a turtle a turtle has been detailed
Hiroshi Nagashima and colleagues (2009).

Turtles belong to the amniotes—a group that includes mammals, reptiles, and
birds. In a typical amniote, the ribs follow the curve of the body wall as they
travel outward from the spine. As a result, the ribs pass under the shoulder blade.
In turtles, the ribs ignore the curving body wall (Figure 2.22a). As the ribs travel
outward they fan apart, pushing the body wall in front of them and forcing it to
fold back on itself. This allows the ribs to pass over the shoulder blade. Later, the
ribs expand and fuse to form the shell on the turtle’s back (Figure 2.22b).

Nagashima and colleagues argue that Odontochelys, the fossil on the first page
of the chapter, represents a predictable intermediate step in the transmutation
of a typical amniote into a turtle (Figure 2.22¢). Odontochelys has expanded ribs
that grow outward, but do not fan apart and thus do not travel over the shoulder
blade. Odontochelys thus helps document the descent with modification of turtles
from a typical amniote ancestor (see also Burke 2009; Lyson et al. 2010).

We have presented just a few transitional fossils, but paleontologists have
found a great many more (see Luo 2007; Prothero 2008). We will encounter
some of them—including intermediates between fish and tetrapods and between
great apes and humans—in later chapters.
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Why Macroevolution Matters

Macroevolution matters in our everyday lives because our own bodies are its
products. As we will see in the next section, our deep ancestry traces back to fish
and beyond. Otherwise puzzling aspects of our anatomy and physiology begin to
make sense when viewed in an evolutionary context (Shubin 2009).

Consider hiccups. Most of us think of hiccups as an annoying neurological
quirk. A hiccup, however, is a highly coordinated event (Straus et al. 2003). It
begins with a sharp intake of breath caused by a strong activation of the muscles
in the neck ribs and diaphragm that control inhalation and a simultaneous inhi-
bition of the muscles in the chest and abdomen that control exhalation. This is
quickly followed by the active closure of the glottis—which causes the hiccup’s
characteristic sound. These activities are all under the control of neural circuits
in the brain stem. Proposed explanations for why we exhibit this peculiar ability,
which we share with other mammals, are numerous and controversial.

Christian Straus and colleagues (2003) argue that the best explanation is that
hiccups are a legacy of our macroevolutionary past. We inherited the neurologi-
cal circuits that control breathing—and hiccups—from our distant ancestors (see
Vasilakos et al. 2005). These include amphibians that breathed with gills as juve-
niles and with lungs as adults. When modern tadpoles breathe water, they pump
it across their gills while closing the glottis to keep it out of their lungs.

We may have retained the capacity to hiccup because the neural circuits in-
volved have been repurposed for the control of vital functions such as suckling
or normal breathing.

2.4 Evidence of Common Ancestry:
All Life-Forms Are Related

Our evidence for macroevolution necessarily included some evidence for com-
mon ancestry. The amphibious blenny Praealticus, for example, connects extant
aquatic and terrestrial blennies not in an ancestor—descendant relationship but as
related descendants of a shared ancestor.

The theory of descent with modification ultimately connects all organisms to a
single common ancestor. Humans, butterflies, lettuce, and bacteria all trace their
lineages back to the same primordial stock. The crucial evidence for universal
common ancestry is homology.

Homology

As the fields of comparative anatomy and comparative embryology developed
in the early 1800s, one of the most striking results to emerge was that funda-
mental similarities underlie the obvious physical differences among species. Early
researchers called the phenomenon homology—literally, the study of likeness.
Richard Owen, Britain’s leading anatomist, defined homology as “the same
organ in different animals under every variety of form and function.”

Structural Homology

A famous example of homology comes from work by Owen and by Georges
Cuvier, the founder of comparative anatomy. They described extensive simi-

larities among vertebrate skeletons and organs. Referring to Owen and Cuvier’s
work, Darwin (1859, p. 434) wrote:
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What could be more curious than that the hand of a man, formed for grasping,
that of a mole for digging, the leg of the horse, the paddle of the porpoise, and
the wing of the bat, should all be constructed on the same pattern, and should
include the same bones, in the same relative positions?

His point was that the underlying design of these vertebrate forelimbs is similar,
even though their function and appearance are different (Figure 2.23).

This makes the similarity in design among vertebrate forelimbs different from,
say, that between a shark and a whale (Figure 2.24). Both shark and whale have a
streamlined shape, short fins or flippers for steering, and a strong tail for propul-
sion. These similarities in form make sense in view of their function: fast move-
ment in water. Human engineers use the same features in watercraft. In contrast,
the internal similarity between forelimbs with radically different functions seems
arbitrary. Would an engineer design tools for grasping, digging, running, swim-
ming, and flying using the same structural elements in the same arrangement?

Darwin himself (1862) analyzed the anatomy of orchid flowers and showed
that, despite their diversity in shape and in the pollinators they attract, they are
constructed from the same set of component pieces. Like vertebrate forelimbs,
the flowers have the same parts in the same relative positions (Figure 2.25).

anther

Thelymitra paludosa lip Phalaenopsis

Figure 2.23  Structural ho-
mologies These vertebrate
forelimbs are used for different
functions, but have the same
sequence and arrangement of
bones. In this illustration, homolo-
gous bones are colored in the
same way and are labeled on the
human arm.

%

Figure 2.24 Nonhomologous
similarities This shark and Orca
both have streamlined shapes,
powerful tails, and short fins or
flippers, even though one is a fish
and the other a mammal. These
similarities all make sense in the
context of their function and are
not homologous.

Figure 2.25 More structural
homologies Orchid flowers are
diverse in size and shape, but are
comprised of elements that are
similar in structure and orienta-
tion. After Darwin (1862).
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What causes these similarities in construction despite differences in form and
function? Darwin argued that descent from a common ancestor is the most logi-
cal explanation. He argued that the orchids in Figure 2.25 are similar because
they share a common ancestor. Likewise, the tetrapods in Figure 2.23 have simi-
lar forelimbs because they are descended from a single lineage, from which they
inherited the fundamental design of their appendages.

Using Homology to Test the Hypothesis of Common Ancestry

We can use homologous traits shared among species to test Darwin’s hypothesis
of common ancestry. We will show the logic using evolutionary novelties shared
among imaginary snail species derived with modification from a single lineage.

Figure 2.26a shows the evolutionary history. The common ancestor is the lin-
eage of squat-shelled blue snails at far left. This lineage underwent speciation (1).
One of the daughter lineages persisted to the present with no further changes
in its shell (2). The other lineage evolved elongated shells (3). The lineage with
elongated shells underwent speciation (4). One daughter lineage evolved bands
on its shell (5), then persisted to the present with no further changes (6). The
other daughter evolved pink shells (7), then split (8). One daughter lineage
evolved high-spired shells (9). The other persisted with no further changes (10).
The high-spired lineage split (11). One daughter lineage persisted with no fur-
ther changes (12). The other evolved spikes on its shell (13), then persisted with
no further changes (14). These events yielded the five extant species at far right.

Figure 2.26b shows the novel shell traits shared by the four species that exhibit
them. Note that these traits are shared in a nested pattern. The species with spikes
is nested within the set of species with high spires. The set of species with high
spires is nested within the set of species with pink shells. And the set of species
with pink shells is nested within the set of species with elongated shells.

(a) Evolutionary history Figure_ 2.2_6 Descent with
Common Extant modification proquces nested
ancestor species sets of shared traits (a) The
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text for explanation of numbers.

(5)
i (1) RIDVARS W@ Yy (b) The novel traits shared by the

/ extant species.

(3)
Dot~ 1 Gy (4) e ) ‘%“42—) %
/ Dl o oy (1)

Elongated @) / (13) 5(14)
shell W oYt ) High  Pom P B

spire

/ @L(Z) i evolutionary history of a suite of

Pt~

(b) Novel traits shared by extant species

Dot Dt by B D

Bands Spikes
High spire
Pink shell
Elongated shell



58 Part1 Introduction

Our hypothetical snails demonstrate that the theory of descent with modifica-
tion from common ancestors makes a prediction. Extant organisms should share
nested sets of novel traits.

And, indeed, they do. For example, humans are nested within the apes—a
group of species that have large brains and no tails. The apes, in turn, are nested
within the primates—which have grasping hands, and feet, with flat nails instead
of claws. The primates are nested within the mammals—defined by hair and
feeding milk to their young. The mammals are nested within the tetrapods, the
tetrapods within the vertebrates, and so on. The nested pattern of traits shared
among extant species thus confirms a prediction of Darwin’s theory.

But we can go further. Look again at Figure 2.26 and compare part (b) to part
(a). Notice that the most deeply nested sets are defined by traits, such as spikes,
that evolved relatively late. If we start with one of these sets and work our way
out across the progressively larger sets that enclose it, we encounter additional
traits that evolved ever earlier in time. Spikes were preceded by high spires. High
spires, in turn, were preceded by pink shells. And pink shells were preceded by
elongated shells. Even if we had only the five extant species and did not know
their evolutionary history, we could still use the nesting of the traits they share to
predict the order in which the traits should appear in the fossil record. We could
then check the fossil record to see if our prediction is correct.

Mark Norell and Michael Novacek (1992) performed such tests on two dozen
groups of vertebrates. Representative results appear in Figure 2.27. In six cases,
such as the duck-billed dinosaurs, there was no significant correlation between
the predicted order in which traits arose versus the actual order (Figure 2.27a).
However, in the other 18 cases, including the reptiles and the elephants and kin,
the correlation was significant or strongly so (Figure 2.27b and c).

More sophisticated methods of assessing the correspondence between trait-
based reconstructions of evolutionary history versus the order traits appear in the
fossil record have since been developed (see Wills et al. 2008). The correspon-
dence is generally high, at least for well-studied groups of organisms that fossilize
readily. This pattern is consistent with descent from common ancestors.

Molecular Homology

Curious similarities unrelated to functional need appear at the molecular level as
well. Consider a genetic flaw on chromosome 17 in humans. Shared flaws are
especially useful in distinguishing between special creation versus descent from a
common ancestor. The reason is familiar to any instructor who has caught a stu-
dent cheating on an exam. If A sat next to B and wrote identical correct answers,
it tells us little. But if A sat next to B and wrote identical wrong answers, our
suspicions rise. Likewise, shared flaws in organisms suggest common ancestry.
The flaw on chromosome 17 sits near the gene for a protein called peripheral
myelin protein-22, or PMP-22. The gene is flanked on both sides by identi-
cal sequences of DNA, called the CMT1A repeats (Figure 2.28a). This situation
arose when the distal repeat, which contains part of the gene for a protein called
COX10, was duplicated and inserted on the other side of the PMP-22 gene
(Reiter et al. 1997). The presence of the proximal CMT1A repeat has to be con-
sidered a genetic flaw because it occasionally lines up with the distal repeat dur-
ing meiosis, resulting in unequal crossing over (Figure 2.28b; Lopes et al. 1998).
Among the products are a chromosome with two copies of PMP-22 and a chro-
mosome that is missing the PMP-22 gene altogether. If either of these abnormal
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Figure 2.27 Predictive tests
of common ancestry Each
graph plots, for a given group of
vertebrate species, the order in
which traits are predicted, based
on their nestedness, to appear in
the fossil record versus the order
in which the traits actually do
appear. The correlation between
predicted versus actual order is
not significant for hadrosaurs.
The correlation is significant

for reptiles (p < 0.05) and el-
ephants and kin (p < 0.05). Re-
drawn from Norell and Novacek
(1992).
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chromosomes participates in a fertilization, the resulting zygote is predisposed to
neurological disease (Figure 2.28¢). Individuals with three copies of PMP-22 suf-
fer from Charcot-Marie-Tooth disease type 1A. Individuals with only one copy
of PMP-22 suffer from hereditary neuropathy with liability to pressive palsies.

Motivated by the hypothesis that humans share a more recent common an-
cestor with the chimpanzees than either humans or chimps do with any other
species, Marcel Keller and colleagues (1999) examined the chromosomes of
common chimpanzees, bonobos (also known as pygmy chimpanzees), gorillas,
orangutans, and several other primates. Both common chimps and bonobos share
with us the paired CMT1A repeats that can induce unequal crossing over. The
proximal repeat is absent, however, in gorillas, orangutans, and all other species
the researchers examined. This result is difficult to explain under the view that
humans and chimpanzees were separately created. But it makes sense under the
hypothesis that humans are a sister species to the two chimpanzees. All three spe-
cies inherited the proximal repeat from a recent common ancestor, just as three
of the snail species in Figure 2.26 inherited pink shells.

A Predictive Test of Common Ancestry Using Molecular Homologies

Our second example of molecular homology concerns another kind of genetic
quirk that might be considered a flaw: processed pseudogenes. Before we
explain what processed pseudogenes are, note that most genes in the human
genome consist of small coding bits, or exons, separated by noncoding interven-
ing sequences, or introns. After a gene is transcribed into messenger RNA, the
introns have to be spliced out before the message can be translated into protein.
Note also that the human genome is littered with retrotransposons, retrovirus-
like genetic elements that jump from place to place in the genome via transcrip-
tion to RNA, reverse transcription to DNA, and insertion at a new site (see
Luning Prak and Kazazian 2000). Some of the retrotransposons in our genome
are active and encode functional reverse transcriptase.

Now we can explain that processed pseudogenes are nonfunctional copies
of normal genes that originate when processed mRNAs are accidentally reverse
transcribed to DINA by reverse transcriptase, then inserted back into the genome

Figure 2.28 A genetic flaw
that humans share with
chimpanzees (a) The proximal
CMT1A repeat, near the gene for
PMP-22, is a duplication of the
distal repeat on the other side of
the gene. (b) The proximal repeat
can align with the distal repeat
during meiosis, resulting in un-
equal crossing over. (c) The geno-
types that result from the unequal
crossing over are associated with
neurological disorders.
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Figure 2.29 Processed pseudogenes test the hypoth- lated indicate their age. (b) If Darwin’s hypothesis of common
esis of common ancestry (a) Processed pseudogenes arise ancestry is correct, then older processed pseudogenes will
when processed messenger RNAs are reverse transcribed and occur in a broader range of species. (c) The distributions of
inserted into the genome; the mutations they have accumu- processed pseudogenes are consistent with this prediction.

at a new location (Figure 2.29a). Processed pseudogenes are readily distinguished
from their mother genes because they lack both introns and promoters.

A useful feature of processed pseudogenes is that we can estimate their ages.
Because processed pseudogenes have no function, they tend to accumulate mu-
tations. The older a processed pseudogene, the more mutations it will have ac-
cumulated. By comparing the sequence of a processed pseudogene with that of
its mother gene, we can estimate the number of mutations the pseudogene has
accumulated. And from the mutations, we can estimate the pseudogene’s age.

We can use the ages of pseudogenes to devise a test of Darwin’s view of life’s
history. If species are related by descent from a common ancestor, then older
processed pseudogenes should be shared by a greater variety of species. The logic
behind this claim 1s illustrated in Figure 2.29b. The earlier the ancestor in which
a processed pseudogene arose, the more descendant species will have inherited
it. Some descendants may have lost the pseudogene by deletion of the entire
sequence, but if we examine enough species the overall pattern should be clear.

Felix Friedberg and Allen Rhoads (2000) estimated the ages of six processed
pseudogenes in the human genome. The ages ranged from 11 million years to
36 million years. The researchers then looked for the same six processed pseu-
dogenes in the genomes of the chimpanzee, gorilla, orangutan, rhesus monkey,
black-capped capuchin monkey, and hamster. The results, shown in Figure
2.29¢, are consistent with our prediction. Humans share the youngest of the
six pseudogenes only with the African great apes (chimpanzee and gorilla). We
share the four pseudogenes of intermediate age with an increasing diversity of

The theory of descent with
modification from common
ancestors makes a testable
prediction about the distribution
of evolutionary novelties among
species: They should form
nested sets. That they do is
evidence of common ancestry.
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Prominent among them is the genetic code. With minor exceptions (Knight AGU  Serine S v
et al. 2001), all organisms studied to date use the same nucleotide triplets, or A 222 iergir;ﬁne ; g
codons, to specify the same amino acids to be incorporated into proteins (Figure AGG Arginne R G
2.30). This is why genetic engineers can, for example, take the gene for green
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key, and get green fluorescent baby monkeys (Yang et al. 2008). G GGA Glicine G A
Like the forelimbs in Figure 2.23, the genetic code appears highly evolved GGG Glycine G G
(Judson and Haydon 1999). The pattern of codon assighments to amino acids 7 T
reduces ill effects of point mutations and translation errors (Freeland et al. 2003) JNA - AMIfO Abbreviation

and facilitates rapid evolution of proteins by selection (Zhu and Freeland 2006).
Also like the forelimbs, however, many details of the code have clearly arisen ;
. . . lecular homology: the genetic
as a result of something other than functional necessity. An enormous number — J4 " oo every organism,
of alternative codes are theoretically possible, some of which would work better  the same nucleotide triplets, or
than the real one (Koonin and Novozhilov 2009; Kurnaz et al. 2010). codons, specify the same amino
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For example, if humans used a different genetic code from chimpanzees, we teins. This chart shows a portion
would not have been susceptible to the chimpanzee virus that jumped to humans of the code. (The entire code ap-
) ] o pears in Chapter 5, Figure 5.21.)
and became HIV (see Chapter 1). When the virus attempted to replicate inside
human cells, its proteins would have been garbled during translation.
If alternative genetic codes are possible, and if using them would be advanta-
geous, then why do virtually all organisms use the same one? Darwin provided a
logical answer a century before the genetic code was deciphered: All organisms
inherited their fundamental internal machinery from a common ancestor.

Figure 2.30 A universal mo-

The Modern Concept of Homology

Darwin’s interpretation of homology has become deeply embedded in biological
thinking. So deeply, in fact, that the interpretation has become the definition.
Under Owen’s definition, homology referred to curious similarity in structure
despite differences in function. Now many biologists define homology as simi-
larity due to the inheritance of traits from a common ancestor (Abouheif 1997;
Mindell and Meyer 2001).

Why Common Ancestry Matters

Common ancestry is the conceptual foundation upon which all of modern biol-
ogy, including biomedical science, is built. Because we are descended from the
same ancestral lineage as monkeys, mice, baker’s yeast, and even bacteria, we
share with these organisms numerous homologies in the internal machinery of
our cells. This is why studies of other organisms can teach us about ourselves.
Consider work on mice and yeast by Kriston McGary and colleagues (2010)
in the lab of Edward Marcotte. The researchers knew that because mice and
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yeast are derived from a common ancestor, we find not only many of the same
genes in both creatures, but many of the same groups of genes working together
to carry out biological functions—what we might call gene teams. The scientists
thus guessed that a good place to look for genes associated with mammalian dis-
eases would be on mouse gene teams whose members are also teammates in yeast.

Using a database of genes known to occur in both mice and yeast, McGary
and colleagues first identified gene teams as sets of genes associated with a par-
ticular phenotype. In mice the phenotype might be a disease. In yeast it might be
sensitivity to a particular drug. The researchers then looked for mouse and yeast
gene teams with overlapping membership.

Among the pairs of overlapping teams they found was a mouse team of eight
genes known to be involved in the development of blood vessels (angiogenesis)
and a yeast team of 67 genes known to influence sensitivity to the drug lova-
statin. These teams formed a pair because of the five genes that belonged to both.

The connection between the two teams suggested that both might be larger
than previously suspected, and that more than just five genes might play for both.
In particular, the 62 genes from the yeast lovastatin team not already known to
belong to the mouse angiogenesis team might, in fact, be members. Starting with
this list of 62 candidates, the researchers conducted experiments in frogs reveal-
ing a role in angiogenesis for at least five of the genes. Three more genes on the
list turned out to have been identified already as angiogenesis genes, but had not
been flagged as such in the researchers’ database. Eight hits in 62 tries is a much
higher success rate than would have been expected had the researchers simply
chosen genes at random and tested their influence on angiogenesis.

In other words, McGary and colleagues used genetic data from yeast, an or-
ganism with neither blood nor blood vessels, to identify genes in mammals that
influence blood vessel growth. Researchers in Marcotte’s lab have since exploit-
ed the overlap between the yeast lovastatin team and the mouse angiogenesis
team to identify an antifungal drug as an angiogenesis inhibitor that may be useful
in treating cancer (Cha et al. 2012). That the theory of descent with modification
is such a powerful research tool indicates that it has a thing or two going for it.

2.5 The Age of Earth

By the time Darwin began writing On the Origin of Species, data from geology
had challenged a key tenet of the theory of special creation: that Earth has existed
for less than 10,000 years. Much of this evidence was grounded in uniformi-
tarianism. First articulated by James Hutton in the late 1700s, uniformitarian-
ism 1s the claim that geological processes taking place now worked similarly in
the past. It was a direct challenge to catastrophism, the hypothesis that today’s
geological formations resulted from catastrophic events in the past on a scale
never observed now. Research inspired by uniformitarianism led Hutton, and
later Charles Lyell, to infer that Earth was unimaginably old (Figure 2.31). These
early geologists measured the rate of ongoing rock-forming processes such as the
deposition of mud, sand, and gravel at beaches and river deltas and the accumula-
tion of marine shells (the precursors of limestone). Based on these observations, it
was clear that vast stretches of time were required to produce the immense rock
formations being mapped in the British Isles and Europe.

For a more recently documented example, consider the age of Earth’s Atlantic
Ocean (Hazen 2010). The Atlantic was formed when the supercontinent Pangaea

Figure 2.31 (opposite) The
geologic time scale (a) The last
541 million years. The sequence
of eons, eras, periods, and ep-
ochs shown on the left of this
diagram was established through
the techniques of relative dating.
Each named interval of time is
associated with a distinctive fos-
sil flora and fauna. The absolute
ages included here were added
much later, when radiometric
dating became available. The
abbreviation Ma stands for mil-
lions of years ago. Redrawn from
Gradstein and Ogg (2009); dates
from ICS (2012). The evolutionary
tree shows the minimum possible
ages, estimated from fossils, of
the divergences of the lineages
leading to some extant organisms
of interest (Benton et al. 2009;
see also Hedges et al. 2006). (b)
The entire history of Earth. Again,
the eons on the left were defined
based on relative dates, and the
absolute ages are based on ra-
diometric dating. (Earliest fossil
cells: Knoll and Barghoorn 1977,
Javaux et al. 2010; eukaryotes:
Han and Runnegar 1992, Lamb et
al. 2009; multicellular eukaryotes:
Bengtson et al. 2009; animals:
Yin et al. 2007, Maloof et al.
2010; vertebrates: Zhang and
Hou 2004; land plants: Rubinstein
et al. 2010; flowering plants: Sun
et al. 1998, Royer et al. 2010.)
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split apart, and this ocean continues to widen at a rate of 2.5 centimeters per year
as new crust forms along the Mid-Atlantic Ridge and the Americas drift ever far-
ther from Europe and Africa. At that rate, it must have taken roughly 148,000,000
years for the Atlantic to achieve its current width of 3,700 kilometers.

The Geologic Time Scale

Once they recognized the extreme antiquity of Earth, Hutton and his followers
embarked on a 50-year effort to put the rock formations and fossil-bearing strata
of Europe in a younger-to-older sequence. Their technique was called relative
dating, because its objective was to determine how old each rock formation was
compared to other strata. Relative dating was an exercise in logic based on rea-
sonable assumptions: that younger rocks are deposited on top of older; that lava
and sedimentary rocks were originally laid down in a horizontal position so that
any tipping or bending must have occurred later; that boulders, cobbles, or other
fragments found in a body of rock are older than their host rock; and so on.

Using these rules, geologists established the chronology of relative dates known
as the geologic time scale. They also created the concept of the geologic column,
which is a geologic history of Earth based on a composite, older-to-younger se-
quence of rock strata. Although some sedimentary rock formations—such as the
Green River Shale in Wyoming and Utah—expose more than a million annual
layers (Hazen 2010), there is no one place on Earth where all rock strata ever
formed are still present. Instead, there are always gaps where some strata have
eroded completely away. But by combining data from different locations, geolo-
gists are able to assemble a complete record of geologic history.

Included with the geologic time scale in Figure 2.31a are ages now known
from radiometic dating and an evolutionary tree showing the currently accepted
relationships among a few familiar extant organisms. The divergence times noted
on the evolutionary tree are minimum ages estimated from the fossil record
(Benton et al. 2009). Figure 2.31b shows the entire history of Earth along with
the ages of a few key fossil “firsts.”

Radiometric Dating

By the mid-19th century, Hutton, Lyell, and their followers had established, be-
yond a reasonable doubt, that Earth was old. But how old? And how much time
has passed since life on Earth began? Marie Curie’s discovery of radioactivity in
the early 1900s gave scientists a way to answer these questions. Using a technique
called radiometric dating, physicists and geologists began to assign absolute ages
to the relative dates established by the geologic time scale.

The technique for radiometric dating uses unstable isotopes of naturally oc-
curring elements. These isotopes decay, meaning that they change into either
different elements or different isotopes of the same element. Each isotope decays
at a particular and constant rate, measured in a unit called a half-life. One half-
life is the amount of time it takes for 50% of the parent isotope present to decay
into its daughter isotope. The number of decay events observed in a rock sample
over time depends only on how many radioactive atoms are present. Decay rates
are not affected by temperature, moisture, or any other environmental factor. As
a result, radioactive isotopes function as natural clocks. For more details on how
rocks can be dated using these natural clocks, see Computing Consequences 2.1.

Because of their long half-lives, potassium—argon and uranium-lead systems
are the isotopes of choice for determining the age of Earth. What rocks can be

Several independent lines of
evidence indicate that Earth

is billions of years old—old
enough for the diversity of life
to have arisen by descent with
modification from a common
ancestor.
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Radiometric dating lets geologists assign absolute ages
to rocks. First the half-life of a radioactive isotope is
determined by putting a sample in an instrument that
records decay events over time. (For long-lived iso-
topes, of course, researchers must extrapolate from data
collected over a short time.) Then the ratio of parent-
to-daughter isotopes in a sample of rock is measured,
often with a mass spectrometer. Once the half-life of
the parent isotope and the current ratio of parent-to-
daughter isotopes are known, the time elapsed since the
rock formed can be calculated

A key assumption is that the ratio of parent-to-
daughter isotopes present when the rock was formed
is known. This assumption can be tested. Potassium—
argon dating, for example, is used for volcanic rocks.
We can predict that, initially, no daughter isotope,
argon-40, will be present. That is because argon-40 is
a gas that bubbles out of liquid rock. It begins to accu-
mulate only after solidification. Observations of recent
lava flows confirm that this is true. Expressed as a ratio
of percentages, the ratio of potassium-40 to argon-40 in
newly hardened basalts, lavas, and ashes is, as predicted,
100:0 (see Damon 1968; Faure 1986).

Of the many radioactive elements present in Earth’s
crust, the isotopes listed in Table 2.1 are the most useful.
They are common enough to be present in measur-
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COMPUTING CONSEQUENCES 2.1

A closer look at radiometric dating
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Radioactive decay Many radioactive isotopes
decay through a series of intermediates until a stable daughter
isotope is produced. Researchers measure the ratio of par-
ent isotope to daughter isotope in a rock sample, then use a
graph like this to convert the measured ratio to the half-lives
elapsed. Multiplying the number of half-lives by the length of
a half-life yields an estimate for the absolute age of the rock.

able quantities and do not readily migrate into or out of
rocks after their initial formation. In many cases more
than one isotope system can be used on the same rocks
or fossils, providing an independent check on the date.

Table 2.1 Parent and daughter isotopes used in radiometric dating
Parent  Daughter Half-life of Effective dating Materials commonly

Method isotope isotope parent (years) range (years) dated

Rubidium— Rb-87 Sr-87 47 billion 10 million—4.6 billion = Potassium-rich minerals such as

strontium feldspar and hornblende; volcanic
and metamorphic rock

Uranium-—lead U-238 Pb-206 4.5 billion 10 million—4.6 billion  Zircons, uraninite, and uranium
ores such as pitchblende; igneous
and metamorphic rock

Uranium-lead U-235 Pb-207 71.3 million 10 million—4.6 billion =~ Same as above

Thorium—lead Th-232  Pb-208 14.1 billion 10 million—4.6 billion  Zircons, uraninite

Potassium— K-40 Ar-40 1.3 billion 100,000—4.6 billion Potassium-rich minerals such as

argon biotite and muscovite, volcanic rock

Carbon-14 C-14 N-14 5,730 100-100,000 Any carbon-bearing material, such

as bones, wood, shells, cloth, and
animal droppings
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tested to determine when Earth first formed? Current models of Earth’s forma-
tion predict that the planet was molten for much of its early history, which
makes answering this question difficult. If we assume that all of the components
of our solar system were formed at the same time, however, two classes of can-
didate rocks become available to date the origin of Earth: moon rocks and mete-
orites. Both uranium—lead and potassium—argon dating systems place the age of
the moon rocks brought back by the Apollo astronauts at 4.53 billion years. Also,
virtually every meteorite found on Earth that has been dated yields an age of 4.6
billion years. Scientists thus infer that our planet is about 4.6 billion years old.

How long has life on Earth been evolving? Emmanuelle Javaux and colleagues
(2010) have found convincing fossils of unicellular organisms that are 3.2 billion
years old (see also Buick 2010). Andrew Knoll and Elso Barghoorn (1977) found
what appear to be fossils of dividing bacterial cells in rocks that are 3.26 billion
years old. And Abigail Allwood and colleagues (2009) have analyzed a 3.43-
billion-year-old geological formation in Australia that was likely a reef built by
microorganisms. Life on Earth is well over 3 billion years old.

Why Earth’s Age Matters

The extreme age of Earth and of life matter, because descent with modification
is slow. The instantaneous appearance of organisms postulated by adherents of
special creation was compatible with the 6,000-year-young Earth many of them
claimed. Darwin rejected this age in favor of contemporary estimates based on
geological processes. These estimates counted Earth’s age in hundreds of millions
of years. Only over such a vast span could gradual changes generate the present
diversity of life from a common ancestral stock.

Darwin was gravely distressed when physicist William Thomson (Lord Kelvin)
argued that the Sun, and by implication the Earth, was not more than 20 million
years old. Unable to offer a rebuttal, Darwin, in a letter to Alfred Russell Wallace,
compared Thomson’s calculation to “an odious spectre” (Darwin 1887, page 146).

We now know that Darwin need not have lost sleep on Thomson’s account.
Thomson assumed the Sun was fueled by combustion—nuclear fusion had yet to
be discovered. As Thomson himself recognized might happen, the discovery of a
new source of heat rendered his calculations moot (see Turnbull 1935).

Radiometery has now revealed that life has existed at least 175 times longer
than Thomson’s calculation allowed, and more than 580,000 times longer than
supposed by advocates of special creation. Three and a half billion years is ample
time for descent with modifcation to do its work.

SUMMARY

Before Charles Darwin published On the Origin of Spe-
cies in 1859, special creation was the leading explanation
tor where Earth’s organisms came from. Arguing from
a trove of carefully documented evidence, Darwin ad-
vocated a different view of the pattern of life’s history.
All organisms are descended, with modification, from a
common ancestor. Darwin’s evidence was sufficiently
persuasive that within a decade the fact of evolution

had achieved general acceptance among biologists.

The evidence showing that Darwin’s view is correct
has only grown since then. We reviewed evidence on
each point of difference between descent with modifi-
cation versus special creation.

The results of laboratory selection experiments, the
selective breeding of domestic plants and animals, direct
observations of change in natural populations, and ves-



tigial structures all demonstrate that populations change
across generations. Change in a population from one
generation to the next is called microevolution.

The results of laboratory experiments involving se-
lection for divergence, observations of natural popula-
tions with difterent degrees of reproductive isolation,
and studies of ring species establish that lineages split
and diverge. The separation of one species into two is
called speciation.

Extinction, succession, and transitional forms—in-
cluding transitional fossils predicted before they were
found—show that over long time spans, new life-forms
can arise from old lineages. This is macroevolution.

Structural and genetic homologies indicate, and pre-
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dictive tests using the fossil record and shared genetic
flaws confirm, that all of Earth’s organisms are related
by common ancestry. There is but one tree of life.

Finally, relative and absolute dating show that the
Earth and life are billions of years old.

In addition to establishing the fact of evolution, Dar-
win had set himselt a second goal in On the Origin of
Species. This was to elucidate the mechanism respon-
sible for evolution. The mechanism Darwin identified
was, of course, natural selection. In contrast to the rapid
acceptance of the fact of descent with modification,
natural selection was not widely accepted as the mecha-
nism of adaptive evolution until the 1930s.

Natural selection is the subject of the next chapter.

QUESTIONS

1. Review the kinds of evidence for evolution analyzed in
Sections 2.1-2.5. List the sources of evidence that were
available to Darwin and those that appeared later. For
example, of the evidence for microevolution discussed
in Section 2.1, Darwin knew, and wrote, about diver-
gent strains of domestic plants and animals and about
vestigial structures. However, in Darwin’s day no one
had ever directly observed change across generations in
natural populations. For each section, indicate which
evidence you consider strongest and which you consider
weakest. Explain why.

2. Consider the experiment described in Section 2.1 in
which Ted Garland and colleagues bred mice to run
long distances on exercise wheels. We presented the re-
sults as evidence that two dozen generations of selec-
tive breeding had altered the experimental population.
How does the control strain support this interpretation?
If Garland had simply compared the behavior of the
24th experimental generation to the behavior of the first
experimental generation, would the evidence for evolu-
tion be as strong? Explain.

3. Inaddition to dogs, list at least two or three other species
of domestic plants or animals you are familiar with in
which selective breeding has resulted in distinctive pure-
breeding varieties. How could you verify, in each case
on your list, that the varieties are, in fact, all descended
from a common ancestor?

4. Look back at Figure 2.14d, which shows the two kinds
of threespine sticklebacks that live in Paxon Lake. There
used to be a similar limnetic/benthic pair in Enos Lake
(see Hendry et al. 2009). However, recent studies have
revealed that the two forms in Enos Lake have recently
merged into a single highly variable population. How

does this bear on the claim that the two forms in Paxton
Lake are different species? How does it bear on the claim
that varying degrees of divergence among stickleback
populations provide evidence for speciation?

5. Figures 2.20 through 2.22 show examples of transitional
fossils. If Darwin’s theory of evolution is correct, and
all organisms are descended with modification from a
common ancestor, predict some other examples of tran-
sitional forms that should have existed and that might
have produced fossils. If such fossils are someday found,
will that strengthen the hypothesis that such transitional
species once existed? Conversely, if such fossils have not
been found, does this weaken the hypothesis that the
transitional species once existed?

6. The transitional fossils in Figure 2.21 demonstrate that
dinosaurs evolved feathers long before they evolved
flight. Clearly, feathers did not evolve for their aero-
dynamic advantages. What else, besides aerodynamics,
do feathers do for birds today? What advantages might
feathers have oftered for dinosaurs? Can you think of a
way to test your hypothesis?

7. Section 2.4 presented two definitions of homology: the
classical definition articulated by Richard Owen and the
modern definition favored by many contemporary bi-
ologists. Look at the vestigial organs shown in Figure
2.7. Is the tiny wing of a brown kiwi homologous to the
wing of an eagle? Are the spurs of a rubber boa homolo-
gous to the hindlimbs of a kangaroo? By which defini-
tion of homology?

8. Analogy and homology are important concepts used in
comparing species. Traits are homologous if they are
derived, evolutionarily and developmentally, from the
same source structure. Traits are analogous if they have
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similar functions but are derived, evolutionarily and de-

velopmentally, from different source structures. A clas-

sic example of analogous structures is insect wings and

bat wings. Which of the following pairs of structures are

analogous and which are homologous?

a. The dorsal fins of a porpoise and a salmon

b. The flippers of a porpoise and the pectoral fins (front
fins) of a salmon

c. The jointed leg of a ladybird beetle and a robin

d. A rhesus monkey’s tail and a human’s coccyx

e. The bright red bracts (modified leaves) of a poinsettia
and the green leaves of a rose

f. Red bracts on a poinsettia and red petals on a rose

Figure 2.26 is an evolutionary tree showing the rela-

tionships among five living species of snails. Draw a ge-

nealogical pedigree of your family or a friend’s family,

10

11

12

EXPLORING THE

Darwin’s On the Origin of Species still stands as one
of the most influential books written in the last
two centuries. The first edition is the best version
to read. The full text of On the Origin, along with
virtually everything else Darwin wrote, is available
free online at:

http://darwin-online.org.uk/

For an artificial selection experiment similar to
Garland’s on mice—that also yielded a dramatic re-
sponse to selection—see:

Weber, K. E. 1996. Large genetic change at small fitness cost in large
populations of Drosophila melanogaster selected for wind tunnel flight:
Rethinking fitness surfaces. Genetics 144: 205-213.

Additional examples of microevolution docu-

mented in natural populations come from studies of

soapberry bugs:

Carroll, S. P., and C. Boyd. 1992. Host race radiation in the soapberry
bug: Natural history with the history. Evolution 46: 1052-1069.

Carroll, S. P., H. Dingle, and S. P. Klassen. 1997. Genetic differentia-
tion of fitness-associated traits among rapidly evolving populations of
the soapberry bug. Evolution 51: 1182-1188.

Carroll, S. P., J. E. Loye, et al. 2005. And the beak shall inherit—evo-
lution in response to invasion. Ecology Letters 8: 944-951.

studies of snakes:

Phillips, B. L., and R. Shine. 2006. An invasive species induces rapid
adaptive change in a native predator: Cane toads and black snakes in
Australia. Proceedings of the Royal Society of London B 273: 1545-1550.

and studies of sticklebacks:

Kitano, J., D. I. Bolnick, et al. 2008. Reverse evolution of armor plates
in the threespine stickleback. Current Biology 18: 769-774.

To better understand the evolution of the dog

under domestication, Russian biologist Dmitry K.

Belyaev initiated a long-term project to domesti-

17

18

19

starting with the oldest and continuing to the youngest
generation. Compare the pedigree to the evolutionary
tree. How are evolutionary trees and pedigrees similar?
How are they different?

According to the evolutionary tree shown in Figure
2.26, is the snail with spikes on its shell more closely
related to the snail with a plain high-spired pink shell or
to the snail with a simple elongated pink shell? Why?
According to the evolutionary tree in Figure 2.31, are
cats more closely related to elephants or humans? Why?
In the early 20th century, radiometric dating allowed
geologists to assign absolute ages to most fossil-bearing
strata. The absolute dates turned out to be entirely con-
sistent with the relative dating done in the early 19th
century. What does this result say about the assumptions
behind relative dating?

LITERATURE

cate the silver fox by selectively breeding for tame-

ability. For a review of this work, see:

Trut, L., I. Oskina, and A. Kharlamova. 2009. Animal evolution dur-
ing domestication: The domesticated fox as a model. BioEssays 31:
349-360.

Our examples of speciation all involved a single an-

cestral lineage splitting into two. New species also

sometimes arise by hybridization between two an-
cestral lineages:

Mavirez, J., C. A. Salazar, et al. 2006. Speciation by hybridization in
Heliconius butterflies. Nature 441: 868-871.

We interpreted the amphibious blenny as a tran-

sitional form between the aquatic and terrestrial

blennies. Whether the terrestrial blenny (Alticus)
will also prove to be a transitional form is unknow-
able. It is tempting to see it as the future ancestor

of a lineage of bizarre, fully terrestrial fish. Such a

lineage has evolved before. We are among its prog-

eny. However, the supratidal zone may be as far
out of the water as any marine fish will get. See:

Graham, J. B., and H. J. Lee. 2004. Breathing air in air: In what ways
might extant amphibious fish biology relate to prevailing concepts
about early tetrapods, the evolution of vertebrate air breathing, and
the vertebrate land transition? Physiological and Biochemical Zoology 77:
720-731.

Pterosaurs arise in the fossil record about 210 mil-

lion years ago (Unwin 2003). For the next 55 mil-

lion years, most were built like the Rhamphorhyncus

in Figure 2.33a (L et al. 2010). They had long tails

(red arrow) and relatively small skulls with two sep-

arate openings, called the antorbital fenestra and the

nasal fenestra (orange arrows). They had neck ribs
and elongated fifth toes (not visible in this fossil).
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(@) Rhamphorhyncus

Figure 2.33 Death on the wing

(a) The pterosaur
Rhamphorhynchus had a long tail (red arrow) and a skull with
separate antorbital and nasal openings (orange). Photo by

Pterodactyls first appear about 155 million years
ago (Unwin 2003). Within 30 million years, they
replaced all earlier pterosaurs and then persisted
until 65 million years ago—when they went extinct
along with the non-avian dinosaurs. Most ptero-
dactyls were built like the Prerodactylus in Figure
2.33b (Li et al. 2010). They had short tails (blue
arrow) and large skulls with a single nasoantorbital
fenestra (black arrow). Their neck ribs and fifth toes
were reduced or absent.

Detailed anatomical analyses have yielded results
consistent with the macroevolutionary hypothesis
that pterodactyls are derived from an earlier lineage
of pterosaurs (Unwin 2003). From this it can be
predicted that the fossil record should contain fly-
ing reptiles intermediate in form between the early
pterosaurs and the later pterodactyls.

Write down a prediction of what these transitional
forms might look like, and the age of the rocks in
which they are most likely to be found. Then take a

(b) Ptero

Chapter 2 The Pattern of Evolution 69

Ryan Somma. (b) The pterodactyl Pterodactylus had a short tail
(blue) and a skull with a single nasoantorbital opening (black).
Photo by Daderot.

look at the photos of Darwinopterus modularis:

L, J., D. M. Unwin, et al. 2010. Evidence for modular evolution in...
Proceedings of the Royal Society of London B 277: 383-389. (We have
truncated the title to avoid revealing too much.)

20. For a feathered dinosaur that has influenced expert
opinion on why dinosaurs evolved feathers in the
first place, see:

Hu, D., L. Hou, et al. 2009. A pre-Archacopteryx troodontid thero-
pod from China with long feathers on the metatarsus. Nature 461:
640-643.

Witmer, L. M. 2009. Palacontology: Feathered dinosaurs in a tangle.
Nature 461: 601-602.

For a reconstruction of the color of this dinosaur’s
feathers, see:
Li, Q., K. Q. Gao, et al. 2010. Plumage color patterns of an extinct
dinosaur. Science 327: 1369—1372.
21. For an example of a molecular vestigial trait pre-
dicted before it was found, see:

Meredith, R. W, J. Gatesy, et al. 2009. Molecular decay of the tooth
gene Enamelin (ENAM) mirrors the loss of enamel in the fossil record
of placental mammals. PLoS Genetics 5: €1000634.
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Evolution by Natural Selection

n his masterwork, On the Origin of Species by Means of Natural Selection, Charles

Darwin (1859) scrutinized evidence on the pattern of life’s history and came

to a conclusion that startled many of his contemporaries. Earth’s organisms
were not independently created, but are instead descended with modification
from a single common ancestor or a few.

Darwin knew as well as anyone, however, that the mere recognition of a pat-
tern does not constitute a scientific theory. “Such a conclusion,” he wrote (p. 3),
“even if well founded, would be unsatisfactory, until it could be shown how the
innumerable species inhabiting this world have been modified.”

In other words, if we are to claim any understanding of life’s history, we must
explain not only what happened but also the mechanism responsible. What is the
process that yields the pattern we call evolution? Darwin’s answer, natural selec-
tion, is the subject of this chapter.

Natural selection is sufficiently straightforward that at least two authors dis-
covered it well before Darwin (Darwin 1872). In 1813, W. C. Wells used it to
explain how human populations on different continents came to differ in their
physical appearance and resistance to disease. In 1831, Patrick Matthew discussed
it in a treatise on farming trees for lumber with which to build ships. Neither
work was widely read, and neither came to Darwin’s attention until after he had

published the first edition of The Origin.

Using plasticine models painted
to mimic natural variation in
coat color, Sacha Vignieri and
colleagues (2010) found that
conspicuous mice suffer more
predator attacks.
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A third author, Alfred Russel Wallace, discovered natural selection indepen-
dently while Darwin was incubating his ideas. Indeed, it was his receipt of a
manuscript sent to him by Wallace that finally prompted Darwin to go public.
Papers by Darwin and Wallace were read before the Linnean Society of London
in 1858, and Darwin published his book the following year.

Straightforward though it may be, natural selection features subtleties that
warrant careful attention. Natural selection is a process in which events that befall
individuals alter the collective properties of populations, requiring us to think
statistically. And natural selection depends on aspects of genetics that were not
understood in Darwin’s time—except by Gregor Mendel, whose work on gar-
den peas and the mechanism of inheritance was ignored by virtually everyone.

For these and other reasons, biologists greeted natural selection with consid-
erably greater skepticism than the fact of evolution itself (see Mayr and Provine
1980; Gould 1982; Bowler 2002). Lamarckism and a variety of other hypothetical
processes remained popular until the 1930s. It took the rediscovery of Mendel’s
ideas in 1900 and over three decades of work on population genetics before
natural selection was widely accepted as the mechanism of adaptive evolution.

The first section of the chapter sets the stage for our discussion of natural selec-
tion by considering artificial selection—the selective breeding of domestic plants
and animals. The second section develops the theory of natural selection as a set
of claims about populations and a consequence that automatically follows if the
claims are true. The third and fourth sections cover in detail examples of research
in which the claims and the consequence have been verified. The remaining
sections consider natural selection’s subtleties, progress since Darwin’s time in
our understanding of natural selection, and objections to natural selection that
continue to be raised by present-day adherents to the theory of special creation.

3.1 Artificial Selection: Domestic Animals
and Plants

To understand the mechanism of evolution in nature, Darwin studied the mech-
anism of evolution under domestication. That is, he studied the method breeders
use to modify their crops and livestock. Darwin’s favorite domestic organism was
the pigeon. He bred pigeons himself to learn the experts’ techniques. To refine a
breed of pigeon so that, for example, the birds’ tail feathers fan more spectacular-
ly, breeders employ artificial selection. They scrutinize their flocks and select the
individuals with the most desirable traits. These the breeders cross to produce the
next generation. If the desirable traits are passed from parents to offspring, then
the next generation—the progeny of the selected birds—will show the desirable
traits in a higher proportion than last year’s flock.

We will study evolution under domestication by considering the tomato. The
domestic tomato, Solanum lycopersicum, occurs around the world, both in culti-
vation and as a weedy escapee. It is closely related to, and can interbreed with,
several species of wild tomatoes, all found in western South America (Spooner et
al. 2005). The domestic tomato was first cultivated by Native Americans before
Europeans arrived in the New World (Tanksley 2004). It traveled to Europe with
returning early explorers and spread around the globe from there (Albala 2002).

The power of artificial selection is evident in Figure 3.1. All species of wild
tomato have fruits that, like the currant tomato on the left, are typically less than

To increase the frequency of
desirable traits in their stocks,
plant and animal breeders
employ artificial selection.
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Domestic tomato
(Solanum lycopersicum)

Wild tomato
(Solanum pimpinellifolium)

a centimeter across and weigh just a few grams (Frary et al. 2000). The ancestor
of the domestic tomato probably had similarly tiny fruit. Modern varieties of do-
mestic tomato, like the Red Giant on the right, have fruit 15 cm or more across
that can weigh more than a kilogram. Descent with modification, indeed.

The disparity in fruit size between wild versus domestic tomatoes is largely due
to genetic differences. Tomatoes carry a gene called fir2.2 (Tanksley 2004). The
gene encodes a protein made during early fruit development (Frary et al. 2000).
The protein’s job is to repress cell division. The more of the protein a plant
makes, the smaller its fruit (Liu et al. 2003). Changes in the nucleotide sequence
in the fw2.2 promoter—the gene’s on-oft switch—alter the timing of production
and the amount of repressor made (Cong et al. 2002; Nesbitt and Tanksley 2002).
Every wild tomato tested has carried alleles of fin2.2 associated with high produc-
tion of the repressor and small fruit (Tanksley 2004). Every cultivated tomato has
carried alleles associated with low production of the repressor and large fruit.

Anne Frary and colleagues (2000), working in the lab of Steven Tanksley,
demonstrated the influence of fw2.2 on fruit size with an elegant experiment.
The researchers used genetic engineering to insert copies of a small-fruited allele
into domestic tomatoes. The fruit on the left in Figure 3.2 is from an unmanipu-
lated plant; the fruit on the right is from a sibling that has been genetically modi-
fied to carry the wild, small-fruited allele. The fruits difter in size by about 30%.

Sibling of
unmanipulated tomato
with wild allele of
fw2.2 added

Genetically unmanipulated
domestic tomato

Tanksley envisions a scenario in which early tomato farmers noticed varia-
tion in fruit size among their plants (Nesbitt and Tanksley 2002; Tanksley 2004).
Some of this variation was due to the plants’ possession of different alleles of the
fw2.2 gene. Large-fruited alleles might have been present as rare variants before
domestication, or they might have arisen as new mutations in cultivated popula-
tions. Because the farmers preferred larger tomatoes, year after year they planted
their fields with seeds from the largest fruit of the previous crop. By this disci-
pline, the farmers eventually eliminated small-fruited alleles from their stocks.

Bin Cong and colleagues (2008) identified a second gene, called fas, that influ-
ences fruit size by controlling the number of compartments in the mature fruit.
Alleles associated with fewer compartments are common in wild tomatoes and
medium-sized domestic varieties. Alleles associated with more compartments are

Figure 3.1  Wild and domestic
tomatoes Wild tomatoes have
tiny fruit, like that of the currant
tomato on the left. Domestic to-
matoes are descended from tiny-
fruited ancestors, but as a result
of artificial selection have large
fruit, like that of the Red Giant on
the right. From Frary et al. (2000).

Figure 3.2 A genetically de-
termined difference in fruit
size The tomato on the left
carries only domestic alleles of
the fw2.2 gene. Its sibling on the
right carries copies of the wild al-
lele. From Frary et al. (2000).



76 Part 1 Introduction

Broccoli
(flower cluster)

Kohlrabi
(swollen stems and
leaf bases)

Brussels sprouts (lateral buds)

common in large domestic varieties. Cong and colleagues infer that the fas alleles
associated with more compartments and large fruit derive from a mutation that
arose in a domesticated tomato population. This novel source of variation gave
farmers new opportunities to selectively cultivate large-fruited plants.

Farmers practicing artificial selection can, of course, change more than the size
of a plant’s fruit. The vegetables shown in Figure 3.3—broccoli, brussels sprouts,
cauliflower, kale, and kohlrabi—are strikingly different in architecture. Yet all
are varieties of the wild cabbage, Brassica oleracea, from which they are derived.

The dramatic differences between wild versus domestic varieties raises a ques-
tion. If traits like large fruit in tomatoes evolve so readily under domestication,
why have they not evolved in nature? The likely answer is that organisms with
traits favored by humans would fare badly in the wild. Imagine a chihuahua liv-
ing among wolves. Regarding tomatoes, Tanksley (2004) argues that in the wild,
small fruits are better because they are more easily carried by the small animals
that disperse the seeds. As far as we know, this hypothesis has not been tested.

The general hypothesis that traits favored under domestication are deleteri-
ous in the wild has, however, been tested in other organisms. In rare cases, traits
evolved under domestication are advantageous in nature. By interbreeding with
domestic dogs, for example, North American gray wolves have acquired a genetic
variant conferring a black coat that benefits individuals living in forests (Anderson
et al. 2009). In the vast majority of cases, however, traits selected under domes-
tication are disastrous in nature (Frankham 2008). Fifth-generation farm salmon
released into the wild to compete with stream fish, for instance, had an aver-
age lifetime reproductive success totaling just 16% that of their native cousins
(Fleming et al. 2000). The fate organisms in nature brings us to natural selection.

Figure 3.3  Wild and domestic
varieties of Brassica oleracea
Cauliflower (Brassica oleracea
botrytis), broccoli (Brassica ol-
eracea italica), brussels sprouts
(Brassica oleracea gemmifera),
kale (Brassica oleracea acephala),
and kohlrabi (Brassica oleracea
gongylodes) are all derived from
wild cabbage (Brassica oleracea
oleracea). After Niklaus (1997).
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3.2 Evolution by Natural Selection

Darwin realized that a process much like artificial selection happens automatically
in nature. His theory of evolution by natural selection, which he laid out in his
introduction to On the Origin of Species, can be stated as a short set of postulates
and a consequence that follows if the postulates are true. Darwin considered the
rest of the book “one long argument” in the theory’s support (1859, p. 459).
Darwin’s postulates—claims about the nature of populations—are as follows:

1. The individuals within a population differ from one another.

2. The differences are, at least in part, passed from parents to offspring.

3. Some individuals are more successful at surviving and reproducing than others.

4. The successtul individuals are not merely lucky; instead, they succeed because
of the variant traits they have inherited and will pass to their offspring.

If all four postulates hold, then the composition of the population inevitably
changes from one generation to the next.

Figure 3.4 shows how Darwin’s theory, with the postulates phrased in slighty
different language, might play out in a population of field mice that has recently
invaded a white sand beach.

1) There is variation among individuals. 2) The variation is inherited.
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Consequence: The composition of the
population changes from one generation
to the next. The average mouse is better
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Darwin and Wallace realized
that a process similar to
artificial selection happens
automatically in nature.

Figure 3.4 Darwin’s theory
of evolution by natural selec-
tion Darwin’s theory consists of
a short set of claims about popu-
lations of organisms and a logical
outcome that follows, as a matter
of simple mathematics, if the four
postulates are true. These car-
toons show how the theory might
work in a population of field

mice that have recently invaded

a white sand beach and are ex-
posed to predation by herons. If
the mice vary in coat color, and if
herons eat the most conspicuous
mice, and if the survivors pass
their coat color to their offspring,
then the population will show

a higher proportion of incon-
spicuous mice each generation.
Inspired by Hoekstra et al. (2006),
Mullen and Hoekstra (2008),
Mullen et al. (2009), and Vignieri
et al. (2010).
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The logic is straightforward. Inherited traits conducive to survival and repro-
duction are passed to offspring frequently and thus become ever more common;
inherited traits conducive to death without issue are passed to offspring rarely
and thus become ever more scarce. As a result, the characteristics of the popula-
tion change slightly with each succeeding generation. This gradual change in the
population is Darwinian evolution.

While straightforward, the logic contains a subtlety that can cause confusion.
To understand how natural selection works, we have to think statistically. The
selection itself—the surviving and reproducing—happens to individuals, but
what changes is populations. Individual beach mice, for example, either get eaten
or escape detection because of their coat color. But individuals do not change the
color of their coats. And they produce offspring whose coats, on average, look
just like mom and dad’s. The population does not change because the individual
mice want to change or need to change. Instead, the population changes as a
result of simple, cold arithmetic. Some mice make babies, and their traits persist
into the next generation. Other mice fail to make babies, and their traits vanish.

Darwin thought of individuals whose variant traits improve their chances of
living and procreating as having been naturally selected, just as a tomato with
large fruits is artificially selected as seed stock by a farmer. It is crucial to recog-
nize, however, that during natural selection there is no conscious intent and no
ultimate goal in mind. During natural selection, it just happens to be the case that
individuals with particular variant traits do better.

Darwin described individuals who are better at surviving and reproducing, and
whose offspring make up a greater percentage of the population in the next gen-
eration, as more fit. He thus gave the everyday English words fit and fitness new
meanings. Darwinian fitness is an individual’s ability to survive and reproduce.

The individuals that are fittest in the Darwinian sense are not always the ones
we would ordinarily think of as being the most physically fit. This distinction is il-
lustrated by data that Meritxell Genovart and colleagues (2010) collected during a
government-run culling program designed to control an exploding population of
yellow-legged gulls (Figure 3.5a). The blue bars in Figure 3.5b show the relative
numbers of birds with low, normal, or high muscle condition among 506 gulls
shot by human hunters—presumably a random sample of the population. The
green bars show the proportions among 122 gulls killed by trained falcons and
hawks. Compared to the random sample, gulls with low muscle condition are, as
we might expect, overrepresented among the birds taken by raptors. However,
birds with high muscle condition are also overrepresented. During predation, the
gulls with the best physical fitness did not have the highest Darwinian fitness.

Note that fitness is relative. It refers to how well an individual survives and
reproduces compared to other individuals of its species. A trait that increases an
organism’s fitness relative to individuals lacking it, such as a well-camouflaged
pelt, is called an adaptation. Such a trait is also said to be adaptive.

One of the most attractive aspects of the theory of evolution by natural se-
lection is that each of the four postulates, and the consequence, can be verified
independently. That is, the theory is testable. There are neither hidden assump-
tions nor facets that have to be accepted uncritically. In the next two sections, we
examine each of the four postulates, and the predicted consequence, by review-
ing two studies: an experiment on snapdragons and an ongoing study of finches
in the Galapagos Islands oft the coast of Ecuador. These studies show that the
theory of evolution by natural selection has been verified by direct observation.

Natural selection is a process
that results in descent with
modification, or evolution.

(a) A yellow-legged gull

(b) Selective predation
by trained raptors
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Figure 3.5 Darwinian versus
physical fitness (a) A yellow-
legged gull (Larus michahellis).
(b) The relative frequencies of
gulls with low, normal, and high
muscle condition among two
samples from a large population.
Blue bars represent a random
sample, among which gulls with
both low and high physical fitness
are rare. Green bars represent

a sample taken by raptors. The
predators killed both a dispro-
portionately high number of gulls
with low muscle condition and a
disproportionately high number
of gulls with high muscle condi-
tion. Exceptional physical fitness
failed to confer exceptional
Darwinian fitness. Plotted from
data in Table 3 of Genovart et al.
(2010).
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3.3 The Evolution of Flower Color in an
Experimental Snapdragon Population

Kiristina Niovi Jones and Jennifer Reithel (2001) wanted to know whether natu-
ral selection by choosy bumblebees could drive the evolution of flower color
in snapdragons. To find out, they established an experimental population of 48
individuals in which they made sure Darwin’s postulates 1 and 2 were true. Then
they monitored the plants and their offspring to see whether postulates 3 and 4,
and the predicted consequence, were true as well.

Postulate 1: Individuals Differ from One Another

The snapdragons in Jones and Reithel’s population varied in flower color. Three-
quarters of the plants had flowers that were almost pure white, with just two
spots of yellow on the lower lip. The rest had flowers that were yellow all over.

Postulate 2: The Variation Is Inherited

The variation in color among Jones and Reithel’s plants was due to differences in
the plants’ genotypes for a single gene. The gene has two alleles, which we will
call S and s. Individuals with either genotype SS or Ss have white flowers with
just two spots of yellow. Individuals with genotype ss are yellow all over. Among
the 48 plants in the experimental population, 12 were SS, 24 were Ss, and 12
were ss. Figure 3.6a shows the variation in phenotype among Jones and Reithel’s
snapdragons, and the variation in genotype responsible for it.

Testing Postulate 3: Do Individuals Vary in Their Success at
Surviving or Reproducing?

Although Jones and Reithel ran their experiment in a meadow in Colorado, they
kept their snapdragons in pots and made sure all of the plants survived.

The researchers did not intervene, however, to help the snapdragons repro-
duce. Instead, they let free-living bumblebees pollinate the plants. To gauge the
plants’ success at reproducing by exporting pollen, Jones and Reithel tracked the
number of times bees visited each flower. To gauge the plants’ success at repro-
ducing by making seeds, the researchers counted the seeds produced from each
fruit. Consistent with Darwin’s third postulate, the plants showed considerable
variation in reproductive success, both as pollen donors and as seed mothers.

Testing Postulate 4: Is Reproduction Nonrandom?

Jones and Reithel expected one color to attract more bees than the other, but
they did not know which color it would be. The yellow spots on otherwise
white snapdragons are thought to serve as nectar guides, helping bumblebees find
the reward the flower ofters. Entirely yellow flowers lack nectar guides and so
might be less attractive to bees. Or they might be more visible against the back-
ground vegetation and thus more attractive. Jones and Reithel found that white
flowers attracted twice as many bee visits as yellow flowers (Figure 3.6b, left).

Reproductive success through seed production was less strongly associated
with color than was success through pollen donation. Nonetheless, the white
plants were somewhat more robust than the yellow plants and so produced, on
average, slightly more seeds per fruit (Figure 3.6b, right).

Consistent with Darwin’s fourth postulate, reproductive success was not ran-
dom. At both pollen export and seed production, white plants beat yellow.
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Testing Darwin'’s Prediction: Did the Population Evolve?

The bumblebees that volunteered to participate in Jones and Reithel’s experi-
ment played the same role that Darwin himself played in breeding pigeons: They
selected particular individuals in the target population and granted them high
reproductive success. Since white plants had higher reproductive success than
yellow, and since flower color is determined by genes, the next generation of
snapdragons should have had a higher proportion of white flowers.

Indeed, the next generation did have a higher proportion of white flowers
(Figure 3.6¢). Among the plants in the starting population, 75% had white flow-
ers; among their offspring, 77% had white flowers. The snapdragon population
evolved as predicted. An increase of two percentage points in the proportion of
white flowers might not seem like much. But modest changes can accumulate
over many generations. With Jones and Reithel’s population evolving at this
rate, it would not take many years for white flowers to all but take over.

Jones and Reithel’s experiment shows that Darwin’s theory works, at least in
experimental populations when researchers have made certain that Darwin’s first
two postulates hold. But does the theory work in completely natural populations,
in which researchers have manipulated nothing? To find out, we turn to research
on Darwin’s finches in the Galapagos Islands.

Figure 3.6 Evolution by natu-
ral selection demonstrated in
an experimental population
of snapdragons (a) The plants
in the parental population vary

in flower color. This variation in
phenotype is due to variation in
genotype. The graph shows the
number of plants in the popula-
tion with each of the three pos-
sible genotypes. (b) The white
plants are more successful at
reproducing. They are visited by
bumblebees twice as often (left),
and make more seeds (right). (c)
Because plants with white flowers
are more successful at passing on
their genes, they occupy a larger
fraction of the population in the
next generation. Prepared from
data in Jones and Reithel (2001).
[In (b) left, the vertical bars show
the size of the standard error;
they indicate the accuracy of the
researchers’ estimate of the mean
number of bee visits. In (b) right,
the values for relative seed set
were calculated as the fraction of
seeds actually produced by plants
with a particular genotype divided
by the fraction of seeds expected
based on the frequencies of the
genotypes.]

The theory of evolution by
natural selection is testable.
When researchers set up a plant
population in which postulates
1 and 2 were true, they found
that postulates 3 and 4 also
were true—as was Darwin’s
prediction that the population
would evolve as a result.
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3.4 The Evolution of Beak
Shape in Galapagos
Finches

Peter Grant, Rosemary Grant, and their colleagues
have been studying finches in the Galapagos Archi-
pelago since 1973 (see P. R. Grant 1999; B. R. Grant
and P. R. Grant 1989, 2003; P. R. Grant and B. R.
Grant 2002a, 2002b, 2005, 2006; B. R. Grant 2003).
Collectively called Darwin’s finches, the birds are de-
rived from a small flock of dome-nested finches that
invaded the archipelago, most likely from the Carib-
bean, 2 to 3 million years ago (Sato et al. 2001; Burns
et al. 2002). The descendants of this flock comprise 13
species that inhabit the Galapagos, plus a 14th on Cocos
Island. Close examination of the evolutionary tree in

Figure 3.7 reveals that all of these species are closely re-
lated. The deepest split on the tree separates two lin-
eages of warbler finches that still recognize each other
as potential mates and are thus classified (despite each
having its own name) as belonging to a single species.
The third-deepest split separates two lineages of sharp-
beaked ground finches that are likewise considered a
single species. Consistent with their close kinship, all
species of Darwin’s finches are similar in size and col-
oration. They range from 4 to 6 inches in length and
from brown to black in color. They do, however, show
remarkable variation in beak size and shape.

The beak is the primary tool used by birds in feeding,
and the enormous range of beak morphologies among
the Galapagos finches reflects the diversity of foods they
eat. The warbler finches (Certhidea olivacea and Certhidea
fusca) feed on insects, spiders, and nectar; woodpecker
and mangrove finches (C. pallida and C. heliobates) use
twigs or cactus spines as tools to pry insect larvae or
termites from dead wood; several ground finches in the
genus Geospiza pluck ticks from iguanas and tortoises in
addition to eating seeds; the vegetarian finch (Platyspiza
crassirostris) eats leaves and fruit.

Warbler finches

Tree finches

Ground finches

Figure 3.7 Diversity in Darwin's finches These finches
are all descended from a common ancestral population (red
arrow) that traveled from the Caribbean to the Galadpagos
Archipelago. The evolutionary tree, estimated from similari-
ties and differences in DNA sequences by Kenneth Petren and
colleagues (2005), shows the sometimes complex relation-
ships among the major groups. The photos, from Petren et al.
(1999) and Greg Lasley, show the extensive variation among
species in beak size and shape.
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For a test of the theory of evolution by natural selection, we focus on data
Grant and Grant and colleagues have gathered on the medium ground finch,
Geospiza fortis, on Isla Daphne Major (Figure 3.8).

Daphne Major’s location and tiny size make it a superb natural laboratory.
Like all islands in the Galipagos, it is the top of a volcano (Figure 3.9). It rises
from the sea to a maximum elevation of just 120 meters. It has a main crater and
a small secondary crater. Only one spot on the island is both flat enough and large
enough to pitch a camp. It takes a mere 20 minutes to walk from the campsite all
the way around the main crater’s rim and back to camp. Despite the equatorial
location, the climate is seasonal. A warmer, wetter season from January through
May alternates with a cooler, drier season from June through December. The
vegetation consists of dry forest and scrub along with several species of cactus.

The medium ground finches on Daphne Major make an ideal study popula-
tion. Few finches migrate onto or oft of the island, and the population is small
enough to be studied exhaustively. In an average year, the population consists
of about 1,200 individuals. By 1977, Grant and Grant’s team had captured and
marked more than half of them; since 1980, virtually 100% of the population
has been marked. Medium ground finches live up to 16 years (Grant and Grant
2000). Their generation time is 4.5 years (Grant and Grant 2002a).
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Figure 3.8 The medium
ground finch, Geospiza for-
tis (top) An adult male; (bot-
tom) an adult female. Peter R.
Grant, Princeton University.
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Figure 3.9 The Galapagos Archipelago and Daphne
Major (a) Cocos Island and the Galapagos Archipelago,
home of Darwin’s finches. Isla Daphne Major is a tiny speck
between Santa Cruz and Santiago. (b) Daphne Major, seen
from a boat approaching the island. Visible as a faint white

line running upward from left to right is the footpath that
runs from the boat landing (at the waterline) to the campsite
(on the rim of the crater). Courtesy of Robert D. Podolsky. (c)
A map of Daphne Major. Note the island’s tiny size. Redrawn
from Boag and Grant (1984a).
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Medium ground finches are primarily seed eaters. The birds crack seeds by
grasping them at the base of the bill and applying force. Grant and Grant and
their colleagues have shown that both within and across finch species, beak size is
correlated with the size of seeds harvested. In general, birds with bigger beaks eat
larger seeds, and birds with smaller beaks eat smaller seeds. This is because birds
with different beak sizes are able to handle different sizes of seeds more efficiently
(Bowman 1961; Grant et al. 1976; Abbott et al. 1977; Grant 1981).

Testing Postulate 1: Is the Finch Population Variable?

The researchers mark every finch they catch by placing on its legs a numbered
aluminum band and three colored plastic bands. This allows the scientists to
identify individual birds in the field. The scientists also weigh each bird and
measure its wing length, tail length, beak width, beak depth, and beak length. All
of these traits show diversity. For example, when Grant and Grant plotted beak
depth in the Daphne Major population, the data indicated that the trait varies
considerably (Figure 3.10). All of the finch characteristics Grant and Grant have
measured conform to Darwin’s first postulate. Variation among the individuals
within populations is virtually universal (see Chapter 5).

90 + N =751
Number
of 60+
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Beak depth (mm)

Testing Postulate 2: Is Some of the Variation among Individuals
Heritable?

Within the Daphne Major population, individual finches could vary in beak
depth because the environments they have experienced are different, or because
their genotypes are different, or both. There are several ways that environmental
variation could cause the variation in beak depth documented in Figure 3.10.
Variation in the amount of food that individual birds happened to have received
as chicks could lead to variation in beak depth among adults. Injuries or abrasion
against hard seeds or rocks could also affect beak size and shape.

To determine whether at least part of the variation among finch beaks is ge-
netically based, and thus passed from parents to offspring, Peter Boag, a colleague
of Peter Grant and Rosemary Grant, estimated the heritability of beak depth.

The heritability of a trait is defined as the fraction of the variation in a popula-
tion that is due to differences in genes. It can take any value between 0 and 1.
We will develop the theory of heritability estimation more fully later (in Chapter

Some Geospiza fortis have beaks
that are only half as deep as
those of other individuals.

Figure 3.10 Variation in beak
depth in medium ground
finches This histogram shows
the distribution of beak depth

in medium ground finches on
Daphne Major in 1976. A few
birds have shallow beaks; a few
birds have deep beaks; most birds
have medium beaks. N stands

for sample size; the blue triangle
along the horizontal axis indicates
the mean, or average. Redrawn
from Boag and Grant (1984b).
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Figure 3.11 Heritability of
beak depth in Geospiza for-
tis This graph shows the rela-
tionship between the beak depth
of parents and their offspring.
Midparent value is the average of
the mother and father; midoff-
spring value is the average of the
° offspring. The lines in the graph
are statistical best-fit lines. Data
for both 1978 and 1976 show a
strong relationship between the
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beak depth of parents and their
offspring. Redrawn from Boag
(1983).

9). For now, we note that if the differences among individuals are due to difter-
ences in the alleles they have inherited, then offspring will resemble their parents.

Boag compared the average beak depth of families of G. forfis young, after
they had attained adult size, to the average beak depth of their parents. Boag’s
data reveal a strong correspondence among relatives. As the plot in Figure 3.11
shows, parents with shallow beaks tend to have chicks with shallow beaks, and

)
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Heritabilities are estimated by measuring the similarity
of traits among close relatives. For example, in a plot
of midoffspring trait values versus midparent trait val-
ues such as Figure 3.11, the slope of the best-fit line—
which ranges from 0 if there is no resemblance to 1 if
there is perfect resemblance—gives an estimate of the
heritability. The idea is that genes run in families. If
the variation in phenotype among individuals is due in
part to variation in genotype, then relatives will tend
to resemble one another. But a number of confound-
ing issues can complicate this approach. We consider
four such issues here: misidentified paternity, conspe-
cific nest parasitism, shared environments, and maternal
effects.

Misidentified paternity In many species of birds,
even socially monogamous birds like medium ground
finches, females sometimes have extrapair sex. This
means that a chick’s social father is not always its bio-
logical father. If researchers simply assume that the social
father at a nest is the biological father of all the chicks,

COMPUTING CONSEQUENCES 3.1

Estimating heritabilities despite complications

they may underestimate the heritability. Misidentified
paternity can be avoided by using genetic paternity
tests, but they are expensive and time consuming.
Conspecific nest parasitism In some species of birds,
females sneak into each other’s nests and lay extra eggs.
This means that even the social mother at a nest might
not be the biological parent of all the chicks. Again,
researchers may underestimate the heritability. As with
misidentified paternity, this problem can be avoided by
using genetic tests.

Shared environments Relatives share their environ-
ment as well as their genes, and any correlation that is
due to their shared environment inflates the estimate
of heritability. For example, birds tend to grow larger
when well fed as chicks. But the bountiful breeding
territories are often claimed and defended by the largest
adults in the population. Young from these territories
will tend to become the largest adults in the next gen-
eration. As a result, a researcher might measure a strong
relationship between parent and offspring beak and
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parents with deep beaks tend to have chicks with deep beaks. This is evidence
that a large proportion of the observed variation in beak depth is genetically
based and can be transmitted to oftspring (Boag and Grant 1978; Boag 1983).

Boag himself would be the first to note that caution is warranted in interpret-
ing these data. Environments shared by family members, maternal eftects, con-
specific nest parasitism, and misidentified paternity can cause graphs like the one
in Figure 3.11 to exaggerate, or to underplay, the heritability of traits. However,
Lukas Keller and colleagues (2001) have used modern genetic analyses of G. fortis
to eliminate most of these confounding factors (Computing Consequences 3.1). It
is clear that Darwin’s second postulate is true for the medium ground finches on
Daphne Major. A substantial fraction of the variation in beak size is due to varia-
tion in genotype and is transferred across generations.

We do not know the identity of the genes responsible for variation in beak
size among medium ground finches. However, Otger Campas and colleagues
(2010), extending earlier work by Arhat Abzhanov and coworkers (2004), of-
fered a clue.

Campas and colleagues focused on a growth factor, bone morphogenic pro-
tein 4 (BMP4), known to be active during embryonic development. BMP4 is a
signaling molecule that helps sculpt the shape of bird beaks (Wu et al. 2004). For
each of the six species of ground finch, the researchers treated three embryos of
a particular developmental age with a fluorescent probe that binds to messenger
RNA made by Bmp4, the gene encoding BMP4. For each embryo, the scientists

In finches, the beak depths

of parents and offspring are
similar. This suggests that some
alleles tend to produce shallow
beaks, while other alleles tend
to produce deeper beaks.

body size and then claim a high heritability for these
traits, when in reality there is none. In this case, the real
relationship is between the environments that parents
and their young each experienced as chicks.

In many species, this problem can be circumvented
with what are called cross-fostering, common garden,
or reciprocal-transplant experiments. In birds, such
studies involve stealing eggs and placing them in the
nests of randomly assigned foster parents. Measurements
of young, taken once they are grown, are compared
with the data from their biological parents. This experi-
mental treatment removes any bias in the analysis cre-
ated because parents and offspring share environments.
Maternal effects Even cross-fostering experiments
cannot remove environmental effects due to differences
in the nutrient stores or hormonal contents of eggs.
These are called maternal eftects. They can be largely
avoided by estimating heritabilities from the resem-
blance between offspring and their fathers only.

Lukas Keller and colleagues (2001) have made pains-
taking estimates of the heritability of morphological
traits in Daphne Major’s medium ground finches. The
researchers used genetic analyses to confirm the parent-
age of all the chicks in their sample. They found no
evidence of conspecific nest parasitism, but did find that

20% of the chicks had been fathered by extrapair males.
Excluding these chicks from their data, Keller and col-
leagues estimated that the heritability of beak depth is
0.65 (with a standard error of 0.15). That is, about 65%
of the variation among finches in beak depth is due to
differences in genes. This estimate is uncontaminated
by extrapair paternity, conspecific nest parasitism, and
maternal effects. It might, however, contain some error
due to shared environments.

The Galapagos researchers have been unable to per-
form a cross-fostering experiment on Darwin’s finches.
Because the Galapagos are a national park, experiments
that manipulate individuals beyond catching and mark-
ing are forbidden. But the finches themselves have run
a sort of cross-fostering experiment: As mentioned
earlier, about 20% of the chicks have been raised by
males who are not their biological fathers. If some of
the resemblance between parents and offspring is due to
shared environments, then these chicks should resemble
their social fathers. Using data on the social fathers and
their foster offspring, Keller and colleagues calculated
the “heritability” of beak depth. It was less than 0.2 and
was not statistically distinguishable from zero. The data
suggest that shared environments have little influence
on the resemblance among relatives’ beaks.
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Figure 3.12 Bone morphogenic protein 4 and beak

depth in Darwin’s ground finches (a) Top row shows
Relative beak depth 1.5 cross sections of upper beak buds of stage 26 embryos treated
5 with a fluorescent probe for Bmp4 mRNA. The species are ar-
ranged in order of mesenchymal Bmp4 expression (maximum
fluorescence in mesenchyme =+ maximum fluorescence in
1 epithelium). Bottom row shows beaks of adult birds. Embryos
; ; ; ; , from Campas et al. (2010); adult finch photos from Petren et
05 10 15 20 25 30 al. (1999). (b) Beak depth versus mesenchymal Bmp4 expres-
Relative intensity of sion. All values on both axes scaled relative to Geospiza diffici-
mesenchymal Bmp4 expression lis. Redrawn from Campas et al. (2010).
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quantified Bmp4 expression in the upper beak bud by measuring the maximum
fluorescence in the epithelium (the outer layer of the bud) and the mesenchyme
(the tissue under the epithelium), then dividing the latter by the former. This
procedure gave a standardized value for mesenchymal Bmp4 expression.

The top row of photos in Figure 3.12a shows a stained beak bud for each spe-
cies, arranged by increasing mesenchymal Bmp4 expression. The bottom row
shows the beaks of adult birds. The graph in Figure 3.12b demonstrates that spe-
cies with higher Bmp4 expression have deeper beaks. Abzhanov and colleagues
(2004) suggested that the different species of ground finches harbor alternate ver-
sions of one or more of the genes that determine when, where, and how strongly
the gene encoding BMP4 is activated.

The genetic mechanisms responsible for variation among individuals within
species may or may not be the same as those responsible for differences between
species (see McGregor et al. 2007). But a reasonable hypothesis would be that
genetically encoded difterences in Bmp4 expression are responsible for some of
the variation in beak size among Daphne Major’s medium ground finches.

Testing Postulate 3: Do Individuals Vary in Their Success at
Surviving and Reproducing?

Because Grant and Grant and their colleagues have been monitoring the finches
on Daphne Major every year since 1973, two members of the team, Peter Boag
and Laurene Ratcliffe, were on the island in 1977 to witness a terrible drought



(Boag and Grant 1981; Grant 1999). Instead of the usual 130 mm
of rain during the wet season, the island got only 24 mm. The
plants made few flowers and few seeds. The medium ground
finches did not even try to breed. Over a span of 20 months,
84% of the Geospiza fortis on Daphne Major disappeared (Fig-
ure 3.13a). The researchers inferred that most died of starvation.
The decline in numbers was simultaneous with a decline in the
availability of the seeds the birds eat (Figure 3.13b); 38 emaci-
ated birds were actually found dead; none of the missing birds
reappeared the next year. Clearly, only a fraction of the popula-
tion survived to reproduce in 1978.

Mortality on this scale is not unusual. Rosemary Grant has
shown that 89% of Geospiza conirostris individuals die before
they breed (Grant 1985). Trevor Price and coworkers (1984)
determined that 19% and 25% of the G. fortis on Daphne Major
died during droughts in 1980 and 1982.

In fact, in every natural population studied, more offspring
are produced each generation than survive to breed. In a popu-
lation of constant size, each parent, over its lifetime, leaves an
average of one offspring that survives to breed. But the repro-
ductive capacity of organisms is vastly higher than this. Darwin
(1859) picked the elephant to illustrate this point, because it
was the slowest breeder then known among animals. He cal-
culated that if all the descendants of a single pair survived and
reproduced, then after 750 years there would be 19 million of
them. The numbers are even more startling for rapid breeders.
Dodson (1960) calculated that if all the descendants of a pair of
starfish survived and reproduced, then after just 16 years they
would exceed 107%; the estimated number of electrons in the
visible universe. The only thing that saves us from being buried
in starfish and elephants is massive mortality.

Similarly, data show that in most populations, some individu-
als that survive to breed do better at mating and making off-
spring than others. Darwin’s third postulate is universally true.

Testing Postulate 4: Are Survival and Reproduction
Nonrandom?

Darwin’s fourth claim was that the individuals who survive and
go on to reproduce, or who reproduce the most, are those with
certain variations. Did a nonrandom, or naturally selected, sub-
set of the medium ground finch population survive the 1977
drought? The answer is yes.

As the drought wore on, the number as well as the types
of seeds available changed (Figure 3.13c). Finches on Daphne
Major eat seeds from a variety of plants. The seeds range from
small and soft to large and hard. The small, soft seeds, easy to
crack, are the birds’ favorites. During the drought, as at other
times, the finches ate the small, soft seeds first. Once most of
those were gone, the large, hard fruits of a plant called Tribulus
cistoides became a key food item. Only large birds with deep,
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Figure 3.13 Death by starvation during the
1977 drought (a) The number of medium ground
finches on Daphne Major before, during, and after
the drought. The vertical lines through each data
point represent the standard error, an indication of
the variation in census estimates. (b) The abundance
of seeds on Daphne Major before, during, and after
the drought. (c) The characteristics of the average
seed available as food to medium ground finches
before, during, and after the drought. The hardness
index plotted on the vertical axis is a special measure
created by Boag and Grant (1981). Redrawn from
Boag and Grant (1981).

From “Intense natural selection in a population of Darwin’s finches
(Geospizinae) in the Galapagos.” Science 214: 82-85. Reprinted with
permission from AAAS.
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narrow beaks can successfully crack and eat Tribulus fruits. The rest were left to
turn over rocks and scratch the soil in search of the few remaining smaller seeds.

The top graph in Figure 3.14 shows the beak sizes of a large random sample of
the birds on Daphne Major the year before the drought. The bottom graph shows
the beak sizes of a random sample of 90 birds who survived. The survivors had
deeper beaks, on average, than the pre-drought birds (and, we can infer, than the
birds that starved). Because beak depth and body size are correlated, and because
large birds tend to win fights over food, the survivors had larger body sizes too.

The 1977 selection episode, dramatic as it was, was not an isolated event. In
1980 and 1982 there were similar droughts, and individuals with deep beaks and
large body size were again naturally selected (Price et al. 1984). Then, in 1983,
an influx of warm surface water off the South American coast, called an El Nifio,
created a wet season with 1,359 mm of rain on Daphne Major—almost 57 times
as much as in 1977. This environmental shift led to a superabundance of small,
soft seeds and, subsequently, to strong selection for smaller body size (Gibbs and
Grant 1987). In wet years, small birds with shallow beaks survive better and
reproduce more because they harvest small seeds more efficiently. Larger birds
are favored in drought years, but smaller birds are favored in wet years. Natural
selection is dynamic.

Testing Darwin'’s Prediction: Did the Population Evolve?

All four of Darwin’s postulates are true for the medium ground finch population
on Daphne Major. Darwin’s theory therefore predicts a change in the composi-
tion of the population from one generation to the next. When the deep-beaked
birds who survived the drought of 1977 bred to produce a new generation, they
should have passed their genes for deep beaks to their oftspring. Figure 3.15 con-
firms that they did. The chicks hatched in 1978 had deeper beaks, on average,
than the 1976 chicks. The population evolved.

Figure 3.14 Beak depth
before and after the

drought These histograms
show the distribution of beak
depth in medium ground finches
on Daphne Major before and
after the drought of 1977. The
blue triangles indicate the popula-
tion means. Redrawn from Boag
and Grant (1984b).

During a terrible drought,
finches with larger, deeper
beaks had an advantage in
feeding, and thus in surviving.

Because of the drought, the
finch population evolved.
Selection occurs within
generations; evolution occurs
between generations.



Finches hatched in 1976,

30 o the year before the drought
Number 20 7
thes 10 L
finches 10
0 ——— ——
73 7.8 83 88 93 9.8 10.310.811.3
Finches hatched in 1978,
40 - the year after the drought
— ]
30
Number -
of 20
finches - L
10 —
_4,_
0

73 7.8 83 88 93 98 10.310.811.3
Beak size (depth in mm)

1

©

Peter Grant and Rosemary Grant and colleagues have con-
tinued to monitor the Daphne Major finch population since the
1970s. Thanks to unpredictable changes in the climate and bird
community, and consequent changes in the island’s plant com-
munity, the researchers have witnessed selection events when
deep-beaked individuals survived at higher rates and selection
events when shallow-beaked individuals survived at higher rates.

Figure 3.16 tracks changes in the population averages for three
traits across three decades. Each trait is a statistical composite of
measurable characteristics, like beak depth. For example, “PC1
beak size” (Figure 3.16a) combines beak depth, beak length, and
beak width. If there had been no evolution in beak size, the 95%
confidence intervals for all data points would have overlapped
the gray band—the 95% confidence interval for 1973, the first
year with complete data. That many do not overlap means the
population showed statistically detectable evolution.

Figure 3.16a shows, first, that during the drought of 1977 the
finch population evolved a significantly larger average beak size.
This change is indicated in blue. The figure further shows that
the population remained at this large mean beak size until the
mid-1980s, then evolved back to the average size it started with.
There the population stayed until another drought struck.

The drought of 2003 and 2004 was as bad as the one ot 1977
(Grant and Grant 2006). Again many medium ground finches
starved. This time, however, the medium ground finches faced
competition from a substantial population of large ground
finches (Geospiza magnirostris) that had recently appeared on the
island. The large ground finches dominated access to, and ate,
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Figure 3.15 Beak depth in the finches hatched
the year before the drought versus the year
after the drought The red triangles represent
population means. Redrawn from Grant and Grant
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the Tribulus fruits that the large-beaked medium ground finches had survived on
in 1977. As a result, medium ground finches with large beaks died at higher rates
than those with small beaks, and the population evolved toward smaller beaks.

The medium ground finch population also showed substantial evolution in
mean beak shape and mean body size (Figure 3.16b and c). The average bird in
2001 had a significantly sharper beak, and was significantly smaller, than the aver-
age bird in the mid 1970s (Grant and Grant 2002).

Grant and Grant’s study shows that Darwin’s mechanism of evolution can be
documented in natural populations. When all four of Darwin’s postulates are
true, populations evolve. The study also shows that small evolutionary changes
over short time spans can accumulate into larger changes over longer time spans.

3.5 The Nature of Natural Selection

Although the theory of evolution by natural selection can be stated concisely,
tested rigorously in natural populations, and validated, it can be challenging to
understand thoroughly. One reason is that evolution is a statistical process—a
change in the trait distributions of populations. Statistical thinking does not come
naturally to most people, and a number of widely shared ideas about natural se-
lection are incorrect. Our goal in this section is to cover some key points about
how selection does, and does not, operate.

Natural Selection Acts on Individuals, but Its Consequences
Occur in Populations

When snapdragons were selected by bumblebees, or finches were selected as a
result of food shortages, none of the selected individuals changed. Some snap-
dragons simply reproduced more than competing plants. Some finches survived
the drought while others perished. What changed were the characteristics of the
snapdragon and finch populations. There was a higher frequency of white-flower
genotypes among the seeds produced by the snapdragons and a larger average
beak size among the finches.

The effort of cracking Tribulus seeds did not make the beaks of individual
finches grow larger. Nor did the birds’ need for more food, or their desire for
bigger beaks, make their beaks grow. Instead, the average beak depth in the finch
population increased due to the simple, if cruel, fact that more small-beaked
finches died (Figure 3.17). Likewise, the effort of attracting pollinators had no
effect on the pigments in the flowers of individual snapdragons. Instead, the pro-
portion of white versus yellow flowers changed simply because white plants ex-
ported more pollen and made more seeds.

To be sure, exposure to particular environmental circumstances alters the phe-
notypes of individuals in myriad ways. Spending time in the sun, for example,
induces many humans to deposit more melanin in their skin—that is, to tan. But
such changes are not transmitted to offspring. A woman who sunbathes while
pregnant does not give birth to a baby with darker skin. What she and the father
transmit to the baby is not a tan, but a heritable tanning capacity.

Natural Selection Acts on Phenotypes, but Evolution Consists of
Changes in Allele Frequencies

Finches with large bodies and deep beaks would have survived at higher rates
during the drought even if all of the variation in the population had been en-
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Figure 3.17 Natural selec-
tion happens to individuals,
but what changes is popula-
tions During the drought on
Daphne Major, individuals did not
change their beak sizes; they sim-
ply lived or died. What changed
was the average beak size, a
characteristic of the population.
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vironmental in origin (that is, if heritabilities had been zero). But no evolution
would have occurred. Selection would have altered the frequencies of the phe-
notypes in the population, but in the next generation the phenotype distribution
might have gone back to what it was before selection occurred (Figure 3.18a).

Only when the survivors of selection pass their successful phenotypes to their
offspring, via genotypes that help determine phenotypes, does natural selection
cause populations to change from one generation to the next (Figure 3.18b). On
Daphne Major, the variation in finch phenotypes that selection acted on had a
genetic basis. As a result, the new phenotypic distribution seen among the survi-
vors persisted into the next generation.

Natural Selection Is Not Forward Looking

Oftspring are descended from the survivors of selection imposed by condi-
tions that prevailed before the offspring were born. The finches that hatched
on Daphne Major in 1978 were better adapted to drought, on average, than the
finches that hatched in 1976. But if the environment had changed again during
the lifetime of the 1978 birds, they might not have been any better adapted to
the new conditions than the 1976 birds were to a shortage of small, soft seeds.

Students new to evolution may harbor the misconception that organisms can
be adapted in advance to future conditions, or that selection can anticipate envi-
ronmental changes that will occur during future generations. This is impossible.
Evolution by natural selection involves no conscious entity with foresight. It is
an unthinking, unfeeling mathematical process. And as a result, evolving popula-
tions always lag at least a generation behind changes in the environment.

Although Selection Acts on Existing Traits, New Traits Can Evolve

Selection itself generates no new genetic variation, adaptive or otherwise. Dif-
ferences in survival or reproduction occur only among variants that already exist.
The starvation of small-beaked individuals, for example, does not instantaneously
create more variation in beak size among finches. In particular, it does not cre-
ate finches with big beaks optimal for cracking Tribulus fruits. Starvation merely
winnows the breeding population down to the largest-beaked birds already alive.

This might seem to imply that under natural selection, new traits cannot
evolve. But the evolution of new traits is, in fact, possible. There are two reasons:
The first applies to all species, the second to species that reproduce sexually. Dur-
ing reproduction in all species, random mutations produce new alleles. During
reproduction in sexual species, meiosis and fertilization recombine existing alleles
into new genotypes. Mutation and recombination yield new suites of traits that
selection may subsequently sort among.

Consider, for example, an artificial selection study run at the University of I1-
linois (Moose et al. 2004). Since the study began in 1896, with 163 ears of corn,
researchers have been sowing for next year’s crop only seeds from the plants with
the highest oil content in their kernels. In the starting population, oil content
ranged from 4% to 6% by weight. After 100 generations of selection, the average
oil content in the population was about 20% (Figure 3.19). That is, a typical plant
in the present population has over three times the oil content of the most oil-
rich plant in the founding population. Mutation, recombination, and selection
together produced a new phenotype.

Persistent natural selection can lead to the evolution of new functions for
existing behaviors, structures, or genes. Carnivorous plants provide examples. The
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butterwort Pinguicula moranensis captures small insects in a sticky liquid exuded
in droplets from glandular hairs, or trichomes, covering its leaves (Figure 3.20a).
Glandular trichomes are common herbivore deterrents in plants, suggesting that
butterworts first became carnivorous when an existing defensive trait began serv-
ing a novel role in prey capture. Consistent with this hypothesis, Ratl Alcala
and colleagues (2010) found that butterworts denuded of trichomes suffered in-
creased damage from herbivores, in both the field and the lab (Figure 3.20b).

A trait that is used in a novel way is known as an exaptation (see Gregory
2008). Exaptations represent happenstance. An exaptation enhances an individu-
al’s fitness fortuitously, not because natural selection is conscious or foresighted.

Such a trait may eventually be elaborated into a completely new structure by
selection related to its new function. Additional modifications that arise during
this process are called secondary adaptations. The Venus fly trap (Dionaea mus-
cipula), with leaves modified into snap traps, and the monkey cups (Nepenthes),
with pitfall traps that develop from tendrils on leaf tips, evolved from an ancestor
with flypaper traps like the butterwort’s (Figure 3.20¢; Heubl et al. 2006).

Natural Selection Does Not Lead to Perfection

The previous paragraphs argue that populations evolving by natural selection
become better adapted over time. It is equally important to realize, however, that
evolution does not result in organisms that are perfect.

One reason is that populations may face contradictory patterns of selection.
Consider the male mosquitofish (Gambusia affinis), whose anal fin is modified to
serve as a copulatory organ, or gonopodium. Brian Langerhans and colleagues
(2005) found that females prefer males with larger gonopodia. But when preda-
tors attack, a big gonopodium is literally a drag, slowing a male’s escape. A per-
fect male would be irresistible to females and fleet enough to evade any predator.
Alas, no male can be both. Instead, each population evolves a phenotype that
strikes a compromise between opposing agents of selection (Figure 3.21).

Figure 3.21 No guy is per-
fect These males sport gonopo-
dia that attract mates but hinder
escape. The lower male is from a
high-predation population. From
Langerhans et al. (2005).
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Another reason organisms are not perfect is that evolution by natural selection
shapes their bodies by culling from available variants. The result is body plans
that can look cobbled together from spare parts rather than rationally designed.
Compare, for example, a flatfish to a skate (Coyne 2009). Both have compressed
bodies, cryptic coloration, and the habit of lying on the bottom, all apparently
adaptations that enhance survival by reducing predation. The bodies of skates
are compressed dorsoventrally and retain their symmetry. Flatfish, however, are
tipped over on their sides. They begin life as upright, symmetrical fry. As they
mature, one eye migrates to the other side of the head, the body becomes asym-
metrical, and the fish lie down. Next to skates, flatfish look decidedly jury-rigged.

Natural selection occurs among extant variants and cannot simultaneously op-
timize all traits. It leads to adaptation, not perfection.

Natural Selection Is Nonrandom, but It Is Not Progressive

Evolution by natural selection is sometimes characterized as a random or chance
process, but this is wrong. Mutation and recombination, the processes that gen-
erate genetic variation, are random with respect to the changes they produce in
phenotypes. But natural selection, the automatic sorting among variant pheno-
types and genotypes, is the opposite of random. It is, by definition, the nonran-
dom superiority at survival and reproduction of some variants over others. This
is why evolution by natural selection increases adaptation to the environment.
Nonrandom selection as it occurs in nature is, however, completely free of
conscious intent. Darwin came to regret using the phrase “naturally selected,”
because to some readers it implied decision by a sentient entity. But natural
selection is not the work of an invisible hand. It just happens. The undirected
quality of natural selection is evident in the data in Figure 3.16. As conditions
on the island changed, the finch population first evolved one way, then another.
A related point is that while the complexity, degree of organization, and spe-
cialization of organisms have tended to increase over geologic time, evolution is
not progressive in the sense of moving toward a predetermined goal. Evolving
populations improve only in that their average adaptation to the environment
increases. There is no inexorable trend toward more advanced forms of life. Com-
plex traits are often lost, and many organisms are simpler than their ancestors.
Contemporary tapeworms, for example, have no digestive system. Snakes evolved
from ancestors with legs. Early fossil birds had teeth, but living birds do not.
Unfortunately, a progressivist view of evolution dies hard. Even Darwin had
to remind himself to “never use the words higher or lower” when discussing  There is no such thing as a
evolutionary relationships. All extant and fossil organisms trace their ancestry  higher or lower plant or animal.
back to the same primordial lineage. And all, in their time, were adapted to their
environments, able to survive and reproduce. None is “higher” or “lower.”

Fitness Is Not Circular

The theory of evolution by natural selection is sometimes criticized by nonbiolo-
gists as tautological, or circular in its reasoning. The supposed circularity is cap-
tured in the phrase “the survival of the fittest.” The fittest are, by definition, those
who survive and reproduce. The phrase—coined by Herbert Spencer (1864,
p. 444) and later adopted by Darwin (e.g., 1868, p. 6)—can thus be rendered as
“the survival of the survivors.” Which must be true, but explains nothing.

The key to resolving the issue is to recognize that “survival of the fittest” is
an oversimplified, and thus misleading, characterization of Darwin’s theory. The
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essential feature of natural selection is that certain heritable variants do better
than others. As long as a nonrandom subset of the population survives at higher
rates and leaves more offspring, evolution will result. In the snapdragon and finch
examples, researchers not only determined that survival and reproduction were
nonrandom, they also uncovered why some individuals did better than others.
It should also be clear that Darwinian fitness is not an abstract quantity. It can
be measured in nature. This is done by counting the offspring that individuals
produce, or by observing their ability to survive a selection event, and comparing
each individual’s performance to that of others in the population. These are in-
dependent and objective criteria for assessing fitness. When heritable variants are
found to be associated with differences in fitness, populations evolve as predicted.

Selection Acts on Individuals, Not for the Good of the Species

One of the most pervasive misconceptions about natural selection, especially se-
lection on animal behavior, is that individual organisms perform actions for the
good of the species. Self-sacrificing, or altruistic, acts do occur in nature. When
mammalian predators approach, Belding’s ground squirrels draw attention to
themselves by giving alarm calls. Lion mothers sometimes nurse cubs that are not
their own. But traits cannot evolve by natural selection unless they increase the
fitness of the genes responsible for them relative to the fitness of other genes (see
Chapter 12). This happens when, for example, the beneficiaries of generocity are
kin or can be counted on to repay the favor.

The idea that animals will do things for the good of the species is so ingrained
that we will make the same point a second way. Lions live in social groups called
prides. Coalitions of males fight to take over prides. If a new coalition defeats
and expels a pride’s males, the newcomers quickly kill the pride’s unweaned
cubs. These cubs are unrelated to the killers. Killing the cubs increases the new
males’ fitness because pride females become fertile again sooner and will conceive
offspring by the new males (Packer and Pusey 1983, 1984). Infanticide is wide-
spread in animals. Clearly, behavior like this does not exist for the good of the
species. Rather, infanticide exists because, under certain conditions, it enhances
the fitness of individuals who perform the behavior relative to those who do not.

3.6 The Evolution of Evolutionary Biology

Because evolution by natural selection is a general organizing feature of living
systems, Darwin’s theory ranks as one of the great ideas in intellectual history. Its
impact on biology is like that of Newton’s laws on physics, Copernicus’s Sun-
centered theory of the universe on astronomy, and the theory of plate tectonics
on geology. In the words of evolutionary geneticist Theodosius Dobzhansky
(1973), “Nothing in biology makes sense except in the light of evolution.”

For all its scope and power, however, the theory of evolution by natural selec-
tion was not universally accepted by biologists until some 70 years after it was
initially proposed. As originally formulated by Darwin, the theory had three seri-
ous problems.

Variation

Because Darwin knew nothing about mutation, he had no idea how variability
was generated in populations. Thus he could not answer critics who maintained
that the amount of variability in populations was strictly limited and that natu-

Individuals do not do things for
the good of their species. They
behave in a way that maximizes
their genetic contribution to
future generations.
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ral selection would grind to a halt when variability ran out. It was not until the
early 1900s, when geneticists such as Thomas Hunt Morgan began experiment-
ing with fruit flies, that biologists began to appreciate the continuous and univer-
sal nature of mutation. Morgan and colleagues showed that mutations occur in
every generation and in every trait.

Inheritance

Because Darwin knew nothing about genetics, he had no idea how variations
are passed to offspring (see Charlesworth and Charlesworth 2009). Biologists did
not understand inheritance until Mendel’s work with peas was rediscovered and
verified, 35 years after its original publication. Mendel’s laws of segregation and
independent assortment confirmed the mechanism behind Darwin’s postulate 2,
which states that some of the variation seen in populations is heritable.

Before Mendel’s laws became known, many biologists thought inheritance
worked like pigments in paint. Advocates of this hypothesis, called blending in-
heritance, argued that favorable variants would merge into existing traits and be
lost. In 1867, Scottish engineer Fleeming Jenkin published a mathematical treat-
ment of blending inheritance along with a thought experiment. If a dark-skinned
sailor were stranded on an equatorial island inhabited by light-skinned people,
Jenkin’s model predicted that no matter how advantageous dark skin might
be (in, say, reducing skin cancer), the population would never become dark-
skinned. If the dark-skinned sailor had children with a light-skinned woman, the
kids would be brown-skinned. If they, in turn, had children with light-skinned
people, their children would be light-brown-skinned, and so on. Conversely, if a
light-skinned sailor were stranded on a northern island inhabited by dark-skinned
people, blending inheritance argued that, no matter how advantageous light skin
might be (in, say, facilitating the synthesis of vitamin D with energy from UV
light), the population would never become light. Under blending inheritance,
new variants are diluted away. For populations to evolve by natural selection,
favorable new variations have to be passed to offspring intact and remain discrete.

We now understand that phenotypes blend in some traits, including skin color,
but genotypes do not. Figure 3.22 shows why for skin color. Color is determined
mainly by pigments produced in cells called melanocytes (Figure 3.22a). Mela-
nocytes make eumelanin, a brownish-black pigment, when alpha melanocyte-
stimulating hormone (a-MSH) binds to their melanocortin 1 receptors (MC1Rs;
Figure 3.22b). Melanocytes make pheomelanin, a reddish-yellow pigment, when
their MC1Rs are dysfunctional or when they are blocked by agouti signaling
protein (ASP; Figure 3.22c¢). Variation in human coloration has been tied to al-
lelic variation in both the gene for MC1R and the gene for ASP (Harding et al.
2000; Schaffer and Bolognia 2001; Kanetsky et al. 2002). For example, homo-
zygotes for the Arg151Cys allele of the gene for MC1R almost always have red
hair and fair skin (Smith et al. 1998). The eftects of alleles in determining phe-
notype may blend. An individual with just one copy of the Arg151Cys allele, for
instance, may have intermediate coloration. But the alleles themselves are passed
on intact to offspring, and two Arg151Cys heterozygotes can have a homozygous
red-haired offspring. Inheritance is thus particulate, not blending.

Jenkin’s hypothetical population would, in fact, become increasingly darker or
lighter skinned if selection were strong and mutation continually added darker-
or lighter-skinned variants to the population via changes in the genes that regu-
late the production of melanins.
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Figure 3.22 Regulation of
skin color in humans Color is
determined largely by pigments
made by cells called melanocytes.
The organelles that produce and
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ment, when alpha melanocyte-
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Darwin himself struggled with the problem of inheritance, eventually adopt-
ing an incorrect view based on the work of French biologist Jean-Baptiste La-
marck. In the early 19th century, Lamarck proposed that species evolve through
the inheritance of changes wrought in individuals. Lamarck’s idea was a break-
through: It recognized that species have changed through time and proposed a
mechanism to explain how. His theory was wrong, however, because offspring
do not inherit phenotypic changes acquired by their parents. If people bulk up by
lifting weights, their offspring are not more powerful. If giraftes stretch for leaves,
it has no consequence for the reach of their offspring.

Time

Physicist William Thomson (Lord Kelvin) published papers in the early 1860s
estimating the age of Earth at 15—20 million years. His analyses were based on
measurements of the Sun’s heat and the temperature of Earth. Because fire was
the only known heat source, Thomson assumed that the Sun was combusting
like a giant lump of coal and slowly burning out. Likewise, geologists and physi-
cists believed the surface of Earth was gradually cooling. This notion was based
on the assumption that Earth was changing from a molten state to a solid one by
radiating heat to the atmosphere—a view apparently supported by measurements
of higher temperatures deeper down in mineshafts. These data allowed Thomson
to calculate the rate of radiant cooling.

Thomson calculated that the transition from a hot to cold Sun and hot to cold
Earth left a narrow window of time when life on Earth was possible. The win-
dow was too small to allow the gradual changes of Darwinism to accumulate, and
thus supported a role for special creation in explaining adaptation and diversity.

The discovery of radioactive isotopes early in the 20th century changed all
that. Thomson’s calculations were correct, but his assumptions were wrong.
Earth’s heat is a by-product of radioactive decay, not radiant cooling, and the
Sun’s heat is from nuclear fusion, not combustion.

The Modern Synthesis

Variability, inheritance, and time posed such difficult problems that the first 70
years of evolutionary biology were fraught with turmoil (see Provine 1971; Mayr
1980, 1991). But between 1932 and 1953, a series of landmark books integrated
genetics with Darwin’s four postulates and led to a reformulation of the theory of
evolution. This reformulation, known as the modern synthesis or the evolution-
ary synthesis, was a consensus grounded in two propositions. The first was that
gradual evolution results from small genetic changes that rise and fall in frequency
under natural selection. The second was that the origin of species and higher
taxa, or macroevolution, can be explained in terms of natural selection acting on
individuals, or microevolution.

With the synthesis, Darwin’s original four postulates and their outcome could
be restated along the following lines:

1. Individuals vary as a result of mutation creating new alleles, and segregation
and independent assortment shuffling alleles into new combinations.

2. Individuals pass their alleles on to their offspring intact.

3. In every generation, some individuals are more successful at surviving and
reproducing than others.

4. The individuals most successful at surviving and reproducing are those with
the alleles and allelic combinations that best adapt them to their environment.

The modern synthesis resolved
decades of controversy over the
validity of evolution by natural
selection.
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The outcome is that alleles associated with higher fitness increase in frequency
from one generation to the next.

Darwin ended the introduction to the first edition of On the Origin of Species
with a statement that still represents the consensus view of evolutionary biolo-
gists (Darwin 1859, p. 6): “Natural Selection has been the main but not exclusive
means of modification.” We now think of evolution in terms of changes in the
frequencies of the alleles responsible for traits like beak depth and flower color.
We are more keenly aware of other processes that cause evolutionary change in
addition to natural selection. (Chapters 6 and 7 explore these processes in detail.)
But the Darwinian view of life, as a competition between individuals with vary-
ing abilities to survive and reproduce, has proven correct in almost every detail.

3.7 Intelligent Design Creationism

Scientific controversy over the fact of evolution ended in the late 1800s, when
the evidence simply overwhelmed the critics (see Chapter 2). Whether natural
selection was the primary process responsible for both adaptation and diversity
remained an open question until the 1930s, when the works of the modern
synthesis provided a mechanistic basis for Darwin’s four postulates and unified

The theory of special creation
was rejected over a century ago,
but creationists now want it
taught in public schools.

micro- and macroevolution. Evolution by natural selection is now considered
the great unifying idea in biology.

Although scientific dispute over the validity of evolution by natural selection
ended long ago, a political and legal controversy continues (Scott and Matzke
2007; Forrest 2008; Padian and Matzke 2009).

History of the Controversy in the United States

The Scopes Trial of 1925 is perhaps the controversy’s most celebrated event (see
Gould 1983, essay 20; Larson 1997). John T. Scopes was a biology teacher who
gave his students a reading about Darwinian evolution. This assignment violated
the State of Tennessee’s Butler Act, which prohibited teaching evolution in pub-
lic schools. William Jennings Bryan, a famous politician and a fundamentalist
orator, served as prosecutor. Clarence Darrow, a renowned defense attorney, led
Scopes’s defense in cooperation with the American Civil Liberties Union.

Although Scopes was convicted and fined $100, the trial was widely perceived
as a triumph for evolution. Bryan suggested, while on the stand as a witness, that
the six days of creation described in Genesis 1:1-2:4 may each have lasted far
longer than 24 hours. This idea was considered a grave inconsistency, and there-
fore a blow to the integrity of the creationist viewpoint.

The Tennessee Supreme Court overturned the conviction on the basis of a
technicality. This decision was a disappointment to Scopes and his defense team
(Figure 3.23), who had hoped to appeal the case to the U.S. Supreme Court and ~ Figure 3.23  Guilty as
have the Butler Act declared unconstitutional. charged John T. Scopes (right)

The Butler Act stayed on the books until 1967. It was not until 1968, in Ep- and John R. Kia, one of his law-
person v. Arkansas, that the U.S. Supreme Court struck down laws that prohibit yers.
the teaching of evolution. The court based its ruling on the U.S. Constitution’s
separation of church and state. In response, fundamentalist religious groups in the
United States reformulated their arguments as “creation science” and demanded
equal time for what they insisted was an alternative theory for the origin of spe-
cies. By the late 1970s, 26 state legislatures were debating equal-time legislation
(Scott 1994). Arkansas and Louisiana passed such laws, only to have them struck
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down in state courts. The Louisiana law was then appealed to the U.S. Supreme
Court, which decided in 1987 (Edwards v. Aquillard) that because creationism
is essentially a religious idea, teaching it in the public schools violates the First
Amendment. Two justices, however, formally wrote that it would still be ac-
ceptable for teachers to present alternative theories to evolution (Scott 1994).

Opponents of evolution responded by dropping the words creation and creator
from their literature. But they called for equal time either for teaching that no
evolution has occurred or for teaching a proposal called intelligent design theory,
which infers a designer from the perfection of adaptation in extant organisms
(Scott 1994; Schmidt 1996). In 2005, Kitzmiller et al. v. Dover Area School District
was tried in Dover, Pennsylvania. The district had enacted a policy requiring that
biology students “be made aware of gaps/problems in Darwin’s theory and of
other theories of evolution including, but not limited to, intelligent design.” A
group of parents sued the district on the grounds, again, that the policy violates
the First Amendment. The court agreed (Goodstein 2005; Jones 2005).

The complexity and perfection of organisms is a timeworn objection to evo-
lution by natural selection. Darwin was aware of it. In his Origin he devoted a
section of the chapter “Difficulties on Theory” to “Organs of extreme perfec-
tion.” How can natural selection, by sorting random changes in the genome,
produce elaborate and integrated traits such as, for example, the vertebrate eye?

Perfection and Complexity in Nature

English cleric William Paley (1802) promoted special creation with a line of
reasoning now known as the argument from design (Dawkins 1986). Paley imag-
ined finding a watch—a complex, precise machine—and inferring that it must be
the handiwork of a skilled craftsman. As with the watch, Paley said, so too with
the vertebrate eye. He held that organisms are so well engineered they must be
the work of a conscious designer.

Because we see perfection and complexity in the natural world, evolution
by natural selection seems to defy credulity. There are two concerns. The first
is whether random changes can lead to order. They can. Mutations are chance
events, so the generation of variation in a population is random. But selection on
this variation is nonrandom. It distills the variants that increase fitness from those
that do not. And adaptations—structures or behaviors that increase fitness—are
what we perceive as ordered, complex, or even perfect in the natural world.
Natural selection produces the appearance of design without a designer.

The second concern is that the theory of evolution predicts that traits evolve
in small increments, and that each new step increases the fitness of the individuals
that show it. This scenario is plausible for relatively simple traits, like beaks. It is
easy to imagine that a modestly enlarged beak as an advantageous intermediate
stage on the way to a greatly enlarged beak. But what about complex organs with
many intricately interdependent parts? What good is half an eye?

As it turns out, half'an eye is sometimes quite useful. Evidence for this comes
from the tremendous diversity of light-sensing organs borne by extant creatures,
many of which are considerably simpler than the standard vertebrate eye.

Figure 3.24 shows the light-sensing organs on the heads of five chordates. All
contain a type of light-detecting cell called a ciliary photoreceptor (Lamb et al.
2007). In the lancelet these are found behind a cup of pigmented cells in a struc-
ture called the frontal eye (Lacalli et al. 1994). In larval sea squirts, a small cluster
of them are surrounded by a single pigmented cell in a structure called an ocellus.

The argument from design
contends that adaptations—
traits that increase the fitness of
individuals that possess them—
must result from the actions of
a conscious entity.
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In hagfish the photoreceptors sit in rudimentary retinas, under layers of translucent
skin, in paired eye patches. Because hagfish behave as if nearly blind, the eye patch-
es are thought to function in regulating circadian rhythms. In lampreys a diversity
of cone-like ciliary photoreceptors appear in the retinas of camara eyes with a lens,
an iris, and exterior muscles that swivel the eye and focus it by changing the shape
of the cornea. In jawed fish, two distinct types of ciliary photoreceptors, rods and
cones, appear in the retinas of eyes that, in addition to a lens and iris, contain inte-
rior muscles that focus the eye by altering the shape of the lens.

Based on the evolutionary relationships of these and other organisms, the
structure of their photoreceptors and light-sensing organs, the way the organs
develop and the genes involved, Trevor Lamb and colleagues (2007) have devel-
oped a detailed hypothesis for the evolution of the vertebrate eye. A few of the
key innovations are indicated on the evolutionary tree in Figure 3.24.

Much remains to be learned. For example, because the evolutionary relation-
ships among hagfish, lampreys, and jawed fish are unresolved, it is unclear how
we should interpret the hagfish’s eyes. Anatomical analyses suggest that lampreys
and jawed fish share a more recent common ancestor with each other than either
does with hagfish. This would imply that hagfish eyes represent a transitional
form between the ocelli of sea squirts and the camera eyes of lampreys. However,
genetic analyses suggest that hagfish and lampreys are closest relatives (Smith et
al. 2010). This would imply that hagfish eyes are reduced from camera-like eyes.

Lampreys, hagfish, sea squirts, and lancelets nonetheless demonstrate that eyes
simpler than our own serve as contemporary adaptations to the problem of sens-
ing light. They make it plausible, as Darwin argued in his section on extreme
perfection, that the vertebrate eye evolved by incremental improvement. (For
more about eye evolution, see Salvini-Plawen and Mayr 1977; Nilsson and Pel-
ger 1994; Gehring 2004; Fernald 2004; Oakley and Pankey 2008; Nilsson 2009.)

The Argument from Biochemical Design

Summarizing his views on perfection and complexity, Darwin wrote (1859,
p. 189): “If it could be demonstrated that any complex organ existed, which

Figure 3.24 Chordate eyes of
varying complexity Jawed fish
have typical vertebrate photore-
ceptors and eyes, similar to our
own. The light-sensitive cells and
light-sensing organs of lampreys,
hagfish, sea squirts, and lancelets
range from slightly to consider-
ably less complex. Considered
along with their evolutionary
relationships, the eyes of these
chordates offer clues about the
order and timing of innovations
that contributed to the evolution
of the vertebrate eye. Modified
from Lamb et al. (2007). Photo
of lancelet head by David Ferrier
from a slide in the Cole collection
in the Cole Museum of Zoology.
Lancelet photoreceptor from Fain
et al. (2010).

The argument from design is
wrong.
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could not possibly have been formed by numerous, successive, slight modifica-
tions, my theory would absolutely break down. But I can find out no such case.”

Creationist Michael Behe (1996) believes he has found a profusion of cases.
Behe claims that many of the molecular machines found inside cells are irre-
ducibly complex and cannot have been built by natural selection. By irreducibly
complex, Behe (p. 39) means “a single system composed of several well-matched,
interacting parts that contribute to the basic function, wherein the removal of
any one of the parts causes the system to effectively cease functioning.”
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Among the examples Behe offers is the eukaryotic cilium (also known, when
it is long, as a flagellum). Figures 3.25a and 3.25b show a cross section of the stalk,
or axoneme, of one of these cellular appendages. Its main components are micro-
tubules, made of the proteins a-tubulin and B-tubulin. At its core are two singlet
microtubules bound by a protein bridge. Surrounding these are nine doublet
microtubules connected to the central pair by protein spokes. Neighboring dou-
blets are connected to each other by an elastic protein called nexin. The cilium is
powered by dynein motors on the doublet microtubules. As the motors on each
doublet crawl up their neighbor, they cause the entire axoneme to bend.

According to Behe (1998), the components of the cilium “combine to per-
form one task, ciliary motion, and all of these proteins must be present for the
cilium to function. If the tubulins are absent, then there are no filaments to slide;
if the dynein is missing, then the cilium remains rigid and motionless; if nexin or
the other connecting proteins are missing, then the axoneme falls apart when the
filaments slide.” Because he thinks the cilium is irreducibly complex, Behe finds
it implausible that this structure arose by a stepwise process in which each step
is an incremental improvement over what came before. Having concluded that
the cilium cannot have arisen by natural selection, he infers that it was designed.

At least two of Behe’s three assertions about the cilium are amenable to sci-
entific investigation (Felsenstein 2007). We can test his claims that (1) the cilium
is irreducibly complex; and (2) irreducibly complex biological systems cannot
evolve by natural selection. Both claims are wrong.

The Eukaryotic Cilium Is Not Irreducibly Complex

The eukaryotic cilium is certainly not irreducibly complex in an evolutionary
sense. This is demonstrated by organisms with cilia simpler in structure than the
one pictured in Figures 3.24a and b (see Miller 1999). Figure 3.24c, for example,
shows an eel sperm’s flagellum. It is fully functional, despite lacking the central
pair of singlet microtubules, the spokes, and the outer row of dynein motors.
The cilium is not even irreducibly complex in a mechanical sense. Its mechani-

Figure 3.25 Eukaryotic fla-
gella (a) Electron micrograph
of cross section through a flagel-
lum of the alga Chlamydomonas.
Scale bar = 100 nm. (b) Interpre-
tive drawing of components in
(). (c) Flagellum of an eel sperm.
(a) and (b) from Mitchell (2000);
(c) from Woolley (1997).

Intelligent design creationism is
a modern version of the argu-
ment from design.
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cal reducibility is shown by a mutation, known as pf14, in the single-celled alga
Chlamydomonas. The flagella of cells with this mutation lack spokes. Although
the pfin pf14 stands for paralyzed flagella, the flagella of mutant cells still function
under the right chemical conditions and genetic backgrounds (Frey et al. 1997).

Irreducibly Complex Systems Can Evolve by Natural Selection

Even if the cilium were irreducibly complex, Behe would still be wrong to con-
clude that it cannot have been built by natural selection. Behe’s argument as-
sumes that evolution by natural selection builds molecular machines and their
components from scratch, and that the individual component proteins are useless
until the entire structure has been assembled in its final form. In fact, evolution
by natural selection cobbles together molecular machines from preexisting and
functional component proteins that it co-opts for new roles (True and Carrol
2002). If the components of complex molecular machines are recruited from
other jobs, then we no longer have to explain how the individual components
were maintained by selection while the machine evolved from scratch.

By studying populations of digital organisms, Richard Lenski and colleagues
(2003) showed that evolution by natural selection can, in fact, build complex
machines in just this way. A digital organism is a self-replicating computer pro-
gram living in a virtual world. Each of the organisms in the virtual world has a
genome composed of a series of simple instructions—low-level scraps of com-
puter code. There are some two dozen possible instructions in all, and they can
be strung together in any order and repeated any number of times. Most possible
sequences of instructions do nothing. Some allow an organism to copy itself. Still
others allow an organism to take numbers as inputs, perform logical functions
on them, and produce meaningful outputs. The researchers started with a large
population of identical organisms whose modest-sized genomes allowed them to
replicate themselves but not to perform logical functions. Replication was im-
perfect, meaning that occasionally one or more of the instructions in the genome
was replaced with another chosen at random, or an instruction was inserted or
deleted at random. The organisms had to compete for the chance to run their
instructions and reproduce. If an organism appeared that could correctly perform
one or more logical functions, it was rewarded with additional running time.

The capacity to perform simple logical functions evolved first. Complex func-
tions evolved later, building on the simple ones and co-opting them for new
purposes. In genomes capable of performing the most complex function, many
of the individual instructions were crucial; deleting them destroyed the organ-
ism’s ability to perform the function. Intriguingly, some of the mutations on the
path to the most complex function were initially harmful. That is, they disrupted
the machinery for one or more simple functions. But they set the stage for later
mutations that helped assemble new and more complex functions from old.

A striking demonstration of protein co-option in real organisms comes from
the crystallins of animal eye lenses (True and Carrol 2002). Crystallins are wa-
ter-soluble proteins that form densely packed, transparent, light-refracting ar-
rays constituting about a third of the mass of the lens. Animal eyes contain an
astonishing diversity of crystallins. Some, such as the a and By crystallins, are
widely distributed across the vertebrates and must have evolved early. These
ancient crystallins evolved from duplicate copies of genes for proteins with other
functions. Other crystallins are unique to particular taxa and must have evolved
recently. Most of these recently evolved crystallins are similar or identical to

Like the classical argument
from design, the claims of
intelligent design creationism
are demonstrably wrong.
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Crystallin Ancestral protein function
a [ small heat-shock proteins
Bly [ related to bacterial stress protein
p [_] NADPH-dependent reductase
6 [ arginosuccinate lyase
7 [] a-enolase
7 [_] glyceraldehyde phosphate dehydrogenase
e [ lactate dehydrogenase
n [ similar to bacterial ornithine deaminase
a|Bly n [ aldehyde dehydrogenase
\ ¢ [ alcohol dehydrogenase
] A [_1 hydroxyacyl-CoA dehydrogenase
L [] aldehyde dehydrogenase
S [ glutathione S-transferase
Q [] aldehyde dehydrogenase
O [ similar to yeast TSF1
5|0 Octopus
Figure 3.26 Gene co-option in the crystallins of animal crystallins are encoded by the same genes. The evolutionary
eye lenses Crystallin proteins are major components of the tree shows the relationships among various animals. Color-
lenses in animal eyes. All are derived from proteins with other coded Greek letters indicate crystallins found in the lenses of
functions. In some cases crystallins are encoded by duplicates each animal. The table lists the proteins the crystallins are de-
of the genes for the proteins they are derived from; in others rived from. Redrawn from True and Carroll (2002).

enzymes that function outside the eye (Figure 3.26). Some, in fact, are enzymes
that function outside the eye. That is, in some cases a single gene encodes a single
protein that functions as an enzyme in some tissues and as a crystallin in the lens.
The & crystallin in chickens, for instance, is a metabolic enzyme called lactate
dehydrogenase B. Additional examples of proteins co-opted for new functions
come from the antifreeze proteins in the blood of Arctic and Antarctic marine
fishes (Baardsnes and Davies 2001; Fletcher et al. 2001).

Crystallins and antifreeze proteins have switched roles during their evolution,
but have not been incorporated into complex molecular machines. However,
most components of the molecular machines Behe cites are homologous to pro-
teins with other functions. The microtubules and dyneins of the eukaryotic cili-
um, for example, are similar to components of the spindle apparatus used in cell
division. And work on simple examples such as crystallins has paved the way for
progress on more challenging problems. Researchers have begun reconstructing
the evolutionary origins of complex molecular machines and metabolic path-
ways. Examples include the Krebs citric acid cycle (Meléndez-Hevia et al. 1996;
Huynen et al. 1999), the cytochrome ¢ oxidase proton pump (Musser and Chan
1998), the blood-clotting cascade (Krem and Di Cera 2002), and various bacte-
rial flagella (Pallen and Matzke 2006; Liu and Ochman 2007).
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Behe is right that we have not yet worked out in detail the evolutionary his-
tories of the molecular machines he takes as examples of irreducible complexity.
He would have us give up and attribute them all to miracles. But that is no way
to make progress. Ironically, Behe began claiming that the origins of cellular
biochemistry would never be deciphered just as the techniques and data required
to do so were becoming available. Among these are automated DNA sequenc-
ers and the whole-genome sequences they are providing. We predict that in the
coming decades, all of Behe’s examples of irreducible complexity will yield to
evolutionary analysis.

Other Objections

Here are three additional arguments that creationists use regularly, with responses
from an evolutionary perspective (see Gish 1978; Kitcher 1982; Futuyma 1983;
Gould 1983 essays 19, 20, 21; Dawkins 1986; Swinney 1994):

1. Evolution by natural selection is unscientific because it is not fal-
sifiable and because it makes no testable predictions. Each of Darwin’s
postulates is independently testable, so the theory meets the criterion that ideas
must be falsifiable to be considered scientific. Also, the claim that evolutionary
biologists do not make predictions is false. Paleontologists routinely (and cor-
rectly) predict which strata will bear fossils of certain types (a spectacular example
was that fossil marsupial mammals would be found in Antarctica); Peter Grant
and Rosemary Grant have used statistical techniques based on evolutionary theo-
ry to correctly predict the amount and direction of change in finch characteristics
during selection events in the late 1980s and early 1990s (Grant and Grant 1993,
1995). Scientific creationism, on the other hand, is an oxymoron. In the words of
one of its leading advocates, Dr. Duane Gish (1978, p. 42): “We cannot discover
by scientific investigations anything about the creative processes used by God.”

2. Because organisms progress from simpler to more complex
forms, evolution violates the second law of thermodynamics. Although
the second law has been stated in various ways since its formulation in the 19th
century, the most general version is “Natural processes tend to move toward a
state of greater disorder” (Giancoli 1995). The second law is focused on the con-
cept of entropy. This is a quantity that measures the state of disorder in a system.
The second law, restated in terms of entropy, is “The entropy of an isolated
system never decreases. It can only stay the same or increase” (Giancoli 1995).

The key to understanding the second law’s relevance to evolution is the word
isolated. The second law is true only for closed systems. Organisms, however, live
in an open system: Earth, where photosynthetic life-forms capture the radiant
energy of the Sun and convert it to chemical energy that they and other organ-
isms can use. Because energy is constantly being added to living systems, the
second law does not apply to their evolution.

A similar objection is William Dembski’s (2002) assertion that natural selec-
tion cannot lead the evolution of complex and meaningful genetic information
because it is no better than a random search. He stakes this claim on a set of
results in theoretical computer science called the no free lunch theorems. These
show that averaged over all possible problems, no set of rules for finding a solu-
tion is better than any other, including random trial and error.

Joe Felsenstein (2007) has pointed out, however, that the no free lunch theo-
rems, while mathematically correct, are irrelevant to populations evolving by
natural selection. In an evolving population, natural selection amounts to a set of
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rules for finding genetic sequences that improve fitness: First, make small random
changes to generate sequences similar to the ones you already have; then, test
the sequences for fitness and keep the best performers. The no free lunch theo-
rems establish that, averaged over all possible ways that fitness might be related
to DNA sequence, the natural selection method works no better than random
search. But among all the possible ways that fitness might be related to DNA
sequence, most are the equivalent of assigning a random fitness value to every
unique sequence. Changing a single nucleotide in a sequence would give it a
completely unrelated fitness value. The real biological world does not work like
that. In the real world, similar sequences often have similar fitnesses. And natural
selection demonstrably results in increased adaptation.

If Dembski were correct in applying the no free lunch theorems to biology,
then no trait in any population would ever systematically evolve toward higher
average fitness. Not only would natural selection fail to produce adaptation, but
artificial selection would fail to increase the frequency of desirable traits in popu-
lations of crops, livestock, or pets. In fact, of course, selection predictably and
demonstrably increases the mean fitness of populations.

3. No one has ever seen a new species formed, so evolution is un-
proven. And because evolutionists say that speciation is too slow to be
directly observed, evolution is unprovable and thus based on faith. First,
it 1s simply wrong that the only way to establish that something happened is to
observe it directly. Imagine that you and two friends are stranded on an other-
wise deserted island. You find one friend face down with a knife in his back, and
you know that you had nothing to do with the murder. Although you did not
directly observe the killing, you can, beyond a reasonable doubt, infer the iden-
tity of the guilty party. We make inferences of this sort all the time in everyday
life. They are common in science as well. We cannot observe atoms directly, for
example, but we have considerable evidence by which to infer that they exist.

Second, although speciation is a slow process, it is ongoing and can be studied.
And its consequences can be predicted and verified. Elsewhere in the book we
discuss examples that include speciation directly observed in a laboratory popula-
tion of viruses and data consistent with speciation in progress in natural popula-
tions of birds and fish (Chapter 2). We also discuss research of scientists who used
the theory of descent with modification to make and confirm predictions about
macroevolution (Chapter 2), and additional experimental and observational stud-
ies of speciation in action (Chapter 16).

SUMMARY

Before Darwin began to work on the origin of spe-
cies, many scientists had become convinced that species
change through time. The unique contribution made
by Darwin and Wallace was to realize that the process
of natural selection provided a mechanism for this pat-
tern, which Darwin termed descent with modification.

Evolution by natural selection is the logical outcome
of four facts: (1) Individuals vary in most or all traits; (2)

some of this variation is genetically based and can be
passed on to offspring; (3) more offspring are born than
can survive to breed, and of those that do breed, some
are more successful than others; and (4) the individuals
that reproduce the most are a nonrandom, or more fit,
subset of the general population. This selection process
causes changes in the genetic makeup of populations
over time, or evolution.
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QUESTIONS

In everyday English, the word adaptation means an ad-
justment to environmental conditions. How is the evo-
lutionary definition of adaptation different from the
everyday English sense?

a. Describe Darwin’s four postulates in your own
words. What would have happened in the snapdrag-
on experiment if any of the four had nof been true?

b. If Darwin’s four postulates are true for a given popu-
lation, is there any way that evolution cannot hap-
pen? What does this imply about whether evolution
is or is not occurring in most populations today?

Think about how the finch bill data demonstrate Dar-

win’s postulates.

a. What would Figure 3.10 have looked like if bill
depth was not variable?

b. What would Figure 3.15 look like if bill depth was
variable but the variation was not heritable?

c. In Figure 3.11, why is the line drawn from 1978 data,
after the drought, higher on the vertical axis than the
line drawn from 1976 data, before the drought?

According to the text, it is correct to claim that most

finches died from starvation during the 1977 drought

because “there was a strong correspondence between
population size and seed availability.” Do you accept this
hypothesis? If so, why don’t the data in Figure 3.13 show

a perfect correspondence between when seed supply

started falling and when population size started to drop?

A common creationist criticism of the finch study is,
“But it’s just a little change in beak shape. Nothing really
new has evolved.” Or put a different way, “It’s just mi-
croevolution and not macroevolution.” The finch team
continues to spend a great deal of effort on their proj-
ect—traveling thousands of miles to the remote Galapa-
gos every year, just to try to band an entire population
of birds and all their nestlings and measure their bills.
How would you respond to the creationists’ criticisms?
Do you think the ongoing 30-year-effort of the finch
bill project has been worthwhile? Is it useful to try to
document microevolution, and does it tell us anything
about how macroevolution might work?

Suppose that you are starting a long-term study of a
population of annual, flowering plants isolated on a
small island. Reading some recent papers has convinced
you that global warming will probably cause long-term
changes in the amount of rain the island receives. Out-
line the observations and experiments you would need
to do to document whether natural selection occurs in
your study population over the course of your research.
What traits would you measure, and why?

At the end of an article on how mutations in variable

number tandem repeat (VNTR) sequences of DNA are
associated with disease, Krontiris (1995, p. 1683) writes:
“The VNTR mutational process may actually be posi-
tively selected; by culling those of us in middle age and
beyond, evolution brings our species into fighting trim.”

(T.G. Krontiris. 1995. “Minisatellites and Human Disease.” Science 269. Reprinted with per-
mission of the AAAS.)

This researcher proposes that natural selection on hu-
mans favors individuals who die relatively early in life.
His logic is that the trait of dying from VNTR mutations
is beneficial and should spread because the population as
a whole becomes younger and healthier as a result. Can
this hypothesis be true, given that selection acts on indi-
viduals? Explain.

Describe three major objections to Darwin’s theory in
the 19th century that were eventually resolved by dis-
coveries by other scientists in the 20th century. What
does this tell us about the utility of a theory that cannot
yet answer all questions but that appears to be better than
all alternative theories?

Many working scientists are relatively uninterested in
the history of their fields. Did the historical development
of evolutionary biology, reviewed in Section 3.6, help
you understand the theory better? Why or why not? Do
you think it is important for practicing scientists to spend
time studying history?

10. a. Describe Behe’s argument of “irreducible complex-

ity.” Is it a logical argument? How does it apply to
the bacterial flagellum or the vertebrate eye?

b. Opponents of intelligent design refer to irreducible
complexity as an “argument from personal incredu-
lity” (i.e., “I personally can’t imagine how this could
have evolved, so it must not have evolved.”). What is
the logical flaw of an argument from personal incre-
dulity? Do you think it is fair to characterize irreduc-
ible complexity in this way?

11. In 1995, the Alabama School Board, after reviewing high

school biology texts, voted to require that this disclaimer
be posted on the inside front cover of the approved book
(National Public Radio 1995):

This textbook discussed evolution, a controversial the-
ory some scientists present as a scientific explanation
for the origin of living things, such as plants, animals,
and humans. No one was present when life first ap-
peared on Earth; therefore, any statement about life’s
origins should be considered as theory, not fact.

Do you accept the last sentence in this statement? Does
the insert’s point of view pertain to other scientific theo-
ries, such as the cell theory, the atomic theory, the theo-
ry of plate tectonics, and the germ theory of disease?
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12. In his final opinion on the Dover intelligent design trial
of 2005, Judge John E. Jones wrote (in part): “To be
sure, Darwin’s theory of evolution is imperfect. How-
ever, the fact that a scientific theory cannot yet render
an explanation on every point should not be used as
a pretext to thrust an untestable alternative hypothesis
grounded in religion into the science classroom or to
misrepresent well-established scientific propositions.”

EXPLORING THE

14. For more on the genetic control of beak shape in Dar-
win’s finches, see:

Mallarino, R., P. R. Grant, et al. 2011. Two developmental mod-
ules establish 3D beak-shape variation in Darwin’s finches. Proceed-
ings of the National Academy of Sciences USA 108: 4057-4062.

15. Hundreds of viruses, bacteria, fungi, insects, and weeds
have evolved resistance to drugs, herbicides, fungicides,
or pesticides, providing examples of evolution in action.
In many cases, we know the molecular mechanisms of
the evolutionary changes involved. Think about how
the evidence from these studies compares with the evi-
dence for evolution in Darwin’s finches and HIV:

Davies, J. 1994. Inactivation of antibiotics and the dissemination of
resistance genes. Science 264: 375-382.

Gaines, T. A., W. Zhang, et al. 2010. Gene amplification confers
glyphosate resistance in Amaranthus palmeri. Proceedings of the National
Academy of Sciences USA 107: 1029-1034.

Van Rie, J., W. H. McGaughey, et al. 1990. Mechanism of insect re-
sistance to the microbial insecticide Bacillus thuringiensis. Science 247:
72-74.

16. We mentioned flatfish as an example of apparently jury-
rigged design. For a transitional fossil that sheds light on
how the strange body plan of flatfish evolved, see:

Friedman, M. 2008. The evolutionary origin of flatfish asymmetry.
Nature 454: 209-212.

Do you agree with Judge Jones? Why or why not?
(For more information on this trial, see Kitzmiller v.
Dover Area School District, item 21.)

13. A 2005 poll of U.S. adults found that 42% of the respon-
dents believe that life on Earth “has existed in its present
form since the beginning of time.” Given the evidence
for evolution by natural selection, comment on why so
few people in the United States accept it.
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Estimating Evolutionary Trees

cott Baker and Stephen Palumbi (1994) traveled to Japan with a portable
genetics lab. They visited retail food markets and bought samples of whale
meat. Back in their hotel room, the scientists extracted and copied mito-
chondrial DNA from the samples. They later sequenced the DNA and compared
it to genetic material from known specimens. The result of their analysis was an
inferred evolutionary history, or phylogenetic tree. Part of this evolutionary tree
is shown at right. Sample 19b appeared to have come from a humpback whale.
Additional evidence suggested the humpback was from the North Pacific. Unless
the meat from this whale had been in storage for decades, it likely came from an
individual that had been harvested in violation of international whaling treaties.
Forensic identification of unknown specimens is but one of many kinds of
problems that can be addressed by reconstructing evolutionary relationships
among species, populations, or individual organisms. The reconstruction of evo-
lutionary relationships, and the kinds of questions it can answer, are our topics
for this chapter.
‘When biologists reconstruct evolutionary relationships, they typically summa-
rize their results the way Baker and Plumbi did: with tree diagrams. Evolutionary
trees have become so ubiquitous that it is crucial for all students to understand

Humpback whales are
endangered. It is illegal to hunt
them under international whaling
treaties. Photo © Chris Huss.
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them in some detail. We therefore open the chapter with a section on how to
read evolutionary trees. This is followed by sections that cover methods biolo-
gists use to reconstruct evolutionary history from the morphology of organisms
and from genetic data. For the latter, we briefly consider studies providing em-
pirical evidence on the accuracy of evolutionary reconstructions. We close with
a section on using evolutionary trees to answer interesting questions.

4.1 How to Read an Evolutionary Tree

An evolutionary tree, also known as a phylogenetic tree or a phylogeny,
is a diagram showing the history of divergence and evolutionary change leading
from a single ancestral lineage to a suite of descendants. In other words, it depicts
a group of organisms’ genealogical relationships as they are understood according
to Darwin’s theory of descent with modification from common ancestors.

How to Read Time on an Evolutionary Tree

In 1837 or 1838, in a notebook he used to record his thoughts on the transmuta-
tion of species, Darwin himself sketched the earliest phylogenies. On page 36 of
the notebook, for example, he drew the evolutionary tree shown in Figure 4.1a.
The line Darwin labeled “1” represents the root of the tree, the species that is
the common ancestor of species A, B, C, and D (and of the lineages represented
by unlabeled branches). The sole illustration in Darwin’s 490-page On the Origin
of Species was an evolutionary tree, part of which we have redrawn in Figure
4.1b. Here, the root is at the bottom of the tree. Moving upward from the root,
the lines trace the divergences leading from the common ancestor to its descen-
dants, living and extinct. Darwin’s evolutionary trees, like all other phylogenies,
should be thought of as having grown over time, like the visible portion of a real
tree. At first just a single shoot reaches up from the root. Soon, however, the
shoot begins to bifurcate, producing branches. These, too, bifurcate, producing
smaller branches and finally twigs. The shape of the mature tree thus records a
history of the tree’s development. In this history, time flows from the root along
the trunk, through the branches, toward the twigs.

Most evolutionary trees in this book are drawn like the one in Figure 4.2.
Here, the root is on the left and time proceeds from left to right. The splitting
branches trace the evolutionary history leading to eight living species of wild cats,
all derived from a single ancestral lineage represented by the root. Starting at the
root and reading across the tree, the first branch point we encounter is node 1.
Node 1 represents the most recent common ancestor of the eight living species.
This population split into two. One daughter population became the common
ancestor of the Canada lynx and the bobcat. The other became the common an-
cestor of the jaguarundi, snow leopard, tiger, jaguar, lion, and leopard. The most
recent common ancestor of the lynx and bobcat is represented by node 6. The
last common ancestor of the remaining extant species is represented by node 2.

The population represented by node 6 split, producing a lineage that evolved
into the lynx and a lineage that evolved into the bobcat.

The population represented by node 2 split, producing a lineage that evolved
into the jaguarundi and a lineage that became the common ancestor of the snow
leopard, tiger, jaguar, lion, and leopard.

The cat phylogeny includes some of the evolutionary modifications, or transi-
tions, that occurred as the various cat lineages diverged. For example, sometime
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Figure 4.1 Darwin’s evolu-
tionary trees (a) An evolution-
ary tree Darwin sketched in his
Notebook B: Transmutation of
Species (1987-1838). (b) A por-
tion of the evolutionary tree that
was the only illustration in On the
Origin of Species (1859).
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between its divergence from the other lineages at node 1 and its own diversifica-
tion at node 6, the common ancestor of the lynx and bobcat evolved a bobbed
tail. Sometime after its divergence at node 2 from the lineage that would become
the snow leopard, tiger, jaguar, lion, and leopard, the ancestor of the jaguarundi
evolved a spotlessly uniform coat. And sometime after its divergence at node 2,
but before its diversification at node 3, the common ancestor of the snow leop-
ard, tiger, jaguar, lion, and leopard evolved rosettes—clusters of spots featuring a
central fleck surrounded by smaller flecks.

We excerpted this cat phylogeny from a larger tree reconstructed by Lars
Werdelin and Lennart Olsson (1997) for a paper they called “How the Leopard
Got Its Spots.” According to Werdelin and Olsson’s hypothesis, the leopard got
its spots by descent with modification, most recently from ancestors with a coat
like the leopard’s own and more distantly from ancestors with flecked coats.

How to Read Relationships on an Evolutionary Tree

The evolutionary relationships among species on a phylogeny are defined by
the relative time elapsed since they last shared common ancestors. For example,
in Figure 4.2 the last ancestor the lynx shares with the bobcat is represented by
node 6. The last ancestor either the lynx or bobcat shares with any other species
is represented by node 1. The node 6 population lived more recently than the
node 1 population. Because they share a more recent last common ancestor with
each other than either shares with any other species, the lynx and bobcat are con-
sidered sister species. They are each other’s closest living relatives.

With this concept of relatedness, we can use the evolutionary tree in Figure
4.2 to answer other questions. For example, is the snow leopard more closely
related to the Canada lynx or to the jaguar? The last common ancestor of the

111

Figure 4.2 An evolution-

ary tree for eight species of
cats After Werdelin and Olsson
(1997).

Phylogenies, also known

as evolutionary trees, are
hypotheses about the history

of descent with modification
from a common ancestor that
produced a set of species or
other taxa. Time flows along a
phylogeny from the root toward
the branch tips.

Lineages that share more
recent common ancestors are
considered more closely related.
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snow leopard and the jaguar (node 3) lived more recently than the last common
ancestor of the snow leopard and the lynx (node 1), so the snow leopard is more
closely related to the jaguar.

The simplified cat phylogeny in Figure 4.3 shows exactly the same relation-
ships for the snow leopard, Canada lynx, and jaguar. In preparing this tree, we
pruned out the bobcat (along with node 6), the jaguarundi (along with node 2),
and the lion. We also swiveled the branches for the leopard and jaguar at node 5,
to put the jaguar below the leopard. It does not matter that in this tree we now
have to cross fewer nodes to get from the snow leopard to the lynx than from the
snow leopard to the jaguar. And it does not matter that the snow leopard is now
closer on the page to the lynx than to the jaguar. Evolutionary relationships are
defined solely by the order of the branch points on the tree, and the relative ages
of the common ancestors this order identifies. In this tree, as in the one in Fig-
ure 4.2, the last common ancestor of the snow leopard and jaguar (node 3) lived
more recently than the last common ancestor of the snow leopard and lynx (node
1), so the snow leopard is more closely related to the jaguar than to the lynx.

None of the living cats at the tips of the tree are descended from any of the
others. The leopard is not derived from the jaguar. Neither is the jaguar derived
from the leopard. Instead, both are descended from the common ancestor at
node 5. And all the cats are descended from the common ancestor at node 1.

The three-way split at node 5 in Figure 4.2, reproduced in Figure 4.4, indi-
cates uncertainty about the evolutionary relationships among the jaguar, the lion,
and the leopard. Werdelin and Olsson had insufficient evidence to conclude that
any two of these cats were more closely related to each other than to the third
species, so the researchers showed all three lineages diverging simultaneously.

Evolutionary Trees Do Not Show Everything

Any particular evolutionary tree contains only what the author who prepared it
deemed relevant to the analysis at hand. It is important to keep in mind that a
great many details of evolutionary history are missing from any given phylogeny.
For example, the tree in Figure 4.2 shows some of the changes in coat color
and tail length that occurred during the evolution of eight species of cats. It does
not show changes in body size, or the evolution of the mane in lions. Nor does it
show any number of genetic, behavioral, or physiological changes that occurred.
The absence of transitions marked on a branch thus does not imply that no evo-
lution occurred. And the timing of the transitions that are marked on a phylog-
eny is generally known less precisely than the diagram might seem to imply. The
placement of a particular transition on a particular branch indicates only that the
transition occurred somewhere between the nodes at the branch’s ends.
Furthermore, the tree in Figure 4.2 shows the relationships among only eight
species of cats. It does not include the Eurasian lynx, more closely related to the
Canada lynx than to the bobcat (Johnson et al. 2006). It does not include the
clouded leopard, more closely related to the snow leopard, tiger, jaguar, lion,
and leopard than to the jaguarundi. Nor does it include dozens of other cat spe-
cies, living and extinct. A phylogeny speaks only about relationships among taxa
(named groups of orgnanisms) it includes; it says nothing about taxa not included.

Evolutionary Trees Can Be Drawn in Various Styles

Because the order of branching carries all the information a phylogeny contains
about relative relatedness, evolutionary trees can be drawn in many different
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styles. Figure 4.5 presents the cat phylogeny from Figure 4.2 in four alternative
styles. All four show the same evolutionary history and the same relationships
among the cats as the tree in Figure 4.2. In all branches on all trees, time flows
from the root toward the tips.

Evolutionary Trees Are Hypotheses

Only under extremely rare circumstances do we know the evolutionary history
of populations or species by direct observation. These usually involve lineages
maintained and managed in laboratories (see, for example, Hillis et al. 1992). The
rest of the time, history is unrecorded and we are left to infer it from what clues
we can gather and piece together. We consider data and methods used to infer
phylogenies shortly. But it bears emphasizing that an evolutionary tree is virtu-
ally never a revealed truth. Instead, it is a hypothesis based on a particular data set
that has been analyzed with a particular technique.

Consider the cat phylogeny, assembled by Werdelin and Olsson, that we have
looked at in this section. Neither Werdelin and Olsson, nor we, nor anyone
else, knows the true evolutionary history of the leopard and its kin. Not only do
we not know the true history of coat colors, we do not know the true pattern
of branching on the tree from the common ancestor to today’s cats. The best
Werdelin and Olsson could do was use the available evidence to identify the
most plausible scenarios.

This distinction between our hypotheses and the (almost always) unknowable
truth helps explain why researchers using different data sets and different meth-
ods have inferred somewhat different phylogenies for the cats. Warren Johnson
and Stephen O’Brien (1997), for example, reconstructed a phylogeny in which

113

Figure 4.5 Four different
versions of the same evolu-
tionary tree  All show the
same evolutionary relationships
among the eight extant cat spe-
cies as is depicted in Figure 4.2.
In all branches on all trees, time
flows from the root toward the
tips. After Gregory (2008). Trees
prepared using PHYLIP-drawgram
(Felsenstein 2009).

Evolutionary relationships are
depicted solely by the order of
branching in a phylogeny.
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lions and tigers are each other’s closest relatives. Michelle Mattern and Debo-
rah McLennan (2000) reconstructed a tree in which tigers and jaguars are each
other’s closest relatives. And Warren Johnson and colleagues (2006) reconstruct-
ed a tree in which jaguars and lions are each other’s closest kin.

Only when the evidence is strong—when, for example, multiple data sets ana-
lyzed by different teams of researchers using a variety of techniques support the
same hypothesis—can we begin to think of a particular evolutionary tree as well
established. Even then, it should be regarded as provisional. As of this writing,
the best-supported hypothesis for the relationships among the eight cats we have
been considering is the phylogeny in Figure 4.6.

Having considered how to interpret the hypotheses embodied in evolutionary
trees, we now turn to the logic and methods researchers use to infer them.

4.2 The Logic of Inferring Evolutionary
Trees

We begin our exploration in this section by considering an ideal case. We then
consider complications that arise in the real world.

Phylogeny Inference in an Ideal Case

Imagine that we want to infer the evolutionary relationships among the four fic-
titious bird species on the right side of Figure 4.7a. Imagine, in addition, that we
know the following:

* The four species are descended with modification from the common ancestor
on the left side of Figure 4.7a. Note that this ancestor is an undecorated bird
with a short beak. Knowledge of the common ancestor’s characteristics allows
us to identify the long beak and various decorations adorning the four species
on the right as evolutionary novelties particular to this group of birds.

e Each of the evolutionary novelties evolved exactly once. This knowedge
allows us to interpret the novelties as evidence of common ancestry.

* Once each of the novelties evolved in a lineage, it was never lost.

Under these circumstances, inferring the evolutionary history of the four species
is straightforward (see Felsenstein 1982).

First we note which of the evolutionary novelties, also known as derived
characters, are unique to one species and which are shared (Figure 4.7b). The
characters unique to one species—long bills and dark tails—must have evolved
after the lineages leading to these species diverged from the lineages leading to
the other species. Otherwise, other species would have long bills and dark tails
too. This conclusion allows us to begin drawing the evolutionary tree for the
birds—starting from the twigs and moving backward. As shown in Figure 4.7c,
we can add a twig leading to the long-billed bird and a twig leading to the dark-
tailed bird, and we can mark each twig with a transition indicating the appear-
ance of the unique novel character.

Now we look at the shared derived characters. Note that orange wing tips are
shared by exactly two species. This evidence identifies the orange-tipped birds
as sister species, and tells us that orange tips must have evolved after the lineage
leading to the orange-tipped species diverged from the lineages leading to the
other species. Otherwise, other species would have orange tips too. Continuing

Canada lynx
_E Bobcat
Jaguarundi
i Lion

_E Leopard
Jaguar
Tiger
Time —E Snow leopard

Figure 4.6 A recent and well-
supported hypothesis for the
relationships among eight spe-
cies of wild cats The relation-
ships among the lion, leopard,
jaguar, tiger, and snow leopard
(genus Panthera) are from Davis
et al. (2010), who focused specifi-
cally on these big cats. The rela-
tionships between Panthera and
the other cats are from Johnson
et al. (2006), who studied a larger
diversity of species.
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Wing
Mask tips
Time Tail
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© (d) (e)
Time Time Time
Figure 4.7 Inferring evolutionary relationships in an ideal case

to draw our tree backward in time, as shown in Figure 4.7d, we can now add
a twig leading to the light-tailed orange-tipped species, connect it to the twig
leading to the dark-tailed orange-tipped species, and place these connected twigs
on a branch marked with the transition to orange tips.

That masks are shared by the two orange-tipped birds and the long-billed bird
tells us that these three species are more closely related to each other than any of
them is to the remaining species. And the fact that all four species have tail bars
tells us that this trait must have evolved before any of the lineages leading to the
four birds diverged from each other. We can now complete our tree. The fin-
ished phylogeny appears in Figure 4.7¢.

We noted elsewhere (in Section 2.4) that descent with modification from
common ancestors automatically produces species displaying nested sets of shared
evolutionary novelties, that the order of nesting allows us to predict the order
in which the novelties evolved, and that we can test Darwin’s theory of descent
with modification by checking such predictions against the fossil record. Here
we have taken this logic just a step further. We have used nested sets of shared
derived characters to reconstruct the history of diversification among lineages.
That is, we have used shared derived characters to infer a phylogeny.
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Long
bill

Dark
tail

In an ideal case, we can infer
the evolutionary history of a
set of species from their nested
sets of shared evolutionary
innovations.



116 Part 1 Introduction

Key Concepts in Phylogeny Inference

An evolutionary novelty, or derived character, is known as an apomorphy
(“separate form”). This is in contrast to a preexisting, or ancestral character,
which is also known as a plesiomorphy (“near form”). The proper application
of these concepts depends on the context. For our imaginary birds the mask is an
apomorphy within the set of all four living species, but a plesiomorphy within
the set of masked species (Figure 4.8). A derived character shared by two or more
lineages, such as the masks shared by three lineages within the set of four extant
bird species, is called a synapomorphy (“similarly separate form”).

The mask is a Figure 4.8 A character can be
plesiomorphy a plesiomorphy in one context

(ancestral character) and an apomorphy in another
within the set of

@ masked species.

The mask is an
apomorphy
(derived character)
within the set of
all four species.

Time

A monophyletic group, also known as a clade, consists of an ancestor and
all of its descendants. For our birds, the orange-tipped species and their orange-
tipped common ancestor form a monophyletic group (Figure 4.9a). This group
is nested within another monophyletic group consisting of the masked birds and
their masked common ancestor (Figure 4.9b). And this group, in turn, is nested
within another monophyletic group consisting of the bar-tailed birds and their
bar-tailed common ancestor (Figure 4.9¢). A group consisting of an ancestor and
some, but not all, of its descendants, such as the light-tailed birds and their light-
tailed common ancestor in Figure 4.9¢, is described as paraphyletic. A group

Shared derived traits identify

monophyletic groups—sets of
taxa that include an ancestor

and all of its descendants.

that contains some, but not all, of an ancestor’s descendants, and that also excludes
the ancestor, such as the living masked light tails, is called polyphyletic.

We can now concisely state a fundamental principle of phylogeny inference,
advocated by the German entomologist Willi Hennig (1966): Synapomorphies
identify monophyletic groups.

el e self e 2
ity 'S

=

Time Time Time

Figure 4.9 Monophyletic groups Each consists of an ancestor and all its descendants.
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Figure 4.10 Major monophyletic groups of tetra- Gans and Clark (1976), Meylan (2001), Alibardi and Maderson
pods Gray triangles at branch tips represent diversifications (2003), Kearney (2003), Mindell and Brown (2005), Carroll
within monophyletic groups that could, space permitting, (2007), Laurin and Reisz (2007), Claessens (2009), Hoffmann
be represented by multifarious evolutionary trees. Based on et al. (2010), Laurin (2011), and Laurin and Gauthier (2011).

Figure 4.10 shows the major monophyletic groups of living terrestrial verte-
brates along with some of the synapomorphies that distinguish them. Dogs, for
example, belong to the mammals, with which they share hair and lactation. They
also belong to the amniotes, a larger group with which they share an egg with an
amniotic membrane. And, finally, dogs belong to the tetrapods, an even larger
group with which they share limbs.
Note that the deepest branch point within the Reptilia is represented as a
three-way split, or polytomy, rather than one bifurcation followed by another.
We have drawn the tree this way due to lingering uncertainty about the evolu-  Uncertainty about the order
tionary relationships among the Squamata, Testudinata, and Archosauria. Some  of branching in a phylogeny is
data sets and analyses suggest that the lizard and snake lineage and the bird and  indicated by polytomies—nodes
crocodile lineage are more closely related to each other than either is to the turtle  where a lineage splits into more
lineage (Werneburg and Sanchez-Villagra 2009; Lyson et al. 2010). Others sug-  than two descendant lineages
gest that the bird and crocodile lineage and the turtle lineage are more closely  simultaneously.
related to each other than either is to the lizard and snake lineage (Iwabe et al.
2005; Hugall et al. 2007). Still others suggest that the lizard and snake lineage
and the turtle lineage are more closely related to each other than either is to the
bird and crocodile lineage (Becker et al. 2011). This confusion demonstrates, if
any demonstration were needed, that real biological history rarely conforms to
our ideal case. We now consider ways to infer phylogenies despite real-world
complications.
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Phylogeny Inference in Non-ideal Cases

In most cases where we seek to reconstruct evolutionary history, we lack all of
the special conditions attached to the ideal case we considered earlier. First, we
do not know the characteristics of the common ancestor that the species of inter-
est are derived from. Second, similar evolutionary novelties sometimes evolve
independently in different lineages. And third, evolutionary novelties, once they
evolve, are sometimes lost. We will use three imaginary antelope species, de-
scended with modification from a common ancestor, to illustrate the problems
that arise. Figure 4.11a shows the antelopes, emphasizing characters of interest.

We would like to infer the antelopes’ evolutionary relationships. That is,
which two are more closely related to each other than either is to the third?
Because we do not know what the antelopes’ most recent common ancestor
looked like, we do not know which of the characters that differ among the spe-
cies is ancestral and which is derived. Is a spotted rump a shared derived trait—a
synapomorphy—identifying B and C as closest relatives? Or was a spotted rump
the ancestral condition, and spotlessness a derived trait unique to species A and
thus of no use in sorting out the relationships?

Figure 4.11b shows that trying to group the species by the characters they
share is of little use. All have brown legs, but otherwise the species do not form
nested sets. Instead, they form sets that overlap willy-nilly. A and B share dark
tails; B and C share a spotted rump; A and C share horns and masks. This indi-
cates that either some of the characters evolved more than once independently,
or that some have been lost in lineages whose ancestors had them, or both.

How are we to proceed? The next two subsections introduce outgroup analy-
sis and parsimony analysis, two strategies that together provide one of several
methods that can help us untangle the antelopes’ evolutionary past.

Outgroup Analysis

Outgroup analysis involves including in our historical reconstruction one or
more additional species (Maddison et al. 1984). These should be relatives of the
ingroup—the species whose relationships we wish to infer—but less closely relat-
ed to them than the members of the ingroup are to each other. This ensures from
the outset that in our finished reconstruction, the ingroup will be monophyletic.
In the simplest possible outgroup analysis, illustrated here, we add an out-
group of just one species (Figure 4.12). We assume there has been no evolution-
ary change in the outgroup’s lineage since it diverged from the lineage that gave
rise to the ingroup. As we will soon see, this assumption allows us to make infer-
ences about the characteristics of the ingroup’s most recent common ancestor.
There are three possible resolutions of the relationships among the three
species in our ingroup. A and B could be sister species, A and C could be sister
species, or B and C could be sister species. We take these as hypotheses and com-
pare them using parsimony analysis, the first of several criteria we will dicusss.

Parsimony Analysis

Under parsimony analysis, we prefer the hypothesis that requires the fewest
evolutionary changes in the characters of interest (see Felsenstein 2004). We
evaluate each character on each possible tree, looking for the simplest evolution-
ary scenario that can explain the distribution of the character states among the
species at the tips. We add up the total number of evolutionary changes required
by each hypothesis, and identify the hypothesis for which the total is lowest.

Figure 4.11 Three imaginary
antelope species illustrate a
non-ideal case for phylogeny
inference

Outgroup

Time

Figure 4.12 Outgroup analy-
sis Adding another species to
our reconstruction allows us to
make inferences about the most
recent common ancestor of the
ingroup.
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Figure 4.13 Parsimony analysis Each column evaluates one of our three hypotheses.
Plus signs show the presence or gain of a character; minus signs indicate absence or loss.

The three possible evolutionary trees for our antelope species are shown at
the top of Figure 4.13. The simplest scenarios for each character on each tree are
shown in the lower portion of the figure.

Brown legs occur in all three of our ingroup antelopes, so each of our three
hypotheses requires just one evolutionary change: the appearance of brown legs
in the last common ancestor of the ingroup. Spotted rumps occur in the out-
group and all but one of the ingroup species, so all three hypotheses again require
just one evolutionary change: the loss of rump spots in the recent ancestry of
species A. Because the simplest scenarios require the same number of changes
under all three hypotheses, striped legs and spotted rumps are uninformative
characters for our analysis.
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The remaining three characters are informative. The distribution of dark tails
can be explained by a single evolutionary change under Hypothesis 1: a gain in
the last common ancestor of species A and B. Under Hypotheses 2 and 3, how-
ever, two changes are required. These could be independent gains in the recent
ancestry of species A and species B, or a gain in the last common ancestor of the
ingroup followed by a loss in the recent ancestry of species C.

The distributions of horns and masks can be explained by a single change for
each character under Hypothesis 2. Under Hypotheses 1 and 3, two changes for
each character are required.

Counting the minimum number of total changes under each hypothesis, we
find that Hypothesis 1 requires 7 changes, Hypothesis 2 requires 6, and Hypoth-
esis 3 requires 8. Parsimony analysis therefore leads us to favor Hypothesis 2 as
our estimate of the evolutionary relationships among our ingroup antelopes.

Time Time

We can also infer, as shown in Figure 4.14, that the most recent common an-
cestor of the ingroup had brown legs and a spotted rump, that horns and masks
are synapomorphies of species A and C, and that a spotless rump is an apomorphy
of species A. The evolutionary history of dark tails remains ambiguous.

It might be tempting to further conclude that the last common ancestor of all
four species looked just like the outgroup. Recall, however, that we assumed this
resemblance from the start. In fact, an equally parsimonious scenario is that the
last common ancestor of all four species had brown legs and that this character
was subsequently lost on the lineage leading to the outgroup. The last common
ancestor of all four species may also have had a dark tail.

Parsimony analysis allows us to make inferences about the answers to questions
that might otherwise be intractable. In reality, of course, evolutionary history
may not always proceed according to the simplest possible scenario. Whether
parsimony analysis is justified, and on what grounds, is largely beyond the scope
of this chapter. Some biologists view it as justified by Ockham’s razor, the prin-
ciple that all else being equal, simpler explanations are better. Others view it as
justified because of its properties as a statistical estimator of the unknown phy-
logeny (but see Felsenstein 1978). Still others view it as justified because, when
used on known evolutionary trees, it yields reasonably accurate reconstructions.
For further exploration of this issue, and for other methods of parsimony analysis,
discussions by Joseph Felsenstein (1982, 1983, 2004) are good places to start.

Figure 4.14 Antelope phy-
logeny inferred by parsimony
analysis These two hypotheses
require the fewest evolutionary
changes.

Most real examples do not
work like our ideal case.
Different characters often
suggest different evolutionary
relationships. In such
circumstances, we consider
all possible evolutionary trees
as viable hypotheses and
compare them using any of
several criteria. One criterion
is parsimony—the minimum
amount of evolutionary change
implied by a tree.
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The Number of Possible Trees

In our antelope example, we inferred the relationships among the brown-legged
antelopes by considering all possible trees and choosing the one that required the
fewest evolutionary changes (Figure 4.13). Because our ingroup had only three
species, there were only three possible trees to consider. However, the number
of possible trees increases rapidly with the number of species (see Felsenstein
2004). With four species in the ingroup, there are 15 possible bifurcating trees.
With five species, there are 105. With 10 species, there are 34,459,425—more
than the number of seconds in a year. It should be obvious why, in practice, most
parsimony analyses are carried out with the assistance of computers.

Convergence and Reversal

The independent appearance in difterent lineages of similar derived characters 1s
called convergent evolution. The loss of derived traits in a lineage, resulting in
a return to the ancestral condition, is called reversal. As we saw in the antelope
example, both phenomena result in conflicting patterns of shared derived charac-
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ters that can mislead us in our efforts to reconstruct evolutionary history. Similar- ~ Many of the complications in

ity in character states due to convergence and/or reversal is called homoplasy. inferring phylogenies result

Morphological similarities like those shown in Figure 4.15 can arise indepen-  f0m convergent evolution and

dently, by convergent evolution, when lineages experience similar patterns of ~ reversal. The independent
natural selection due to similar environmental challenges. Both peacocks (Figure = dPpearance of a character’s

4.15a) and male peacock spiders (Figure 4.15b) carry colorful fans on their backs ~ State in more than one place

and raise them to attract mates (Hill 2009; Otto and Hill 2010; Dakin and Mont- 01 @ phylogeny is called

gomerie 2011). Both caimans (Figure 4.15¢) and hippos (Figure 4.15d) have homoplasy.
their eyes, nostrils, and ears at the tops of their skulls. This character is thought
to be adaptive because it lets them see, smell, and hear above the water while

(a) Peacock (b) Peacock spider

(d) Hippopotamuses

(c) Caiman

Figure 4.15 Convergent evolution These pairs of species have adapted to similar challenges. (b) Photo
by Jurgen Otto.
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remaining mostly submerged (Osburn 1903; Caldicott et al. 2005). Other exam-
ples of convergent evolution include the wings of bats and birds, the streamlined
shapes of sharks and whales, and the elongated bodies of snakes and legless lizards.

Reversal may occur when formerly adaptive derived characters are lost be-
cause environmental changes have rendered them more costly than beneficial
(Fong et al. 1995; Hall and Colegrave 2008). Snakes and legless lizards, in their
(convergent) loss of limbs, illustrate reversal (see Skinner et al. 2008; Skinner
and Lee 2009). Other reversals include the loss of eyes in cave-dwelling animals,
of teeth in birds, and of body armor in freshwater threespine sticklebacks. In a
rare double reversal, the lineage leading to Guenther’s marsupial frog (Gastrotheca
guentheri) re-evolved true teeth set in the lower jaw—a trait lost in the common
ancestor of all modern frogs at least 230 million years ago (Wiens 2011).

We can save ourselves trouble in estimating phylogenies when we can identify
examples of convergence and reversal ahead of time, and thereby avoid apparent
conflict among the patterns of shared derived characters in our data sets. In other
words, it is useful to try to restrict our analyses to evolutionary innovations that
are shared because they are homologous—inherited from a common ancestor—
and that are present in all of the common ancestor’s descendants. Characters that
meet these criteria are synapomorphies that identify monophyletic groups.

In some cases, convergence and reversal are easy to identify. No one would
mistake the mating displays of the peacock and the peacock spider, for example,
as evidence of common ancestry. One uses feathers, and the other a pair of
abdominal flaps. What makes their similarity striking is not that it holds up to
detailed scrutiny, but that one display belongs to a bird and the other to a spider.
Likewise, the loss of legs in snakes 1s readily discovered by noting the vestigial
limbs that remain in some species and the existence of fossil snakes with legs
(Tchernov et al. 2000; Rieppel et al. 2003).

In other cases, homoplasy is exposed only by careful investigation. The mag-
nificent tree frog (Liforia splendida) and African clawed frog (Xenopus laevis) secrete
identical versions of the skin toxin caerulein, a short protein consisting of 10
amino acids. Production of caerulein might easily be taken for a synapomorphy.
However, the protein is encoded by a different gene in each species (Roelants et
al. 2010). In the tree frog, caerulein is encoded by a locus that arose as a duplica-
tion of the gastrin gene. In the clawed frog, caerulein is encoded by a locus that
arose as a duplication of the cholecystokinin gene. Production of the same toxin
in these frogs is not a synapomorphy, but a stunning example of convergence.

In still other cases, unfortunately, homoplasy can be discovered only by recon-
structing a phylogeny and finding that the distribution of some characters cannot
be explained without convergence, reversal, or both (Wake et al. 2011). In other
words, homoplasy is a fact of life in phylogeny inference. It represents “noise”
in the data sets used to reconstruct evolutionary history. Homoplastic traits are
analogous to the faulty or misleading measurements that are present in almost
every data set used in science. The best way to avoid being misled by the noise
of homoplasy is to analyze many independent characters in reconstructing evo-
lutionary relationships instead of just one or a few. Richard Mooi and colleagues
(2000) used a parsimony analysis of 24 structural characters to estimate the evo-
lutionary tree of fossil sand dollars shown in Figure 4.16. The most parsimonious
tree required just one transition each for 21 of the characters. These transitions
are marked in blue. The remaining three characters, marked by other colors,
were homoplastic. Each of them required two changes in state.

Recall that homology is
similarity due to common
ancestry. Synapomorphies

are a particular category

of homologous traits. They

are similarities derived from
common ancestors shared only
by a subset of the species under
consideration. Simply put, in the
context of the lineages being
studied, they are evolutionary
novelties.
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Convergence and reversal are particularly common when the characters ana-
lyzed are nucleotides at particular sites in a DNA sequence. Here, there are only
four possible states for a given character—A, T, G, or C—and a switch from one
state to another, as a result of mutation, can happen easily. We discuss the use of
DNA sequences in phylogeny estimation in the next section. We do so by ex-
ploring a case study in some detail: the evolutionary origin of whales.

4.3 Molecular Phylogeny Inference
and the Origin of Whales

Whales, dolphins, and porpoises, along with a number of extinct species known
only from fossils, form a monophyletic group. Some researchers call this clade
Cetacea (Uhen 2010). Others call it Cetaceamorpha, reserving the name Cetacea
exclusively for the smaller clade containing only modern forms (Spaulding et al.
2009). For simplicity, we use the term Cetacea in its more inclusive sense.

What Is a Cetacean?

Cetacea 1s identified as a monophyletic group by a number of synapomorphies in
the skull (Uhen 2007, 2010). Cetaceans have an enlarged, thickened, and dense
auditory bulla, a bony shell at the base of the skull that surrounds the structures
of the ear. This is thought to be an adaptation for hearing underwater (Nummela
et al. 2007). Cetaceans have skulls with a narrow postorbital/temporal region.
And they have an elongated snout that places the front teeth (the incisors and
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Figure 4.16 Phylogeny of fos-
sil sand dollars estimated by
parsimony analysis Most of
the anatomical characters used to
infer this evolutionary tree have
two possible states; a few have
three. The string of numbers next
to each sand dollar lists its state
for each character. Redrawn from
Mooi et al. (2000).
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Durodon atrox

Elongated snout places incisors and
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Figure 4.17 The skull of Durodon atrox This 37 million- define the clade Cetacea, whose living members include the
year-old fossil illustrates three of the shared derived traits that whales, dolphins, and porpoises. From Uhen (2010).

canines) in line with the cheek teeth (the premolars and molars), instead of in an
arc across the front of the mouth as in most mammals. These three evolutionary Artiodactyls

innovations are illustrated by the anatomy of Durodon atrox, shown in Figure 4.17.
Cetaceans also share derived dental characters.

It may seem odd that we have not mentioned leglessness, flippers, dorsal fins,
and flukes. These are, after all, the most obvious of the unusual modifications
that adapt whales, dolphins, and porpoises for life in the water. But early ceta-
ceans did not have these characters. Durodon, for example, had hindlimbs—albeit
small ones. The earliest cetaceans, which come from rocks in the Himalayas
that are about 53 million years old, had full-sized hindlimbs and probably spent
some of their time on land (Thewissen and Hussain 1993; Thewissen et al. 1994;
Bajpai and Gingerich 1998). The fossil evidence thus indicates that modern ceta-
ceans are derived from terrestrial ancestors. But who were these ancestors? And
which of today’s land mammals are the modern cetaceans’ closest living relatives?

Morphological Evidence on the Origin of the Cetacea

As carly as 1883 William H. Flower speculated, based on shared characteristics
of various internal organs, that cetaceans might be related to the ungulates—the

cetaceans’ closest living relatives. This would place whales within the artiodac-
tyls, the even-toed hoofed mammals whose living representatives include cows, 7
deer, sheep, hippos, pigs, peccaries, and camels. In 1966 Leigh Van Valen argued, lmmmmeeo o
based on shared dental characters seen in fossils, that cetaceans are derived from (b) -~ §
. . . Whale

an ancient ungulate group called the mesonychians. This would make cetaceans
relatives of the artiodactyls, but not members of the artiodactyl clade. Figure 4.18 Time
compares the two hypotheses.A . ) . Figure 4.18 Two hypotheses

When biologists began using formal parsimony analysis of morphological 41 the origin of whales

characters to address the question, their results tended to support the hypothesis  (a) Whales are artiodactyls.
that cetaceans are close kin to, but not members of, the Artiodactyla. Maureen  (b) Whales are kin to artiodactyls.

L}
L}
|
hoofed mammals. With some whimsey, Flower mentioned pigs as possibly the I S =
i b
L}
L}
L}

Outgroup
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O’Leary and Jonathan Geisler (1999), for example, reconstructed the evolution-
ary relationships of whales, several living artiodactyls, and numerous extinct spe-
cies known from fossils. A simplified version of their tree appears in Figure 4.19.
Among the living species, whales are the artiodactyls’ closest kin.

This result was less than fully satisfying. The most prominent of the synapo-
morphies that identify the Artiodactyla as a monophyletic group is the shape of a
bone in the ankle called the astragalus (Luckett and Hong 1998; Thewissen et al.
1998). The unique shape of the artiodactyl astragalus is illustrated in Figure 4.20.
In most mammals, the head of the astragalus is rounded, forming the ball in a
ball-and-socket joint with the bones further toward the foot (the navicular bone
and sometimes the cuboid bone). In artiodactyls, the head of the astragalus is
instead pulley-shaped (trochleated), forming a hinge joint—also called a trochlea
(Thewissen and Madar 1999). This shape allows the foot to rotate in a wide arc
around the end of the ankle and contributes to the long stride and strong running
ability observed in many artiodactyls. Living whales, of course, have no ankles.
The shape of their astragalus cannot be assessed.

As we have already noted, some fossil cetaceans have hindlimbs. However,
in some of these extinct species, such as Basilosaurus, the legs are tiny and the
astragalus is fused with other bones in the ankle, making it impossible to judge
its shape (Gingerich et al. 1990). In others, the known specimens were, until re-
cently, too fragmentary to support definitive conclusions about whether whales’
ankles qualify them as artiodactyls (Thewissen et al. 1998; Thewissen and Madar
1999). Faced with such uncertainty, it made sense to consult other types of data.

(b) Tapir—a nonartiodactyl
ungulate

(c) Deer—an artiodactyl
ungulate

(a) Dog

\
Tibia Tibial

rd trochlea\

Astragalus

Trochleated

head \

Molecular Evidence of Evolutionary Relationships

DNA sequences and other molecular characters ofter an additional source of in-
formation we can use to estimate evolutionary relationships. Compared to skele-
tal and other morphological characters, molecular evidence has disadvantages and
advantages. On the downside, although DNA or protein sequences can some-
times be recovered from fossils (Campbell et al. 2010; Green et al. 2010; Lari et
al. 2011), molecular data are readily available only for extant or recently extinct
taxa. And because only four character states exist at each site in a DNA sequence
(A, C, G, and T), homoplasy can be difficult to recognize and almost impossible
to entirely avoid. On the upside, thanks to technological advances, the cost of
generating large amounts of sequence data has fallen drastically. In addition, evo-
lutionary biologists have developed sophisticated models to analyze how differ-
ent types of DNA sequences should change through time. If used properly, these
models make it possible to accurately estimate the phylogeny implied by the data.
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Figure 4.19 A tree suggesting

that cetaceans are kin to artio-
dactyls Simplified from O’Leary
and Geisler (1999).

Figure 4.20 The astragalus is
a synapomorphy that defines
artiodactyls (a) The astragalus
is the highest bone in the ankle,
around which the foot rotates to
extend forward or backward. (b)
The astragalus of a nonartiodactyl
ungulate (left) and an artiodactyl
ungulate (right). In the artiodac-
tyl, both ends of the astragalus
are pulley shaped. After Schaeffer
(1948) and Gingerich (2001).

We can infer evolutionary trees
using molecular characters,
such as nucleotide or amino
acid sequences, in addition to
morphological characters.
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Next, we briefly review methods for inferring phylogenies from DNA
sequences using examples from artiodactyls and cetaceans. Many of the methods
we consider are also used for protein sequences. Our discussion is intended as
an overview. For practical tutorials, see Baldautf (2003), Harrison and Langdale
(2006), and Hall (2011). For more theoretically detailed treatments, see Graur
and Li (2000) and Felsenstein (2004).

Aligning Sequences

The methods we discuss take as input a set of homologous sequences. In other
words, the data are examples of the same gene from different lineages, descended
from a common ancestral copy. Most of the methods also require that the sequences
are aligned. This means that any insertions or deletions that have occurred in some
lineages but not in others have been identified, and the sequences have been shifted
to bring them into register. The result is that not only are the sequences homolo-
gous, but every site within the sequences is homologous.

Our examples will use sequences from exon 7 of the gene for a milk protein
called B-casein (Gatesy et al. 1999). Among other insertions and deletions, the
cow sequence, in comparison to the whale sequence, has a 3-nucleotide-long
deletion starting at site 61. Figure 4.21 shows the two animals’ sequences in the
neighborhood of the deletion before and after alignment. The effect of the align-
ment on how well the sequences match may be less easy to see in the nucleotide
sequences than in the amino acid sequences they encode.

Nucleotide sequence before alignment

50 60 70
whale: ... GGG CCA ATC CCT TACCCT ATT CTT ACA CAA AAC ...
cow: ... GGG CCC ATC CCT AACAGC CTC CCA CAA AAC ...

After alignment

50 60 70
whale: ... GGG CCA ATC CCT TACCCTATT CTT ACA CAA AAC..
cow: ... GGG CCC ATC CCT AAC --- AGC CTC CCA CAA AAC ..

Encoded amino acid sequence before alignment

whale: ... Gly Pro lle Pro Tyr Pro lle Leu Thr GIn Asn
cow: ... Gly Pro lle Pro Asn Ser Leu Pro GIn Asn

After alignment

whale: ... Gly Pro lle Pro Tyr Pro lle Leu Thr GIn  Asn
cow: ... Gly Pro lle Pro Asn — Ser Leu Pro GIn Asn

Researchers typically align sequences using a mix of computer software and
human judgment (see Liu et al. 2009). Proper alignment is crucial. If sequences
are poorly aligned, information they contain regarding evolutionary history may
be lost. Moreover, faulty alignment can be misleading. Karen Wong and col-
leagues (2008) showed that different alignments of the same sequences, produced
by different software, can lead to the reconstruction of different phylogenies.
Conversely, more accurate alignments lead to more accurate reconstructions of
evolutionary relationships (Ogden and Rosenberg 2006; Wang et al. 2011).

To illustrate different methods of phylogeny inference, we will use the eight
aligned sequences shown in Figure 4.22. A small piece of the B-casein gene,
these represent a fraction of a much larger data set analyzed by John Gatesy and

Figure 4.21 Sequences before
and after alignment Compare
these short stretches of the gene
for B-casein, and the amino acids
it encodes, before and after the
right portion of the cow sequence
is shifted three sites to compen-
sate for a deletion.

The first step in reconstructing
evolutionary history using
sequence data is to align the
sequences. We then compare
alternative phylogenetic
hypotheses using any of several
criteria, including parsimony.



™ o
-
P \Whale:
oy Pig:
M ey

Camel:

Outgroup:

Chapter 4 Estimating Evolutionary Trees

142 162 166 177 192
AGTCCCCAAA GTGAAGGAGA CTATGGTTCC TAAGCACAAG GAAATGCCCT TCCCTAAATA

AGTCTCCGAA GTGXAGGAGA CTATGGTTCC TAAGCACGAA GAAATGCCCT TCCCTAAATA
AGTCCCCAXA GCTAAGGAGA CTATCCTTCC TAAGCATAAA GAAATGCGCT TCCCTAAATC
AGTCCCCAAA GCAAAGGAGA CTATCCTTCC TAAGCATAAA GAAATGCCCT TCTCTAAATC
AGATTCCAAA GCTAAGGAGA CCATTGTTCC CAAGCGTAAA GGAATGCCCT TCCCTAAATC
AGACCCCAAA CCTAAGGAGA CCGTTGTTCA CAAGCGTAAA GGAATGTCCT CCCCTAAATC
TGTCCCCAAA ACTAAGGAGA CCATCATTCC TAAGCGCAAA GAAATGCCCT TGCTTCAGTC

AGTCCTCCAA ACTAAGGAGA CCATCTTTCC TAAGCTCAAA GTTATGCCCT CCCTTAAATC

Figure 4.22 Sequence data for phylogeny inference This table shows 60 nucleotides of aligned se-
guence (sites 141 through 200) from exon 7 of the B-casein gene. The data are from six artiodactyls, a whale
(the dolphin Lagenorhynchus obscurus), and a rhinoceros as the outgroup (Gatesy et al. 1999). An X at a site

indicates an ambiguously identified nucleotide.

colleagues (1999). We will show trees estimated from the sequences in the figure,
all of which are consistent with the tree Gatesy estimated from S-casein sequenc-
es 1,100 nucleotides long. Some readers may wish to reproduce our analyses.

Evaluating Alternative Phylogenies with Parsimony

(a) Whale + hippo

127

162166177

One way to estimate evolutionary trees from sequence data is to treat each site in CAIT
sequence as an independent character and look for synapomorphies that identify C"IT
monophyletic groups. That is, we can analyze nucleotides at sequence sites the . |G G-C
same way we analyzed morphological characters in Section 4.2.

Examination of the sequences in Figure 4.22 reveals that some sites are unin- '
formative. At site 142, for example, all eight taxa have the same character state, c-T
G. At site 192 only one taxon, camels, differs from the other seven. Other sites X

T-A

are informative. Site 166 features what appears to be a shared derived character
state, C, identifying whales and hippos as sister lineages. And this synapomorphy
is nested inside another one, a T at site 162, that appears to identify cows, deer,
whales, and hippos as a monophyletic group. However, the characters at site
162 are in conflict with those at site 177. There, T appears to be a shared de-
rived character identifying whales, hippos, pigs, and peccaries as a monophyletic
group. We are clearly dealing with a non-ideal case.

When we encountered conflict among morphological characters, we turned
to parsimony analysis. We can do the same with sequence data (Felsenstein 1988).
We consider all possible trees as hypotheses, determine the minimum amount of
evolution required to explain the distribution of nucleotides at each site on each
tree, and seek the tree that requires the least change overall. Figure 4.23 evaluates
three of our 60 molecular characters, the nucleotides at sites 162, 166, and 177,
on two of the 10,395 possible trees. Tree (a), in which whales are artiodactyls
and form a monophyletic group with hippos, requires six nucleotide substitu-
tions. Tree (b), in which whales are merely kin to artiodactyls, requires nine. We
have made some arbitrary choices between convergence and reversal. The reader
may find other equally parsimonious scenarios for some sites.

Using a computer program (Felsenstein 2009) to find the most parsimonious
among all 10,395 trees for all 60 characters, we learn that the tree in Figure 4.23a
is the winner, requiring 41 substitutions. The tree in Figure 4.23b requires 47.
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Figure 4.23 Parsimony analy-
sis of three molecular char-
acters on two trees Tree (a)
requires six evolutionary changes,
whereas tree (b) requires nine. For
these characters, tree (a) is more

parsimonious.
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Evaluating Alternative Phylogenies with Likelihood

Parsimony is not the only criterion we can use to evaluate possible trees and
identify the ones that offer the best estimate of evolutionary relationships.
Another commonly used metric is likelihood (Felsenstein 1981). The calcula-
tions involved in a likelihood analysis are cumbersome, but the fundamental idea
is straightforward. Our explanation of the idea will make more sense if we first
look at the kind of tree it will allow us to produce.

Figure 4.24 displays a tree estimated using likelihood and the data in Figure
4.22. The tree has a feature not yet seen in the phylogenies we have shown. It
displays information not only in the order of branching but also in the branch
lengths. These are proportional to the number of nucleotide substitutions per
site estimated to have occurred on each branch. The peccary, for example, is
estimated to have accumulated more substitutions than has the pig since their lin-
eages diverged. Estimating the branch lengths is integral to a likelihood analysis.

The logic of the analysis is as follows. If we have a proposed evolutionary tree,
with branch lengths measured in expected number of substitutions per site, and a
model of sequence evolution—a set of numbers describing the rates at which the
various possible substitutions occur—we can calculate the probability of evolving
the particularset of sequences we have found in our data. The probability of the data
given a tree, its branch lengths, and a model of evolution is called the likelihood
of the tree. It can be written as L(tree) = P(data|tree, branch lengths, model).
We offer an overview of the steps required to calculate the likelihood of a tree in
Computing Consequences 4.1. It will come as no surprise that biologists virtually
always perform the calculations with computers.

To reconstruct evolutionary history using likelihood, biologists run soft-
ware that adjusts the branch lengths of each possible tree to maximize the tree’s
likelihood, then compares the trees to find the one whose likelihood is highest
(Huelsenbeck and Crandall 1997). The winner is the maximum likelihood esti-
mate of the phylogeny. It is the tree with the best chance of producing the data.

Likelihood Likelihood 3 Likelihood
tEEEEEELEESF tEEFfEEEEE EEEEEFELE
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Figure 4.25 shows a simple example. It uses the data for the whale, hippo, pig,
and outgroup from Figure 4.22. With just three species in the ingroup, there are
three possible evolutionary trees. After the branch lengths have been optimized
for each tree, we find that the last tree has the highest likelihood. It indicates that
whales and hippos are more closely related to each other than either is to pigs,
and is consistent with the phylogenies for all eight taxa in Figures 4.24 and 4.23a.

="
s B

o

Outgroup

0.07 Substitutions Time

Figure 4.24 A maximum like-
lihood phylogeny Estimated
using PhyML, with all options at
their default settings (Chevenet
et al. 2006; Dereeper et al. 2008;
Guindon et al. 2010).

Figure 4.25 Finding the

tree with the highest likeli-
hood Before the trees are com-
pared, the branch lengths of each
are adjusted to maximize the
likelihood.

Using maximum likelihood

as a criterion for comparing
phylogenies, we prefer the tree
with the highest probability of
producing our data.
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Here we give an overview of how the likelihood of a
tree is calculated. For the details, see Felsenstein (2004).

As shown in , the likelihood of an evolu-
tionary tree is calculated from the tree itself, the branch
lengths on the tree in units of expected number of sub-
stitutions per site, a model of sequence evolution (a set
of numbers giving the probability of each possible sub-
stitution), and the aligned sequences that are the data.

As shown in Figure 4.26Db, the likelihood of the tree
is the probability of the data given the tree, the branch
lengths, and the model.

(@) The ingredients

The model of
DNA sequence
evolution

® C

The tree
Rl
bl
=

Outgroup

(b)
The branch lengths
L

G

The data

* AGTCCCCAXA GCTAAGGAGA ... TCCCTAAATC
h AGTCCCCAAA GCAAAGGAGA ... TCTCTAAATC
' AGATTCCAAA GCTAAGGAGA ... TCCCTAAATC

Outgroup AGTCCTCCAA ACTAAGGAGA ... CCCTTAAATC

How the likelihood of a tree is calculated
After Swofford et al. (1996); Graur and Li (2000); Huelsen-
beck et al. (2001).

[t is important to keep in mind that the likelihood of
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SEQUENCES 4.1

Calculating the likelihood of an evolutionary tree

This, in turn, is the product of the probability of the
nucleotides at site 1 in our set of sequences, the prob-
ability of the nucleotides at site 2, and so on.

The probability of the nucleotides at a given site is
the sum of the probabilities of each possible combina-
tion of nucleotides that can be assigned to the common
ancestors in the tree. With three species in the ingroup,
the tree includes two ingroup common ancestors. This
means there are 16 possible assignments of nucleotides.
The probability of any given assignment is a function
of the branch lengths and the substitution probabilities.

The calculation
<> AGTCCCCAXA GCTAAGGAGA ... TCCCTAAATC
<y < °
h -P h AGTCCCCAAA GCAAAGGAGA ... TCTCTAAATC ’n
L3 WP AGATTCCAAA GCTAAGGAGA ... TCCCTAAATC [ v °
Qg Outgroup AGTCCTCCAA ACTAAGGAGA ... CCCTTAAATC | Outareup
> A < <y -
=P ™ ™ x P ™ e by X .
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S
A A A A
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a tree is always calculated

using a specific model of sequence evolution. If we switch to a different model,
we may find that a different tree becomes the maximum likelihood estimate of

the phylogeny.

Searching for the Best of All Possible Trees

The procedure for estimating a phylogeny by maximizing either parsimony or
likelihood begins, as we have said, with the assumption that all possible trees are
legitimate hypotheses. The only way to be certain of finding the best tree is to
check them all. If we have more than a modest number of species, however,
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Distance matrix methods of phylogeny inference
take their name from a first step they share that distin-
guishes them from the methods, including parsimony
and maximum likelihood, that we discuss in the main
text. This first step is to calculate, from the data, a table
of pairwise evolutionary divergences (Swofford et al.
1996). We then estimate the evolutionary tree from
this distance matrix. One distance matrix method that is
commonly used to analyze sequence data is neighbor
joining (Saitou and Nei 1987).

Like many other methods, neighbor joining takes
as input genetic distances, or evolutionary sequence
divergences, scaled in units of substitutions per site. To

Introduction

calculate these from nucleotide sequences, we must rec-
ognize that as substitutions accumulate, the difference
between sequences saturates at 75% . To
see this, note that because there are just four nucleotides,
even a pair of randomly generated sequences should have
the same nucleotide at one site in four. We therefore
use a model of sequence evolution to convert percent
sequence differences to genetic distances. The arrows in
the figure show that in the model we have used here,
a sequence difference of 65% corresponds to a genetic
distance of 1.8 substitutions per site (Kimura 2-param-
eter model with a transition/transversion ratio of 2.0;
Kimura 1980). The distance matrix for the sequences
from Figure 4.22 appears in Figure 4.27b.

To estimate the phylogeny from the distance matrix
by neighbor joining, we start with a tree in which no

COMPUTING CONSEQUENCES

4 .2

Neighbor joining: A distance matrix method

pair of taxa is more closely related to each other than
either member is to any other species (Figure 4.27c).
This tree, in our case an eight-way polytomy, is un-
rooted. Unrooted trees do not encode information
about which direction time flows along their branches.
We will root the tree later using the outgroup.

We now try grouping a pair of taxa, such as the deer
and cow, as sisters (Figure 4.27d). We estimate the total
length of the resulting partially resolved tree from the
distance matrix. After trying all possible pairs, we pick
the grouping that results in the shortest total tree length.
We consider this winning pair resolved, and replace its
members in the distance matrix by the pair’s last com-
mon ancestor. We repeat the process until the tree is
tully resolved. The result is the tree in Figure 4.27e.

This unrooted tree shows evolutionary divergence,
but not direction. Connecting a root to the lineage
leading to the outgroup yields the tree in Figure 4.27f.
It is consistent with others estimated from the same data
(Figures 4.23a and 4.24). Whales are artiodactyls, and
their closest living relatives are the hippos.

Neighbor joining is not the most accurate method of
phylogeny inference, but it is reasonably good (Guin-
don and Gascuel 2003). It has the considerable advan-
tage of being fast, even with large data sets.

For the formulae used in the neighbor-joining algo-
rithm, see Felsenstein (2004). For the derivation of the
formulae, see Saitou and Nei (1987), Gascuel (1994),
and Gascuel and Steel (2006).

checking all possible trees is impractical. This is because the number of possible
trees increases rapidly with the number of taxa in the ingroup. With seven spe-
cies in the ingroup, as we have in the data in Figure 4.22, there are 10,395 pos-
sible trees. With 20 species, there are 8,200,794,532,637,891,559,375. Biologists
commonly want to estimate phylogenies for much larger numbers of taxa than
this. Even with the fastest computers, we cannot check all possible trees.

The problem is something like trying to find the highest point in a national
park while blindfolded. We could, in principle, walk a tight grid across the entire
park. After visiting every square meter, we would know for certain which point
is highest. But if the park is large, an exhaustive search would take a long time.

One way we could speed our quest is by attending to clues that entire regions
of the park can be ruled out. We need not search underwater, for example.
Another way is by always walking upward. This plan’s flaw is that it might leave
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(a) Converting sequence differences into genetic (b) The distance matrix
distances with a model of sequence evolution
— 70 ] e Cow Deer
S ] -
> 001 Deer 0.070
€ 50 -
o ] Whale 0.156 0.203
& 40 A
= 1 Hippo 0.149 0.194
o> 301
£ 20 Pig 0259 0.264
& 10 Peccary 0.339 0.340
K |
0 T T T T T )
00 05 10 15 20 25 30 Camel 0.290 0.346
Genetic distance (substitutions per site) Outgroup 0.323 0.357
(c) The initial star phylogeny (d) The star phylogeny with the

first pair of neighbors joined

b

- LS
o o Ap% ”
e O
o »

Whale Hippo Pig Peccary Camel

0.053

0.194 0.211

0.268 0.286 0.128

0.221 0.239 0.282 0.339
0.244 0.262 0.314 0.323 0.226

(e) The fully resolved unrooted phylogeny

= o,
"B
e

» A &

Outgroup Outgroup Outgroup
(f) The resolved r HCOW
phylogeny rooted ﬁ Deer
lc.’” the outgroup Estimating a phylogeny by neighbor
Ineage ,b Whale joining (a) The Kimura 2-parameter model of sequence
h . evolution (with a transition/transversion ratio of 2.0). After
Hippo Felsenstein (2004). (b) Distance matrix for the sequences
in Figure 4.22. Calculated with PHYLIP-dnadist (Felsenstein
— W Pig 2009). (c—e) Neighbor-joining analysis done with PHYLIP-
m Py neighbor, trees drawn with PHYLIP-drawtree (Felsenstein
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us trapped on a hill, unaware of higher peaks elsewhere in the park. But we could
overcome this by doing several searches, each starting from a different place.
Authors of phylogeny inference software use analogous strategies to speed the
search for the best of all possible trees (Felsenstein 2004). One strategy, called
branch and bound, eliminates groups of trees from consideration upon dis-
covering that all their members are worse than the best tree found so far. Other
strategies, collectively called heuristic searches, look for trees superior to the
current leader by rearranging the leader in various ways and evaluating the re-
sults. To avoid being trapped on a local peak, the search may be repeated from
difterent starting points. Or the search may be started with a tree we have reason
to believe may already be close the best possible tree, because it was constructed
with an algorithm that usually performs fairly well (Guindon and Gascuel 2003).
An example of such an algorithm is discussed in Computing Consequences 4.2.

20009). (f) Tree drawn with MEGAS (Tamura et al. 2011).

The number of possible trees is
usually so vast that we cannot
come close to evaluating them
all. Instead, we must use
computational shortcuts to find
the best hypothesis.
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(a) Original data (b) Bootstrap replicates (c) Majority-rule consensus
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Figure 4.28 Bootstrapping a phylogeny estimate After Baldauf (2003).

Estimating Uncertainty in Phylogenies by Bootstrapping

Once we have estimated a phylogeny, the first question we should ask is how
much confidence we can place in it. Does our conclusion that whales are artio-
dactyls, for example, depend on just a few characters in our data set that we were
lucky enough to capture, or is it supported by most of the characters?

The best way to find out would be to collect data for more characters and do
the analysis again. And again. If we replicated the study 100 times, and found that
97 of our estimated trees put whales within the artiodactyls, we could feel some
confidence in our conclusions. But this would take time and money we may not
have. A fast and cheap alternative is to use a computer to simulate replicating the
study. One such method, often used in other kinds of statistical analyses, is called
bootstrapping. A way to employ bootstrapping in phylogenetic analyses was
developed by Joseph Felsenstein (1985). His method can be used with any type
of phylogeny estimation. In Figure 4.28, we show its use in a parsimony analysis.

Figure 4.28a shows an imaginary data set for a whale, a hippo, a camel, and an
outgroup. For each animal we have a sequence of six nucleotides. The most par-
simonious phylogeny for our ingroup shows the whale and hippo as sister taxa.

To bootstrap this phylogeny we use our computer to make artifical data sets,
called bootstrap replicates, from our original data set (Figure 4.28b). We do this
by sampling at random, with replacement, from our original characters—the six
sites, each of which is shown in a different color. Notice that in our first repli-
cate, site 1 (black) happened to get chosen twice while site 3 (orange) got left out
altogether. In our second replicate, sites 4 (olive) and 6 (dark blue) got chosen
twice while sites 1 (black) and 5 (light blue) got left out.

We then estimate the phylogeny from each of the bootstrap replicates using
the same method we used on the original data. For our 1st, 3rd, 4th, and 5th
replicates, the most parsimonious tree has the whale and hippo as closest relatives.
For replicate two, the most parsimonious tree has the camel and hippo as sisters.

Finally, we draw a tree, called the majority-rule consensus phylogeny, contain-
ing all the monophyletic groups that appear in at least half of our bootstrap repli-
cates (Figure 4.28¢). The only clade within our ingroup that meets this criterion
is the one with the whale and hippo as sister taxa. We label the node at the base
of this clade with the percentage of replicates in which it appeared. This number,
the bootstrap support for the clade, estimates the confidence we can have that the

ingroup is monophyletic.)

Bootstrapping is the generation
of artificial data sets by random
sampling, with replacement,
from the actual data set.
Analyzing the artificial data
sets gives an idea of how much
the results might change if the
study were replicated many
times.
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presence of the clade in our reconstruction would hold up to modest changes in
the characters we sampled. In other words, high bootstrap support indicates that
the clade is a strong winner across our entire data set (Baldauf 2003).

When researchers bootstrap evolutionary trees, they typically generate 100 or
more replicates. Figure 4.29 shows bootstrap support, based on 1,000 replicates,
for several monophyletic groups in a maximum likelihood phylogeny estimated
from f-casein sequences 1,100 nucleotides long. There is a strong signal in this
data set (99% bootstrap support) indicating that whales belong to a monophyletic
group with cows, deer, hippos, pigs, and peccaries—embedded within the artio-
dactyls. There is also strong support (100%) indicating that whales are members
of'a more exclusive clade with cows, deer, and hippos. There is weaker support
(59%) tor the hypothesis that whales and hippos are sister taxa.

How closely this estimate resembles the true evolutionary history of the eight
species depends on how well the 3-casein gene represents the rest of the genome.
Analysis of different genes may yield different trees (see White et al. 2009).

Bayesian Phylogeny Inference

When we used maximum likelihood as our criterion for evaluating trees, we
calculated for each possible tree the probability of the data given the tree,
P(data|tree). This quantity is not the same as the probability of the tree given the
data, P(tree|data). And the probability of the tree given the data, also known as
the posterior probability of the tree, is what we really want to know. Bayes’
theorem provides a way to calculate it, by means of this formula (Bayes 1763):

P(data|tree)P(tree)
P(data)

The first term in the numerator on the right is the likelihood of the tree. The
second term, P(tree), is the prior probability of the tree. It is the probability
we assigned to the tree before taking into account the data. The denominator,
P(data), is the prior probability of the data. It is the sum of the values we obtain
by multiplying each possible tree’s likelihood by its prior probability (Huelsen-
beck et al. 2001). Thus we can calculate what we want—the probability of the
tree given the data—only if we are willing to supply prior probabilities for all
possible trees. Some biologists are comfortable doing this, and typically specify

P(tree|data) =

equal prior probabilities for all possible trees. Others are not (Felsenstein 2004).

Because the number of possible trees is usually enormous, we typically can-
not calculate their posterior probabilities analytically. However, we can find the
trees that have non-negligible posterior probabilities, and estimate what those
probabilities are, by using computer software that simulates sampling trees from
a population in which each possible tree is represented at a frequency equal to its
posterior probability (Huelsenbeck et al. 2001). The algorithm employed moves
from tree to tree, spending more time with trees that have higher likelihoods and
higher prior probabilities, and periodically takes a snapshot of the tree it is with.
After gathering a large number of snapshots, the computer can estimate posterior
probabilities by how often each possible tree appears in snapshot collection.

The appeal of Bayesian phylogeny inference is that its results are easy to
interpret. Figure 4.30 shows results from the 1,100-nucleotide B-casein sequences
used earlier. Figure 4.30a gives the posterior probabilities of the three trees that
appeared in the snapshots. These sum to 1. Figure 4.30b shows the consensus
tree based on majority rule among the snapshots. Each clade is marked with the
sum of the posterior probabilities of the trees it occurs in—its clade credibility.
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Comparing Methods of Phylogeny Inference

Having met a variety of methods for reconstructing evolutionary history from
sequence data, it is natural to ask how well they work. Researchers have sought
to answer this question by generating known evolutionary histories and checking
whether various methods of phylogeny inference can recover the true evolution-
ary trees. Sometimes the known evolutionary histories are for lineages of organ-
isms, such as viruses, grown in the lab (Hillis et al. 1992; Hillis et al. 1994; Sousa
et al. 2008). More often they are for sequences evolved by computer simulation
(Guidon and Gascuel 2003; Hall 2005; Kolaczkowski and Thornton 2005).

Such studies show that under optimal conditions, all the methods we have dis-
cussed—parsimony, maximum likelihood, neighbor joining, and Bayesian infer-
ence—recover the branching pattern in the true tree with accuracies approaching
100%. All the methods do better with the sequences that have diverged from
each other substantially (0.35 or more substitutions per site) but not so much that
their divergence is approaching saturation (less than about 65% sequence difter-
ence). Within this range, all the methods do better with longer sequences.

Which method is best? Neighbor joining is not quite as good as the others,
although its speed makes it a useful adjunct to the other methods. Parsimony,
maximum likelihood, and Bayesian inference all have strengths and weaknesses
(Felsenstein 1978; Kolaczkowski and Thornton 2005). For this reason research-
ers often use a variety of methods and check whether the trees they produce are
consistent with each other (Huelsenbeck and Hillis 1993; Hillis et al. 1994).

Phylogeny inference is an active area of research, and new methods are con-
stantly being devised. For example, Kevin Liu and colleagues (Liu et al. 2009;
Liu et al. 2011) have developed a likelihood-based method that simultaneously
estimates both sequence alignments and evolutionary trees. Scott Edwards (2009)
reviews the development of methods for combining evidence from different
genes to increase the number of independent characters analyzed and thereby
make more reliable estimates of the relationships among species.

Summary of Evidence Thus Far on Cetacean Evolution

In the process of discussing techniques for analyzing sequence data, we have
given the B-casein sequences a thorough workout. All of our trees point to the
same conclusion. Whales are not merely kin to artiodactyls, they are artiodactyls.
And our analyses provide some support for the hypothesis that whales and hippos
are sister taxa. A close relationship between hippos and whales has a certain intui-
tive charm because hippos are semiaquatic and whales fully so. The whale—hippo
hypothesis received additional strong support from Gatesy and colleagues’ (1999)
analyses of other genes besides 3-casein and other taxa.

Recall that the morphological evidence we reviewed tended to support the
hypothesis that whales are kin to artiodactyls rather than members of the clade.
The apparent conflict between the implications of the molecular versus morpho-
logical evidence prompted a continuing hunt of other sources of data. This led to
discoveries in both paleontology and molecular biology.

Toward a Resolution on Whales

The new molecular data clarifying the phylogeny of whales emerged before the
fossil finds. The molecular data in question are the presence or absence of DNA
sequences that occasionally insert themselves into new locations in a genome.
The genetic elements involved are called SINEs and LINE:s, for Short or Long
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David Hillis (1999) outlined the potential advantages of using SINEs and
LINEs in phylogeny inference. It is well established that transposition events,
in which a parasitic genetic element inserts itself in a new location in the host
genome, are relatively rare. As a result, it is unlikely that two homologous SINEs
would insert themselves into two independent host lineages at exactly the same
location. This kind of convergence is possible but improbable. Reversal to the
ancestral condition is also unlikely, because the loss of a SINE or LINE can usu-
ally be detected. When SINEs and LINEs are lost, it is common also to observe
the associated loss of part of the host genome. As a result, researchers can usually
tell if a particular parasitic gene is absent or has been lost. If convergence and re-
versal are rare or can be identified, then homoplasy is unlikely. SINEs and LINEs
should be extraordinarily reliable characters to use in phylogeny inference.

What do SINEs and LINEs have to say about whale evolution? Masato Nikai-
do and colleagues (1999) answered this question by analyzing 20 different SINEs
and LINEs found in the genomes of artiodactyls. The data for the taxa we have
been considering are given in Figure 4.31, along with a tree that shows how these
data map onto the whale + hippo tree. Look at each of the 20 genes in turn, and
note that the presence or absence of each SINE or LINE acts as a synapomorphy
that identifies exactly one clade in the phylogeny. Stated another way, there is no
homoplasy at all in this data set and thus no conflict among the characters when
they are mapped onto the tree. The analysis is remarkably clean and strongly cor-
roborates the conclusion from the DNA sequence studies.

Not long after Nikaido and coworkers published their conclusions, two
research teams simultaneously announced fossil finds that were characterized as
“one of the most important events in the past century of vertebrate palacontol-
ogy” (de Muizon 2001). The oldest of the fossils came from 48-million-year-old

Figure 4.31 Nearly perfect
phylogenetic characters? This
table shows the presence (1) or
absence (0) of a SINE or LINE

at 20 loci in the genomes of six
artiodactyls and a whale (Baird’s
beaked whale, Berardius bairdi).
Question marks (?) indicate loci
that are questionable in some
taxa. Data are from Nikaido et al.
(1999). The phylogenetic tree was
produced by a parsimony analysis
of these 20 characters. The pres-
ence of a SINE or LINE at loci 4-7
defines a clade of whales and
hippos.

Some molecular characters
come close to presenting ideal
cases for phylogeny inference.
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rocks and represented two species: the fox-sized Ichthyolestes pinfoldi and the wolf-
sized Pakicetus attocki (Thewissen et al. 2001). Both were long-legged, long-tailed
creatures that were clearly terrestrial. Both species show the synapomorphies in
the skulls and ear bones that identify the cetaceans, as well as the pulley-like
astragalus that diagnoses the artiodactyls (Figure 4.32). The same characteristics
are also present in two slightly more recent species, Artiocetus clavis (not shown
here) and Rodhocetus kasrani, dated to 47 million years ago (Gingerich et al.
2001). Taken together, the suite of new fossils confirm what the molecular
evidence has been telling us. Whales are artiodactyls (Uhen 2010). As shown
in the figure, the fossil record now documents that the transition to an aquatic
lifestyle took place in a lineage of artiodactyls that became today’s whales,
dolphins, and porpoises. Recent analyses of the fossil record have also identi-
fied an extinct group of semiaquatic artiodactyls as the sister group to hippos
(Boisserrie et al. 2005). This report creates a link between the ancestors of today’s
hippopotamuses and the ancestors of today’s whales, and suggests that both may
descend from the same semiaquatic ancestor (Orliac et al. 2010).

Remaining Issues

It would give us pleasure to be able to report that the morphological and
molecular evidence on the evolutionary affinities of whales are in now in com-
plete accord. Alas, we cannot do so.

Figure 4.32 Whales are
artiodactyls The fossils
pictured here document the
anatomy of animals bearing
derived skull characters diag-
nostic of cetaceans and derived
ankle characters diagnostic of
artiodactyls. The fossils also docu-
ment some of the changes that
occurred early in whale evolution
as members of this lineage made
the transition from land to water.
Ichthyolestes and Pakicetus, plus
Pakicetus astragalus after Thewis-
sen et al. (2001). Ambulocetus
redrawn from Thewissen et al.
(1994). Rodhocetus redrawn from
Gingerich et al. (2001). Rodhoce-
tus astragalus after Uhen (2010).
Basilosaurus redrawn from Ging-
erich et al. (1990).

Ichthyolestes and Pakicetus, plus Pakicetus as-
tragalus reprinted by permission from Macmillan
Publishers Ltd: Nature, ). G. M. Thewissen et al.,
2001, “Skeletons of terrestrial cetaceans and the
relationship of whales to artiodactyles,” Nature
413:277-281, Figures 1 and 2. © 2001 Macmil-
lan Magazines Limited. Rodhocetus from “Origins
of whales from early artiodactyls: Hands and feet
of Eocene Protocetidae from Pakistan,” Science
293:2239-2242, Figure 3, illustration Douglas
Boyer. © 2001 AAAS. Reprinted with permission
from AAAS.

Different kinds of evidence on
evolutionary relationships can
be used to cross-check each
other.
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Michelle Spaulding and colleagues (2009) assembled the most comprehensive
data set yet to evaluate the relationships among whales and their kin. The data
included several hundred physical characters and tens of thousands of molecular
characters. The taxa included 33 living species and 48 species known from fossils.
Using the entire data set, the researchers reconstructed a tree in which whales are
both artiodactyls and the closest living relatives of hippos. However, when the
researchers analyzed only the roughly 600 characters that fossilize—and gave no
more weight to astragalus shape than to any other character—their reconstruc-
tion yielded a tree in which the cetaceans branch outside the artiodactyls.

The consensus among specialists is that the molecular evidence—and the fossil
astragali—are probably giving us the correct answer (see Thewissen et al. 2009).
This implies that in the case of whales and their kin, morphological characters
show considerable homoplasy.

4.4 Using Phylogenies to Answer Questions

The first three sections of this chapter were focused on methods. Having dis-
cussed how researchers estimate evolutionary trees from data, we now turn to
examples showing how they use evolutionary trees to answer interesting ques-
tions. Our first question concerns whether tumor cells can escape the individual
in which they arise.

Can Tumor Cells Move from Patient to Patient?

Canine transmissible venereal tumor (CTVT) is a cancer that grows on the geni-
talia of dogs. As its name suggests, CTVT is contagious. Dogs contract it by cop-
ulating with other dogs that already have it. Other cancers exist that are known
to be induced by contagious agents. Cervical cancer in humans, for example,
is caused by infection with HPV, the human papilloma virus (Schiffiman et al.
2007); a vaccine is now available that protects against the strains responsible for
about 70% of all cases (Munoz et al. 2004). But many researchers who study
CTVT long suspected that this tumor was different. They believed the transmis-
sible agent was the tumor cells themselves.

Figure 4.33a shows how this hypothesis can be tested by reconstructing an
evolutionary tree of tumors and the dogs they are growing on. If CTVT moves
from dog to dog when tumor cells rub off one dog and stick to another, then the
tumors will be more closely related to each other than to the dogs they are living
on. If, on the other hand, each tumor is an abnormal growth of the patient’s own
cells, induced by an as yet undiscovered virus, then each tumor and its dog will
be closest relatives.

Claudio Murgia and colleagues (2006) performed just this test. The researchers
collected genetic samples from 11 CTVT patients and their tumors. They exam-
ined each sample’s DNA at 21 highly variable regions called microsatellites. They
used the genetic variation they observed to calculate pairwise genetic distances
among the samples. Then the researchers estimated the phylogeny of the samples
by neighbor joining. The resulting tree appears in Figure 4.33b. The tumors
are all more closely related to each other than any is to the dog it is growing
on. This result is consistent with the hypothesis that the tumor cells move from
dog to dog. In other words, in an evolutionary sense, CTVT is a lineage of dogs
(or wolves—see Rebbeck et al. 2009) that have ceased to live independently.
Instead, they survive as parasites on other individuals and reproduce by cloning.
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When Did Humans Start Wearing Clothes?

Some of our most basic questions about the history of life concern when major
events occurred. Some evolutionary events can be dated from the fossil record.
But what options are available when fossil data are missing? In at least some in-
stances, it should be possible to address questions about timing by analyzing mo-
lecular traits that change at a steady rate. This hypothesis, called the molecular
clock, originated with Emile Zuckerkandl and Linus Pauling (1962).

There are reasons to expect that some types of DNA sequences change in a
clocklike fashion. Many mutations change an individual’s DNA but not its phe-
notype. In most cases, mutations like these are not exposed to natural selection.
Instead, these neutral changes evolve by a random process called genetic drift.
As we will discuss elsewhere, the neutral theory of molecular evolution predicts
that neutral changes in DNA should accumulate in populations at a rate equal
to the mutation rate. If the mutation rate stays reasonably constant, and if gen-
eration times remain similar, then the number of neutral molecular differences
between two taxa should be proportional to the age of their most recent com-
mon ancestor. By counting distinct neutral mutations observed in two species
and multiplying by a calibration rate representing how frequently neutral changes
occur per million years, researchers can estimate when the species diverged.

Although the possibility of dating events from estimates of genetic divergence
is tantalizing, there are several important caveats. For example, it is critical to
realize that the mutation rate to neutral alleles will vary from gene to gene and
lineage to lineage, and even from base to base. For reasons explained in another
chapter, silent site changes in the third positions of codons are more likely to be
neutral with respect to fitness, and thus to accumulate at a clocklike rate, than
replacement changes that occur at the first and second positions in codons. And
if allele frequencies change rapidly due to strong selection at a particular gene, it
is unlikely that the mutations involved are accumulating in a clocklike fashion.
Finally, rates of change calibrated for a particular gene and lineage are unlikely to
work for other groups, which may have different generation times and selection
histories (Martin et al. 1992; Martin and Palumbi 1993; Hillis et al. 1996).

Even if clocklike change occurs in a particular gene and lineage, how can the
rate be determined? Investigators have to rely on the fossil or geological records.
The idea is to measure the genetic distance between two taxa whose divergence
date is known from fossil or geological data and then to use this calibration to
date the divergence times of groups that have no fossil record.

As an example of how researchers use molecular clocks to date events, con-
sider work by Ralf Kittler and colleagues (2003, 2004) on the origin of human
body lice. Body lice (Pediculus humanus corporis) are similar to head lice (Pediculus
humanus capitis). Body lice feed on the body but live in clothing (Figure 4.34a),
while head lice feed on the scalp and live in hair. Both species are restricted to
humans—chimpanzees and our other close relatives have their own specialized
species of lice.

Kittler reasoned that if human body lice are adapted to live in clothing, then
they must have diverged from human head lice about the time humans began
wearing clothes. Based on sequence data from head and body lice collected from
humans in 12 different populations from around the world, they estimated the
average percentage of bases that differed between head lice and body lice.

To convert this estimate of genetic divergence into chronological divergence,
the biologists analyzed homologous sequences in lice that parasitize chimps.

(a) Body lice making babies
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Figure 4.34 The evolution

of body lice (a) Body lice
(Pediculus humanus corporis).

(b) An evolutionary tree of head
and body lice. The last common
ancestor of all extant body lice
lived approximately 107,000 years
ago. Redrawn from Kittler et al.
(2003, 2004).
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They took from other sources, including the fossil record, an estimate that the
common ancestor of humans and chimps lived about 5.5 million years ago. By
assuming that the head lice of humans and chimps diverged at the same time their
host species did, the group estimated the percentage of bases that change per mil-
lion years. When they multiplied this rate by the amount of divergence observed
among body lice, they got an estimate of approximately 107,000 years ago for
the origin of body lice, and thus of clothing (Figure 4.34b).

How Did the Seychelles Chameleon Cross the Indian Ocean?

The effort to understand where organisms live and how they came to be there is
called biogeography. Biogeographers ask questions about why certain species
are found in certain parts of the world and how geographic distributions have
changed through time. When researchers turn to phylogenies for help in answer-
ing these types of questions, the research program is called phylogeography.
We will use phylogeographic approaches to study the origin and radiation of
human populations elsewhere (Chapter 20). Here we introduce the strategy by
following the trail of a curious lizard.

The Seychellean tiger chameleon (Calumma tigris), shown in Figure 4.35, is a
native of the Seychelles islands. The Seychelles are located in the Indian Ocean,
about 1,100 km northeast of Madagascar and some 1,600 km east of Africa. How
did a small lizard travel to such a remote outpost?

Because chameleons are poor swimmers, and even worse fliers, there would
seem to be two possibilities. One is that the chameleon simply stayed put and
rode the islands to their current position. The Seychelles were once part of the
supercontinent of Gondwana. When Gondwana broke up, the chameleon could
have traveled as a passenger as the Seychelles drifted out to sea. The second possi-
bility is that the chameleon reached the Seychelles by floating on a raft of vegeta-
tion, either from Madagascar or Africa. The first scenario is called the vicariance
hypothesis; the second is called the dispersal hypothesis.

Ted Townsend and colleagues (2011) sought to distinguish between these
hypotheses by reconstructing a phylogeny and using a molecular clock. The logic
is as follows. The breakup of Gondwana happened in stages. Some 160 million
years ago, the Indigascar landmass, which would later become India, Madagascar,

Figure 4.35 The Seychellean
tiger chameleon Photo by
Hans Stieglitz.
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and the Seychelles, separated from Africa. About 88 million years ago, Mada-
gascar separated from the India—Seychelles landmass. Finally, about 65 million
years ago, India and the Seychelles separated from each other (Figure 4.36a). If
the tiger chameleon went along for the ride, we might expect that it would be
most closely related to other chameleons from India or Madagascar, and that its
last common ancestor with them would date to at least 65 to 88 million years
ago (Figure 4.36b). This is what Peng Zhang and Marvalee Wake (2009) found
for Seychellean caecilians. If, on the other hand, the tiger chameleon reached the
Seychelles by raft, it might share a much more recent common ancestor with
chameleons from Madagascar or Africa, depending on where it came from.

Townsend and colleagues used sequence data to reconstruct a phylogeny of
42 species of chameleons and used a molecular clock to estimate their divergence
times. A simplified phylogeny appears in Figure 4.36¢. The Seychellean chame-
leon’s closest living relatives are African. Its last common ancestor with these
kin lived roughly 40 million years ago. This rules out the vicariance hypothesis,
instead suggesting that the tiger chameleon traveled by sea.

Confirmation that chameleons can disperse by raft over open ocean comes
from the chameleons of the Comoros archipelago and Reunion island (Raxwor-
thy et al. 2002). The Comoros and Reunion are volcanic, and have never been
connected to any mainland. These are impressive journeys for such small lizards.
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SUMMARY

Evolutionary trees, also known as phylogenies, summa-
rize estimated histories of descent and diversification.
Time flows along an evolutionary tree from the root,
the common ancestor of the lineages depicted, toward
the tips, the most recent descendants. Lineages on a
phylogeny that share more recent last common ances-
tors are considered to be more closely related.
Estimating phylogenies is central to much of con-
temporary evolutionary biology. In the absence of con-
vergence and reversal, we can reconstruct the history
of a group of organisms by identifying shared derived
characters—also known as synapomorphies. These
identify groups of taxa that are all more closely related
to each other than any is to taxa outside the group.
Such a set, consisting of all descendants of a common
ancestor, is called a monophyletic group, or clade.
Convergence and reversal create conflict among
shared derived characters, thereby complicating our
efforts to reconstruct history. To estimate phylogenies
under these circumstances, we consider all possible
evolutionary trees for the taxa of interest. We evalu-
ate each tree for the minimum number of evolutionary

changes it requires—also known as its parsimony—and
choose the tree or trees that require the least evolution.

Molecular characters, such as nucleotide or amino
acid sequences, are a common kind of evidence used in
estimating phylogenies. After aligning a set of sequences,
we can treat each site as a character. We search the for-
est of all possible trees, seeking the most parsimonious.
Or we can use other criteria to identify the tree that
offers the best estimate of evolutionary history. We can
use likelihood, the probability of the data given the tree
and a model of sequence evolution. If we are willing to
specify prior probabilities for all possible trees, we can
also use Bayesian posterior probability, the probability
of the tree given the data.

The number of possible trees is typically so vast that
even with fast computers, it is impossible to search for it
exhaustively. Researchers instead use a variety of short-
cuts, including starting our search at a tree estimated
from genetic distance data, to increase our chances of
finding the best tree in a reasonable amount of time.

Biologists use estimated phylogenies to answer ques-
tions in fields ranging from medicine to conservation.

QUESTIONS

1. According to the evolutionary tree in Figure 4.37,
which is more closely related to rodents: shrews and
moles, or primates? Explain how the tree shows this.

2. According to the evolutionary tree in Figure 4.37,
which lived earlier: the last common ancestor of whales
and pigs, or the last common ancestor of whales and
bats? Explain how the tree shows this.

3. Sketch a version of the tree in Figure 4.37 in which
whales, hippos, pigs, perissodactyls, carnivores, and pan-
golins appear in a different vertical order on the page,
yet are depicted as having the same relationships.

4. In the tree in Figure 4.37, identify a monophyletic group
to which the aardvark belongs. Who else is a member?
Identify a larger clade that it also belongs to.

5. What is a synapomorphy?

6. High-crowned teeth that are well suited for grazing are
found in some rodents, rabbits and hares, most even-
toed hoofed animals, horses (which are perissodactyls),
and elephants. According to the evolutionary tree in
Figure 4.37, are high-crowned teeth a synapomorphy or
a product of convergent evolution?

Whales Figure 4.37 Phylogeny
Hippos of the mammals From
Pigs Murphy et al. (2001).
Perissodactyls

Carnivores

Pangolins

Bats

Shrews, moles

Rodents

Rabbits

Lemurs

Tree shrews

Primates

Sloths, anteaters

Armadillos

Tenrec, golden mole
Elephant shrews
Aardvark

Sirenian

Hyrax

Elephants

Marsupials

Outgroup
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Common ancestor

Living species

Figure 4.38 Four fish and their common ancestor

7. Assuming the four living species in Figure 4.38 evolved
from their common ancestor without convergence or
reversal, reconstruct their evolutionary relationships
and label the transitions. Which evolved first: stripes, or
spiky back fins? How do you know?

6

g

:

4

i

4

y

Outgrou

Figure 4.39 Three fish and an outgroup

8. The four fish in Figure 4.39 evolved from a common
ancestor with some homoplasy. What are the possible
evolutionary trees for the ingroup? Which is the most
parsimonious?

9. What is homoplasy? Why does homoplasy make it more
challenging to estimate evolutionary history?

10. Referring to the information in Figure 4.10, explain
why the bones found in bird wings and bat wings are
homologous. Then explain why the use of the forelimb
for powered flight is a convergent trait in birds and bats.

11. What is the difference between a molecular phylogeny
reconstructed by parsimony versus maximum likelihood?

12. Why is it seldom possible to exhaustively check all pos-
sible trees for a suite of taxa? What are some shortcuts?

13. A clade in a phylogeny bears a label at its base giving a
bootstrap support of 97%. What does this mean?

4: Gibbon
Siamang

Gorilla

Chimpanzee

Common Bonobo

ancestor —
of —

Human

Old World - Orangutan
primates ———— Barbary macaque

Lion-tailed macaque

Rhesus macaque

Crab-eating macaque

Stump-tailed macaque
Assamese macaque
Bonnet macaque

Barbary
. macaque
Chimp g Lion-tailed
macacque
Human
Assamese
macaque
Rhesus macaque
Bonnet
macaque

Crab-eating .
macague Stump-tailed
macacque

Figure 4.40 Phylogenies showing the relationships of
some Old World primates (Branch lengths are not scaled.)

14.

15.

16.

17.

Examine the three primate phylogenies shown in Figure
4.40. Do the three phylogenies show the same relation-
ships and the same order of branching? Do the phylog-
enies appear to lend difterent levels of support to the
misconception that humans are the “highest” species of
primate? Explain.

Historically, some scientists hypothesized that dogs are
derived from wolves. Other scientists thought that some
breeds of dogs were derived from wolves, while others
were derived from other species of wild canids, such as
jackals. Sketch the evolutionary trees for wolves, dogs,
jackals, and coyotes under each hypothesis. Explain why
the trees look different.

Sketch the tree you would expect for dogs, wolves,
jackals, and coyotes if dogs are derived from wolves, but
different breeds are derived from different wolf popula-
tions. (Include several lineages of wolves and dogs.)
Darwin maintained that among living species, there is
no such thing as a higher (more evolved) or lower (less
evolved) animal or plant. Explain what he meant.
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Proceedings of the National Academy of Sciences, USA 107: 2113-2117.
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Meredith, R. W., J. Gatesy, et al. 2009. Molecular decay of the tooth
gene Enamelin (ENAM) mirrors the loss of enamel in the fossil
record of placental mammals. PLoS Genetics 5: ¢1000634.
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an attempt to recover molecular sequences from a

dinosaur and place them on a phylogeny, see:

Organ, C. L., M. H. Schweitzer, et al. 2008. Molecular phylogenet-
ics of mastodon and Tyrannosaurus rex. Science 320: 499.
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For a reanalysis of the raw data, see:

Bern, M., B. S. Phinney, and D. Goldberg. 2009. Reanalysis of Tyran-
nosauris rex mass spectra. Journal of Proteome Research 8: 4328—4332.

Finally, for sequences recovered from another dinosaur
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Schweitzer, M. H., W. Zheng, et al. 2009. Biomolecular charac-
terization and protein sequences of the Campanian hadrosaur B.
canadensis. Science 324: 626—631.

21. In Chapter 1, we discussed the use of a molecular
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ing a doctor who intentionally infected a patient

with HIV. For two more cases in which molec-
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knowingly transmitting HIV, see:

Scaduto, D. I, J. M. Brown, et al. 2010. Source identification in
two criminal cases using phylogenetic analysis of HIV-1 DNA se-
quences. Proceedings of the National Academy of Sciences, USA 107:
21242-21247.

22. For an estimated phylogeny used to trace the ori-
gin of the human malaria parasite, see:

Liu, W., Y. Li, et al. 2010. Origin of the human malaria parasite Plas-
modium falciparum in gorillas. Nature 467: 420—425.

Compare to an earlier result. Which is more credible?

Rich, S. M., F. H. Leendertz, et al. 2009. The origin of malignant
malaria. Proceedings of the National Academy of Sciences, USA 106:
14902-14907.

23

The phylogeny in Figure 4.10 features an unre-
solved polytomy for lizards and snakes versus turtles
versus crocodilians and birds. For a late-breaking
study that attempts to resolve this polytomy, see:
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Varation Among Individuals

e humans show tremendous variation in body size and a great va-

riety of other traits. Indeed, the ways in which we differ from one

another are so numerous and so obvious that we have little trouble
distinguishing among the thousands of people we meet over a lifetime.

Ann McKellar and Andrew Hendry (2009) wondered why humans seem to be
more variable than other species. One possibility is that humans are more variable.
Another possibility, however, is that we just pay more attention to the variation
among people. We tend to perceive humans as individuals, but other organisms
as examples of their type (see Nettle 2010). McKellar and Hendry scoured the
literature for data that would let them calculate coefficients of variation for body
length in animal species and for height in human populations. The coefficient of
variation (CV), defined as the standard deviation of a sample divided by the mean,
allows us to compare the variablity present in sets of things as different as apples
and oranges. The graph at right compares the distribution of CVs for male body
length in 210 animal species and male height in 99 human populations. The pat-
terns for female length and height look the same. The data show that, compared
to other animals, the variation in height among humans is actually rather modest.
Whether we notice it or not, variation among individuals is ubiquitous.

Tracy McGrady (6 feet, 8 inches)
and Muggsy Bogues (5 feet,

3 inches) illustrate variation in
height. Data compiled by Ann
McKellar and Andrew Hendry
(2009) show that human height
variation is modest compared to
body length variation in other
animals.
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Variation among individuals is the raw material for evolution. Figure 5.1 shows
more examples. But to serve as raw material for evolution, the variation must
exhibit a particular property. It must be transmitted genetically from parents to
offspring.

In this chapter we explore variation in detail. In the first section we consider
three different kinds of variation, the mechanisms behind them, and the role they
play in evolution. In Sections 5.2, 5.3, and 5.4 we consider the ultimate source
of genetic variation: the mutations that generate new alleles, new genes, and new
chromosomes. Finally, in Section 5.5, we discuss the rates at which mutations
occur, how they alter the fitness of the individuals that carry them, and how rates
and fitness effects influence the long-term evolution of populations.

5.1 Three Kinds of Variation

Throughout this chapter, and the rest of the book, it will be useful to distinguish
three different kinds of variation among individuals. These are genetic varia-
tion, environmental variation, and genotype-by-environment interac-
tion. Some of these terms may be unfamiliar, but the reader is likely already
acquainted with the kinds of variation they describe.

Consider the variation in skin color among humans. Newborns show differ-
ences in skin color as a result of differences in the genes they have inherited from
their parents (Parra 2007). This is genetic variation.

In addition, individuals change their color upon exposure to sunlight—that is,
they tan (Miyamura et al. 2011). Identical twins may have matching skin tones
until one spends winter break sunbathing in the Caribbean while the other stays
home to study in the library. This is environmental variation.

Finally, people differ in their ability to tan as a result of differences in the genes
they have inherited from their parents (Han et al. 2008; Nan et al. 2009). When
two friends with similar skin colors spend a day at the beach, one may turn
brown while the other turns red. This is genotype-by-environment interaction.

Before exploring these three kinds of variation in more detail, it will be help-
ful to review the fundamental machinery of life.

The Machinery of Life

Much of the structure of living things is provided by proteins. Proteins also carry
out much of the work of being alive. It is because they contain different proteins
that the cells shown in Figure 5.2 are able to perform different functions. Red
blood cells contain large amounts of a protein called hemoglobin, which picks

(a) Red blood cells

(b) Goblet cell (9 Rod cels

Figure 5.1 Variation among
individuals Top, whiskerbrush
(Linanthus ciliatus). Photo by Eric
Knapp. Center, bat stars (Asterina
miniata). Bottom, variable ground
snakes (Sonora semiannulata).
Photo by Alison Davis Rabosky
and Christian Cox.

Figure 5.2 Different kinds of
cells are distinguished by the
proteins they make (a) Human
red blood cells are filled with
hemoglobin. (b) Human goblet
cell filled with mucigen (red).

() Human rod cells (blue) contain
rhodopsin.
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up oxygen when the cells pass through the lungs and drops it off when they pass
through other tissues. Goblet cells, found in the lining of the small intestine,
manufacture granules, of a protein called mucigen. When a goblet cell releases
these granules, they combine with water to make mucin, a component of the
mucus that lubricates the intestine. Rod cells, which serve as light detectors in
the eye, contain a light-absorbing protein called rhodopsin.

Proteins are chains of amino acids. The 20 difterent amino acids that serve as
components of proteins have diverse chemical properties. The properties of the
amino acids in a given protein, and the order in which they are strung together,
cause the protein to coil and fold into a characteristic three-dimensional shape.
A model of the shape of hemoglobin appears in Figure 5.3. A protein’s three-
dimensional shape is crucial to its ability to perform its life-sustaining functions.

Organisms carry instructions for how to build the proteins they use, as well as
for when, where, and in what quantities to make them, in their genetic material.
The genetic material is RNNA in some viruses. In other viruses, and all cellular
forms of life, the genetic material is DNA. For the remainder of this section, we
will focus on DNA-based organisms.

A DNA molecule is shaped like a twisted ladder, or double helix (Figure 5.4).
Each half of the ladder is a chain of nucleotides. Each nucleotide consists of a
phosphate group, a sugar called deoxyribose, and a base. The four bases found in
DNA-—adenine, thymine, guanine, and cytosine—give the four kinds of DNA
nucleotides the abbreviated names A, T, G, and C. The bases in opposing strands
pair to form the rungs of the ladder. A always pairs with T. C always pairs with
G. Because of this, the two opposing strands in a DNA molecule are comple-
mentary. If we know the sequence of A’s, T’s, G’s, and C’s on one strand, we
can infer the sequence on the opposing strand.

The protein-specifying information carried by a DNA molecule is encoded in
the order of the A’s, T’s, G’s, and C’s along its nucleotide strands. In portions of
the molecule called coding regions, cells read the sequence of bases (along one
strand or the other) as a series of three-letter words. Each word, or codon, speci-
fies that a particular amino acid goes in a particular position in the encoded pro-
tein. A nucleotide sequence encoding plans for making a protein is called a gene.

Genes in organisms are embedded in long DNA molecules called chromo-
somes. A typical chromosome carries numerous genes. The physical location of
a gene on a chromosome is called the gene’s locus. Figure 5.5 shows the loci of a
few of the hundreds of protein-encoding genes on human chromosome 7.

The number of chromosomes, their sizes, the genes they contain, and the loci
where those genes appear are similar across individuals in a species. Humans,
for example, have 23 pairs of chromosomes containing roughly 22,500 protein-
encoding genes (Pertea and Salzberg 2010). In contrast, chimpanzees have 24
pairs of chromosomes, dogs have 39 pairs, and wine grapes have 19.

The corpus of genetic instructions carried by an individual is called its ge-
nome. When organisms reproduce, they copy their genomes and bestow copies
on their offspring.

With this background in mind, we can consider the mechanisms responsible
for genetic variation, environmental variation, and genotype-by-environment
interaction. Genetic variation is the result of differences among individuals that
are encoded in their DNA. The instructions written in different individuals’
genes may specify different versions of particular proteins, or they may specify
the manufacture of certain proteins in different quantities or different times or

Figure 5.3 A three-dimen-
sional model of hemoglo-
bin From Richard Weeler
(Zephyris) 2007.

DNA Double Helix

Complementary chains of
A's, T's, C's, and G's

Figure 5.4 The DNA double-
helix

Pendrin

— :// CFTR

—— — Leptin

— Taste receptor,
type 2, member 38

Figure 5.5 Some of the genes
on human chromosome 7

From the National Center for Bio-
technology Information.
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places. Environmental variation arises when external factors influence how much
protein is made from particular genes, or how the proteins work. When individ-
uals experience different environments, they make different amounts of proteins
or show differences in protein function. Genotype-by-environment interaction
is the result of differences among individuals that are encoded into their DNA
and that make them difter in their sensitivity to environmental influences. Ditffer-
ent individuals thus react differently to a changing environment.
We will illustrate these generalizations with examples.

Genetic Variation

Humans show considerable variation in their perception of taste. One way to
demonstrate this variation is to offer people small quantities of the chemical
phenylthiocarbamide (PTC). Some individuals find it intensely bitter and un-
pleasant; others can scarcely taste it at all (Wooding 2006).

An experience of taste begins at a taste receptor protein in the surface mem-
brane of a taste receptor cell in a taste bud on the tongue (Yarmolinsky et al.
2009). Taste receptor proteins have diverse shapes and chemical properties. Each
kind of taste receptor protein binds with a subset of the chemicals in food, cor-
responding to sweet, sour, salty, umami (savory), and bitter flavors (Figure 5.6a).
When the right chemical binds to the receptors on its membrane, a taste receptor
cell sends nerve impulses to the brain. The brain integrates messages from taste
receptors across the tongue and generates a conscious sensation of flavor.

The receptor proteins responsible for bitter flavors are the type 2 taste re-
ceptors (TAS2Rs). The one that binds PTC is TAS2R38, encoded by a gene
on chromosome 7 (see Figure 5.5). The coding region of the gene specifies a
sequence of 333 amino acids. Un-kyung Kim and colleagues (2003) examined
the TAS2R38 genes of a number of individuals. They found three places where
different versions of the gene encode different amino acids. The 49th codon in
the gene may specify either proline or alanine, the 262nd codon may specify ei-
ther alanine or valine, and the 296th codon either valine or isoleucine. Different
versions of a gene are called alleles. The most common TAS2R 38 alleles, named
for the amino acids they specify at the variable sites, are AV and PAV.

Everyone has two chromosome 7s: one inherited from their mother, the
other from their father. The two chromosomes may carry the same allele of the
TAS2R 38 gene, or they may carry different alleles. The combination of alleles an
individual carries is called his or her genotype. Considering just alleles A 1T and
PAV, the three possible genotypes are AVI/AVI, AVI/PAV, and PAV/PAV.

The suite of traits an individual exhibits is called his or her phenotype. The
aspect of phenotype we are interested in here is sense of taste. To show that
TAS2R 38 genotype influences sensory phenotype, Richard Newcomb and col-
leagues (2012) asked people with different genotypes to taste a standard PTC
solution and rate the intensity of the flavor. Figure 5.6b presents the results.
There is variation among the subjects plotted on each graph, showing that factors
other than TAS2R 38 genotype influence an individual’s sensitivity to PTC. But
TAS2R 38 genotype clearly matters (see also Bufe et al. 2005). Individuals with
genotype PAV/PAV are most sensitive, those with AVI/AVT are least sensitive,
and those with AVI/PAV fall in between. Switching just 3 of the 333 amino acids
in TAS2R38 changes the protein’s shape and/or chemical properties enough to
alter either the protein’s ability to bind PTC (Figure 5.6¢), its ability to trigger a
nerve impulse in response to binding, or both (see Biarnés et al. 2010).

(a) Chemicals in food
Taste
Taste receptor cell receptor
in taste bud protein
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Figure 5.6 Genetic variation
for bitter taste perception

(a) Taste receptors bind chemicals
in food. (b) PTC tastes different to
people with different versions of
TAS2R38, perhaps because (c) the
version encoded by allele PAV
binds PTC more strongly. Graphs
from Newcomb et al. (2012).
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PTC does not naturally occur in food. The ability to taste it might seem un-
important. However, different versions of TAS2R 38 also respond difterently to
other bitter flavors (Sandell and Breslin 2006). Among these flavors are chemicals
found in broccoli and its relatives, including mustard greens, turnips, and horse-
radish. People with genotype PAT/PAV rate these vegetables as more bitter than
do people with genotype AVI/AVI. There is some evidence that AVI/AVTindi-
viduals eat more vegetables than individuals with other genotypes (Tepper 2008;
Dufty et al. 2010; but see Gorovic et al. 2011).

@‘3 Eggs
9?7 and sperm:
O Haploid,
1x23=23

Adult: [a—
Diploid, QIOY‘ Ertilizatiop
2x23=46 Q‘Q AV/ AV//AV/ AV//PAV
®

Q
F* OZygote: M O
Diploid, 2 x 23 = 46 PAV  AVIPAV PAVIPAV

To the extent that differences among individuals in the ability to taste bitter
flavors are due to differences in genotype, they are transmitted from parents to
offspring. Figure 5.7a shows the human life cycle. The figure does the book-
keeping for chromosome counts, highlighting chromosome 7 as an example. For
most of our life cycle, our cells carry two chromosome 7s. When we make gam-
etes, each egg or sperm receives a copy, selected at random, of one chromosome
7 or the other. When egg and sperm unite, they yield a zygote that once again
has two chromosome 7s. If the gametes were produced by parents who both
carried allele AVI on one chromosome 7 and allele PA1 on the other, then all
three genotypes are possible among the oftspring (Figure 5.7b). In a large sample
of offspring, we expect the genotypes to occur in a 1:2:1 ratio.

Given that the PAT allele tends to make people who carry it dislike broccoli
and related vegetables, and that eating vegetables is good for one’s health, we
might expect that individuals with allele PAT would be less likely to survive and
reproduce, and that the allele would disappear. Consider, however, that vegeta-
bles contain natural toxins—an adaptive trait that discourages animals from eating
them. Consuming a healthy diet thus requires balancing one’s intake of nutri-
tious plants against one’s ingestion of the toxins they contain, some of which
taste bitter. That alleles PA1 and AVT are both common in human populations
all over the world suggests that historically the best genotype for survival and
reproduction has been AVI/PAV (Wooding et al. 2004).

Stephen Wooding (2005, 2006) speculates that although the version of the
PTC receptor encoded by allele AV 1s less sensitive to the toxins in broccoli
and its kin, it is perhaps more sensitive to toxins found in other plants. If this is
so, then individuals with genotype AVI/PAV would be able to detect a wider
variety of toxins in their food than individuals with either genotype AVI/AVI or
PAV/PAV. Such individuals might have an advantage in seeking a nutritious diet
that avoids an overdose of any particular plant toxin. Note that this is a hypoth-
esis, not an established fact. It will have to be tested with careful experiments.

Figure 5.7 The human life
cycle (a) We spend most of our
lives in a diploid phase, carrying a
complete set of chromosomes re-
ceived via the egg and a complete
set received via the sperm. Each
gamete we make receives one
member of each chromosome
pair. (b) We can thus use a Pun-
nett square to calculate the odds
that a zygote will have a particu-
lar genotype.

Genetic variation consists of
differences among individuals
that are encoded in the genome
and transmitted from parents to
offspring.
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Genetic Variation and Evolution

We have already discussed other examples of genetic variation. We have looked
at genetic variation among HIV virions in their susceptibility to the antiretroviral
drug AZT as well as genetic variation among humans in the susceptibility to HIV
infection. We have considered genetic variation among sticklebacks in the extent
of body armor and genetic variation in fruit size in tomatoes. We will see many
more examples throughout the book.

We have also discussed the role of genetic variation in evolution. Because
genes are passed from parents to offspring, genetic variants associated with higher
survival and reproductive success automatically become more common in popu-
lations over time, while variants associated with untimely death and reproductive
failure disappear. Genetic variation is the raw material for evolution.

But there is more to the story of variation and evolution. That is why we now
turn to environmental variation.

Environmental Variation

Our example of environmental variation concerns a prey species, the water flea,
and its predator, a larval insect. The fossil record shows that phantom midges
have been eating water fleas for 145 million years (Kotov and Taylor 2011).

Water fleas are tiny freshwater crustaceans that inhabit lakes and ponds all
over the world (Lampert 2011). Among the traits that make water fleas useful for
the study of environmental variation is that when conditions are auspicious they
reproduce by cloning, switching to sexual reproduction only when conditions
deteriorate. Also useful is that certain environmental cues trigger changes in their
morphology, physiology, and behavior. Together these characteristics make it
possible for researchers to expose genetically identical water fleas to difterent cues
and get a pure look at how changes in the environment influence phenotype.

The water flea Daphnia pulex suffers substantial predation by phantom midge
larvae, but only at certain times and places. Daphnia pulex is capable of develop-
ing a morphology that is well defended against phantom midges (Figure 5.8a).
It can nearly double the strength and thickness of its carapace and grow ridges,
called neckteeth, on the back of its head (Laforsch et al. 2004). These defenses
are costly, however (Hammill et al. 2008). Apparently as a result, D. pulex has
evolved the capacity to grow anti-midge armor only when it smells midges. The
water fleas in Figure 5.8 look difterent not because they carry different genes, but
because they have been exposed to different chemical environments.

The chemical the water flea can detect emanating from phantom midges
remains to be identified. Biologists refer to it by the generic term kairomone.
Daphnia pulex’s growth of armor in response to phantom midge kairomone is an
example of an inducible defense.

Hitoshi Miyakawa and colleagues (2010) suspected that to grow anti-midge
armor, a water flea has to boost its production of a variety of proteins involved
in development. The researchers exposed Daphnia pulex to kairomone from the
phantom midge Chaoborus flavicans and compared them to genetically identical
unexposed individuals. The researchers looked at the production, or expres-
sion, of dozens of candidate proteins they had reason to think, from earlier
research, might play a role in Daphnia’s inducible defenses. They measured pro-
tein production indirectly, by quantitying the production of messenger RNA,
the molecular intermediary that carries genetic information from the DNA in the
nucleus to the ribosomes in the cytoplasm where proteins are built.

Environmental variation
consists of differences among
individuals due to exposure to
different environments. One
way environments can influence
phenotype is by altering gene
expression.
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(a) Juveniles that
smell phantom midge larvae grow neck teeth and other defenses.

Figure 5.8 Inducible defenses in Daphnia

The graph in Figure 5.8b shows the expression of 29 candidate genes in kai-
romone-exposed D. pulex relative to their expression in unexposed individuals.
In every case, the exposed water fleas made more messenger RNA and thus pre-
sumably more protein. The proteins with the largest increase in expression upon
exposure to kairomone were extradenticle (exd), juvenile hormone acid methyl-
transferase (JHAMT), and tyramine beta-monooxygenase (TBM). Exd acts dur-
ing development to influence the identity of appendages in arthropods. JHAMT
is an enzyme required for the synthesis of juvenile hormone, a major regulator
of arthropod development. TBM is an enzyme that catalyzes the synthesis of
neurotransmitters, chemicals used by nerve cells to send messages to each other.

Many details remain to be discovered, but Miyakawa’s results show that the
mechanism by which D. pulex changes its phenotype when it smells phantom
midges involves changes in the production of a variety of proteins.

Environmental Variation and Evolution

Many other organisms alter the identity or quantity of the proteins they make
in response to changes in the environment, thereby altering their phenotype.
Human athletes living at low altitude, but training at simulated high altitude,
produce more vascular endothelial growth factor (VEGF) than athletes living and
training at low altitude (Hoppeler and Vogt 2001). The extra VEGF stimulates
the growth of capillaries in the muscles. Environmental variation is ubiquitous.

The non-genetic influences on protein expression, and thus phenotype, even
include chance. The Escherichia coli bacteria in Figure 5.9 are genetically identical.
Michael Elowitz and colleagues (2002) inserted into the DNA of their common
ancestor two copies of the gene for green fluorescent protein (GFP). The two
copies encode distinct variants of GFP that emit different colors of light when
they fluoresce. They are controlled by identical promoters—the switches that
turn genes on or off. A bacterium making equal amounts of both versions of GFP
would be yellow, a cell making more of one version would be green, and a cell
making more of the other version would be orange. The explanation for the di-
versity of colors in the photo is random variation in the interactions between the
promoters and the regulatory proteins that activate and deactivate them.

Despite its ubiquity, environmental variation supplies no raw material for evo-
lution. This is because environmentally induced changes in phenotype are not
transmitted to future generations. Whether a water flea born by clonal repro-
duction has neckteeth is determined not by the genes she inherits, but by the

2 2.5 3 3.5 4

Relative expression
(kairomone-exposed + control)

Photo by Christian Laforsch. (b) This involves boosting produc-
tion of many proteins. From data in Miyakawa et al. (2010).

Figure 5.9 Random variation
in protein production in genet-
ically identical bacteria These
cells are different colors be-

cause they are making different
amounts of two fluorescent pro-
teins. From Elowitz et al. (2002).
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Under Darwin’s theory of evolution by natural selec-
tion, populations change from one generation to the
next if there is particulate—that is, non-blending—in-
heritance of variable traits associated with fitness. There
are examples of environmental factors that induce phe-
notypic changes subsequently transmitted to offspring
(Cropley et al 2006; Li et al. 2011). Could such envi-
ronmental variation provide raw material for evolution?

One mechanism of non-genetic inheritance in-
volves the chemical modification—attachment of a
methyl group—of cytosine nucleotides in DNA (Rich-
ards 2006). These and other modifications, some-
times referred to as epigenetic marks, are managed
by enzymes encoded in the genome and can influence
phenotype by altering gene expression. Epigenetic
marks may be transmitted from parent to offspring be-
cause they are copied during DNA replication or even
because they trigger behavior by parents that provokes
their fresh establishment in offspring (Danchin et al.
2011). In some cases, including that of the toadflax
variant shown in , epigenetic marks can be
propagated for many generations (Cubas et al. 1999; Jo-
hannes et al. 2009). Researchers working with bacteria
and plants have found evidence that a few generations
of selection on populations in which most of the varia-
tion is epigenetic, rather than genetic, can produce lin-
eages with measurably distinct phenotypes (Adam et al.
2008; Hauben et al. 2009). Together these facts suggest
that environmentally induced epigenetic differences
could, in principle, serve as raw material for evolution.

This suggestion is tempered by consideration of the
crucial functions epigenetic marks serve in organisms.
There are at least three (Feng et al. 2010; Shea et al.
2011). Epigenetic marks silence transposons, integrated

Epigenetic inheritance and evolution

(a) Typical toadflax (b) Radially symmetrical variant

A heritable epigenetic variant

(a) Typical
flowers of common toadflax (Linaria vulgaris). (b) Radially sym-
metrical flowers from a plant of the same species. This variant
was described by Linnaeus over 250 years ago and has been
inherited since (Paun et al. 2010). It is caused by epigenetic
marks that prevent expression of a gene called Lcyc (Cubas et
al. 1999). From Grant-Downton and Dickinson (2006).

viruses, and other genomic parasites. They allow indi-
viduals to communicate to their offspring, and some-
times their grand-offspring, useful information about
the state of the environment they are likely to encoun-
ter (Whittle et al. 2009; Scoville et al. 2011). And in
multicellular organisms, they facilitate and maintain cell
differentiation. Nicholas Shea and colleagues (2011)
point out that the latter two functions require that epi-
genetic marks be periodically reset. This may explain
why many epigenetic marks induced by environmental
factors appear to be reprogrammed at some point in the
life cycle or to decay over several generations (Feng et
al. 2010; Paszkowski and Grossniklaus 2011; Shea et
al. 2011). The impermanence of most epigenetic marks
precludes a substantial contribution by epigenetic varia-
tion to long-term evolution (Slatkin 2009).

presence or absence of kairomones. (For exceptions to this general rule, and
consideration of their implications, see Computing Consequences 5.1).

This is not to say that how the relationship between genotype and phenotype
is altered by the environment is irrelevant to descent with modification. Indeed,
as Theodosius Dobzhansky pointed out in 1937, “Selection deals not with the
genotype as such, but with its dynamic properties, its reaction norm, which is the
sole criterion of fitness in the struggle for existence.” To understand this claim,

we turn to genotype-by-environment interaction.
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Genotype-by-Environment Interaction

We will start with another example of environmental variation, this time in the
leopard gecko (Figure 5.11a). In leopard geckos, as in many other reptiles (see
Bull 1980), an individual’s sex is determined largely by the temperature at which
it incubates while developing in the egg. Leopard geckos that develop at cool or
hot temperatures become female, whereas those that grow at intermediate tem-
peratures tend to be male (Figure 5.11b). Development along the female versus
the male pathway involves changes in the production of a variety of proteins
(Shoemaker and Crews 2009). For example, expression of the gene Sox9 in the
gonad ceases earlier in leopard geckos developing as females than as males (Val-
leley et al. 2001). Sox9 encodes a transcription factor that directs the expression
of other genes and thus commits the gonad to being a testis versus an ovary.

Turk Rhen and colleagues (2011) wanted to know whether leopard geckos
harbor genetic variation in the threshold temperatures for developing as female
versus male. Analyzing data from 13 generations of geckos maintained in a breed-
ing colony, the researchers compared the sex ratios among offspring that shared a
father and hatched from eggs that had incubated at different temperatures.

Each of the dozen lines in Figure 5.11c represents the offspring of a particular
father who had anywhere from 7 to 27 offspring reared at each temperature.
Some offspring were full siblings and others were half sibs (with different moth-
ers). The ends of each line show the sex ratio among the offspring reared at each
temperature. Analyzing offspring with the same father but a variety of mothers
allowed the researchers to statistically factor out variation due to non-genetic
influences (called maternal effects) mothers might have had on their offspring
via hormones, proteins, or messenger RNAs they might have placed in the eggs.

Note the variation among paternal families in the effect of temperature on sex
ratio. For some families, such as the one highlighted in green, incubation at 30°C
versus 32.5°C had little effect on sex ratio. For other families, such as the one in
orange, incubation at different temperatures had a dramatic eftect. The pattern of
phenotypes an individual may develop upon exposure to different environments
is called its reaction norm. The reaction norms in Figure 5.11c, and data on the

(a) (b)

Genotype-by-environment
interactions consists of
differences among individuals,
encoded in the genome, in the
way the environment influences
phenotype.

Figure 5.11
sex in leopard geckos
macularius). (b) Individuals incubated at intermediate tempera-
ture are more likely to be male. This graph, drawn from data
in Viets et al. (1993), shows the average relationship for the

Both genotype and temperature influence
(a) A leopard gecko (Eublepharis
Rhen et al. (2011).
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species. (c) There is variation among fathers in the effect of
temperature on the sex ratio of their offspring. Redrawn from

(c) T. Rhen, A. Schroeder, J.T. Sakata, V. Huang, D. Crews. “Segregating variation for temper-
ature-dependent sex determination in a lizard.” Heredity 106: 649-660. Copyright © 2011
Nature Publishing Group. Reprinted with permission.
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offspring of many more sires in the breeding colony, reveal significant variation
in temperature sensitivity due to the genes bequeathed by different fathers. This
is a striking example of genotype-by-environment interaction.

The identities of the gene or genes responsible for variation in temperature
sensitivity, and the proteins they encode, remain to be discovered.

Genotype-by-Environment Interaction and Evolution

Like genetic variation and environmental variation, genotype-by-environment
interaction is common. Many instances have been documented in humans.
Figure 5.12 shows an example. Among people with genotype /I for the serotonin
transporter gene, maltreatment in childhood has little effect on the probability
of major depression in early adulthood, whereas among people with genotype
ss maltreatment increases the probability of depression substantially (Caspi et al.
2003; Brown and Harris 2008; Caspi et al. 2010). The serotonin transporter is a
cell-surface protein that mops up the neurotransmitter serotonin after nerve cells
in the brain have used it to send messages to each other. The two alleles of the
gene encode identical versions of the protein, but the [ allele specifies production
of the transporter in higher quantities. Individuals with genotype ss make less
serotonin transporter, and are more sensitive to trauma in childhood.

An organism that develops different phenotypes in different environments is
said to exhibit phenotypic plasticity. When populations harbor genetic varia-
tion for environmental sensitivity, populations can evolve greater or lesser plas-
ticity. Documentation of this claim comes from an elegant study by Yuichiro
Suzuki and Frederik Nijhout on tobacco hornworms (Manduca sexta).

Ordinary tobacco hornworm caterpillars are green (Figure 5.13a). Suzuki and
Nijhout (2006) worked with a laboratory strain in which the caterpillars are black
(Figure 5.13b). They are black, that is, unless they are exposed to high tempera-
ture shortly before molting. After a heat shock, they may emerge from molting
with green coloration. Figure 5.13c shows the variation in color among individ-
uals in Suzuki and Nijhout’s laboratory population following exposure to 42°C.
Note that some individuals are highly sensitive to heat shock. These are the
ones with a color score of 3. They turned nearly as green as ordinary caterpillars,
which have a color score of 4. Other individuals are insensitive to heat shock.
They remained black, earning a color score of 0. This variation in sensitivity is an
example of genotype-by-environment interaction.

Suzuki and Nijhout took the most sensitive caterpillars and used them as
founders of a high-plasticity line. They took the least sensitive and used them as
founders of a low-plasticity line. And they picked caterpillars at random and used
them as founders of an unselected line. The researchers maintained the three
lines for 13 generations. Each generation they gave the caterpillars a heat shock,
then selected breeders according to the same criteria they used for the founders.

Suzuki and Nijhout’s artificial selection program yielded dramatic evolution
in both selected lines. Figure 5.14a documents change over time in the heat-
induced color of caterpillars in each line. The low-plasticity line lost all sensitivity
to heat shock. Its caterpillars remained completely black regardless. The high-
plasticity line became extremely sensitive. Many of its caterpillars turned as green
as ordinary tobacco hornworms and the rest nearly so. The unselected line, as
expected, retained roughly the same sensitivity over time.

Figure 5.14b compares the reaction norms of the three lines in the 13th gen-
eration. To prepare this graph, Suzuki and Nijhout reared caterpillars at a variety
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Figure 5.12 Human geno-
type-by-environment inter-
action People with different
genotypes differ in sensitivity to
maltreatment during childhood.
Redrawn from Caspi et al. (2003).
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(c) Response of black caterpillars to
heat shock
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Figure 5.13 Insect genotype-
by-environment interaction
(@) A normal tobacco horn-
worm. (b) A black mutant. From
Pennisi (2006). (c) Some black
mutants turn green after heat
shock. Redrawn from Suzuki and
Nijhout (2006).
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(a) Average color of caterpillars in each line after
rearing at 28°C and heat shock at 42°C

(b) Average color of caterpillars in each line
after rearing at various constant
temperatures, or (far right) after rearing
at 28°C and heat shock at 42°C
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of temperatures without heat shock and recorded their colors. They also reared
caterpillars at 28°C and heat shocked them at 42°C. The reaction norms are
markedly different. Even without heat shock, the high-plasticity line developed
difterent colors at different temperatures. Its caterpillars were mostly black if
reared at 25°C or less, and green if reared at 33°C. The low-plasticity line was
invariably black. The unselected line is intermediate, showing modest change in
color at a somewhat higher threshold than the high-plasticity line.

With subsequent breeding experiments, Suzuki and Nijhout (2008) demon-
strated that the distinctive reaction norms of the high- and low-plasticity lines are
due to genetic differences at one locus of large effect and many loci of smaller
effect. The identity of the loci, and the proteins they encode, remain unknown.

Suzuki and Nijhout’s work demonstrates that genotype-by-environment in-
teraction can serve as raw material for the evolution of different reaction norms.
A population living in a variable environment in which different phenotypes are
adaptive at different times and places can evolve a plastic response that allows
individuals to develop phenotypes suitable for the conditions in which they find
themselves. And a population living in an environment where the same pheno-
type is always adaptive can evolve low sensitivity. We can now see why Theodo-
sius Dobzhansky viewed reaction norms as key traits influencing fitness.

Looking Ahead

In this section we have seen that genetic variation and genotype-by-environment
interaction serve as raw material for evolution. Genotype-by-environment inter-
action furthermore allows evolution of the pattern of environmental variation.
Both genetic variation and genotype-by-environment interaction are ultimately
due to differences in the genome. In the coming sections, we consider how dif-
ferences in the genome arise. Changes in the genome, known as mutations,
range in size from substitutions of one base for another to gains and losses of
chromosomes. We will start small and work our way up.

5.2 Where New Alleles Come From

New alleles arise from alterations to existing alleles. Complete coverage of the
mechanisms that can make such alterations happen is beyond the scope of this
chapter. However, we can get a general understanding of mutation and its
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Figure 5.14 Genotype-by-
environment interaction and
the evolution of reaction
norms (a) Black mutant strains
of tobacco hornworms evolve in
response to artificial selection for
sensitivity to heat shock. (b) Lines
selected for different sensitivi-
ties have different color versus
temperature reaction norms.
From Suzuki and Nijhout (2006).

From “Evolution of a polyphenism by genetic
accommodation.” Science 311: 650-652.
Reprinted with permission from AAAS.

Because of their heritable
component, genetic variation
and genotype-by-environment
interaction are raw material for
evolution by natural selection.
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consequences by considering the structure and function of DNA in somewhat
more detail than we have already.

As shown in Figure 5.15a, a single-stranded DNA molecule is built on a sugar—
phosphate backbone held together by covalent bonds called phosphodiester link-
ages. Double-stranded DNA consists of two such strands twisted around each
other (Figure 5.15b). The two strands are held together by hydrogen bonds
between the purines (A and G) and pyrimidines (T and C) on opposite strands.
A and T form two hydrogen bonds, whereas G and C form three (Figure 5.15¢).

When James Watson and Francis Crick deduced that this was the structure of
DNA, they realized that complementary base pairing provides a mechanism for
copying the hereditary material (Watson and Crick 1953a, 1953b). As Figure 5.16
shows, the two strands unzip via the release of their hydrogen bonds. Each strand
then serves as a template for duplication of the other. The result is two identical
double-stranded DNAs. The enzymes that copy DNA in cells are called DNA
polymerases. The first to be discovered was isolated by Arthur Kornberg in 1960.
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Figure 5.15 The structure of
the genetic material (a) The
structure of a single strand of
DNA. (b) The double helix formed
by double-stranded DNA. (c) The
hydrogen bonds that hold the
two strands together. After Wat-
son (1977).

Figure 5.16 DNA replicates by
complementary base pairing
Modified from an illustration by
Madeleine Price Ball.
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Mutations creating new alleles can arise as a result of alterations to DNA that
escape repair before or during replication, or because of errors that occur during
replication itself and escape repair afterward.

For an example mutation due to DNA alteration, a cytosine that has already
been chemically modified by the addition of a methyl group (CHj) will some-
times spontaneously react with water, lose an amine group (NH,), and there-
by transform into thymine (Figure 5.17; Lindahl 1993; Arnheim and Calabrese
2009). If the resulting mismatched T-G base pair is not recognized and corrected
before replication, one of the resulting DNA molecules will possess a T-A pair in
substitution for the ancestral C-G pair (Figure 5.18).

Deamination Replication 2 2 Completed substitution

5-ATTCGT-3 2 QQ P/C) \ 5-ATTTGT-3

3-T AAGCA-Y s_p > 3-T AAACA-S
| T4, C -

5-A T T G T-3 GC 7\3’ 5-ATTCGT-3

3-TAAGC A5 45 / 3-TAAGCA-S

For an example of mutation due to copying error, during replication the tem-
plate and nascent DNA strands can become misaligned, particularly where the
same base is repeated many times, resulting in the insertion or deletion of nucle-
otides (Pearson et al. 2005; Garcia-Diaz and Kunkel 2006). If the insertion or de-
letion evades repair before the next replication, the insertion or deletion becomes
permanent in one of the daughter DNA molecules (Figure 5.19).

During replication After replication After next replication

SATTTA-
Template: —A T T T A- -ATTTA- CTAAATS
Nascent: —T A A — -TAAAT-

A A -A T TTTA- Single base-pair

-T AAAA T- insertion

We have noted that alterations to DNA due to chemical degradation and
replication errors must evade correction to become persistent mutations. DNA
alterations still susceptible to repair, like those shown at the left of Figures 5.18
and 5.19, are known as premutations. Premutations are appallingly common.
A typical mammalian cell sufters roughly 20,000 cases of spontaneous chemi-
cal decay in its genome each day, and 100,000 replication errors per division
(Preston et al. 2010). Fortunately, most premutations are identified and fixed by
a battery of enzymes encoded in the genome. These include mismatch repair
and proofreading enzymes. The value of these enzymes is revealed by their loss.
Tina Albertson and colleagues (2009) studied genetically engineered mice whose
DNA polymerases lacked the ability to proofread and correct newly synthesized
DNA. The mice suffered high rates of cancer and had dramatically reduced life
spans (Figure 5.20). Deficient DNA maintenance and repair also appears to be an
underlying defect in a variety of human cancers (Loeb 2011).

How Mutations Alter Protein Function

Mutations to new alleles can influence phenotypes if they alter the expression
and/or function of proteins. When a cell makes a protein from the instructions
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Figure 5.17 Spontaneous
deamination Methylated cy-
tosines can react with water to
become thymines.

Figure 5.18 Mutation by de-
amination If a cytosine that
has turned into a thymine goes
undetected until the next rep-
lication, the mutation becomes
permanent.

Figure 5.19 Mutation by mis-
alignment The template and
nascent DNA strand can slip out
of register at repeat sites, result-
ing in duplications and deletions.
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Figure 5.20 The importance
of proofreading during DNA
replication The gray graph
shows the survival of normal lab
mice. The magenta and blue
graphs track mice with one or
another proofreading-deficient
DNA polymerase. The purple
graph tracks mice with both. Data
from Preston et al. (2010).
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(a) The flow of genetic information Example
DNA CAA TTC CCG ACA GGA
Transcription
mRNA GUU AAG GGC UGU CccCuU
Translation
Protein Valine Lysine Glycine  Cysteine  Proline
(b) The RNA genetic code
e Second base Ty
i8 U C A G £8
UUU Phenylalanine UCU Serine UAU Tyrosine UGU Cysteine U
U UUC Phenylalanine UCC Serine UAC Tyrosine UGC Cysteine C
UUA Leucine UCA Serine UAA Stop UGA Stop A
UUG Leucine UCG Serine UAG Stop UGG Tryptophan G
CUU Leucine CCU Proline CAU Histidine CGU Arginine U
c CUC Leucine CCC Proline CAC Histidine CGC Arginine C
CUA Leucine CCA Proline CAA Glutamine CGA Arginine A
CUG Leucine CCG Proline CAG Glutamine CGG Arginine G
AUU Isoleucine ACU Threonine AAU Asparagine AGU Serine U
A AUC Isoleucine ACC Threonine AAC Asparagine AGC Serine C
AUA Isoleucine ACA Threonine AAA Lysine AGA Arginine A
AUG start (Methionine) ~ ACG  Threonine AAG Lysine AGG Arginine G
GUU Valine GCU Alanine GAU Asparticacid  GGU Glycine U
G GUC Valine GCC Alanine GAC Asparticacid GGC Glycine @
GUA Valine GCA Alanine GAA Glutamic acid GGA Glycine A
GUG Valine GCG Alanine GAG Glutamic acid GGG Glycine G
AR
Codon Amino acid nonpolar  polar basic acidic

encoded in a gene, it follows a two-step process (Figure 5.21a). In the first step,
called transcription, it uses the DNA as a template and copies the sequence of
bases into a complementary messenger RNA (mRINA). In the second step, called
translation, it uses the mRINA as a template to construct a protein.

The cell reads mRINA as a series of three-letter codons, each specifying a par-
ticular amino acid. The genetic code used by most organisms appears in Figure
5.21b. Because there are 64 codons to specify 20 amino acids (plus start and stop),
the code is redundant. Most amino acids are specified by more than one codon.

We can now see why the smallest possible mutation, the substitution of one
base for another (also called a point mutation) can have a variety of effects.
There are 12 possible nucleotide substitutions. Substitution of a purine for a
purine or a pyrimidine for a pyrimidine is called a transition. Substitution of a
purine for a pyrimidine, or vice versa, is called a transversion (Figure 5.22). De-
pending on which base is substituted for which, in which position, and in which
codon, a point mutation may have no effect, a subtle effect, or a drastic effect.

Consider the substitution of any base for any other in the third position of any
codon specifying valine. An example would be an A-to-T transversion chang-
ing the DNA codon CAA to CAT. This changes the complementary mRINA
codon from GUU to GUA, which still specifies valine. Such a mutation leaves
the encoded protein unaltered, and is thus known as a synonymous (or silent)
substitution. Inspection of the code will reveal that third-position substitutions
are much more likely to be silent than first- and second-position substitutions.

Now consider the substitution of an alternative nucleotide into the first posi-
tion of a codon specifying alanine. An example would be a C-to-G transversion

Figure 5.21 The genetic
code (a) Genetic information
flows from DNA to mRNA to
protein. Note that RNA contains
a nitrogenous base called uracil
instead of thymine. An adenine
in DNA specifies a uracil in RNA.
(b) In the genetic code, each of
the 64 mRNA codons specifies
an amino acid or the start or end
of a transcription unit. Note that
in many instances, changing the
third base in a codon does not
change the message.
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Figure 5.22 Transitions and
transversions
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changing the DNA codon from CGA to GGA. This changes the complementary
mRNA codon from GCU to CCU, which specifies proline. A mutation that
changes the amino specified by a codon is known as a nonsynonymous (or
replacement) substitution. Switching an amino acid may alter the function
of a protein. For example, having a proline versus an alanine as the 49th amino
acid in taste receptor TAS2R 38 influences a person’s ability to taste bitter flavors.

Finally, consider a substitution that can occur in the third position of the codon
specifying tryptophan. A C-to-T transition changes the DNA codon from ACC
to ACT. This changes the mRINA codon from UGG to UGA. UGA is a stop
codon. It signals that the protein is complete and no more amino acids should be
added. A mutation that introduces a premature stop codon is called a nonsense
mutation. Nonsense mutations often render the encoded protein nonfunctional
(Yamaguchi-Kabata et al. 2008). Many humans carry loss-of-function nonsense
mutations in both of their copies of the gene for the muscle protein alpha-
actinin-3 (North et al. 1999). The nonsense allele is overrepresented in elite en-
durance athletes and underrepresented in elite sprint and strength athletes (Niemi
and Majamaa 2005; Roth et al. 2008).

Changing the meaning of a codon is not the only way a point mutation can
alter protein function or expression. Many genes in eukaryotes contain interven-
ing sequences, or introns, embedded among the coding sequences, or exons.
The introns are transcribed into the mRNA and must be spliced out before
translation. Mutations in splice sites can prevent introns from being excised, re-
sulting in production of abnormal proteins. Janna Nousbeck et al. (2011) discov-
ered a splice-site mutation in humans that causes adermatoglyphia—the absence
of fingerprints (Figure 5.23). Mutations in the promoter regions of genes, non-
coding sequences that play a role in gene regulation, can alter gene expression.

Like point mutations, insertions and deletions (collectively called indels) vary
in their effects. And as with point mutations, the genetic code shows why. Inser-
tion or deletion in a coding region of one, two, or any other number of nucleo-
tides not a multiple of three results in a shift of the codon reading frame. This
changes the meaning of every codon downstream from the mutation.

The mutational mechanisms we have considered in this section stock popula-
tions with a diversity of alleles. In the next few chapters, we will be concerned
with the relative frequencies of different alleles in populations. Computing Conse-
quences 5.2 (next page) shows how allele frequencies can be quantified.

5.3 Where New Genes Come From

As with mutations that create new alleles, many mechanisms generate new genes
(Long et al. 2003; Kaessmann 2010). We cannot cover them all, but we can get a
sense of where new genes come from by considering a few examples.

Gene Duplication

Two mechanisms of gene duplication are thought to be among the most com-
mon sources of new genes. The first is unequal crossing over, an error in the
genetic recombination that happens during meiosis. In normal crossing over, ho-
mologous chromosomes (the maternal and paternal members of a pair) align side
by side during prophase of meiosis I and exchange stretches of DNA containing
the same loci. In unequal crossing over, the homologous chromosomes align in-
correctly. This can happen if the same nucleotide sequence occurs in more than

A mutation is any change in
sequence in the genome of an
organism. Some mutations alter
the phenotype; others do not.

Figure 5.23 Some people lack
fingerprints The condition is
called adermatoglyphia, and is
informally known as immigration
delay disease. From Nousbeck et
al. 2011).
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Classical views of genetic variation held that one al-
lele of each gene should confer higher fitness than all
others. Natural selection should preserve the best al-
lele, called the wild type, and eliminate the rest—which
were considered mutants and expected to be rare.
Pioneering work by Harris (1966) and Lewontin
and Hubby (1966) revealed that most populations har-
bor many alleles. The deeper biologists have looked for
allelic variation, the more they have found. Today, evo-
lutionary biologists recognize that the vast majority of
natural populations harbor substantial genetic variation.

Determining Genotypes

The first step in measuring the diversity of alleles pres-
ent at a particular gene is to determine the genotypes of
a large sample of individuals in a population. To do so,
biologists usually look directly at the DNA.

As an example, consider the human CCRJ5 gene,
which encodes a cell-surface protein used as a core-
ceptor by sexually transmitted strains of HIV-1. One
CCRS5 allele has a 32-base-pair deletion in the coding
sequence. As a result, the encoded protein is shortened
and nonfunctional. We will call the functional allele
CCR5-+, or just +, and the allele with the 32-base-
pair deletion CCR5-A32, or just A32. Individuals
with genotype +/+ are susceptible to infection with
HIV-1, individuals with genotype +/A32 are suscep-
tible but may progress to AIDS more slowly, and in-
dividuals with genotype A32/A32 are resistant.

Upon learning of the CCR5-A32 allele, AIDS re-
searchers immediately wanted to know how common
it is. Michel Samson and colleagues (1996) developed a
genotype test. Researchers extract DNA from a sample
of the subject’s cells, then use a polymerase chain reac-
tion (PCR) to make copies of a region of the gene,
several hundred base pairs long, that contains the site of
the 32-base-pair deletion. (PCR duplicates a targeted
sequence many times over by using a test-tube DNA
replication system in which specifically tailored prim-
er sequences direct DNA polymerase to copy just the
locus of interest.) Finally, the researchers cut the dupli-
cated sequences with a restriction enzyme and run the
resulting fragments on an electrophoresis gel.

Results appear in Both alleles

COMPUTING CONSEQUENCES 5.2

Measuring genetic variation in natural populations

Determining
CCR5 genotypes Each
lane holds fragments made
from DNA of one person.
The locations of the spots, or
bands, show the fragments’

sizes. Samson et al. (1996).
Reprinted by permission from Macmillan
Publishers Ltd: Nature 382: 722-725,
copyright 1996.

+/+
A32/A32
+/A32
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yield two DNA fragments. The fragments from a
CCRS5-+ allele are 332 and 403 base pairs long. Those
from a CCR5-A32 allele are 332 and 371 base pairs
long. Homozygotes have just two bands in their lane
on the gel, whereas heterozygotes have three bands.

371 bp

© 1996 Nature Publishing Group

Calculating Allele Frequencies

Now that we can determine who carries the A32 allele,
we want to know how common it 1s. To find out, we
use data on the genotypes of individuals to calculate the
frequency of the A32 allele in populations. The fre-
quency of an allele is its fractional representation among
all the gene copies present in a population.

We will calculate the frequency of the A32 allele in
an Ashkenazi population studied by Jeremy Martinson
and colleagues (1997). Martinson’s sample contained 43
individuals: 26 with genotype +/+, 16 with genotype
+/A32, and 1 with genotype A32/A32. The sim-
plest way to calculate allele frequencies is to count allele
copies. Martinson and colleagues tested 43 individuals.
Each individual carries 2 gene copies, so the researchers
tested a total of 2 X 43 = 86 copies. Of these 86 gene
copies, 18 were copies of the A32 allele: 1 from each
of the 16 heterozygotes, and 2 from the single homozy-
gote. The frequency of the A32 allele in the Ashkenazi
sample is the number of A 32 copies divided by the total
number of gene copies:

18

— = 0.209
86

or 20.9%. We can check our work by calculating the
frequency of the + allele. It is
(52 + 16)

86

= 0.791



or 79.1%. It our calculations are correct, the frequencies
of the two alleles should sum to one, which they do.

An alternative method of figuring the allele frequen-
cies is to calculate them from the genotype frequencies.
Martinson and colleagues tested 43 individuals, so the
genotype frequencies are as follows:

+/+ +/A32

L =0605 12=0372

A32/A32
£ =0.023

The frequency of the A32 allele is the frequency of
A32/A32 plus half the frequency of +/A32:

0.023 + 3(0.372) = 0.209

This is the same value we got by the first method. It is
an unusually high frequency for the A32 allele.

How Much Genetic Diversity Exists in a Typical
Population?

Studies on allelic diversity, similar to the work on the
frequency of the A32 allele in humans, have been done
in a wide variety of populations. Biologists use two
statistics to summarize these types of data: the mean
heterozygosity, and the percentage of polymorphic
genes. The mean heterozygosity can be interpreted
in two equivalent ways: as the average frequency of
heterozygotes across loci, or as the fraction of genes
that are heterozygous in the genotype of the average
individual. The percentage of polymorphic loci is
the fraction of genes in a population that have at least
two alleles.

Early eftorts to study allelic diversity used a tech-
nique called allozyme electrophoresis. Researchers
isolated proteins from a large sample of individuals, sep-
arated the proteins in an electrophoresis gel, and then
stained the gel to visualize the proteins produced by a
particular gene. If the allelic proteins in a population
were different enough in amino acid sequence that they
had different sizes or charges, then they would migrate
difterently in the gel and appear as distinct bands.

Allozyme electrophoresis studies showed that most
natural populations harbor substantial genetic variation.

summarizes data on mean heterozygosities
from invertebrates, vertebrates, and plants. As a broad
generalization, in a typical natural population, between
33% and 50% of the genes that code for enzymes are
polymorphic, and the average individual is heterozy-
gous at 4%—15% of its genes (Mitton 1997).

Because not every change in the DNA sequence of a
gene produces an electrophoretically distinguishable pro-
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Analysis of proteins reveals that most pop-
ulations harbor considerable genetic diversity These
histograms show the distribution of enzyme heterozygosities
among species of animals and plants. For example, about 7%
of all plant species have a heterozygosity between 0.10 and
0.12. Data from John C. Avise (1994).

tein, methods that directly examine the DNA of alleles
are much more powerful for revealing diversity. Among
the most intensively studied genes is the one associated
with cystic fibrosis in humans. This gene encodes a cell-
surface protein, called the cystic fibrosis transmembrane
conductance regulator (CFTR), that is expressed in the
mucous membranes lining the intestines and lungs. Indi-
viduals homozygous for loss-of-function mutations have
cystic fibrosis and suffer chronic infections. Geneticists
have found more than 1,400 different disease-causing
mutations at this one locus (Kreindler 2010). These al-
leles include amino acid substitutions, frameshifts, splice-
site mutations, nonsense mutations, indels, and promoter
variants (CEMD 2011).

This work and similar studies show that the amount
of genetic variation in most populations is high (Ju et al.
2011; Nelson et al. 2012). Among the full genomes of
1,092 humans, Goncalo Abecasis and colleagues (2012)
found 38 million single-nucleotide polymorphisms and
over 1.4 million insertions and deletions. The old view
of genetic diversity, under which little variation was ex-
pected in most populations, is wrong.



164 Part2 Mechanisms of Evolutionary Change

(a) Duplication by unequal crossing over

Repeated Exon 1 Exon 2
sequence___ \

(b) Duplication by retroposition

Figure 5.26 Two mechanisms
of gene duplication (a) Un-
equal crossing over during meio-
sis. (b) Retroposition.

Homologous O-CHo o
- ~ CWH— chromosomes l T .
align incorrectly ranscription
—_—— Nascent mRNA —H }—
—~ | Introns spliced
out
Processed mRNA [T
Inner i Reverse
chromatids transcription
Cross over DNA copy
at non-allelic | Integration
repeat loci 0
—_—
New gene /
—_——
New gene

" -CHO~CH H—— Duplication

———~_—1F— Deletion
—_—

one place on the chromosome, as when copies of a transposable element have
inserted at multiple loci (Figure 5.26a). The consequence of misalignment is that
the DNA segments exchanged are out of register. One of the participating chro-
matids ends up with a duplication, while the other sustains a deletion.

The second mechanism, depicted in Figure 5.26b, is called retroposition
or retroduplication. Retroposition begins when a processed messenger RINA,
from which the introns have been spliced out, is reverse-transcribed by the
enzyme reverse transcriptase to form a double-stranded segment of DNA. If
this DNA segment integrates into one of the main chromosomes, the genome
acquires a duplicated copy of the original gene. In many cases the new copy is
a nonfunctional pseudogene, because it lacks regulatory sequences that cause
it to be transcribed. If, however, the duplicate inserts near existing regulatory
sequences, subsequently acquires them via a transposable element insertion, or
evolves them from scratch, it may become a functional gene.

Retroposition and unequal crossing over leave distinctive footprints in the ge-
nome. Among other clues to their origin, retroduplicated genes lack introns and
are usually found far from the original gene. Genes that were duplicated by un-
equal crossing over, in contrast, contain the same introns as their parental genes
and are found in tandem with them on the same chromosome.

A New Gene Generated by Unequal Crossing Over

An example of a gene created by unequal crossing over comes from work by
Jianzhi Zhang and colleagues (2002) on the douc langur (Pygathrix nemaeaus) of
Southeast Asia. The douc has an unusual diet for a monkey: It eats leaves. The
leaves are fermented by bacteria living in the monkey’s foregut. Further along
the digestive tract, the monkey digests the bacteria and absorbs the nutrients
they contain. Like ruminants, which have a similar diet and digestive strategy,
the douc maintains a relatively high concentration of RINASE1 in its foregut.
RNASE1 is an enzyme, made by the pancreas, that breaks down RINA. This lib-
erates the nitrogen in the RINA for recycling by the monkey’s own metabolism.

Zhang and colleagues examined the genes for RNASE1 in douc langurs and
other primates. Most primates have just one locus encoding RNASE1, but doucs
have two. Zhang named the second enzyme RNASE1B. Figure 5.27a displays an
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monkey.” Nature Genetics 30: 411-415.
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evolutionary tree, based on nucleotide sequence data, for the singleton RNASE1
genes of 15 primates, plus the two RNASE1 genes of doucs. The langur genes
are each other’s closest relatives. The simplest explanation is that the RNASE1B
gene in doucs arose as a recent duplication of the monkey’s RNASE1 gene. The
two langur genes each have an intron, and their introns are nearly identical. This
suggests that the duplication arose by unequal crossing over.

Zhang and colleagues found nine amino acid substitutions distinguishing the
proteins encoded by the douc langur’s two RINASE1 genes. To see whether the
enzymes had diverged in function, the researchers tested their R Nase activity at
a variety of pHs. The reaction norms appear in Figure 5.27b. RNASE1B is more
active at the relatively low pHs characteristic of the douc langur small intestine.
RNASE1, on the other hand, retains an optimal pH similar to that of other
primate RNASETs. In addition, the researchers found that douc RNASE1B has
lost the ability to break down double-stranded RINA, a capacity seen in other
RNASET1s and thought to play a role in defense against viruses.

These results are consistent with the hypothesis that following the duplication
creating RNASE1B, the new gene evolved to encode an enzyme specialized for
the digestive demands of the douc langur’s unusual diet, while the parental gene
retained its ancestral, generalist function. Similar duplications and specializations
of RNASE1 genes appear to have occurred independently in ruminants (Zhang
2003) and African leaf-eating monkeys (Zhang 2006; Yu et al. 2010).

Genes that are duplicated within a genome and later diverge in function, like
RNASE1 and RNASE1B in douc langurs, are described as paralogous. Paralo-
gous genes can be contrasted with orthologous genes. These are genes that are
derived from a common ancestral sequence and separated by a speciation event,
like RNASE1 in douc langurs and RNASE1 in humans.

A New Gene Generated by Retroposition

An example of a new gene created by retroposition comes from the work of
Heidi Parker and colleagues (2009) on dogs. The researchers sought to find
the gene or genes responsible for chondrodysplasia, the short-legged condition
characteristic of corgis, dachshunds, bassets, and a variety of other breeds (Fig-
ure 5.28a). Scanning the dog genome for differences between breeds with and
without chondrodysplasia, Parker and colleagues found, on chromosome 18, a
duplicate copy of the gene for fibroblast growth factor 4 (fgf4). Possession of the
duplicate is strongly associated with chondrodysplasia. Figure 5.28b sorts breeds
with and without the condition into three categories. In most breeds all individu-
als tested either carried the duplicate on both copies of chromosome 18 (DD), or
on neither copy (NN). A few breeds were polymorphic, meaning that different
individuals had different genotypes. (The breeds classified as Other in which all
dogs carried two copies of the duplicate—cairn terrier, Norwich terrier, and shih
tzu—have short legs but do not meet a stringent definition of chondrodysplasia.)

The duplicate copy of fgf4 lacks introns and is located some distance from the
parent copy. These and other clues indicate that the duplicate arose by retroposi-
tion. Parker and colleagues found that in dogs that carry it, the duplicate gene
is expressed in the joint-forming cartilage in the long bones of puppies, as is the
parent copy. It appears that the duplicate acquired a promoter by serendipitously
inserting into the middle of a transposable element. Fine control over when and
where the encoded protein is actually made likely involves regulatory sequences
in the untranslated portion of the mRINA.
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All the chondroplastic breeds that Parker and colleagues tested carried the
same duplicate gene at the same locus. It thus appears that the duplicate arose
only once, before the development of today’s breeds. It has subsequently been
driven to high frequency in modern short-legged breeds by artificial selection.

Duplicated Genes and Evolution

Gene duplication accounts for a substantial fraction of the genomic variation
among individuals, and thus the raw material for evolution. Recent estimates
suggest that more of the genome is affected by copy number variation than by
differences derived from point mutations (Mills et al. 2011). Variation among
individuals in gene copy number can, by itself, serve as a substrate for adaptive
evolution (Perry et al. 2007). And serial duplication followed by gene divergence
has generated families of functionally related genes that, as in the case of olfactory
receptor genes, can include hundreds of members (Young et al. 2008).

New Genes from Scratch

Although most new genes are born as duplicates of existing genes, some genes
appear to be born from noncoding DNA. David Knowles and Aoife McLysaght
(2009) found evidence for three examples in humans. We will briefly discuss one.

C220rf45 is a gene of unknown function unique to humans. It is transcribed in
a variety of tissues, and its mRINA is known to be translated into protein.

Even though the gene is unique to humans, similar nucleotide sequences
occur at the homologous locus in chimpanzees, gorillas, orangutans, gibbons, and
macaques. The sequences in all of these nonhuman primates contain elements,
including premature stop codons, that would substantially alter the encoded pro-
tein were the sequence transcribed and translated. One of the premature stop
codons is shared by all five nonhuman species (Figure 5.29).

- Human TGGAGAGGCCGAGTCCTCCC
Chimp TGGAGAGGCTGAGTCCTCCC
Gorilla TGGAGAGGCTGAGTCCTCCC
Orangutan TGGAGAGGCTGAGTCCTTCC
Gibbon TGCAGAGGCTGAGTCCTTCC
Macacque TGGAGAGGCTGAGTCCTCCC

Stop codon

The most parsimonious explanation for this pattern is that the sequence was
noncoding in the last common ancestor of humans and the other five species, and
became a coding gene in the lineage leading to modern humans.

Having discussed mutations that create new alleles and new genes, we now
turn to the most drastic mutations: those that alter large portions of chromosomes
or even the entire genome.

5.4 Chromosome Mutations

The mutations discussed thus far occur on the scale of a single base pair in DNA
to segments containing tens of thousands of base pairs. These alterations pale in
comparison to mutations that alter the gross morphology of chromosomes. Some
of these mutations affect only gene order and organization; others produce dupli-
cations or deletions that aftect the total amount of genetic material. They can also

Gene duplication is an
important category of mutation
for evolution. An increase in
copy number may itself be
adaptive. Duplication followed
by divergence in function
generates gene families.

Figure 5.29 A new human
gene from noncoding DNA

In other apes and in macaques,
the sequence homologous to the
human gene C220rf45 contains
a premature stop codon. From
Knowles and McLysaght (2009).
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involve the entire DNA molecule or segments of varying sizes. Here we focus on
two types of chromosome alterations that are particularly important in evolution.

Inversions

Chromosome inversions often result from a multistep process that starts when
radiation causes two double-strand breaks in a chromosome. After breakage, a
chromosome segment can detach, flip, and reanneal in its original location. As
Figure 5.30 shows, gene order along the chromosome is now inverted.

In addition to involving much larger stretches of DNA than point mutations
and gene duplications, inversions have different consequences. Inversions affect
a phenomenon known as genetic linkage. Linkage is the tendency for alleles of
different genes to assort together at meiosis. Genes on the same chromosome
tend to be more tightly linked (that is, more likely to be inherited together) than
genes on nonhomologous chromosomes. Similarly, the closer together genes are
on a chromosome, the tighter the linkage. Crossing over at meiosis, on the other
hand, breaks up allele combinations and reduces linkage (see Chapter 8).

When inversions are heterozygous, meaning that one chromosome copy con-
tains an inversion and the other does not, the inverted sequences cannot align
properly when homologs synapse during prophase of meiosis I. Successful cross-
ing-over events are rare. The result is that alleles inside the inversion are locked
so tightly together that they are inherited as a single “supergene.”

Inversions are common in Drosophila. Are they important in evolution? To
answer this question, consider a series of inversions found in populations of Dro-
sophila subobscura. This fruit fly is native to western Europe, North Africa, and the
Middle East, and has six chromosomes. Five of these chromosomes are poly-
morphic for at least one inversion (Prevosti et al. 1988), meaning that chromo-
somes with and without the inversions exist. Biologists have known since the
1960s that the frequencies of these inversions vary regularly with latitude and
climate. This type of regular change in the frequency of an allele or an inversion
over a geographic area is called a cline. Several authors have argued that difter-
ent inversions must contain specific combinations of alleles that function well
together in cold, wet weather or hot, dry conditions. But is the cline really the
result of natural selection on the supergenes? Or could it be a historical accident,
caused by differences in the founding populations long ago?

A natural experiment has settled the issue. In 1978 D. subobscura showed up
in the New World for the first time, initially in Puerto Montt, Chile, and then
four years later in Port Townsend, Washington, USA. Several lines of evidence
argue that the North American population is derived from the South American
one. For example, of the 80 inversions present in Old World populations, pre-
cisely the same subset of 19 is found in both Chile and Washington State. Within
a few years of their arrival on each continent, the D. subobscura populations had
expanded extensively along each coast and developed the same clines in inversion
frequencies found in the Old World (Figure 5.31). The clines are even correlated
with the same general changes in climate type: from wet marine environments
to mediterranean climates to desert and dry steppe habitats (Prevosti et al. 1988;
Avyala et al. 1989). This is strong evidence that the clines result from natural selec-
tion and are not due to historical accident.

Which genes are locked in the inversions, and how do they affect adaptation
to changes in climate? In the lab, D. subobscura lines bred for small body size tend
to become homozygous for the inversions found in the dryer, hotter part of the
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range (Prevosti 1967). Research by George Gilchrist and colleagues (2004) has
confirmed that pronounced and parallel clines in body size exist in fly popula-
tions from North America, South America, and Europe. These results hint that
alleles in the inversions affect body size, and that natural selection favors large
flies in cold, wet climates and small flies in hot, dry areas. The fly study illustrates
a key point about inversions: They are an important class of mutations because
they aftect selection on groups of alleles.

Genome Duplication

The final type of mutation we will consider occurs at the largest scale possible:
entire sets of chromosomes. For example, if homologous chromosomes fail to
segregate during meiosis I or if sister chromatids do not separate properly during
meiosis 11, the resulting cells may have double the number of chromosomes of
the parent cell. In plants, because the germ line is not segregated, similar muta-
tions can occur during the mitotic cell divisions that lead up to gamete forma-
tion. Mutations like these can lead to the formation of a diploid gamete in species
where gametes are normally haploid.

Figure 5.32 shows one possible outcome of a chromosome-doubling mutation.
In the diagram, the individual that produces diploid gametes contains both male
and female reproductive structures and can self-fertilize. When it does so, a tet-
raploid (4n) offspring results. If this offspring self-fertilizes when it matures, or if
it mates with its parent or a tetraploid sibling that also produces diploid gametes,
then a population of tetraploids can become established.

Organisms with more than two chromosome sets are said to be polyploid.
Polyploid organisms can be tetraploid (4n), hexaploid (6n), octoploid (8#), or
more. Polyploidy is common in plants and rare in animals—probably because
self-fertilization is more common in plants than animals. Nearly half of all flow-
ering plant species and the vast majority of the ferns are descended from ances-
tors where polyploidization occurred. In animals, polyploidy occurs in taxa like
earthworms and some flatworms where individuals contain both male and female
gonads and can self-fertilize. It is also present in animal groups that are capable of
producing offspring without fertilization, through a process called parthenogen-
esis. In some species of beetles, sow bugs, moths, shrimp, goldfish, and salaman-
ders, a type of parthenogenesis occurs that can lead to chromosomal doubling.

There are at least two reasons that polyploidy is an important type of mutation
in evolution. First, it can lead to new species being formed. Second, it alters cell
size, cell geometry, and gene dosage, and thus may endow individuals with new
phenotypes that allow them to colonize and adapt to new environments.

Polyploidy and Speciation

To see why genome duplication can lead to speciation, imagine the outcome
of matings between individuals in a tetraploid population and the most closely
related diploid population. If individuals from the two populations mate, they
produce triploid offspring. When these individuals mature and meiosis occurs,
the homologous chromosomes cannot synapse correctly, because they are pres-
ent in an odd number. As a result, the vast majority of the gametes produced by
triploids end up with the wrong number of chromosomes and fail to survive.
Triploid individuals have extremely low fertility.

In contrast, when tetraploid individuals continue to self-fertilize or mate
among themselves, then fully fertile tetraploid oftspring will result. In this way,
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natural selection should favor polyploids that are reproductively isolated from
their parent population. Diploid and tetraploid populations that are genetically
isolated are on their way to becoming separate species.

Genome Duplication and Adaptation

Justin Ramsey (2011) tested the hypothesis that polyploidy facilitates the coloni-
zation of, and adaptation to, new environments by performing a common garden
experiment with wild yarrow (Figure 5.33a). Along the coast of northern Cali-
fornia, where Ramsey worked, yarrow populations with different ploidy occupy
distinct habitats. Tetraploid populations live in coastal grasslands, conifer forests,
and mountain meadows. Hexaploid plants live in sand dunes and oak woodlands.
Because tetraploid plants occasionally produce hexaploid offspring, Ramsey sus-
pected that the hexaploid populations were derived from tetraploid ancestors,
and that the increase in ploidy aided their shift to drier habitats.

Ramsey grew tetraploid plants, first-generation hexaploid plants from tet-
raploid parents (neo-hexaploids), and hexaploid plants—all from wild popula-
tions—next to each other in sand dunes. He monitored them for three years.

The data on survival, displayed in 5.33b, show that hexaploids, which ordi-
narily live in dunes, are better adapted to dunes than tetraploids are. This is no
surprise. The key result is that the neo-hexaploids did substantially better than
the tetraploids, though not as well as the ordinary hexaploids. The data plotted in
Figure 5.33c show that neo-hexaploids were also intermediate in flowering time.

Ramsey’s results are consistent with the idea that changes in ploidy, by them-
selves, can alter phenotypes in a way that makes individuals better adapted to
new environments. And they are also consistent with the idea that once a popu-
lation with a novel ploidy level has colonized a new habitat, it can evolve by
natural selection to become even better adapted.

This and the other research we have covered has illuminated the myriad ways
that mutation supplies raw material for evolution. There are two more things we
will need to know about mutation in the next several chapters: how often muta-
tions happen, and how they affect the fitness of the individuals that carry them.
These are these the issues we turn to in the final section of this chapter.

5.5 Rates and Fitness Effects of Mutations

The rates and fitness effects of mutations have been hard to study, because muta-
tions are rare and their consequences are often—though by no means always—
subtle. Recently, however, advances in DNA sequencing and genetic engineering
have allowed researchers to begin investigating these issues with new precision.

Mutation Rates

Traditionally, geneticists have estimated mutation rates by studying genes that,
when disrupted, yield easily observable phenotypic changes (see Nachman 2004).
Now that genes, and even whole genomes, can be sequenced quickly and cheap-
ly, researchers can measure mutation rates more directly and on a larger scale.
For example, in a type of study called a mutation accumulation experiment,
Stephan Ossowski and colleagues (2010) sequenced the genomes of five lineages
of thale cress (Arabidopsis thaliana) derived from an already-sequenced common
ancestor. Each of the five lineages had been grown under optimal conditions for
30 generations, and propagated each generation from a single randomly chosen
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seed. The lineages had thus been allowed to accumulate mutations that were not
culled by natural selection. In comparing the genomes of the descendants to their
common ancestor, the researchers found 99 base substitutions and 17 insertions
and deletions. From these data, the researchers estimated mutation rates.

Figure 5.34 summarizes estimates of the rate of base substitutions in thale cress
and other taxa. Some estimates are based on whole genomes and others on repre-
sentative genes. Mutation rates are diverse, spanning several orders of magnitude.
Difterent kinds of organisms have different rates. Mutation rate clearly evolves.

The rate of insertions and deletions relative to base substitutions seems roughly
comparable in other organisms to that in thale cress, although it too shows con-
siderable variation. In the fruit fly Drosophila melanogaster, Cathy Haag-Liautard
and colleagues (2007) found one indel for every three base substitutions. In ana-
lyzing data on humans, Michael Lynch (2010b) estimated that one indel occurs
for every 17 base substitutions. In the nematode Caenorhabditis elegans, Dee Den-
ver and colleagues (2004) found slightly more indels than base substitutions.

There are fewer directly measured rates of gene duplication, but given the
variation in gene copy number among individuals in most populations, they must
be high (Schrider and Hahn 2010). Kendra Lipinski and colleagues (2011) com-
pared 10 lineages of the nematode C. elegans from a mutation-accumulation ex-
periment like Ossowski’s on thale cress. They estimated that duplications occur
at a rate of 1.2 X 1077 per gene per generation. A given gene in the C. elegans
genome is more likely to be duplicated from one generation to the next than a
given nucleotide within the gene is to experience a substitution.

All of these data indicate that mutation rates are low in cellular organisms.
Genomes, however, are large. Multiplying the human base substitution rate in
Figure 5.34, roughly a dozen mutations per billion base pairs per generation, by
the 3.2 billion base pairs in a haploid human genome (Lander et al. 2001) sug-
gests that every human inherits about three dozen point mutations via each of the
gametes that united to form the zygote he or she grew from.

Research by Donald Conrad et al. (2011) corroborates this calculation. The
researchers sequenced the genomes of both parents and a daughter in each of
two families (Figure 5.35). In the first family, they found that the daughter had
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inherited 49 new germ-line mutations, most of them in the haploid genome
she received from her father. In the second family, they found the daughter had
inherited 35 new germ-line mutations, most of them in the haploid genome
she received from her mother. The team’s analysis covered about 80% of the
genome, and they used stringent criteria that, they estimate, allowed them to
identify only 70 to 75% of new germ-line mutations. Given these limitations, the
number of mutations they found is close to what we would expect based on the
mutation rate in Figure 5.34. The results also hint at differences in the mutation
rate for the male versus female germ line, and even more strongly at difterences in
rate among individuals. More data will be required before clear patterns emerge.

Fitness Effects of Mutations

Ronald Fisher predicted, in 1930, that most mutations altering fitness are delete-
rious (see Orr 2005). The most complete data on how mutations affect fitness
come from viruses. Biologists have used a technique called site-directed mutagen-
esis to introduce random point mutations into the genomes of viruses, inserted
the altered genomes into the cells of the viruses’ hosts, and compared the fitness
of the mutant viral strains—typically their population growth rate under optimal
conditions—to that of the strain they were prepared from (Sanjuan 2010).
Figure 5.36a shows a typical result, from Joan Peris and colleagues (2010). The
graph plots the distribution of relative fitness effects of 100 random point muta-
tions in the genome of bacteriophage f1, a single-stranded DNA virus of E. coli.
The relative fitness of lethal mutations and the ancestral strain are, by definition,
0 and 1. Nearly a quarter of the mutations are lethal. Over 40% are neutral. Of
the rest, most are deleterious. Only two mutations are demonstrably beneficial.
Figure 5.36b displays data from a similar experiment with a cellular organism,
brewer’s yeast (Saccharomyces cerevisiae). Crucial to the design of the study is that
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yeast has a life cycle with diploid and haploid phases. It switches from the diploid
phase to the haploid phase by undergoing meiosis, and from the haploid phase
to the diploid phase by fertilization. Within each phase, it propagates by mitosis.

David Hall and Sarah Joseph (2010) started with a diploid strain homozygous
at virtually all loci in the genome and used it as the ancestral stock for 144 mu-
tation accumulation lines. They grew the lines under optimal conditions in the
lab. Every other day, Hall and Joseph transferred a single cell from each line to
fresh medium. Any mutant that happened to arise and get transferred to a new
dish was thus protected from competition with nonmutant strains. Any muta-
tions lethal to diploid cells would be lost, as would some mutations that dramati-
cally reduce mitotic growth rate before their first chance of being transferred.
All other kinds of mutations have the potential of being captured and preserved.

By the 50th transfer, the mutation accumulation lines had been propagated
for 1,012 cell generations. Hall and Joseph induced the yeast to undergo meiosis
and make haploid spores. The researchers separated the spores, placed them on
fresh medium, and measured the growth rates of the resulting colonies. Fig-
ure 5.36b compares the relative growth rates of the 144 mutation accumulation
strains to 42 colonies started from the ancestral stock. Fourteen of the mutation
accumulation lines carried defects that rendered them unable to survive as hap-
loids. Seventy-five lines had growth rates statistically indistinguishable from that
of the ancestral stock. Thirty-five lines carried deleterious but nonlethal muta-
tions. Twenty lines, about 14%, carried beneficial mutations.

Figure 5.37 shows data on a multicellular organism grown under natural con-
ditions. Mathew Rutter, Frank Shaw, and Charles Fenster (2010) studied 100
thale cress mutation accumulation lines produced by the same experiment that
generated the lines sequenced by Stephan Ossowski and colleagues discussed at
the beginning of this section. They planted 70 seedlings from each line, plus 504
individuals representing the premutation genotype, in a field. The plants had to
compete with each other and with the local plant community. After the plants
set seed, the researchers counted the number of fruits each had produced.

The figure compares the average number of fruits produced by plants in each
lineage to the average production of six sublines of the ancestral genotype. Plants
that died before fruiting were included in the averages as having contributed zero
fruit. The absence of lineages with zero fitness is unsurprising, because any lethal
mutations would have been lost during the mutation accumulation phase of the
experiment. That many of the experimental lineages carried deleterious or neu-
tral mutations is also unsurprising, because it is what the data on bacteriophage f1
and brewer’s yeast led us to expect. It is surprising, however, that so many of the
mutation accumulation lines carried beneficial mutations.
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Figure 5.37 The distribu-

tion of fitness effects of new
mutations Fitnesses of 100
thale cress mutation accumula-
tion lines compared to control
lines. Redrawn from Rutter et al.
(2010). Photo by Janne Lempe
and Suresh Balasubramanian/Max
Planck Institute.
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Rutter and colleagues offer two intriguing explanations for the high propor-
tion of beneficial mutations among their thale cress lines. The first is that plants
do not have an isolated germ line. The seeds produced by consecutive plant
generations are thus separated by many generations of somatic cell division. Cell
lineages carrying deleterious mutations produced during mitosis will be out-
competed by other cell lineages, and thus less likely to participate in the produc-
tion of seeds. Furthermore, many plant loci are expressed in pollen, providing
another chance for natural selection to weed out deleterious mutations. In other
words, using a mutation accumulation protocol with plants might ofter less pro-
tection against natural selection than we might have thought.

The scientists’ second suggestion is that the ancestral lineages used in the
experiment were from a stock that had been grown in the lab for 50 years.
After evolving to adapt to laboratory conditions, this stock may have been poorly
adapted for life in the natural field where the experiment was done. Research on
viruses has shown that in lineages that are poorly adapted to begin with, a higher
proportion of new mutations prove to be beneficial (Silander et al. 2007).

The studies we have reviewed demonstrate two patterns that appear to be
general (Eyre-Walker and Keightley 2007). First, mutations come in four kinds:
lethal, deleterious, neutral, and beneficial. Second, lethal and deleterious muta-
tions outnumber beneficial mutations, usually by a considerable margin. These
two patterns have important evolutionary consequences.

Mutations and Evolution

That lethal and deleterious mutations outnumber beneficial mutations means that
a population not experiencing natural selection will show declining average fit-
ness over time. That beneficial mutations occasionally appear, however, means
that a population under selection can show increasing average fitness over time.

Demonstration of these claims comes from work by Larissa Vassilieva and col-
leagues (2000) and Suzanne Estes and Michael Lynch (2003) on the nematode
Caenorhabditis elegans (Figure 5.38). C. elegans have both male and female gonads and
can self-fertilize. This characteristic allowed Dee Denver and colleagues (2004) to
set up mutation accumulation lines from a single common ancestor and propagate
them from a single worm each generation. Each line was maintained in the most
benign environment possible, with optimal temperature and humidity, minimal
crowding of individuals, abundant food, and no predators or parasites. This treat-
ment insulated the worms as much as possible from natural selection.

100 4 ° ‘
®e Control ° |
= \ o
£ « ° ° | .
o 95 ° e
+ [ ] |
g ‘
2 ! Recovery
> |
S [
2l | P
] I
=) 90 + o ° N |
= ! °
@ . . ° |
Caenorhabditis elegans s Mutation accumulation [
|
a | o
|
85 " T : )
0 80 160 240 320

Generation

173

Most mutations are neutral,
deleterious, or lethal. However,
a detectable fraction of
mutations are beneficial.

Figure 5.38 The balance
between mutation and natural
selection Nematode lineages
insulated from natural selection
declined in fitness relative to
control lineages as they accu-
mulated deleterious mutations.
The lineages recovered upon
exposure to natural selection due
to the elimination of deleterious
mutations and the preservation
of favorable ones. Redrawn from
Vassilieva et al. (2000), Estes

and Lynch (2003). Photo by Bob
Goldstein.
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Over a span of 214 C. elegans generations, Vassilieva and colleagues periodi-
cally assessed the rate at which individuals in the mutation accumulation lines
survived to adulthood. The red dots and best-fit line in Figure 5.38 show the
data. As mutations piled up, the genetic quality of the worm population de-
clined. Some lineages died out altogether.

The researchers simultaneously maintained control lines, founded from the
same common ancestor but propagated from large numbers of individuals each
generation. Any new mutants that appeared in these lines were in competition
with nonmutant worms. Mutants with poor survival were less likely to be rep-
resented in future generations. As shown by the black dots and best-fit line, this
continuous natural selection maintained the genetic quality of the control lines.

After the 240th generation, Estes and Lynch set up duplicates of the mutation
accumulation lines, which they call recovery lines. They started each line with a
single individual, but thereafter propagated the lines from large numbers of in-
dividuals each generation. In this way, they restored the conditions required for
natural selection.

The only source of genetic variation in the recovery lines was new muta-
tions that appeared as the experiment progressed. But any new mutation that
conferred a higher rate of survival had a better-than-average chance of being rep-
resented in the next generation. As shown by the blue dots and line in the figure,
the recovery populations evolved quickly. Within 80 generations, their average
survival rate had risen to match that of the control populations.

All populations experience a small but steady input of mutations, most of
them deleterious. It is the action of natural selection, culling damaging variants
and preserving the advantageous ones, that saves populations from inexorable
decline. Evolutionary geneticists from Herman Muller (1950) to Michael Lynch
(2010b) have noted the many ways modern humans are insulated from natural
selection (see, for example, Ulizzi et al. 1998). The implications for the future are
ominous, and the obvious solutions unappealing. The balance between mutation
and selection is a topic we will return to in the chapters to come.

SUMMARY

Mutation, by itself, tends to
erode the genetic quality of
populations. However, mutation
supplies the genetic variation
necessary for evolution,
including adaptive evolution.
Thus mutation in combination
with natural selection can allow
a population to maintain or
even increase its mean fitness
across generations.

In this chapter we explored two of the four claims made
by the theory of evolution by natural selection. The first
claim is that there is variation among individuals. Indi-
viduals differ because they carry different genes (genetic
variation), because they have experienced different envi-
ronments (environmental variation), and because the dif-
ferent genes they carry cause them to react differently to
the environment (genotype-by-environment interaction).
Genetic variation and genotype-by-environment interac-
tion satisfy the theory’s second claim, which is that some
of the variation is transmitted from parents to oftspring.
Genetic information is encoded by the sequence of
bases in DNA (and RNA). The ultimate source of ge-
netic variation is thus changes in nucleotide sequences, or
mutations. Mutations can be as small as the substitution of
one nucleotide for another. They can involve insertions or

deletions of short or long runs of bases. They can entail the
duplication of entire genes, making possible the evolution
of new functions. Or they can be as large as rearrange-
ments of chromosomes or doubling of the genome.

On a per-nucleotide basis, mutation rates are small.
Genomes are sufficiently large, however, that every indi-
vidual carries a number of new mutations. Some muta-
tions are lethal; typically, even more are neutral or nearly
so. Most of the rest are deleterious. But some mutations,
perhaps more than we might have expected, are beneficial.
In the absence of natural selection, deleterious mutations
accumulate and the average fitness of populations declines.
When selection is acting, however, beneficial mutations
can accumulate and mean fitness can rise.

In the next chapter, we consider the action of selection
on genetic variation in more detail.
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QUESTIONS

What is the difference between genetic variation, en-
vironmental variation, and genotype-by-environment
interaction? Give examples of each. Try to think of po-
tential examples not covered in this chapter.

‘We noted on the first page of the chapter that humans
vary considerably in height. State a hypothesis about
whether this reflects genetic variation, environmental
variation, or genotype-by-environment interaction (any
hypothesis is okay). What kinds of evidence might settle
the question? Are there experiments that, at least in prin-
ciple, would decide the matter? Would it be easier to do
them with another species, such as mice?

Because you are studying different subjects, the diver-
sity of knowledge among you and your classmates is
larger now than it was at the beginning of the school
year. What kind of variation is this? Could the diversity
in knowledge serve as raw material for evolution of the
campus population? Why or why not?

‘What are reaction norms, and why do they matter?
Draw your own reaction norm for mood as a function of
the temperature outside. What kind of variation allows
reaction norms to evolve?

Consider the nucleotide sequence TGACTAACG-
GCT. Transcribe this sequence into mRNA. Use the
genetic code to translate it into a string of amino acids.
Give an example of a point mutation, an insertion, a
deletion, a frameshift mutation, a synonymous substi-
tution, a nonsynonymous substitution, and a nonsense
mutation. Which of your examples seem likely to dra-
matically influence protein function? Which seem likely
to have little effect? Why?

Consider a population containing the following geno-
types: Aa, Aa, AA, aA, aa, Aa, aa, aA, aa, Aa. What is
the frequency of genotype aa? Allele A? Allele a2 Can
you tell which genotype is most advantageous? Can you
tell whether Aa resembles AA or aa? Why or why not?

How many redheads live in a village of 250 people,
where the frequency of red hair is 0.18?

Diagram two processes through which genes can be du-
plicated. How can you tell whether a duplicate copy of a
gene arose by unequal crossing over or retroposition?

If a gene gets retroduplicated, how can you distinguish
the original gene from the copy?

How do chromosome inversions happen? What conse-
quences do they have for the evolution of populations?

Diagram the sequence of events that leads to the forma-
tion of second-generation polyploid individuals in plants
that can self-fertilize.

12.

13.

14.

15.

16.

17.

Discuss factors that might cause mutation rates to vary
among individuals in populations, and among species.

Which kind of mutation is most common: lethal, non-
lethal but deleterious, neutral, or beneficial? Draw a
graph to illustrate your answer. According to the graph,
do most mutations have large or small effects on fitness?
Compare and contrast the evolutionary roles of point
mutations, chromosome inversions, gene duplications,
and polyploidization.

Suppose a silent mutation occurs in an exon that is part
of the gene for TAS2R38 in a human. Has a new allele
been created? Defend your answer.

The amino acid sequences encoded by the red and green

visual pigment genes found in humans are 96% identical

(Nathans et al. 1986). These two genes are found close

together on the X chromosome, while the gene for the

blue pigment is located on chromosome 7. Among pri-

mates, only Old World monkeys, the great apes, and hu-

mans have a third pigment gene—New World monkeys

have only one X-linked pigment gene. Comment on

the following three hypotheses:

* One of the two visual pigment loci on the X chromo-
some originated in a gene duplication event.

e The gene duplication event occurred after New
World and Old World monkeys had diverged from
a common ancestor, which had two visual pigment
genes.

e Human males with a mutated form of the red or green
pigment gene experience the same color vision of our
male primate ancestors.

Chromosome number can evolve by smaller-scale
changes than duplication of entire chromosome sets.
For example, domestic horses have 64 chromosomes
per diploid set while Przewalski’s horse, an Asian sub-
species, has 66. Przewalski’s horse is thought to have
evolved from an ancestor with 2n = 64 chromosomes.
The question is: Where did its extra chromosome
pair originate? It seems unlikely that an entirely new
chromosome pair was created from scratch in

Przewalski’s horse. To generate a hypothesis

explaining the origin of the new chromosome g
in Przewalski’s horse, examine the adjacent
figure. The drawing at right shows how cer- %
tain chromosomes synapse in the hybrid off-

spring of a domestic horse—Przewalski’s horse

mating (Short et al. 1974). The remaining
chromosomes show a normal 1:1 pairing. Do you think
this sort of gradual change in chromosome number in-
volves a change in the actual number of genes present,
or just rearrangement of the same number of genes?
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EXPLORING THE LITERATURE

18. Some evolutionary geneticists have suggested that the
genetic code has been shaped by natural selection to
minimize the deleterious consequences of mutations.
For an entry into the literature on this issue, see:

Caporaso, J. G., M. Yarus, and R. Knight. 2005. Error minimization
and coding triplet/binding site associations are independent fea-
tures of the canonical genetic code. Journal of Molecular Evolution
61: 597-607.

Freeland, S. J., and L. D. Hurst. 1998. Load minimization of the ge-
netic code: History does not explain the pattern. Proceedings of the
Royal Society London B 265: 2111-2119.

Freeland, S. J., and L. D. Hurst. 1998. The genetic code is one in a
million. Journal of Molecular Evolution 47: 238-248.

Knight, R. D., S. J. Freeland, and L. F. Landweber. 1999. Selection,
history and chemistry: The three faces of the genetic code. Trends
in Biochemical Sciences 24: 241-247.

19. We discussed temperature-dependent sex determina-
tion in geckos. Many other reptiles have environmental
sex determination as well. For a paper exploring why
temperature-dependent sex determination might be
adaptive, see:

Warner, D. A., and R. Shine. 2008. The adaptive significance of
temperature-dependent sex determination in a reptile. Nature 451:
566-568.

20

Figure 5.12 presented evidence that people with certain
genotypes for the serotonin transporter gene are more

sensitive to maltreatment during childhood. For an ex-
ploration of possible benefits associated with the sensi-
tive genotype, see:

Homberg, J. R., and K. P. Lesch. 2011. Looking on the bright side

of serotonin transporter gene variation. Biological Psychiatry 69:
513-519.

21. For an example of chromosomal rearangements main-
taining a supergene with multiple alleles, see:
Joron, M., L. Frezal, et al. 2011. Chromosomal rearrangements main-
tain a polymorphic supergene controlling butterfly mimicry. Nature
477: 203-206.
22. For an estimate of the number of loss-of-function mu-
tations present in the genome of a typical human, see:

MacArthur, D. G., and C. Tyler-Smith. 2010. Loss-of-function vari-
ants in the genomes of healthy humans. Human Molecular Genetics
19: R125-R130.

23. Are there circumstances under which it is good to have
a high mutation rate? See:
Gentile, C. F., S. C. Yu, et al. 2011. Competition between high- and
higher-mutating strains of Escherichia coli. Biology Letters 7: 422—424.
24. For evidence that new genes may evolve from scratch
more often than previously thought, see:

Carvunis, A. R., T. Rolland, et al. 2012. Proto-genes and de novo gene
birth. Nature 487: 370-374.
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Mendelian Genetics in Populations I:
Selection and Mutation

arwin’s theory of evolution by natural selection provides a mechanistic
explanation of descent with modification that is supported by consid-
erable evidence. However, as Darwin himself recognized, the theory
is incomplete without an accurate understanding of the mechanism of inheritance
(see Darwin 1868). That understanding has been provided by Mendelian and
molecular genetics. With Darwin’s insights and modern genetics, we have the
tools we need to develop a more complete model of the mechanism of evolution.
Population genetics, the subject of this chapter (as well as Chapters 7 and 8),
integrates evolution by natural selection with Mendelian genetics (for a history,
see Provine 1971). The crucial insight of population genetics is that changes in
the relative abundance of traits in a population can be tied to changes in the rela-
tive abundance of the genetic variants that influence them. A decline over several
decades in the frequency of dark-colored Soay sheep in St. Kilda, Scotland, for
example, is tied to a decline in the frequency of the dominant allele responsible
for dark coloration. From a population geneticist’s perspective, evolution can be
defined as change across generations in the frequencies of alleles. Population
genetics provides the theoretical foundation for much of our modern understanding
of evolution.

Some Soay sheep are light, others
dark, due to alleles of the gene
for tyrosinase-related protein 1
(TRYP1). Recently, the frequency
of the G allele, which confers dark
color, has declined—and with

it the frequency of dark sheep
(Graph from Gratten et al. 2008;
photo by Arpat Ozgul).

Graph from “A localized negative genetic correla-
tion constrains microevolution of coat color in wild
sheep.” Science 319: 318-320. Reprinted with
permission from AAAS.
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Scientists evaluate theories by using them to make predictions, then checking
whether the predictions come true. Some of the clearest tests of theory are found
in engineering. When Neil Armstrong and Buzz Aldrin traveled to the surface
of the moon and back in July of 1969, they demonstrated that NASA’s engineers
understand a thing or two about thrust, inertia, and gravity (Figure 6.1). In this
chapter, we present data from predictive tests of population genetics theory. At
the end, we tell the story of a team of genetic engineers who designed and built
a new gene, introduced it into a population of fruit flies, and used population
genetics theory to predict the trajectory of its changing frequency 20 generations
into the future.

Our first task, however, is to introduce the fundamentals of population ge-
netics. In Section 6.1, we introduce an algebraic model that allows us to track
Mendelian alleles across generations in an idealized population under simplifying
assumptions. This model will show us circumstances under which evolution does
not occur. In Section 6.2, we relax one of the simplifying assumptions and learn
to predict how populations evolve under natural selection. In Section 6.3, we
look at data that puts a variety of predictions of evolution by natural selection
to the test. In Section 6.4, we relax another assumption to look at mutation as
a mechanism of evolution. In Section 6.5, we close with the genetic engineer-
ing story. Throughout the chapter, we use population genetics theory to address
practical issues arising from human diseases and human evolution. The first of
these issues involves human evolution in response to the HIV epidemic.

6.1 Mendelian Genetics in Populations:
Hardy—Weinberg Equilibrium

Most people are susceptible to HIV. Their best hope of avoiding infection is to
avoid contact with the virus. There are, however, a few individuals who remain
uninfected despite repeated exposure. In 1996, AIDS researchers discovered that
at least some of this variation in susceptibility has a genetic basis (see Chap-
ters 1 and 5). The gene responsible encodes a cell-surface protein called CCRS5.
CCRS5 is the handle exploited by most sexually transmitted strains of HIV-1 as a
means of binding to white blood cells. A mutant allele of the CCR5 gene, called
CCRS5-A32, has a 32-base-pair deletion that destroys the encoded protein’s abil-
ity to function. Individuals who inherit two copies of this allele have no CCR5
on the surface of their cells and are therefore resistant to HIV-1. Given that
individuals homozygous for CCR5-A32 are much less likely to contract HIV,
we might ask whether the global AIDS epidemic will cause an increase in the
frequency of the A32 allele in human populations. If so, how fast will it happen?

Before we can hope to answer such questions, we need to understand how the
CCR5-A32 allele would behave without the AIDS epidemic. In other words,
we need to develop a null model for the behavior of genes in populations. This
null model should specify, under the simplest possible assumptions, what will
happen across generations to the frequencies of alleles and genotypes. The model
should apply not just to humans, but to any population of organisms that are both
diploid and sexual. In this first section of the chapter, we develop such a model
and explore its implications. In the next section we add natural selection to the
model, which will enable us to address our questions about the AIDS epidemic
and the CCR5-A32 allele.

Figure 6.1 Engineering suc-
cess demonstrates the value
of theory Apollo 11's lunar
module “Eagle,” carrying Neil
Armstrong and Buzz Aldrin,
returns from the surface of the
moon to dock with the com-
mand service module. The photo
was taken on 21 July 1969 by
command module pilot Michael
Collins. Note Earth rising in the
background.

Population genetics begins with
a model of what happens to
allele and genotype frequen-
cies in an idealized population.
Once we know how Mendelian
genes behave in the idealized
population, we will be able to
explore how they behave in real
populations.
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We develop our model by scaling Mendelian genetics up from the level of
families, where the reader has used it until now, to the level of populations. We
illustrate the model with an idealized population of mice (Figure 6.2). A popu-
lation is a group of interbreeding individuals and their offspring. The crucial
events in the life cycle of a population are these: Adults produce gametes, gametes
combine to make zygotes, zygotes develop into juveniles, and juveniles grow up
to become the next generation of adults. We want to track the fate of Mendelian
genes in a population. We want to know whether particular alleles or genotypes
become more common or less common across generations, and why.
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Imagine that the mice in Figure 6.2 have in their genome a Mendelian locus,
the A locus, with two alleles: A and a. We can begin tracking these alleles at any
point in the life cycle. We then follow them through one complete turn of the
cycle, from one generation to the next, to see if their frequencies change.

A Simulation

Our task of following alleles around the life cycle will be simplest if we start with
the gametes produced by the adults when they mate. We will assume that the
adults choose their mates at random. A useful mental trick is to picture random
mating happening like this: We take all the eggs and sperm produced by all the
adults in the population, dump them together in a barrel, and stir. This barrel is
known as the gene pool. Each sperm in the gene pool swims about at random
until it collides with an egg, whereupon the egg and sperm fuse to make a zy-
gote. Something rather like this actually happens in sea urchins and other marine
creatures that simply release their gametes onto the tide. For other organisms, like
mice and humans, this picture is obviously a simplification.

The adults in our mouse population are diploid, so each carries two copies
of the A locus. But the adults made their eggs and sperm by meiosis. Following
Mendel’s law of segregation, each gamete received just one copy of the A locus.
Imagine that 60% of the eggs and sperm received a copy of allele A, and 40%
received a copy of allele a. That is, the frequency of allele A in the gene pool is
0.6, and the frequency of allele a is 0.4.

What happens when eggs meet sperm? For example, what fraction of the
zygotes they produce have genotype AA? And once these zygotes develop into
juveniles, grow up, and spawn, what are the frequencies of alleles A and a in the
next generation’s gene pool?

Figure 6.2 The life cycle of an
idealized population The la-
bels highlight the stages that will
be important in our development
of population genetics.

Starting with the eggs and
sperm that constitute the gene
pool, our model tracks alleles
through zygotes and adults and
into the next generation’s gene
pool.
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Figure 6.3 A gene pool with frequencies of 0.6 for allele A and 0.4 for allele a

One way to find out is by simulation. We can close our eyes and put a finger
down on Figure 6.3 to choose an egg. Perhaps it carries a copy of allele A. Now
we close our eyes and put down a finger to choose a sperm. Perhaps it carries a
copy of allele a. If we combine these gametes, we get a zygote with genotype
Aa. We encourage the reader to carry out this process to make a large sample of
zygotes—>50, say, or even 100. We have paused to do so as we write. Among the
100 zygotes we made, 34 had genotype AA, 57 had Aa, and 9 had aa.

Now let us imagine that all these zygotes develop into juveniles, and that all
the juveniles survive to adulthood. Imagine, furthermore, that when the adults
reproduce, they all donate the same number of gametes to the gene pool. We
can choose any number of gametes we like for the standard donation, so we will
choose 10 to make the arithmetic easy. We are not worried about whether a
particular adult makes eggs or sperm; instead, we are simply counting gametes:

Our 34 AA adults together make 340 gametes: 340 carry allele 4; none carry allele a.
Our 57 Aa adults together make 570 gametes: 285 carry allele A; 285 carry allele a.
Our 9 aa adults together make 90 gametes: none carry allele A; 90 carry allele a.
Summing the gametes carrying copies of each allele, we get 625 carrying A and

375 carrying a, for a total of 1,000. The frequency of allele A in the new gene
pool is 0.625; the frequency of allele a is 0.375.
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We have followed the alleles around one complete turn of the population’s
life cycle and found that their ending frequencies are somewhat different from
their starting frequencies (Figure 6.4). In other words, our population has evolved.

The genotype frequencies among the zygotes in the reader’s sample, and the
frequencies of the alleles in the reader’s next generation, will almost certainly be
somewhat different from ours. Indeed, we carried out the simulation two more
times ourselves and got different results each time. In our second simulation, we
got zygotes in proportions of 41% AA, 44% Aa, and 15% aa. The allele frequen-
cies in the next generation’s gene pool were 0.63 for A and 0.37 for a. In our
third simulation, we got zygotes in proportions of 34% AA, 49% Aa, and 17% aa.
The allele frequencies in the next generation were 0.585 for A and 0.415 for a.

Our three results are not wildly divergent, but neither are they identical. In
two cases the frequency of allele A rose, whereas in one it fell. We got different
results because in each simulation, blind luck in picking gametes from the gene
pool gave us a different number of zygotes with each genotype. The fact that
blind luck can cause a population to evolve unpredictably is an important result
of population genetics. This mechanism of evolution is called genetic drift. (We
will return to drift in Chapter 7.) For now, however, we are interested not in
whether evolution is sometimes unpredictable, but whether it is ever predictable.
We want to know what would have happened in our simulations if chance had
played no role.

A Numerical Calculation

We can discover the luck-free result of combining eggs and sperm to make zy-
gotes by using a Punnett square. Punnett squares, invented by Reginald Crundall
Punnett, are more typically used in Mendelian genetics to predict the genotypes
among the offspring of a particular male and female. Figure 6.5, for example,
shows the Punnett square for a mating between an Aa female and an Aa male.
We write the genotypes of the eggs made by the female, in the proportions we
expect her to make them, along the side of the square. We write the genotypes
of the sperm made by the male, in the proportions we expect him to make them,
along the top. Then we fill in the boxes in the square to get the genotypes of the
zygotes. This Punnett square predicts that among the offspring of an Aa female
and an Aa male, one-quarter will be AA, one-half Aa, and one-quarter aa.
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Figure 6.4 Allele and geno-
type frequencies throughout
the life cycle in a numerical
simulation We made the
zygotes by picking gametes at
random from the gene pool in
Figure 6.3 and assumed that all
the zygotes survived. The reader’s
results, on repeating this exercise,
will likely be somewnhat different.

In simulated populations, allele
frequencies change somewhat

across generations. This is evo-
lution resulting from blind luck.

Sperm \\

A
O A AA Aa
Eggs a aA aa
Zygotes

Figure 6.5 Punnett square for
a cross between two hetero-
zygotes This device makes
accurate predictions about the
genotype frequencies among

the zygotes because the geno-
types of the eggs and sperm are
represented in the proportions in
which the parents produce them.
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We can use the same device to predict the genotypes among the offspring of
an entire population (Figure 6.6a). The trick is to write the egg and sperm geno-
types along the side and top of the Punnett square in proportions that reflect their
frequencies in the gene pool. Sixty percent of the eggs carry copies of allele A

and 40% carry copies of allele a, so we have written six A’s and four a’s along the
side of the square. Likewise, for the sperm, we have written six A’s and four a’s
along the top. Filling in the boxes in the square, we find that among 100 zygotes
in our population, we can expect 36 AA’s, 48 Ad’s, and 16 aa’s. Note that our
population Punnett square has predicted genotype proportions different from the
1:0, 1:1, or 1:2:1 ratios that appear in single-family Punnett squares.

The Punnett square in Figure 6.6a suggests that we could also predict the geno-
type frequencies among the zygotes by multiplying probabilities. Figure 6.6b
shows the four possible combinations of egg and sperm, the resulting zygotes, and
a calculation specifying the probability of each (see also Computing Consequences
6.1). For example, if we look into the gene pool and pick an egg to watch, there
is 2 60% chance that it will have genotype A. When a sperm comes along to fer-
tilize the egg, there is a 60% chance that the sperm will have genotype A. The
probability that we will witness the production of an AA zygote is therefore

0.6 X 0.6 = 0.36

If we watched the formation of all the zygotes, 36% of them would have geno-
type AA. The calculations in Figure 6.6b show that random mating in the gene
pool produces zygotes in the following proportions:

AA Aa aa

0.36 0.48 0.16
(The Aa category includes heterozygotes produced by combining either an A egg
with an a sperm or an a egg with an A sperm.) Notice that

0.36 + 048 + 0.16 = 1

This confirms that we have accounted for all of the zygotes.

Figure 6.6 When blind luck
plays no role, random mating
in the gene pool of our model
mouse population produces
zygotes with predictable
genotype frequencies (a) A
Punnett square. The genotypes
of the gametes are listed along
the left and top edges of the
box in proportions that reflect
the frequencies of A and a eggs
and sperm in the gene pool.

The shaded areas inside the box
represent the genotypes among
100 zygotes formed by random
encounters between gametes in
the gene pool. (b) We can also
calculate genotype frequencies
among the zygotes by multiplying
allele frequencies. (See Comput-
ing Consequences 6.1.)
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COMPUTING CONS
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Combining probabilities

The combined probability that two independent events
will occur together is the product of their individual
probabilities. For example, the probability that a tossed
penny will come up heads is 5. The probability that a
tossed dime will come up heads is also 3. If we toss both
together, the outcome for the penny is independent of
that for the dime. Thus the probability of gettmg heads
on the penny and heads on the dime is 3 X 3 = 3.
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EQUENCES 6.1

The combined probability that one or the other of
two mutually exclusive events will occur is the sum of
their individual probabilities. When rolling a die we can
get a one or we can get a two (among other possibili-
ties), but we cannot get both a one and a two at once.
The individual probability of each outcome is +. The
combined probablhty of rolling either a one or a two is

therefore ¢ + + = 1.

We now let the zygotes grow to adulthood, and we let the adults produce
gametes to make the next generation’s gene pool. When chance plays no role,
will the frequencies of alleles A and a in the new gene pool change from one

generation to the next?

If we assume, as we did before, that 100 adults each make 10 gametes, then

The 36 AA adults together make 360 gametes:
The 48 Aa adults together make 480 gametes:

The 16 aa adults together make 160 gametes: none carry allele A;

360 carry allele A; none carry allele a.
240 carry allele A; 240 carry allele a.

160 carry allele a.

Summing the gametes carrying each allele, we get 600 carrying copies of A and
400 carrying copies of g, for a total of 1,000. The frequency of allele A in the new

gene pool is 0.6; the frequency of allele a is 0.4.

As Figure 6.7a shows graphically, we can also calculate the composition of
the new gene pool using frequencies. Because adults of genotype AA constitute

(@) A population with genotype frequencies of 0.36, 0.48, and 0.16 . . .

Aa Aa Aa
AA AA AA Aa Aa Aa
AA AA AA Aa Aa Aa aa
AA AA AA Aa Aa Aa aa
.. yields gametes . . . Aa Aa Aa
AA AA AA Aa Aa Aa
AA AA AA Aa Aa Aa a a
AA AA AA Aa Aa Aa a a
.. with frequencies of 0.6 and 0.4

A 036+ ;—(0.48) =06 a

1
2
Figure 6.7 When the adults in our model mouse
population make gametes, they produce a gene pool in
which the allele frequencies are identical to the ones we
started with a generation ago (a) Calculations using fre-

(b) AA Aa aa Total
0.36 + 048 + 0.16 = 1.0
Adults + :| + |:| =
. ]
aa
Gametes + =
0.36 0.24
+0.24 +0.16
a a 0.6 + 04 = 1.0
a a A a Total

(0.48)+0.16 = 0.4

quencies. (b) A geometrical representation. The area of each
box represents the frequency of an adult or gamete genotype.
Note that half the gametes produced by Aa adults carry allele
A, and half carry allele a.
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36% of the population, they will make 36% of the gametes. All of these gametes
carry copies of allele A. Likewise, adults of genotype Aa constitute 48% of the
population and will make 48% of the gametes. Half of these gametes carry copies
of allele A. So the total fraction of the gametes in the gene pool that carry copies
of A is

0.36 + (3)0.48 = 0.6

The figure also shows a calculation establishing that the fraction of the gametes in
the gene pool that carry copies of allele a is 0.4. Notice that

0.6 +04 =1

This confirms that we have accounted for all of the gametes. Figure 6.7b shows a
geometrical representation of the same calculations.
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We have come full circle (Figure 6.8). And this time, unlike in our simulations,
we have arrived precisely where we began. We started with allele frequencies of
60% for A and 40% for a in our population’s gene pool. We followed the alleles
through zygotes, juveniles, and adults and into the next generation’s gene pool.
The allele frequencies in the new gene pool are still 60% and 40%. When blind
luck plays no role, the allele frequencies for A and a in our population are in
equilibrium: They do not change from one generation to the next. The popula-
tion does not evolve.

The first biologist to work a numerical example, tracing the frequencies of
Mendelian alleles from one generation to the next in an ideal population, was
G. Udny Yule in 1902. He started with a gene pool in which the frequencies of
two alleles were 0.5 and 0.5 and showed that in the next generation’s gene pool,
the allele frequencies were still 0.5 and 0.5. The reader may want to reproduce
Yule’s calculations as an exercise.

Like us, Yule concluded that the allele frequencies in his imaginary popula-
tion were in equilibrium. Yule’s conclusion was both groundbreaking and cor-
rect, but he took it a bit too literally. He had worked only one example, and
he believed that allele frequencies of 0.5 and 0.5 represented the only possible
equilibrium state for a two-allele system. For example, Yule believed that if a

Figure 6.8 When blind luck
plays no role in our model
population, the allele frequen-
cies do not change from one
generation to the next We
made the zygotes with the Pun-
nett square in Figure 6.6 and
assumed that all the zygotes
survived.

Numerical examples show

that when blind luck plays no
role, allele frequencies remain
constant from one generation to
the next.
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single copy of allele A appeared as a mutation in a population whose gene pool
otherwise contained only copies of a, then the A allele would automatically in-
crease in frequency until copies of it constituted one-half of the gene pool. Yule
argued this claim during the discussion that followed a talk given in 1908 by none
other than Reginald Punnett. Punnett thought that Yule was wrong, but he did
not know how to prove it.

We have already demonstrated, of course, that Punnett was correct in reject-
ing Yule’s claim. Our calculations showed that a population with allele frequen-
cies of 0.6 and 0.4 is in equilibrium too. What Punnett wanted, however, is a
general proof. This proof should show that any allele frequencies, so long as they
sum to 1, will remain unchanged from one generation to the next.

Punnett took the problem to his mathematician friend Godfrey H. Hardy,
who produced the proof in short order (Hardy 1908). Hardy simply repeated the
calculations that Yule had performed, using variables in place of the specific allele
frequencies that Yule had assumed. Hardy’s calculation of the general case indeed
showed that any allele frequencies can be in equilibrium.

The General Case

For our version of Hardy’s general case, we again work with our imaginary
mouse population. We are concerned with a single locus with two alleles: A,
and A,. We use capital letters with subscripts because we want our calculation to
cover cases in which the alleles are codominant as well as cases in which they are
dominant and recessive. The three possible diploid genotypes are A;A;, A;A,,
and A,A,.

As in our simulations and numerical example, we will start with the gene pool
and follow the alleles through one complete turn of the life cycle. The gene pool
will contain some frequency of A; gametes and some frequency of A, gametes.
We will call the frequency of A; in the gene pool p and the frequency of A, in
the gene pool ¢g. There are only two alleles in the population, so

ptqg=1

The first step is to let the gametes in the gene pool combine to make zygotes.
Figure 6.9a shows the four possible combinations of egg and sperm, the zygotes
they produce, and a calculation specitying the probability of each. For example,
if we pick an egg to watch at random, the chance is p that it will have genotype
Ay. When a sperm comes along to fertilize the egg, the chance is p that the sperm
will have genotype A;. The probability that we will witness the production of an
A A, zygote is therefore

pXp=p
If we watched the formation of all the zygotes, p* of them would have genotype

AAy. The calculations in Figure 6.9a show that random mating in our gene pool
produces zygotes in the following proportions:
A4, A4,
©oo 2 g

Figure 6.9b shows a Punnett square that yields the same genotype frequencies.
The Punnett square also shows geometrically that

A4,
2

Pt gt =1
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(@) Egg Sperm  Zygote Probability

A& A 5 AA] pxp=p?

A1 & A, 3 AA; pxqg=pq
+
A2 & A 5 AA; gxp=gp
2pq
Ay & Ay 5 [AA; gxg=q?

(b) Sperm
fr(d,)=p fr(A,)=q
friA)=p | fr(A,A;) |fr(A,A,)
=p? =pq
5
2
fr(A,A;)  |fr(AA,)
fl’(AZ) =q =qp = qZ
Zygotes
AA, AA,  AA, Total

+ 2pg + g2 = 10
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Figure 6.9 The general case
for random mating in our
model population (a) We can
predict the genotype frequencies
among the zygotes by multiplying
the allele frequencies. (b) A Pun-
nett square. The variables along
the left and top edges of the box
represent the frequencies of A
and a eggs and sperm in the gene
pool. The expressions inside the
box represent the genotype fre-
guencies among zygotes formed
by random encounters between
gametes in the gene pool.
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This confirms that we have accounted for all the zygotes. The same result can
be demonstrated algebraically by substituting (1 — p) for ¢ in the expression
p* + 2pg + ¢°, then simplifying.

We have gone from the allele frequencies in the gene pool to the genotype
frequencies among the zygotes. We now let the zygotes develop into juveniles,
let the juveniles grow up to become adults, and let the adults produce gametes to
make the next generation’s gene pool.

We can calculate the frequency of allele A; in the new gene pool as follows.
Because adults of genotype A,A; constitute a proportion p*> of the population,
they will make p* of the gametes. All of these gametes carry copies of allele A;.
Likewise, adults of genotype A;A, constitute a proportion 2pq of the population,
and will make 2pq of the gametes. Half of these gametes carry copies of allele A;.
So the total fraction of the gametes in the gene pool that carry copies of A; is

P+ (3)2pg = p* + pq

We can simplify the expression on the right by substituting (1 — p) for ¢. This
gives

p’ 4 pg=pt o+ p(1 = p)
=p+p— 7
=p
Figure 6.10 shows this calculation graphically. The figure also shows a calculation
establishing that the fraction of the gametes in the gene pool that carry copies of
allele A, is g. We assumed at the outset that p and ¢ sum to 1, so we know that
we have accounted for all the gametes.

Once again, we have come full circle and are back where we started. We
started with allele frequencies of p and ¢ in our population’s gene pool. We fol-
lowed the alleles through zygotes and adults and into the next generation’s gene
pool. The allele frequencies in the new gene pool are still p and ¢g. The allele
frequencies p and g can be stable at any values at all between 0 and 1, as long as
they sum to 1. In other words, any allele frequencies can be in equilibrium, not
just p = g = 0.5 as Yule thought.

This is a profound result. At the beginning of the chapter we defined evolution
as change in allele frequencies in populations. The calculations we just performed
show, given simple assumptions, that in populations following the rules of Men-
delian genetics, allele frequencies do not change.

AA, AA, ALA, Total
pZ + qu + q2 = 1.0
Adults + :| + |:| =
Gametes + |:| =
p2 '5(2pq)
+1/,(2pq) +q?
p + q = 1.0

A A, Total

The challenge now is to prove
algebraically that there was
nothing special about our
numerical examples. Any allele
frequencies will remain constant
from generation to generation.

Our model has shown that our
idealized population does not
evolve. This conclusion is known
as the Hardy—Weinberg equilib-
rium principle.

Figure 6.10 A geometrical
representation of the general
case for the allele frequencies
produced when the adults in
our model population make
gametes The area of each box
represents the frequency of an
adult or gamete genotype.
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COMPUTING CONSEQUENCES 6.2

The Hardy-Weinberg equilibrium principle with more than
two alleles

NXE
o0

Imagine a single locus with several alleles. We can call For example, if there are three alleles with frequen-
the alleles A, A;, A, and so on, and we can represent  cies py, p,, and p; such that

the frequencies of the alleles in the gene pool with the

variables p;, pj, pr, and so on. The formation of a zygote prtprtps=1

with genotype A;4; requires the union of an A; egg  (then the genotype frequencies are given by

with an A; sperm. Thus, the frequency of the homo-

zygous genotype A;A; is p7. The formation of a zygote (p; + po + p3)> =p5 + 5 + 15

with genotype A;A; requires either the' union of an A4; + 2p.ps + 2pip5 + 2pap;
egg with an A; sperm, or an A; egg with an A; sperm.

Thus, the frequency of the heterozygous genotype A4;4;  and the allele frequencies do not change from genera-
1s 2p;p;. tion to generation.

We have presented this result as the work of Hardy (1908). It was derived in-
dependently by Wilhelm Weinberg (1908) and has become known as the Hardy—
Weinberg equilibrium principle. Some evolutionary biologists refer to it as the
Hardy—Weinberg—Castle equilibrium principle, because William Castle (1903)
worked a numerical example and stated the general equilibrium principle non-
mathematically five years before Hardy and Weinberg explicitly proved the gen-
eral case (see Provine 1971). The Hardy—Weinberg equilibrium principle yields
two fundamental conclusions:

* Conclusion 1: The allele frequencies in a population will not change, genera-
tion after generation.

* Conclusion 2: If the allele frequencies in a population are given by p and g,
the genotype frequencies will be given by p?, 2pq, and ¢°.

We get an analogous result if we generalize the analysis from the two-allele
case to the usual case of a population containing many alleles at a locus (see Com-
puting Consequences 6.2).

What Use Is the Hardy—Weinberg Equilibrium Principle?

It may seem puzzling that in a book about evolution we have devoted so much
space to a proof apparently showing that evolution does not happen. Evolution
does, of course, happen—we saw it happen in this chapter in our own simula-
tions. What makes the Hardy—Weinberg equilibrium principle useful is that it
rests on a specific set of simple assumptions. When one or more of these assump-
tions is violated, the Hardy—Weinberg conclusions no longer hold.

We left some of the assumptions unstated when we developed our null model
of Mendelian alleles in populations. We can now make them explicit. The crucial
assumptions are as follows:

1. There is no selection. All members of our model population survived
at equal rates and contributed equal numbers of gametes to the gene pool. When
this assumption is violated—when individuals with some genotypes survive and
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reproduce at higher rates than others—the frequencies of alleles may change from
one generation to the next.

2. There is no mutation. In the model population, no copies of existing
alleles were converted by mutation into copies of other existing alleles, and no
new alleles were created. When this assumption is violated, and, for example,
some alleles have higher mutation rates than others, allele frequencies may change
from one generation to the next.

3. There is no migration. No individuals moved into or out of the mod-
el population. When this assumption is violated, and individuals carrying some
alleles move into or out of the population at higher rates than individuals carry-
ing other alleles, allele frequencies may change from one generation to the next.

4. There are no chance events that cause individuals with some genotypes
to pass more of their alleles to the next generation than others. That is, blind luck
plays no role. We saw the influence of blind luck in our simulations. We avoided
it in our analysis of the general case by assuming that the eggs and sperm in the
gene pool collided with each other at their actual frequencies of p and g and that
no deviations were caused by chance. Another way to state this assumption is
that the model population was infinitely large. When this assumption is violated,
and by chance some individuals contribute more alleles to the next generation
than others, allele frequencies may change from one generation to the next. This
mechanism of allele frequency change is called, as we said earlier, genetic drift.

5. Individuals choose their mates at random. We explicitly set up the
gene pool to let gametes find each other at random. In contrast to assumptions
1 through 4, when this assumption is violated—when, for example, individuals
prefer to mate with other individuals of the same genotype—allele frequencies do
not change from one generation to the next. Genotype frequencies may change,
however. Such shifts in genotype frequency, in combination with a violation of
one of the other four assumptions, can influence the evolution of populations.

By furnishing a list of ideal conditions under which populations will not evolve,
the Hardy—Weinberg equilibrium principle identifies the set of events that can
cause evolution in the real world (Figure 6.11). This is how the Hardy—Wein-
berg principle serves as a null model. Biologists can measure allele and genotype
frequencies in nature, and determine whether the Hardy—Weinberg conclusions
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The Hardy—Weinberg equilib-
rium principle becomes useful
when we list the assumptions
we made about our idealized
population. By providing a set
of explicit conditions under
which evolution does not hap-
pen, the Hardy—Weinberg analy-
sis identifies the mechanisms
that can cause evolution in real
populations.

Figure 6.11 Summary of

the mechanisms of evolu-

tion Four processes can cause
allele frequencies to change from
one generation to the next. Selec-
tion occurs when individuals with
different genotypes survive or
make gametes at different rates.
Migration occurs when individuals
move into or out of the popu-
lation. Mutation occurs when
mistakes during meiosis turn cop-
ies of one allele into copies of an-
other. Genetic drift occurs when
blind chance allows gametes with
some genotypes to participate in
more fertilizations than gametes
with other genotypes.
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hold. A population in which they hold is said to be in Hardy—Weinberg equi-
librium. If a population is not in Hardy—Weinberg equilibrium—if the allele
frequencies change from generation to generation or if the genotype frequencies
cannot, in fact, be predicted by multiplying the allele frequencies—then one or
more of the Hardy—Weinberg model’s assumptions are being violated. Such a
discovery does not, by itself, tell us which assumptions are being violated, but it
indicates that further research may be rewarded with interesting discoveries.

In the remaining sections of Chapter 6, we consider how violations of as-
sumptions 1 and 2 affect the two Hardy—Weinberg conclusions, and we explore
empirical research on selection and mutation as mechanisms of evolution. (In
Chapter 7, we consider violations of assumptions 3, 4, and 5.)

Changes in the Frequency of the CCR5-A32 Allele

We began this section by asking whether we can expect the frequency of the
CCR5-A32 allele to change in human populations. Now that we have developed
a null model for how Mendelian alleles behave in populations, we can give a par-
tial answer. As long as individuals of all CCR5 genotypes survive and reproduce
at equal rates, as long as no mutations convert some CCRb5 alleles into others, as
long as no one moves from one population to another, as long as populations are
infinitely large, and as long as people choose their mates at random, then no, the
frequency of the CCR5-A32 allele will not change.

This answer is, of course, thoroughly unsatistying. It is unsatisfying because
none of the assumptions will be true in any real population. We asked the ques-
tion in the first place precisely because we expect A32/A32 individuals to sur-
vive the AIDS epidemic at higher rates than individuals with either of the other
two genotypes. In the next two sections, we will see that our null model, the
Hardy—Weinberg equilibrium principle, provides a framework that allows us to
assess with precision the importance of difterences in survival.

6.2 Selection

Our analysis in Section 6.1 was motivated by a desire to predict whether the
frequency of the CCR5-A32 allele will change as a result of the AIDS epidemic.
We started by scaling Mendelian genetics up from single crosses to whole popu-
lations. This is the first step in integrating Mendelism with Darwin’s theory of
evolution by natural selection. The next step is to add differences in survival and
reproductive success. Doing so makes the algebra a bit more complicated. But it
also lets us glimpse the predictive strength of population genetics.

In the model we used to derive the Hardy—Weinberg equilibrium principle,
first on our list of assumptions was that all individuals survive at equal rates and
contribute equal numbers of gametes to the gene pool. Systematic violations of
this assumption are examples of selection. Selection happens when individuals
with particular phenotypes survive to sexual maturity at higher rates than those
with other phenotypes, or when individuals with particular phenotypes produce
more offspring during reproduction than those with other phenotypes. The bot-
tom line in either kind of selection is differential reproductive success. Some indi-
viduals have more offspring than others. Selection can lead to evolution when the
phenotypes that exhibit differences in reproductive success are heritable—that is,
when certain phenotypes are associated with certain genotypes.

First on the list of assumptions
about our idealized population
was that individuals survive

at equal rates and have equal

reproductive success. We now
explore what happens to allele
frequencies when this assump-
tion is violated.
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Population geneticists often assume that phenotypes are determined strictly by
genotypes. They might, for example, think of pea plants as being either tall or
short, such that individuals with the genotypes TT and Tt are tall and individuals
with the genotype ff are short. Such a view is at least roughly accurate for some
traits, including the examples we use in this chapter.

When phenotypes fall into discrete classes that appear to be determined strictly
by genotypes, we can think of selection as if it acts directly on the genotypes.
We can then assign a particular level of lifetime reproductive success to each
genotype. In reality, most phenotypic traits are not, in fact, strictly determined
by genotype. Pea plants with the genotype TT, for example, vary in height.
This variation is due to genetic differences at other loci and to differences in the
environments where the pea plants grew. We will consider such complications
elsewhere (see Chapter 9). For the present, however, we adopt the simple view.

When we think of selection as if it acts directly on genotypes, its defining
feature is that some genotypes contribute more alleles to future generations than
others. In other words, there are differences among genotypes in fitness.

Our task in this section is to incorporate selection into the Hardy—Weinberg
analysis. We begin by asking whether selection can change the frequencies of
alleles in the gene pool from one generation to the next. In other words, can
violation of the no-selection assumption lead to a violation of conclusion 1 of the
Hardy—Weinberg equilibrium principle?

Adding Selection to the Hardy-Weinberg Analysis:

Changes in Allele Frequencies

We start with a numerical example showing that selection can, indeed, change
the frequencies of alleles. Imagine that in our population of mice there is a locus,
the B locus, that affects the probability of survival. Assume that the frequency of
allele B; in the gene pool is 0.6 and the frequency of allele B, 1s 0.4 (Figure 6.12).
After random mating, we get genotype frequencies for B;B;, B;B,, and B,B, of
0.36, 0.48, and 0.16. The rest of our calculations will be simpler if we give the
population of zygotes a finite size, so imagine that there are 100 zygotes:

BiB; BB, B;B;
36 48 16
These zygotes are represented by a bar graph on the upper right in the figure. We
will follow the individuals that develop from these zygotes. Those that survive to
adulthood will breed to produce the next generation’s gene pool.

We incorporate selection by stipulating that the genotypes differ in survival.
All of the B, B; individuals survive, 75% of the B; B, individuals survive, and 50%
of the B,B, individuals survive. As shown in Figure 6.12, we now have 80 adults:

BiB; BB, B;B;
36 36 8

If we assume that each survivor donates 10 gametes to the new gene pool, then

The 36 B;B; adults together make 360 gametes: 360 carry By; none carry Bj.
The 36 B;B, adults together make 360 gametes: 180 carry B;; 180 carry B,.
The 8 B,B, adults together make 80 gametes: none carry B;; 80 carry B,.

Summing the gametes carrying copies of each allele, we get 540 carrying copies
of By and 260 carrying copies of B,, for a total of 800. The frequency of allele By

A numerical example shows that
when individuals with some
genotypes survive at higher
rates than individuals with other
genotypes, allele frequencies
can change from one generation
to the next. In other words, our
model shows that natural selec-
tion causes evolution.
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in the new gene pool is 288 = 0.675; the frequency of allele B, is 28 = 0.325.
The frequency of allele B; has risen by an increment of 7.5 percentage points.
The frequency of allele B, has dropped by the same amount.

Violation of the no-selection assumption has resulted in violation of conclu-
sion 1 of the Hardy—Weinberg analysis. The population has evolved.

We used strong selection to make a point in our numerical example. Rarely
in nature are differences in survival rates large enough to cause such dramatic
change in allele frequencies in a single generation. If selection continues for many
generations, however, even small changes in allele frequency in each generation
can add up to substantial changes over the long run.

1.0 7 Selection scheme
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& BB, BB, BB
ﬁ Strong
& 067 — 100 90.0 800
(o]
> —
é 0.4 - 100 98.0 96.0
% 100 99.0 98.0
£ 0.2 100 99.5 99.0

100 99.8 99.6
0.0 T T T T 1 Weak
0 200 400 600 800 1000
Generation

Figure 6.13 illustrates the cumulative change in allele frequencies that can be
wrought by selection. The figure is based on a model population similar to the
one we used in the preceding numerical example, except that the initial allele
frequencies are 0.01 for B; and 0.99 for B,. The red line shows the change in
allele frequencies when the survival rates are 100% for B; By, 90% for B;B,, and
80% for B,B,. The frequency of allele B; rises from 0.01 to 0.99 in less than 100
generations. Under weaker selection schemes, the frequency of Bj rises more
slowly, but still inexorably. (See Computing Consequences 6.3 for a general alge-
braic treatment incorporating selection into the Hardy—Weinberg analysis.)
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Figure 6.12 Selection can
cause allele frequencies

to change across genera-
tions This figure follows our
model mouse population from
one generation’s gene pool to the
next generation’s gene pool. The
bar graphs show the number of
individuals of each genotype in
the population at any given time.
Selection, in the form of differ-
ences in survival among juveniles,
causes the frequency of allele B,
to increase.

Figure 6.13 Persistent selec-
tion can produce substantial
changes in allele frequencies
over time Each curve shows
the change in allele frequency
over time under a particular selec-
tion intensity.
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Here we develop equations that predict allele frequen-
cies in the next generation, given allele frequencies in
this generation and fitnesses for the genotypes. We start
with a gene pool in which allele A; is at frequency p and
allele A, is at frequency g. We allow gametes to pair at
random to make zygotes of genotypes A;A;, A;A,, and
A,A, at frequencies p?, 2pq, and ¢, respectively. We
incorporate selection by imagining that A;A; zygotes
survive to adulthood at rate wy;, A;A, zygotes sur-
vive at rate wq,, and A,A, zygotes survive at rate w,,.
All survivors produce the same number of offspring.
Therefore, a genotype’s survival rate is proportional to
the genotype’s lifetime reproductive success, or fitness.
We thus refer to the survival rates as fitnesses. The aver-
age fitness for the whole population, w, is given by

w= P2W11 + 2pqwy, + ‘12“/22

[To see this, note that we can calculate the average
of the numbers 1, 2, 2, and 3 as W or as
(3 X 1)+ (3 x2)+ (§ X3). Our expression for
the average fitness is of the second form: We multi-
ply the fitness of each genotype by its frequency in the
population and sum the results. |

We now calculate the genotype frequencies among
the surviving adults (right before they make gametes).
The new frequencies of the genotypes are

A4 Ady; AA;
PZW 11 2pqwqz 42“’22
w w w

(We have to divide by the average fitness in each case to
ensure that the new frequencies still sum to 1.)
Finally, we let the adults breed, and calculate the al-

lele frequencies in the new gene pool:

2
Wiq

* For the A; allele: A;A; individuals contribute P

w
of the gametes, all of them A;, and A;A, individuals
2pqw sz

contribute of the gametes, half of them A;.

The new frequency of A; is thus

prwiy + pqwy,
w

COMPUTING CONSEQUENCES

6.3

A general treatment of selection

2pqw 2

w
of the gameges, half of them A,; A,A, individuals

* For the A, allele: A; A, individuals contribute

W2

contribute 1 of the gametes, all of them A,. So

the new frequency of A4, is

pawiz + qCwy,

w
The reader should confirm that the new frequencies of

Ajand A, sum to 1.

It is instructive to calculate the change in the fre-
quency of allele A; from one generation to the next.
This value, Ap, is the new frequency of A; minus the
old frequency of A;:

_ Pwig + pqwi _

Ap
w
_ Pwig + pqwi o
w w
_ Pwi t pqwiy = pw

w

P _
= i(PWu + qwiz — W)
w

The final expression is a useful one, because it shows that
the change in frequency of allele A, is proportional to
(pwiy + qwqz — w). The quantity (pw; + quw;; — w)
is sometimes called the average excess of allele A;. It
is equal to the average fitness of allele A; when paired
at random with other alleles (pw;; + qw;,) minus the
average fitness of the population (). When the aver-
age excess of allele A, is positive, A; will increase in
frequency. In other words, if the average A;-carrying
individual has higher-than-average fitness, then the fre-
quency of allele A; will rise.

The change in the frequency of allele A, from one
generation to the next is

pawie + wa
w

Agq =

(PW12 + qws, — E)

SIS
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Empirical Research on Allele Frequency Change by Selection

Douglas Cavener and Michael Clegg (1981) documented a cumulative change in
allele frequencies over many generations in a laboratory-based natural selection
experiment on the fruit fly (Drosophila melanogaster). Fruit flies, like most other
animals, make an enzyme that breaks down ethanol, the poisonous active ingredi-
ent in beer, wine, and rotting fruit. This enzyme is called alcohol dehydrogenase,
or ADH. Cavener and Clegg worked with populations of flies that had two alleles
at the ADH locus: Adh* and Adh®. (The F and S refer to whether the protein
encoded by the allele moves quickly or slowly through an electrophoresis gel.)
The scientists kept two experimental populations on food spiked with ethanol
and two control populations of flies on normal, nonspiked food. The researchers
picked the breeders for each generation at random. This is why we are calling the
project a natural selection experiment: Cavener and Clegg set up different envi-
ronments for their different populations, but the researchers did not themselves
directly manipulate the survival or reproductive success of individual flies.
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Every several generations, Cavener and Clegg took a random sample of flies
from each population, determined their ADH genotypes, and calculated the allele
frequencies. The results appear in Figure 6.14. The control populations showed
no large or consistent long-term change in the frequency of the Adh" allele.
The experimental populations, in contrast, showed a rapid and largely consistent
increase in the frequency of Adh" (and, of course, a corresponding decrease in
the frequency of Adh®). Hardy—Weinberg conclusion 1 appears to hold true in
the control populations, but is clearly not valid in the experimental populations.

Can we identify for certain which of the assumptions of the Hardy—Weinberg
analysis is being violated? The only difference between the two kinds of popula-
tions is that the experimentals have ethanol in their food. This suggests that it is
the no-selection assumption that is being violated in the experimental popula-
tions. Flies carrying the Adh" allele appear to have higher lifetime reproductive
success (higher fitness) than flies carrying the Adh® allele when ethanol is present
in the food. Cavener and Clegg note that this outcome is consistent with the
fact that alcohol dehydrogenase extracted from Adh" homozygotes breaks down
ethanol at twice the rate of alcohol dehydrogenase extracted from Adh® homo-
zygotes. Whether flies with the Adh® allele have higher fitness because they have
higher rates of survival or because they produce more offspring is unclear.
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Figure 6.14 Frequencies of
the allele in four populations
of fruit flies over 50 genera-
tions The black squares and
circles represent control popula-
tions living on normal food; the
magenta squares and orange
circles represent experimental
populations living on food spiked
with ethanol. From Cavener and
Clegg (1981).

Empirical research on fruit flies
is consistent with our conclusion
that natural selection can cause
allele frequencies to change.
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Adding Selection to the Hardy-Weinberg Analysis:
The Calculation of Genotype Frequencies

The calculations and example we have just discussed show that selection can cause
allele frequencies to change across generations. Selection invalidates conclusion
1 of the Hardy—Weinberg analysis. We now consider how selection affects con-
clusion 2 of the Hardy—Weinberg analysis. In a population under selection, can
we still calculate the genotype frequencies by multiplying the allele frequencies?

Often, we cannot. As before, we use a population with two alleles at a locus
affecting survival: B; and B,. We assume that the initial frequency of each al-
lele in the gene pool is 0.5 (Figure 6.15). After random mating, we get genotype
frequencies for B;B;, B;B,, and B,B, of 0.25, 0.5, and 0.25. The rest of our
calculations will be simpler if we give the population of zygotes a finite size, so
imagine there are 100 zygotes:

ByB; BB, B;B;
25 50 25
These zygotes are represented by a bar graph on the upper right in the figure. We
will follow the individuals that develop from these zygotes. Those that survive to
adulthood will breed to produce the next generation’s gene pool.

As in our first selection example, we incorporate selection by stipulating that
the genotypes differ in their rates of survival. This time, 60% of the B;B; indi-
viduals survive, all of the B;B, individuals survive, and 60% of the B,B, indi-
viduals survive. As shown in Figure 6.15, there are now 80 adults in the mouse
population:

B,B; B;B, B,B,
15 50 15
If we assume that each surviving adult donates 10 gametes to the next genera-
tion’s gene pool, then
The 15 BB, adults together make 150 gametes: 150 carry By; none carry Bj.
The 50 BB, adults together make 500 gametes: 250 carry B;; 250 carry B,.
The 15 B,B, adults together make 150 gametes: none carry B;; 150 carry B,.

Summing the gametes carrying each allele, we get 400 carrying B, and 400 carry-
ing B, for a total of 800. Both alleles are still at a frequency of 0.5. Despite strong
selection against homozygotes, the frequencies of the alleles have not changed;
the population has not evolved.

But let us calculate frequencies of the three genotypes among the surviving
adults. These frequencies are as follows:

BB, BB, B;B,
15 50 15
— = 0.1875 — = 0.625 — = 0.1875
80 80 80
These genotype frequencies reveal that violation of the no-selection assumption
has resulted in violation of conclusion 2 of the Hardy—Weinberg analysis. We
can no longer calculate the genotype frequencies among the adult survivors by
multiplying the frequencies of the alleles. For example:

Frequency of B{B; (Frequency of B;)*
0.1875 % (0.5)> = 0.25

Natural selection can also drive
genotype frequencies away from
the values predicted under the
Hardy—Weinberg equilibrium
principle.
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We used strong selection in our numerical example to make a point. In fact,
selection is rarely strong enough to produce, in a single generation, such a large
violation of Hardy—Weinberg conclusion 2. Even if it does, a single bout of
random mating will immediately put the genotypes back into Hardy—Weinberg
equilibrium. Nonetheless, researchers sometimes find violations of Hardy—Wein-
berg conclusion 2 that seem to be the result of selection.

Empirical Research on Selection and Genotype Frequencies

Our example comes from research by Atis Muehlenbachs and colleagues (2008),
working in the laboratory of Patrick Dutffy, on genetic variation for the outcome
of falciparum malaria during pregnancy. Falciparum malaria is caused by infection
with the single-celled parasite Plasmodium falciparum. When a pregnant woman
contracts the disease, the parasites invade the placenta via the mother’s circula-
tory system (Karumanchi and Haig 2008). This triggers placental inflammation
and may also interfere with placental development (Umbers et al. 2011). The
potential complications include spontaneous abortion, premature delivery, low
birth weight, and higher risk of infant death.

Pregnancy itself brings an increased risk of malaria infection, particularly a
woman’s first pregnancy (Karumanchi and Haig 2008). During a first bout of
placental malaria, women develop antibodies that confer partial resistance during
later pregnancies. Some 125 million women who live in areas affected by malaria
become pregnant each year, and malaria infection during pregnancy is estimated
to be responsible for an annual toll of 100,000 infant deaths (Umbers et al. 2011).

Mucehlenbachs and colleagues (2008) suspected that the outcome of placental
malaria hinges on the fetus’s genotype at the locus encoding vascular endothelial
growth factor receptor 1 (VEGFR1), also known as fms-like tyrosine kinase 1
(Fle1). Fetal cells in the placenta release a soluble form of this protein, sVEGFR1,
into the mother’s circulation. By interacting with vascular endothelial growth
factor, VEGFR influences both placental development and inflammation.

Copies of the gene for VEGFR 1 vary in the length of a two-nucleotide repeat
in a region that is transcribed to mRINA but not translated. Alleles cluster into a
short group (S alleles) and a long group (L alleles). Cultured cord blood cells with
genotypes SS and SL produce more VEGFR1 than do LL cells.
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Here we use data from Muehlenbachs and colleagues
(2008) to illustrate a method for determining whether
genotype frequencies deviate from Hardy—Weinberg
equilibrium. The researchers surveyed Tanzanian in-
fants born to first-time mothers during malaria season.
The genotype counts (provided by Atis Muehlenbachs
and Patrick Dufty, personal communication) were

S§S§ SL LL
16 50 10

The analysis proceeds in five steps:

1. Calculate the allele frequencies. The sample of 76 in-
fants is also a sample of 152 gene copies. All 32 copies
carried by the SS infants are S, as are 50 of the copies
carried by the SL infants. Thus, the frequency of S is

32 + 50 __

=5 = 0.54
The frequency of L is

50 + 20 __

5= = 0.46

2. Calculate the genotype frequencies expected under

COMPUTING CONSEQUENCES

6.4

Statistical analysis of allele and genotype frequencies
using the x? (chi-square) test

Hardy—Weinberg equilibrium. If the frequencies of
two alleles are p and ¢, then the expected frequencies
of the genotypes are p*, 2pq, and ¢°. The expected
frequencies among the infants are thus

SS SL LL
0.54°=0.29 2:0.54-0.46=0.5 0.462=0.21

. Calculate the expected number of infants of each

genotype under Hardy—Weinberg equilibrium. This
is simply the expected frequency of each genotype
multiplied by the total number of infants, 76:

SS SL LL
0.29 76 = 22 0.5-76= 38 0.21-76 =16

These expectations are different from the numbers
observed (16, 50, and 10). The actual sample con-
tains more heterozygotes and fewer homozygotes. Is
it plausible that a difference this large between ex-
pectation and reality could arise by chance? Or is the
difference statistically significant? Our null hypoth-
ests is that the difference is simply due to chance.

Working with newborn babies of first-time mothers in Muheza, Tanzania,
where malaria is a perennial scourge, Muehlenbachs and colleagues (2008) tested
their hypothesis in part by using the Hardy—Weinberg equilibrium principle.

The researchers first determined the allele frequencies among 163 infants born

from October through April, when the rate of placental malaria was at its annual

low. The frequencies were
S L

0.555  0.445

If the population of infants was in Hardy—Weinberg equilibrium, then multiply-
ing these allele frequencies will allow us to predict the genotype frequencies:

SS SL

LL

0.555% = 0.308 2-0.555:0.445 = 0.494 0.445% = 0.198

These predicted frequencies are, in fact, close to the actual genotype frequencies

among the off-season infants:

SS SL
% = 0.301 2= 0509

LL

31 __
L= 0.190

The true frequency of heterozygotes is slightly higher than predicted, and the
frequencies of homozygotes are slightly lower, but the discrepancies are modest.
The infants thus conform to conclusion 2 of the Hardy—Weinberg analysis.
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4. Calculate a test statistic. We will use one devised in

1900 by Karl Pearson. It is called chi-square (x?).

(observed — expected)?

xX’=>

where the symbol X indicates a sum taken across
all the classes considered. In our data there are three
classes: the three genotypes. For our data set

expected

_ 2 _ 2 — 2
2 _ (6 2222) 4 (80 3838) 4 (o 1616) — 7683

. Determine whether the test statistic is significant. Y
is defined such that it gets larger as the difference be-
tween the observed and expected values gets larger.
How likely is it that we could get a x? as large as 7.68
by chance? Most statistical textbooks have a table
giving the answer. In Zar’s (1996) book. it is called
“Critical values of the chi-square distribution.”

To use this table, we need to calculate a number
called the degrees of freedom for the test statistic.

mining the expected values: the total number of in-
dividuals, and the frequency of allele S. (We also cal-
culated the frequency of L, but it is not independent
of the frequency of S, because the two must sum to
1.) Thus the number of degrees of freedom is 1. (An-
other formula for calculating the degrees of freedom
in x? tests for Hardy—Weinberg equilibrium is

df =k—1—m

where k is the number of classes and m 1s the number
of independent allele frequencies estimated.)

According to the table, the critical value of y? for
one degree of freedom and P = 0.05 is 3.841. This
means there is a 5% chance under the null hypoth-
esis of getting x* = 3.841. The probability under
the null hypothesis of getting x* = 7.68 is therefore
(considerably) less than 5%. We reject the null hy-
pothesis and assert that our x? is statistically signifi-
cant at P < 0.05. (In fact, P < 0.006.)

The x? test tells us that among infants born during

This value for y? is the number of classes minus the
number of independent values calculated from the
data for use in determining the expected values. For
our x? there are three classes: the genotypes. We
calculated two values from the data for use in deter-

Muehlenbachs and colleagues then determined the allele frequencies among
76 infants born from May through September, when the rate of placental malaria
was at its annual high. The frequencies were nearly the same as among the oft-
season newborns:

S L
0.539  0.461
If this segment of the population was, like their off-season counterparts, in Har-

dy—Weinberg equilibrium, then multiplying the allele frequencies will again al-
low us to predict the genotype frequencies:

SS SL LL
0.539° = 0.291 2-0.539:0.461 = 0.497 0.461%> = 0.213

This time the predicted values are a poor fit to the actual frequencies:

SS SL LL
16 _ 50 _ 10 _
7 = 0.211 2 = 0.658 76 = 0.132
There are substantially more heterozygotes than expected, and substantially fewer
homozygotes. This discrepancy between prediction and data is statistically signifi-

cant (see Computing Consequences 6.4). The genotypes of the infants born during
peak malaria season are in violation of Hardy—Weinberg conclusion 2.

malaria season, the alleles of the gene for VEGFR1 are
not in Hardy—Weinberg equilibrium. This indicates
that one or more assumptions of the Hardy—Weinberg
analysis has been violated. By itself, however, it does
not tell us which are being violated, or how.

The discovery that genotype
frequencies in a population are
not in Hardy—Weinberg equilib-
rium may be a clue that natural
selection is at work.
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On this and other evidence, Muehlenbachs and colleagues (2008) believe the
best explanation for the missing homozygotes is that they did not survive fetal de-
velopment. A fetus’s chance of surviving depends on both its own genotype and
whether its mother contracts malaria (Figure 6.16). If the mother does not con-
tract malaria, SS infants do somewhat better than others. If, however, the mother
does contract malaria, SL infants do substantially better than others. Overall,
when malaria is common, heterozygotes survive at the highest rate. Consistent
with this explanation, where malaria is absent, S alleles occur at high frequency.

Changes in the Frequency of the CCR5-A32 Allele Revisited

We are now in a position to give a more satisfying answer to the question we
raised at the beginning of Section 6.1: Will the AIDS epidemic cause the fre-
quency of the CCR5-A32 allele to increase in human populations? The AIDS
epidemic could, in principle, cause the frequency of the allele to increase rapidly,
but at present it appears that it will probably not do so in any real population.
This conclusion is based on the three model populations depicted in Figure 6.17
(see Computing Consequences 6.5 for the algebra). Each model is based on dif-
ferent assumptions about the initial frequency of the CCR5-A32 allele and the
prevalence of HIV infection. Each graph shows the predicted change in the fre-
quency of the A32 allele over 40 generations, or approximately 1,000 years.

The model population depicted in Figure 6.17a offers a scenario in which the
frequency of the A32 allele could increase rapidly. In this scenario, the initial
frequency of the CCR5-A32 allele is 20%. One-quarter of the individuals with
genotype +/+ or +/A32 contract AIDS and die without reproducing, where-
as all of the A32/A32 individuals survive. The 20% initial frequency of A32
is approximately equal to the highest frequency reported for any population, a
sample of Ashkenazi Jews studied by Martinson et al. (1997). The mortality rates
approximate the situation in Botswana, Namibia, Swaziland, and Zimbabwe,
where up to 25% of individuals between the ages of 15 and 49 are infected with
HIV (UNAIDS 1998). In this model population, the frequency of the A32 allele
increases by as much as a few percentage points each generation. By the end of
40 generations, the allele is at a frequency of virtually 100%. Thus, in a human
population that combined the highest reported frequency of the A32 allele with
the highest reported rates of infection, the AIDS epidemic could cause the fre-
quency of the allele to increase rapidly.

At present, however, no known population combines a high frequency of the
A32 allele with a high rate of HIV infection. In northern Europe, many popula-
tions have A32 frequencies between 0.1 and 0.2 (Martinson et al. 1997; Stephens
et al. 1998), but HIV infection rates are under 1% (UNAIDS 1998). A model
population reflecting these conditions is depicted in Figure 6.17b. The initial
frequency of the A32 allele is 0.2, and 0.5% of the +/+ and + /A 32 individuals
contract AIDS and die without reproducing. The frequency of the A32 allele
hardly changes at all. Selection is too weak to cause appreciable evolution in such
a short time.

In parts of sub-Saharan Africa, as many as a quarter of all individuals of repro-
ductive age are infected with HIV. However, the A32 allele is virtually absent
(Martinson et al. 1997). A model population reflecting this situation is depicted in
Figure 6.17c. The initial frequency of the A32 allele is 0.01, and 25% of the + /+
and +/A32 individuals contract AIDS and die without reproducing. Again, the
frequency of the A32 allele hardly changes at all. When the A32 allele is at low

Malaria? SS SL LL
No Yook Yook ook
Yes * Yinforr ok

Figure 6.16 Probability of
fetal survival as a function of
genotype and placental malar-
ia Inferred from the patterns in
maternal and newborn genotype
frequencies in Muehlenbachs et
al. (2008).
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Figure 6.17 Predicted change
in allele frequencies at the
CCR5 locus under different
scenarios (a) If the initial fre-
quency of CCR5-A32 is high and
many people become infected
with HIV, allele frequencies can
change rapidly. (b) In Europe allele
frequencies are high, but infection
rates are low. (¢) In parts of Africa
the infection rates are high, but
allele frequencies are low.



Chapter 6 Mendelian Genetics in Populations I: Selection and Mutation 201

NXE
o0

generations

Let q, be the frequency of the CCR5-A32 allele in
the present generation. Based on Computing Conse-
quences 6.3, we can write an equation predicting the
frequency of the allele in the next generation, given
estimates of the survival rates (fitnesses) of individuals
with each genotype. The equation is

(1 = q)qgwa + qowan

1= g wiy + 2(1 = q)qwin + ggwan

qg+1 = (

COMPUTING CONSEQUENCES

6.5

Predicting the frequency of the CCR5-A32 allele in future

for the normal allele, w4 is the fitness of heterozygotes,
and wy, 1s the fitness of individuals homozygous for the
CCR5-A32 allele.

After choosing a starting value for the frequency of
the A32 allele, we plug it and the estimated fitnesses
into the equation to generate the frequency of the A32
allele after one generation. We then plug this resulting
value into the equation to get the frequency of the allele
after two generations, and so on.

where ¢, is the frequency of the A32 allele in the next
generation, w, is the fitness of individuals homozygous

frequency, most copies are in heterozygotes. Because heterozygotes are suscep-
tible to infection, these copies are hidden from selection.

The analysis we have just described is based on a number of simplifying as-
sumptions. We have assumed, for example, that all HIV-infected individuals die
without reproducing. In fact, however, many HIV-infected individuals have
children. We have also assumed that the death rate is the same in heterozygotes
as in +/+ homozygotes. In reality, although heterozygotes are susceptible to
HIV infection, they appear to progress more slowly to AIDS (Dean et al. 1996).
As a result, the fitness of heterozygotes may actually be higher than that of + /+
homozygotes. We challenge the reader to explore the evolution of human popu-
lations under a variety of selection schemes, to see how strongly our simplifying
assumptions affect the predicted course of evolution. For analyses of more com-
plex models of human evolution in response to selection imposed by AIDS, see
models by Schliekelman et al. (2001; but also Ramaley et al. 2002), by Sullivan
et al. (2001), and by Cromer et al. (2010).

6.3 Patterns of Selection: Testing Predictions
of Population Genetics Theory

In the 1927 case of Buck v. Bell, the United States Supreme Court upheld the state
of Virginia’s sterilization statute by a vote of eight to one. Drafted on the advice
of eugenicists, the law was intended to improve the genetic quality of future gen-
erations by allowing the forced sterilization of individuals afflicted with heredi-
tary forms of insanity, feeblemindedness, and other mental defects. The court’s
decision in Buck v. Bell reinvigorated a compulsory sterilization movement dating
from 1907 (Kevles 1995). By 1940, 30 states had enacted sterilization laws, and
by 1960 over 60,000 people had been sterilized without their consent (Reilly
1991; Lane 1992). In hindsight, the evidence that these individuals suffered from

Our exploration of natural
selection has given us tools we
can use to predict the future of
human populations.
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hereditary diseases was weak. But what about the evolutionary logic behind com-
pulsory sterilization? If the genetic assumptions had been correct, would steriliza-
tion have been an effective means of reducing the incidence of undesirable traits?

Before we try to answer this question, it will be helpful to address a more
general one. How well does the theory of population genetics actually work?
We developed this theory in Sections 6.1 and 6.2. The final product is a model
of how allele frequencies change in response to natural selection (Figures 6.12
and 6.13, Computing Consequences 6.3 and 6.5). If our model is a good one, it
should accurately predict the direction and rate of allele frequency change under
a variety of selection schemes. It should work, for example, whether the allele
favored by selection is dominant or recessive, common or rare. It should work
whether selection favors heterozygotes or homozygotes. It should even predict
what will happen when a particular allele is favored by selection under some cir-
cumstances and disfavored in others.

In this section, we will find out how well our model works. Using the theory
we have developed to predict the course of evolution under different patterns
of selection, we compare our predictions to empirical data from experimental
populations. We then return to our question about the effectiveness of eugenic
sterilization in changing the composition of populations.

Selection on Recessive and Dominant Alleles

For our first test, we focus on whether our theory accurately predicts changes in
the frequencies of recessive and dominant alleles. Our example comes from the
work of Peter Dawson (1970). Dawson had been studying a laboratory colony of
flour beetles (Figure 6.18) and had identified a gene we will call the 1 locus. This
locus has two alleles: + and [. Individuals with genotype + /+ or + /[ are pheno-
typically normal, whereas individuals with genotype /I do not survive. In other
words, [ is a recessive lethal allele.

Dawson collected heterozygotes from his beetle colony and used them to
establish two new experimental populations. Because all the founders were het-
erozygotes, the initial frequencies of the two alleles were 0.5 in both populations.
Because [/1 individuals have zero fitness, Dawson expected his populations to
evolve toward ever lower frequencies of the [ allele and ever higher frequencies
of the + allele. He let his two populations evolve for a dozen generations, each
generation measuring the frequencies of the two alleles.

Dawson used the equations derived in Computing Consequences 6.3 and the
method described in Computing Consequences 6.5 to make a quantitative pre-
diction of the course of evolution in his populations. We can reproduce this pre-
diction with a straightforward numerical calculation like the ones we performed
in Figures 6.12 and 6.13. Imagine a gene pool in which alleles + and [ are both
at a frequency of 0.5. If we combine gametes at random to make 100 zygotes, we
get the three genotypes in the following numbers:

+/+ /1 1)1
25 50 25
Now we imagine that all the /// individuals die and that everyone else survives
to breed. Finally, imagine that each of the survivors donates 10 gametes to the
new gene pool:
The 25 + /+ survivors together make 250 gametes: 250 carry +; none carry 1.
The 50 +/I survivors together make 500 gametes: 250 carry +; 250 carry L.

J L -
g
- : = - 3

Figure 6.18 Flour beetles, Tri-
bolium castaneum Courtesy of
Susan J. Brown, Professor/Kansas

State University, Kansas.
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This gives us 500 copies of the + allele and 250 copies of the [ allele for a total
of 750. In this new gene pool, the frequency of the + allele is 0.67, and the fre-
quency of the [ allele is 0.33. We have gone from the gene pool in generation
zero to the gene pool in generation one. The frequency of the + allele has risen,
and the frequency of the [ allele has fallen.

To get from generation one’s gene pool to generation two’s gene pool, we
just repeat the exercise. We combine the gametes in generation one’s gene pool
at random to make 100 zygotes—45 +/+, 44 + /I, and 11 [/l—and so on. The
only problem with using pencil-and-paper numerical calculations to predict evo-
lution is that chasing the alleles around and around the life cycle all the way to
generation 12 is a tedious job.

With a computer, however, predicting how Dawson’s population will evolve
is quick and easy. We can use a spreadsheet application to set up the required
calculations ourselves (see Computing Consequences 6.3 and 6.5), or we can use
any of a variety of population genetics programs that are already set up to do the
calculations for us. Such programs take starting allele frequencies and genotype
fitnesses as input and use the model we have developed in this chapter to produce
predicted allele frequencies in future generations as output. We encourage the
reader to get one of these programs and experiment with it.
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Frequency of lethal 034 4
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The prediction for Dawson’s experiment appears as a curve in each of the
graphs in Figure 6.19. The curve in the top graph predicts the falling frequency
of the [ allele; equivalently, the curve in the bottom graph predicts the rising
frequency of the + allele. Our theory predicts that evolution will be rapid at first
but will slow as the experiment proceeds.

Dawson’s data appear in the graphs as colored circles and triangles. They match
our theoretical predictions closely. This tight fit between prediction and data may
seem unsurprising, even mundane. It should not. It should be astonishing. We

Figure 6.19 Evolution in
laboratory populations of
flour beetles (a) The decline
in frequency of a lethal recessive
allele (blue symbols) matches the
theoretical prediction (blue curve)
almost exactly. As the allele be-
comes rare, the rate of evolution
slows dramatically. (b) This graph
plots the increase in frequency
of the corresponding dominant
allele. Redrawn from Dawson
(1970).

Empirical research on flour
beetles shows that predictions
made with population genetics
models are accurate, at least
under laboratory conditions.
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Here we develop equations that illuminate the differ-
ences between selection on recessive versus dominant
alleles. Imagine a single locus with two alleles. Let p be
the frequency of the dominant allele A4, and let g be the
frequency of the recessive allele a.

dominant alleles

Selection on the recessive allele
Let the fitnesses of the genotypes be given by

Wa4 Wa, Waq
1 1 1 —5

where s, called the selection coefficient, represents
the strength of selection against homozygous reces-
sives relative to the other genotypes. (Selection in favor
of homozygous recessives can be accommodated by
choosing a negative value for s.)

Based on Computing Consequences 6.3, the follow-
ing equation gives the frequency of allele a in the next
generation, q', given the frequency of a in this genera-
tion and the fitnesses of the three genotypes:

- Paw Aa + qzwaa _ Paw Aa + qzwaa

w pZWAA + quwAa + qzwaa

Substituting the fitness values from the table above, and
(1 — q) for p, then simplifying, gives

, (1 — sq)

1 - qu
If a is a lethal recessive, then s is equal to 1. Substitut-
ing this value into the preceding equation gives

,_al—q (-9 ¢
(1+9)

1-¢  (1-901+q)
A little experimentation shows that once a recessive
lethal allele becomes rare, further declines in frequency
are slow. For example, if the frequency of allele a in

COMPUTING CONSEQUENCES

6.6

An algebraic treatment of selection on recessive and

this generation is 0.01, then in the next generation its
frequency will be approximately 0.0099.

Selection on the dominant allele
Let the fitnesses of the genotypes be given by

Wa4 WAa Waq

1=—s5s 1—=5s 1
where s, the selection coefficient, represents the strength
of selection against genotypes containing the dominant
allele relative to homozygous recessives. (Selection in
favor of genotypes containing the dominant allele can
be accommodated by choosing a negative value of s.)

Based on Computing Consequences 6.3, we can

write an equation that predicts the frequency of allele
A in the next generation, p’, given the frequency of A
in this generation and the fitness of the three genotypes:

PZWAA + pqw 4,

w pzwAA + zpqwz‘la + q2waa

;o PZWAA + pqwa, _

p

Substituting the fitnesses from the table, and (1 — p)
for ¢, then simplifying, gives

,_ (1= 5)
1—2p + 5p°
If A is a lethal dominant, s is equal to 1. Substitut-
ing this value into the foregoing equation shows that
a lethal dominant is eliminated from a population in a
single generation.

Selection on recessive alleles versus selection on
dominant alleles

Selection on recessive alleles and selection on domi-
nant alleles are opposite sides of the same coin. Selec-
tion against a recessive allele is selection in favor of the
dominant allele, and vice versa.

used a simple model of the mechanism of evolution combining the fundamental
insights of Gregor Mendel with those of Charles Darwin to predict how a popu-

lation would change over 12 generations. If the creatures in question had been
humans instead of flour beetles, it would have meant forecasting events that will
happen in 300 years. And Dawson’s data show that our prediction was not just
reasonably accurate, but spot on. If we had a theory that worked like that for
picking stocks or racehorses—well, we could have retired years ago. Our model

has passed its first test.
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(a) Selection against a recessive allele (s = 0.5) and for a dominant allele
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(left) shows 100 generations of evolution
in a model population with selection against a recessive
allele and in favor of the dominant allele. At first, the
allele frequencies change rapidly. As the recessive allele
becomes rare, however, the rate of evolution slows dra-
matically. When the recessive allele is rare, most cop-
ies in the population are in heterozygous individuals,
where they are effectively hidden from selection.

The figure also shows (right) the mean fitness of the
population (see Computing Consequences 6.3) as a
function of the frequency of the dominant allele. As the
dominant allele goes from rare to common, the mean
fitness of the population rises. Mean fitness is maximized
when the favored allele reaches a frequency of 100%.
Graphs of mean fitness as a function of allele frequency
are often referred to as adaptive landscapes.

Figure 6.20b (left) shows 100 generations of evolu-

tion in a model population with selection in favor of a
recessive allele and against the dominant allele. At first,
the allele frequencies change slowly. The recessive al-
lele is rare, most copies present are in heterozygotes,
and selection cannot see it. However, as the recessive
allele becomes common enough that a substantial frac-
tion of homozygotes appear, the rate of evolution in-
creases dramatically. Once the pace of evolution accel-
erates, the favorable recessive allele quickly achieves a
frequency of 100%. That is, the recessive allele becomes
fixed in the population.

The figure also shows (right) the mean fitness of the
population (see Computing Consequences 6.3) as a
function of the frequency of the recessive allele. As the
recessive allele goes from rare to common, the mean fit-
ness of the population rises. Mean fitness is maximized
when the favored allele reaches a frequency of 100%.

An algebraic treatment of selection on recessive and dominant alleles appears
in Computing Consequences 6.6. Even without the algebra, we can draw some

important conclusions by reflecting further on Dawson’s experiment.

Dawson’s experiment shows that dominance and allele frequency interact to
determine the rate of evolution. When a recessive allele is common (and a domi-
nant allele is rare), evolution by natural selection is rapid. In contrast, when a

recessive allele is rare, and a dominant allele is common, evolution by natural

selection is slow. The Hardy—Weinberg equilibrium principle explains why.
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First imagine a recessive allele that is common: Its frequency is, say, 0.95. The
dominant allele thus has a frequency of 0.05. By multiplying the allele frequen-
cies, we can calculate the genotype frequencies:

AA Aa aa
0.05> = 0.0025 2-0.05-0.95 = 0.095 0.95%> = 0.9025

Roughly 10% of the individuals in the population have the dominant phenotype,
while 90% have the recessive phenotype. Both phenotypes are reasonably well
represented, and if they differ in fitness, then the allele frequencies in the next
generation may be substantially different.

Now imagine a recessive allele that is rare: Its frequency is 0.05. The dominant
allele thus has a frequency of 0.95. The genotype frequencies are

AA Aa aa
0.95> = 0.9025 2-:0.95-0.05 = 0.095 0.05°> = 0.0025

Approximately 100% of the population has the dominant phenotype, while ap-
proximately 0% has the recessive phenotype. Even if the phenotypes differ greatly
in fitness, there are so few of the minority phenotype that there will be little
change in allele frequencies in the next generation. In a random mating popula-
tion, most copies of a rare recessive allele are phenotypically hidden inside het-
erozygous individuals and thereby immune from selection.

As a final consideration in our discussion of dominant and recessive alleles,
note that selection may favor or disfavor both kinds of variants. We emphasize
this point because many people new to population genetics expect that dominant
alleles are necessarily beneficial and thus tend to rise in frequency. While it is
certainly true that some dominant alleles are beneficial, many others are delete-
rious. For example, Eileen Shore and colleagues (2006) identified a dominant
mutation, located in a gene encoding a receptor for bone morphogenic protein,
as the cause of fibrodysplasia ossificans progressiva, a rare and severely disabling
condition in which skeletal muscle and connective tissue transform inexorably
into bone. In all, some 30% of the alleles known to cause human diseases are
autosomal dominants (Lopez-Bigas et al. 2006). The terms dominant and recessive
describe the relationship between genotype and phenotype, not the relationship
between genotype and fitness.

Selection on Heterozygotes and Homozygotes

In our next two tests, we focus on whether our model can accurately predict
what happens when selection favors heterozygotes or homozygotes. Both tests
will use data on laboratory populations of fruit flies (Drosophila melanogaster).

Selection Favoring Heterozygotes

Our first example comes from research by Terumi Mukai and Allan Burdick
(1959). Like Dawson, Mukai and Burdick studied evolution at a single locus with
two alleles. We will call the alleles I/, for viable, and L for lethal. This is because
flies with genotype IV or VL are alive, whereas flies with genotype LL are dead.
The researchers used heterozygotes as founders to establish two experimental
populations with initial allele frequencies of 0.5. They let the populations evolve
for 15 generations, each generation measuring the frequency of allele .

So far, Mukai and Burdick’s experiment sounds just like Dawson’s. If it is,
then our theory predicts that 17 will rise in frequency—rapidly at first, then more

Natural selection is most potent
as a mechanism of evolution
when it is acting on common
recessive alleles (and rare domi-
nant alleles). When a recessive
allele is rare, most copies are
hidden in heterozygotes and
protected from selection.
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slowly. By generation 15 it should reach a frequency of over 94%. But that is not
what happened.

Mukai and Burdick’s data appear in Figure 6.21, represented by the red sym-
bols. As expected, the frequency of I increased rapidly over the first few genera-
tions. However, in both populations the rate of evolution slowed long before
the viable allele approached a frequency of 0.94. Instead, I/ seemed to reach an
equilibrium, or unchanging state, at a frequency of about 0.79.

How could this happen? An equilibrium frequency of 0.79 for the viable allele
means that the lethal allele has an equilibrium frequency of 0.21. How could nat-
ural selection maintain a lethal allele at such a high frequency in this population?
Mukai and Burdick argue that the most plausible explanation is heterozygote
superiority, also known as overdominance. Under this hypothesis, heterozy-
gotes have higher fitness than either homozygote. At equilibrium, the selective
advantage enjoyed by the lethal allele when it is in heterozygotes exactly balances
the obvious disadvantage it suffers when it is in homozygotes.

A little experimentation with a computer should allow the reader to confirm
that Mukai and Burdick’s hypothesis explains their data nicely. The red curve in
Figure 6.21 represents evolution in a model population in which the fitnesses of
the three genotypes are as follows:

Vv VL LL
0735 1.0 0

This theoretical curve matches the data closely.

Note that in this case the fit between theory and data does not represent a rig-
orous test of our model. That is because we examined the data first, then tweaked
the fitnesses in the model to make its prediction fit. That is a bit like shooting at
a barn and then painting a target around the bullet hole. Mukai and Burdick’s
flies did, however, provide an opportunity for a test of our model that is rigorous.
And Mukai and Burdick performed it.

The researchers established two more experimental populations, this time with
the initial frequency of the viable allele at 0.975. If the genotype fitnesses are,
indeed, those required to make our model fit the red data points in Figure 6.21,
then this time our model predicts that the frequency of the 17 allele should fall.
As before, it should ultimately reach an equilibrium near 0.79. The predicted
fall toward equilibrium is shown by the blue curve in Figure 6.21. Mukai and
Burdick’s data appear in the figure as blue symbols. The data match the predic-
tion closely. Our model has passed its second test.

Mukai and Burdick’s flies have shown us something new. In all our previous
examples, selection has favored one allele or the other. Under such circumstances

Figure 6.21 Evolution in four
laboratory populations of
fruit flies When homozygous,
one allele is viable and the other
lethal. Nonetheless, populations
with a frequency of 0.5 for both
alleles (red) evolved toward an in-
termediate equilibrium. The black
populations represent a test of
the hypothesis that heterozygotes
enjoy the highest fitness. From
data in Mukai and Burdick (1959).

Research on fruit flies shows
that natural selection can act to
maintain two alleles at a stable
equilibrium. One way this can
happen is when heterozygotes
have superior fitness.
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Here we develop algebraic and graphical methods for
analyzing evolution at loci with overdominance and
underdominance. Imagine a population in which allele
A is at frequency p and allele A, is at frequency ¢. In
Computing Consequences 6.3, we developed an equa-
tion describing the change in p from one generation to
the next under selection:

p -
Ap = 5(19“/11 + qw — W)

i(PWM + qwi, — PZWH — 2pqwyy — ‘12“/22)

SILS

Substituting (1 — ¢) for p in the first and third terms in
the expression in parentheses gives
p

Ap = 5[(1 - q)w” + qwy

= (1 = @Qwiy — 2pqwiz — ws)]
which, after simplifying and factoring out ¢, becomes

Ap = %1(“/12 +wi = qwy = 2pwiy = qway)
Now, by definition, the frequency of allele A; is at
equilibrium when Ap = 0. The equation above shows
that Ap = 0 when p = 0 or ¢ = 0. These two equi-
libria are unsurprising. They occur when one allele or
the other is absent from the population. The equation
also gives a third condition for equilibrium, which is

Wiyt wyg = qwyg — 2pwip; — qwyy = 0

Substituting (1 — p) for ¢ and solving for p gives

COMPUTING CONSEQUENCES

6.7

Stable equilibria with heterozygote superiority and
unstable equilibria with heterozygote inferiority

Woy — Wyqp

13 =
wip = 2wy T wy,

where p is the frequency of allele A; at equilibrium.
Finally, let the genotype fitnesses be as follows:

Ad; Ay, AxAp

1 =5 1 1 —t
Positive values of the selection coefficients s and ¢ rep-
resent overdominance; negative values represent under-
dominance. Substituting the fitnesses into the previous
equation and simplifying gives

t

s+t

For example, when s = 0.4 and ¢t = 0.6, heterozygotes
have superior fitness, and the equilibrium frequency for
allele A;1s 0.6. When s = —0.4 and t = —0.6, hetero-
zygotes have inferior fitness, and the equilibrium fre-
quency for allele A; is also 0.6.

Another useful method for analyzing equilibria is to

S

plot Ap as a function of p. Figure 6.20a shows such a
plot for the two numerical examples we just calculated.
Both curves show that Ap = 0 when p = 0, p = 1,
or p = 0.6.

The curves in also allow us to determine
whether an equilibrium is stable or unstable. Look at
the red curve; it describes a locus with heterozygote su-
periority. Notice that when p is greater than 0.6, Ap is
negative. This means that when the frequency of allele
Ay exceeds its equilibrium value, the population will
move back toward equilibrium in the next generation.
Likewise, when p is less than 0.6, Ap is positive. When

our model predicts that sooner or later the favored allele will reach a frequency
of 100%, and the disfavored allele will disappear. By keeping a population at an
equilibrium in which both alleles are present, however, heterozygote superiority
can maintain genetic diversity indefinitely. For an algebraic treatment of hetero-

zygote superiority, see Computing Consequences 6.7.

Selection Favoring Homozygotes

Our second example comes from work by G. G. Foster and colleagues (1972).
These researchers set up experiments to demonstrate how populations evolve
when heterozygotes have lower fitness than either homozygote. Foster and col-

leagues used fruit flies with compound chromosomes.
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A graphical analysis of stable and unstable
equilibria at loci with overdominance and underdomi-
nance (a) A plot of Ap as a function of p. (b) and (c) Adap-
tive landscapes.

the frequency of allele A; is below its equilibrium value,
the population will move back toward equilibrium in
the next generation. The “internal” equilibrium for a
locus with heterozygote superiority is stable.

Figure 6.22b shows an adaptive landscape for a locus
with heterozygote superiority. The graph plots popula-
tion mean fitness as a function of the frequency of allele
A;. Mean fitness is low when A is absent, and relatively
low when A; is fixed. As the allele frequency moves
from either direction toward its stable equilibrium, the
population mean fitness rises to a maximum.

Now, look at the blue curve in Figure 6.22a. It
describes a locus with heterozygote inferiority. If p rises
even slightly above 0.6, p will continue to rise toward
1.0 in subsequent generations; if p falls even slightly be-
low 0.6, p will continue to fall toward 0 in subsequent
generations. The internal equilibrium for a locus with
heterozygote inferiority is unstable.

Figure 6.22¢ shows an adaptive landscape for a locus
with heterozygote inferiority. Population mean fitness
1s lowest when the frequency of allele A; is at its unsta-
ble internal equilibrium. As the allele frequency moves
away from this equilibrium in either direction, mean
fitness rises.

A comparison of the adaptive landscape in Figure
6.22¢ with those in Figure 6.22b and Figure 6.20 offers
a valuable insight. As a population evolves in response
to selection, the mean fitness of the individuals in the
population tends to rise. Selection does not, how-
ever, always maximize mean fitness in a global sense.
Depending on the initial allele frequencies, the popula-
tion depicted in Figure 6.22¢ may evolve toward either
fixation or loss of A;. If the allele becomes fixed, the
population will be at a stable equilibrium, but the popu-
lation’s mean fitness will be substantially lower than it
would be if the allele were lost.

Compound chromosomes are homologous chromosomes that have swapped

entire arms, so that one homolog has two copies of one arm, and the other ho-
molog has two copies of the other arm (Figure 6.23a and b, next page). During
meiosis, compound chromosomes may or may not segregate. As a result, four
kinds of gametes are produced in equal numbers: gametes with both homolo-
gous chromosomes, gametes with just one member of the pair, gametes with the
other member of the pair, and gametes with neither member of the pair (Figure
6.23¢c). When two flies with compound chromosomes mate with each other,
one-quarter of their zygotes have every chromosome arm in the correct dose and
are thus viable (Figure 6.23d). The other three-quarters have too many or too
few of copies of one or both chromosome arms and are thus inviable. When a fly
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Figure 6.23 An experiment designed to show how pop-  data (orange and purple) match the theoretical predictions

ulations evolve when heterozygotes have lower fitness (gray). Redrawn with permission from Foster et al. (1972).
than either homozygote (a_e) The experlmental deS|gn From “Chromosome rearrangements for the control of insect pests.” Science 176:875-880.
makes clever use of compound chromosomes. (f and g) The Reprinted with permission from AAAS.

with compound chromosomes mates with a fly with normal chromosomes, none
of the zygotes they make are viable (Figure 6.23¢).
Foster and colleagues established two sets of laboratory populations. In the first
set of populations, some of the founders had compound second chromosomes
[C(2)] and others had compound third chromosomes [C(3)]. Note that if two flies _ _
with compound second chromosomes mate, one-quarter of their offspring survive. Itis also poss@le ff” helzterozy-
Likewise, if two flies with compound third chromosomes mate, one-quarter of gotes to have inferior fitness.
their offspring survive. But if a fly with compound second chromosomes (and
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normal third chromosomes) mates with a fly with compound third chromosomes
(and normal second chromosomes), none of their offspring survive. For purposes
of analysis, then, we can treat the second and third chromosome as though they
are alleles of a single locus. Thus the founders consisted of C(2)C(2) homozygotes
and C(3)C(3) homozygotes. Based on the zygote viabilities we just described, the
fitnesses of the possible offspring genotypes in the mixed population are
c(2)c(2) c(2)c(3)  a(3)a(3)
0.25 0 0.25

In other words, the genotypes exhibit strong underdominance.

The algebraic analysis described in Computing Consequences 6.7 predicts that
such a mixed population will be in genetic equilibrium, with both alleles present,
when the frequency of C(2) is exactly 0.5. This equilibrium is unstable, however.
If the frequency of C(2) ever gets above 0.5, then it should quickly rise to 1.0.
Likewise, if the frequency of C(2) ever dips below 0.5, it should quickly fall to
zero. Experimentation with a computer should allow the reader to reproduce
this behavior.

Intuitively, the reason for the behavior is as follows. Heterozygotes are invi-
able, so the adults in the population are all homozygotes. Imagine first a situation
in which C(2)C(2) individuals are common and C(3)C(3) individuals are rare. If
the flies mate at random, then most matings will involve C(2)C(2) flies mating
with each other, or C(2)C(2) flies mating with C(3)C(3) flies. Only rarely will
C(3)C(3) flies mate with their own kind. Consequently, most C(3)C(3) flies will
have zero reproductive success, and the frequency of C(2) will climb toward 1.0.
Now imagine that C(3)C(3) individuals are common and C(2)C(2) individuals
are rare. Under random mating, most matings involve C(3)C(3) flies mating with
each other, or C(3)C(3) flies mating with C(2)C(2) flies. As a result, most of the
C(2)C(2) flies will have zero reproductive success, and the frequency of C(2) will
fall toward zero.

Foster and colleagues set up 11 mixed populations, with C(2) frequencies
ranging from about 0.4 to about 0.65, then monitored their evolution for up to
eight generations. Predictions for the evolution of populations with initial C(2)
frequencies of 0.45 and 0.55 appear as gray lines in the graph in Figure 6.23f.
The data from Foster et al.’s flies appear as orange lines. There is some deviation
between prediction and result, probably due to genetic drift. That is, in a few of
the experimental populations the frequency of C(2) started above 0.5 but ulti-
mately fell to zero. In all 11 populations, however, once the frequency of C(2)
had moved substantially away from 0.5, it continued moving in the same direc-
tion until it hit zero or one.

In the researchers’ second set of populations, some founders had compound
second chromosomes [C(2)] and others had normal second chromosomes [N(2)].
If two flies with compound second chromosomes mate, one-quarter of their off-
spring are viable. If a fly with compound second chromosomes mates with a fly
with normal second chromosomes, none of their offspring is viable. If two flies
with normal second chromosomes mate, all of their offspring are viable. Again,
for purposes of analysis, we can treat each chromosome as though it were a
single allele. Thus the founders consisted of C(2)C(2) homozygotes and N(2)N(2)
homozygotes. The fitnesses of the genotypes in the mixed population are

c(2)c(2)  C(2N(2)  N(2)N(2)
0.25 0 1.0
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As in the first set of populations, the genotypes exhibit strong underdomi-
nance. This time, however, one kind of homozygote has much higher fitness
than the other.

The algebraic analysis described in Computing Consequences 6.7 predicts an
unstable equilibrium when the frequency of C(2) is exactly 0.8. If the frequency
of C(2) ever gets above 0.8, then it should quickly rise to 1.0. Likewise, if the
frequency of C(2) ever dips below 0.8, it should quickly fall to zero. Experimen-
tation with a computer should allow the reader to reproduce this prediction.

The intuitive explanation is as follows. Heterozygotes are inviable, so the adults
in the population are all homozygotes. Imagine first that C(2)C(2) individuals are
common and N(2)N(2) individuals are rare. If the flies mate at random, then al-
most all matings will involve C(2)C(2) flies mating with each other, or C(2)C(2)
flies mating with N(2)N(2) flies. Only very rarely will N(2)N(2) flies mate with
their own kind. Consequently, most N(2)N(2) flies will have zero reproductive
success, and the frequency of C(2) will climb to 1.0. Now imagine that there are
enough N(2)N(2) flies present that appreciable numbers of them do mate with
each other. These matings will produce four times as many offspring as matings
between C(2)C(2) flies. Consequently, the frequency of N(2) will climb to 1.0
and the frequency of C(2) will fall to zero.

Foster and colleagues set up 13 mixed populations, with C(2) frequencies rang-
ing from 0.71 to 0.96, then monitored their evolution for up to four generations.
Predictions for the evolution of populations with initial C(2) frequencies of 0.75
and 0.85 appear as gray lines in the graph in Figure 6.23g. The data appear as pur-
ple lines. Qualitatively, the outcome matches the theoretical prediction nicely.
In populations with higher initial C(2) frequencies, C(2) quickly rose to fixation,
while in populations with lower initial C(2) frequencies, C(2) was quickly lost.
The exact location of the unstable equilibrium turned out to be approximately
0.9 instead of 0.8. Foster and colleagues note that their C(2)C(2) flies carried
recessive genetic markers, bred into them to allow for easy identification. They
suggest that these markers reduced the relative fitness of the C(2)C(2) flies below
the value of 0.25 inferred solely on the basis of their compound chromosomes.

Our model’s predictions were not as accurate for Foster et al.’s experiments
as they were for Dawson’s and Mukai and Burdick’s. Nonetheless, the model
performed well. It predicted something we have not seen before: an unstable
equilibrium above which the frequency of an allele would rise and below which
it would fall. It predicted that the unstable equilibrium would be higher in Foster
et al.’s second set of populations than in their first. And its predictions about the
rate of evolution were roughly correct. Our model has passed its third test.

Foster et al.’s experiments demonstrate that heterozygote inferiority leads to a
loss of genetic diversity within populations. By driving different alleles to fixation
in different populations, however, heterozygote inferiority may help maintain
genetic diversity among populations.

Frequency-Dependent Selection

For our fourth and final test of population genetics theory, we will see whether
our model can predict the evolutionary outcome when the fitness of individu-
als with a particular phenotype depends on their frequency in the population.
Our example, from the work of Luc Gigord, Mark Macnair, and Ann Smithson
(2001), concerns a puzzling color polymorphism in the Elderflower orchid (Dac-
tylorhiza sambucina).

When heterozygotes have
inferior fitness, one allele tends
to go to fixation while the other
allele is lost. However, different
populations may lose different
alleles.
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Elderflower orchids come in yellow and purple (Figure 6.24a). Populations
typically include both colors, though yellow is usually more common. The flow-
ers attract bumblebees, which are the orchid’s main pollinators. But the bees that
visit Elderflower orchids are always disappointed. To the bees the orchid’s color-
ful flowers appear to advertise a reward, but in fact they offer nothing. The puzzle
Gigord and colleagues wanted to solve was this: How can two distinct deceptive
advertisements persist together in Elderflower orchid populations?

The researchers’ hypothesis grew from earlier observations by Smithson and
Macnair (1997). When naive bumblebees visit a stand of orchids to sample the
flowers, they tend to alternate between colors. If a bee visits a purple flower first
and finds no reward, it looks next in a yellow flower. Finding nothing there ei-
ther, it tries another purple one. Disappointment sends it back to a yellow, and
so on, until the bee gives up and leaves. Because bumblebees tend to visit equal
numbers of yellow and purple flowers, orchids with the less common of the two
colors receive more visits per plant. If more pollinator visits translate into higher
reproductive success, then the rare-color advantage could explain why both col-
ors persist. Selection by bumblebees favors yellow until it becomes too common,
then it favors purple. This is an example of frequency-dependent selection.

To test their hypothesis, Gigord and colleagues collected and potted wild or-
chids, then placed them in the orchids’ natural habitat in 10 experimental arrays
of 50 plants each. The frequency of yellow flowers varied among arrays, with
two arrays at each of five frequencies: 0.1, 0.3, 0.5, 0.7, and 0.9. The researchers
monitored the orchids for removal of their own pollinia (pollen-bearing struc-
tures), for deposition of pollinia from other individuals, and for fruit set. From
their data, Gigord and colleagues estimated the reproductive advantage of yellow
flowers, relative to purple, via both male and female function.

The resulting estimates of relative reproductive success, plotted as a function
of the frequency of yellow flowers, appear in Figure 6.24b and c. Consistent with
the researchers’ hypothesis, yellow-flowered orchids enjoyed higher reproductive

Figure 6.24 Frequency-
dependent selection in
Elderflower orchids (a) A
mixed population. Some plants
have yellow flowers, others have
purple flowers. (b) Through male
function, yellow flowers have
higher fitness than purple flowers
when yellow is rare, but lower
fitness than purple flowers when
yellow is common. (c) Through
female function, yellow flowers
have higher fitness than purple
flowers when yellow is rare, but
lower fitness than purple flowers
when yellow is common. The
dashed vertical lines show the
predicted frequency of yellow
flowers, which matches the
frequency in natural populations.
From Gigord et al. (2001).

Selection can also maintain two
alleles in a population if each
allele is advantageous when it
is rare.
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success than purple-flowered plants when yellow was rare and suffered lower re-
productive success when yellow was common.

Gigord and colleagues calculated the relative reproductive success of yellow
orchids as

2(RS,)
RS, + RS,
where RS, and RS, are the absolute reproductive success of yellow and purple
orchids. The relationship between relative reproductive success via male function

and the frequency of yellow flowers is given by the best-fit line in Figure 6.21b.
It is

RRS, =

RRS, = — 0.66F, + 1.452

where F, is the frequency of yellow flowers.

We can incorporate this relationship into a population genetics model. We
might imagine, for example, that flower color is determined by two alleles at a
single locus and that yellow is recessive to purple. We set the starting frequency
of the yellow allele to an arbitrary value. We assign fitnesses to the three geno-
types as we have before, except that the fitnesses change each generation with the
frequency of yellow flowers. When we use a computer to track the evolution of
our model population, we discover that the frequency of the yellow allele moves
rapidly to equilibrium at an intermediate value. This value is precisely the allele
frequency at which yellow flowers have a relative fitness of 1. We get the same
result if we imagine that yellow flowers are dominant. Again the equilibrium
value for the yellow allele is the frequency at which yellow and purple flowers
have equal fitness.

The dashed vertical lines in Figure 6.24b and c indicate the predicted equi-
librium frequencies Gigord and colleagues calculated for each of their fitness
measures. The predictions are 61%, 69%, and 72% yellow flowers. The research-
ers surveyed 20 natural populations in the region where they had placed their
experimental arrays. The actual frequency of yellow flowers, 69 + 3%, is in good
agreement with the predicted frequency. Our model has passed its fourth test.

Gigord et al.’s study of Elderflower orchids demonstrates that frequency-
dependent selection can have an effect similar to heterozygote superiority. Both
patterns of selection can maintain genetic diversity in populations.

Compulsory Sterilization

The theory of population genetics, despite its simplifying assumptions, allows
us to predict the course of evolution. Our four tests show that the model we
have developed works remarkably well. So long as we know the starting allele
frequencies and genotype fitnesses, the model can predict how allele frequen-
cies will change, under a variety of selection schemes, many generations into
the future. The requisite knowledge is easiest to get, of course, for experimental
populations living under controlled conditions in the lab. But Gigord et al.’s
study of Elderflower orchids shows that the model can even make fairly accurate
predictions in natural populations. Given its success in the four tests, it is reason-
able to use our model to consider the evolutionary consequences of a eugenic
sterilization program. The proponents of eugenic sterilization sought to reduce
the fitness of particular genotypes to zero and thereby to reduce the frequency of
alleles responsible for undesirable phenotypes. Would their plan have worked?

We can use population genet-
ics models to evaluate whether
eugenic sterilization could have
accomplished the aims of its
proponents, had their assump-
tions about the heritability of
traits been correct. The answer
depends on the frequency of the
alleles in question, and on the
criteria for success.
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The phenotype that caught the eugenicists’ attention perhaps more than any
other was feeblemindedness. The Royal College of Physicians in England defined
a feebleminded individual as “One who is capable of earning his living under fa-
vorable circumstances, but is incapable from mental defect existing from birth or
from an early age (a) of competing on equal terms with his normal fellows or (b)
of managing himself and his affairs with ordinary prudence” (see Goddard 1914).
Evidence presented in 1914 by Henry H. Goddard, who was the director of re-
search at the Training School for Feebleminded Girls and Boys in Vineland, New
Jersey, convinced many eugenicists that strength of mind behaved like a simple
Mendelian trait (see Paul and Spencer 1995). Normal-mindedness was believed
to be dominant and feeblemindedness recessive.

A recessive genetic disease is not a promising target for a program that would
eliminate it by sterilizing affected individuals. As Figures 6.19a and 6.20a show,
rare recessive alleles decline in frequency slowly, even under strong selection.
On the other hand, eugenicists did not believe that feeblemindedness was espe-
cially rare (Paul and Spencer 1995). Indeed, they believed that feeblemindedness
was alarmingly common and increasing in frequency. Edward M. East (1917)
estimated the frequency of feeblemindedness at three per thousand. Henry H.
Goddard reported a frequency of 2% among New York schoolchildren. Tests
of American soldiers during World War I suggested a frequency of nearly 50%
among white draftees.

We will assume a frequency for feeblemindedness of 1% and reproduce a cal-
culation reported by R. C. Punnett (1917) and revisited by R. A. Fisher (1924).
Let fbe the purported allele for feeblemindedness, with frequency q. If 1% of the
population has genotype ff, then, by the Hardy—Weinberg equilibrium principle,
the initial frequency of fis

=3 001
g = V0.01 = 0.1 53
27T
If all affected individuals are sterilized, then the fitness of genotype ffis zero (or, qgé 0.005
equivalently, the selection coefficient for genotype ff is 1). Using the equation 27 00
developed in Computing Consequences 6.6, we can calculate the value of ¢ in ® 0 2 4 6 8 10

successive generations, and from ¢ we can calculate the frequency of genotype ff. Generation

The result appears in Figure 6.25. Over 10 generations, about 250 years, the  Figure 6.25 Predicted evolu-
frequency of affected individuals declines from 0.01 to 0.0025. tion due to sterilization The
Whether geneticists saw this calculation as encouraging or discouraging de- graph shows the change in the
. . frequency of homozygotes for a
pended on whether they saw the'glass as partially empty or Partlally full. Some putative allele for feebleminded-
looked at the numbers, saw that it would take a very long time to completely  ness under a eugenic sterilization
eliminate feeblemindedness, and argued that compulsory sterilization was such a  program that prevents homozy-
hopelessly slow solution that it was not worth the effort. Others, such as Fisher, — gous recessive individuals from
dismissed this argument as “anti-eugenic propaganda.” Fisher noted that after ~ reproducing.
just one generation, the frequency of affected individuals would drop from 100
per 10,000 to 82.6 per 10,000. “In a single generation,” he wrote, “the load of
public expenditure and personal misery caused by feeblemindedness . . . would
be reduced by over 17 percent.” Fisher also noted that most copies of the allele
for feeblemindedness are present in heterozygous carriers rather than affected
individuals. Along with East, Punnett, and others, Fisher called for research into
methods for identifying carriers.
While their evolutionary logic was sound, the eugenicists’ models were built
on dubious genetic hypotheses. It is not entirely fair to use modern standards
to criticize Goddard’s research on the genetics of feeblemindedness. Mendelian
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genetics was in its infancy. Still, looking back after nearly a century, we can see
that Goddard’s evidence was deeply flawed. We will consider three problems.

First, the individuals whose case studies he reports are a highly diverse group.
Some have Down syndrome; some have other developmental challenges. At least
one is deaf'and appears to be the victim of a woefully inadequate education. Some
appear to have been deposited at Goddard’s training school by widowed fathers
who felt that children from a prior marriage were a liability in finding a new wife.
Some may just have behaved differently than the directors of the school thought
they should. Concluding the first case report in his book, Goddard writes of a
16-year-old who has been at the school for seven years:

Gertrude is a good example of that type of girl who, loose in the world, makes
so much trouble. Her beauty and attractiveness and relatively high [intelli-
gence| would enable her to pass almost anywhere as a normal child and yet she
is entirely incapable of controlling herself and would be led astray most easily.
[t is fortunate for society that she is cared for as she is.

Second, Goddard’s methods for collecting data were prone to distortion. He
sent caseworkers to collect pedigrees from the families of the students at the
training school. The caseworkers relied on hearsay and subjective judgments to
assess the strength of mind of family members—many of whom were long since
deceased.

Third, Goddard’s method of analysis stacked the cards in favor of his conclu-
sion. He first separated his 327 cases into various categories: definitely heredi-
tary cases; probably hereditary cases; cases caused by accidents; and cases with
no assignable cause. He apparently placed cases in his “definitely hereditary”
group only when they had siblings, recent ancestors, or other close kin also clas-
sified as feebleminded. When he later analyzed the data to determine whether
feeblemindedness was a Mendelian trait, Goddard analyzed only the data from his
“definitely hereditary” group. Given how he had filtered the data ahead of time,
it is not too surprising that he concluded that feeblemindedness is Mendelian.

Although feeblemindedness is not among them, many genetic diseases are now
known to be inherited as simple Mendelian traits. Yet eugenic sterilization has
few advocates. One reason is that most serious genetic diseases are recessive and
very rare; sterilization of affected individuals would have little impact on the
frequency at which new affected individuals are born. A second reason is that
mainstream attitudes about reproductive rights have changed to favor individual
autonomy over societal mandates (Paul and Spencer 1995). A third reason is that,
as we discuss in the next section, a growing list of disease alleles are suspected or
known to be maintained in populations by heterozygote superiority. It would
be futile and possibly ill advised to try to reduce the frequency of such alleles by
preventing affected individuals from reproducing.

6.4 Mutation

Cystic fibrosis is among the most common serious genetic diseases among people
of European ancestry, affecting approximately 1 newborn in 2,500. Cystic fibro-
sis 1s inherited as an autosomal recessive trait. Affected individuals sufter chronic
infections with the bacterium Pseudomonas aeruginosa and ultimately sustain severe
lung damage (Pier et al. 1997). At present, most individuals with cystic fibrosis
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live into their thirties or forties (Elias et al. 1992), but until recently few survived
to reproductive age. Although cystic fibrosis was lethal for most of human his-
tory, in some populations as many as 4% of individuals are carriers. How can
alleles that cause a lethal genetic disease remain this common?

Our consideration of heterozygote superiority in the previous section hinted
at one possible answer. Another potential answer is that new disease alleles are
constantly introduced into populations by mutation. Before we can evaluate the
relative merits of these two hypotheses for explaining the persistence of any par-
ticular disease allele, we need to discuss mutation in more detail.

Elsewhere in the book (see Chapter 5), we presented mutation as the source of
all new alleles and genes. In its capacity as the ultimate source of all genetic varia-
tion, mutation provides the raw material for evolution. Here, we consider the
importance of mutation as a mechanism of evolution. How rapidly does mutation
cause allele frequencies to change over time? How strongly does mutation affect
the conclusions of the Hardy—Weinberg analysis?

Adding Mutation to the Hardy—-Weinberg Analysis:
Mutation as an Evolutionary Mechanism

Mutation by itself is generally not a rapid mechanism of evolution. To see why,
return to our model population of mice. Imagine a locus with two alleles, A
and a, with initial frequencies of 0.9 and 0.1. A is the wild-type allele, and a is a
recessive loss-of-function mutation. Furthermore, imagine that copies of A are
converted by mutation into new copies of a at the rate of 1 copy per 10,000 per
generation. This is a very high mutation rate, but it is within the range of muta-
tion rates known. Back-mutations that restore function are much less common
than loss-of-function mutations, so we will ignore mutations that convert copies
of a into new copies of A. Finally, imagine that all mutations happen while the
adults are making gametes to contribute to the gene pool.

Figure 6.26 follows the allele and genotype frequencies through one turn of the
life cycle. Among the zygotes, juveniles, and adults, the genotypes are in Hardy—
Weinberg proportions:

AA Aa aa

0.81 0.18 0.01
Initial allele frequencies 0.81
A a Frequency
o among
Final aIIeIe frequenaes ON OO zygotes 0.18
5 [ oo
0.89991 0. 10009 O OOQ AA  Aa aa
O Genotype
Converts copies
of Ainto new
copies of a at Mutation
the rate of A a
1 per 10,000 @
0.81 @ S\(”; @ @ 0.81
Frequency ‘ Frequency
0.18 0.18
among among
adults |:| 001 juveniles |:| 0.01
AA  Aa aa AA  Aa aa
Genotype Genotype

Second on the list of assump-
tions for the Hardy—Weinberg
equilibrium principle was that
there are no mutations. We now
explore what happens to allele
frequencies when this assump-
tion is violated.

Figure 6.26 Mutation is a
weak mechanism of evolution
In a single generation in our
model population, mutation pro-
duces virtually no change in allele
and genotype frequencies.
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Imagine a single locus with two alleles: a wild-type al-
lele, A, and a recessive loss-of-function mutation, a. Let
M be the rate of mutation from A to a. Assume that the
rate of back-mutation from a to A is negligible. If the
frequency of A in this generation is p, then its frequency
in the next generation is given by

PP=p T
If the frequency of a in this generation is ¢, then its
frequency in the next generation is given by

¢ =q+ up
The change in p from one generation to the next is
Ap=p" —p
which simplifies to
Ap = —mp

After n generations, the frequency of A is approxi-
mately

Pn — pOejm

COMPUTING CONSEQUENCES

6.8

A mathematical treatment of mutation as an
evolutionary mechanism

where p, is the frequency of A in generation n, p, is the
frequency of A in generation 0, and e is the base of the
natural logarithms.

Readers familiar with calculus can derive the last
equation as follows. First, assume that a single genera-
tion is an infinitesimal amount of time, so that we can

rewrite the equation Ap = —pup as
dp _
do mp

Now divide both sides by p, and multiply both sides by

dg to get
<1)d = —ud
» P Y

Finally, integrate the left side from frequency p, to p,
and the right side from generation 0 to n:

/Pn <1) 1t
o Jdp = /—Mdg
Po P 0

and solve for p,,.

Now the adults make gametes. Were it not for mutation, the allele frequencies in

the new gene pool would be
A a

0.9 0.1

But mutation converts 1 of every 10,000 copies of allele A into a new copy of
allele a. The frequency of A after mutation is given by the frequency before
mutation minus the fraction lost to mutation; the frequency of a after mutation
is given by the frequency before mutation plus the fraction gained by mutation.

That is,
A

0.9 — (0.0001+0.9) = 0.89991

mathematical treatment). After 1,000 generations, the frequency of allele A in
our model population will be about 0.81. Mutation can cause substantial change

in allele frequencies, but it does so slowly.

0.1 + (0.0001+0.9) = 0.10009

The new allele frequencies are almost identical to the old allele frequencies. As a
mechanism of evolution, mutation has had almost no effect.

Almost no effect is not the same as exactly no eftfect. Could mutation of A
into a, occurring at the rate of 1 copy per 10,000 every generation for many
generations, eventually result in an appreciable change in allele frequencies? The
graph in Figure 6.27 provides the answer (see Computing Consequences 6.8 for a

© oo =
N oo 0 O

Frequency of A

o o
o N

0 200 400 600 800 1,000
Figure 6.27 Over very long
periods of time, mutation can

eventually produce apprecia-
ble changes in allele frequency
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As mutation rates go, the value we used in our model, 1 per 10,000 per gen-
eration, is very high. For most genes, mutation is an even less efficient mechanism
of allele frequency change.

Mutation and Selection

Although mutation alone usually does not cause appreciable changes in allele fre-
quencies, this does not mean that mutation is unimportant in evolution. In com-
bination with selection, mutation is a crucial piece of the evolutionary process.
This point is demonstrated by an experiment conducted by Mingcai Zhang, Priti
Azad, and Ron Woodruff (2011), who showed that fruit fly populations with
virtually no initial genetic variation accumulate novel alleles quickly enough to
allow rapid adaptive evolution.

Zhang and colleagues began with a stock of Drosophila melanogaster that had
been propagated by single-pair sibling matings for over 150 generations. As we
will see later (Chapter 7), this kind of intense inbreeding results in rapid loss of
genetic variation. Screening at loci that are highly variable in most populations
confirmed that all flies in the inbred stock were essentially genetically identical.

The researchers next reared larvae from their inbred stock on food spiked with
table salt (NaCl) at concentrations ranging from 1% to 6%. At least a few larvae
survived to adulthood at concentrations up to 4%, but all the larvae died at 5%.

Then Zhang and colleagues used flies from the inbred stock as founders for
six experimental populations, which they maintained for 30 generations. They
kept the population sizes large, establishing each generation with 200 pairs of
randomly chosen adults from the previous generation. The researchers kept two
of the populations under benign conditions, and four on food spiked with salt.
They distributed the salty food in patches with different concentrations, but all of
it was stressful for the flies. The conditions of the experiment allowed the popula-
tions to evolve by natural selection to adapt to their new environments, but the
populations would do so only if they accrued genetic variation via mutation.

Finally, the researchers assessed the salt tolerance of the thirtieth generation
in each of the six populations. Survival data for larvae reared on food spiked
with 5% salt appear in Figure 6.28. The original inbred stock appears first, as a
reminder that for the founding flies, 5% salt was 100% lethal. The unstressed lines
appear next. Even though theses lines had evolved under benign conditions, both
included a few individuals that could survive in 5% salt. This result demonstrates
the accumulation of genetic variation by mutation in the absence of selection.
The salt-stressed lines appear last. They contained higher proportions of indi-
viduals that could survive 5% salt. This result demonstrates adaptive evolution as
a result of mutation and natural selection in combination. Further evidence that
the stressed lines harbored alleles for salt tolerance at higher frequency than the
unstressed lines came when Zhang and colleagues attempted to rear larvae on 6%
salt. A few individuals from each of the salt-stressed lines survived, but all the flies
from the unstressed lines died.

The experiment by Zhang and colleagues reinforces one of the messages we
discussed earler (Chapter 5). Without mutation, evolution would eventually
grind to a halt. Mutation is the ultimate source of genetic variation.

Mutation-Selection Balance

Unlike the mutations that allowed the evolution of increased salt tolerance in
Zhang et al.’s fruit fly populations, many mutations are at least mildly deleterious.

Hardy—Weinberg analysis shows
that mutation is a weak mecha-
nism of evolution.

Original inbred stock

Unstressed
lines

|
[
[

_|7

Salt-stressed
lines

o -
N
w
N
(2]

Mean number of surviving
offspring from vials with five pairs
of parents and medium
containing 5% NaCl

(xstandard error)

Figure 6.28 Adaptive evolu-
tion resulting from natural
selection on novel muta-

tions Bars show the salt toler-
ance of flies in the thirtieth gener-
ation of fruit fly lineages founded
from a single genetically homog-
enous stock. Prepared from data
in Zhang et al. (2011).

Research with fruit flies illus-
trates that while mutation itself
is only a weak mechanism of
evolution, it nonetheless sup-
plies the raw material on which
natural selection acts.
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Here we derive equations for predicting the equilibrium
frequencies of deleterious alleles under mutation—selec-
tion balance. Imagine a single locus with two alleles, A;
and A,, with frequencies p and q. A; is the wild type;
A, is deleterious. Let w be the rate at which copies of
Ay are converted into copies of A, by mutation. As-
sume that the rate of back-mutation is negligible.

Selection continuously removes copies of A, from
the population, while mutation continuously creates
new copies. We want to calculate the frequency of A,
at which these processes cancel each other. Following
Felsenstein (1997), we will perform our calculation in a
roundabout way. We will develop an equation in terms
of p that describes mutation—selection balance for allele
Ay. Then we will solve the equation for g to get the
equilibrium frequency of A,. This approach may seem
perverse, but it greatly simplifies the algebra.

Mutation—selection balance for a deleterious
recessive
Imagine that A, is a deleterious recessive allele, such
that the genotype fitnesses are given by
Wi Wi W22
1 1 1 =5

where the selection coefficient s gives the strength of
selection against Aj.

First, we write an equation for p”, the frequency of
allele A, after selection has acted, but before mutations
occur. From Computing Consequences 6.3, this is

* _ P2W11 + pqwis
Pwyg + 2pqwiy + gCwy,

p

Substituting the fitnesses from the table above, and
(1 — p) for g, then simplifying gives
* p

1 - s(1 — p)2
Next we write an expression for p’, the frequency

p

of allele A; after mutations occur. Mutations convert a
fraction w of the copies of A; into copies of A,, leaving
behind a fraction (1 — w). Thus

* (1_M)P

p=0—-p)p = T—s1— )

COMPUTING CONSEQUENCES

6.9

Allele frequencies under mutation—selection balance

Finally, when mutation and selection are in balance,
p’ is equal to p, the frequency of allele A, that we start-
ed with:

(1 — wp
1—s(1=p)

This simplifies to

(1=pP="%

Substituting ¢ for (1 — p) and solving for q yields an
equation for ¢, the equilibrium frequency of allele A4,
under mutation—selection balance:

o

9=

If A, is a lethal recessive, then s = 1, and the equi-
librium frequency of A, is equal to the square root of
the mutation rate.

Mutation—selection balance for a lethal
dominant allele

Imagine that A, is a lethal dominant allele, such that the
genotype fitnesses are given by

Wy Wy Wpp

1 0 0

Now the expression for p* simplifies to

*

p =1

which makes sense because, by definition, selection re-
moves all copies of the lethal dominant A, from the
population. Now the expression for p’ is

pr=1-n
and the equilibrium condition is
IL—p=p
Substituting (1 — ¢) for p and simplifying gives
=
In other words, the equilibrium frequency of A, is
equal to the mutation rate.
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Selection tends to eliminate such mutations from populations. Deleterious alleles
persist, however, because they are continually created anew. When the rate at
which copies of a deleterious allele are being eliminated by selection is exactly
equal to the rate at which new copies are being created by mutation, the frequen-
cy of the allele is at equilibrium. This situation is called mutation—selection
balance.

What is the frequency of the deleterious allele at equilibrium? If the allele is
recessive, its equilibrium frequency, g, is given by

73

9=4/7

where w is the mutation rate, and s, the selection coefficient, is a number be-
tween O and 1 expressing the strength of selection against the allele (see Comput-
ing Consequences 6.9 for a derivation). This equation captures with economy
what intuition tells us about mutation—selection balance. If the selection coet-
ficient is small (the allele is only mildly deleterious) and the mutation rate is high,
then the equilibrium frequency of the allele will be relatively high. If the selec-
tion coefficient is large (the allele is highly deleterious) and the mutation rate is
low, then the equilibrium frequency of the allele will be low.

Research by Brunhilde Wirth and colleagues (1997) on patients with spinal
muscular atrophy provides an example. Spinal muscular atrophy is a neurodegen-
erative disease characterized by weakness and wasting of the muscles that control
voluntary movement. It is caused by deletions in a locus on chromosome 5 called
the telomeric survival motor neuron gene (felSMN). In some cases, the disease
may be exacerbated by additional mutations in a nearby gene. Spinal muscular
atrophy 1s, after cystic fibrosis, the second most common lethal autosomal reces-
sive disease in Caucasians (McKusick et al. 1999).

Collectively, the loss-of-function alleles of telSMN have a frequency of about
0.01 in the Caucasian population. Wirth and colleagues estimate that the selec-
tion coefficient is about 0.9. With such strong selection against them, we would
expect that disease-causing alleles would slowly but inexorably disappear from
the population. How, then, do they persist at a frequency of 1 in 100?

One possibility is that the disease alleles are being kept in the population by a
balance between mutation and selection. If we substitute the allele frequency and
selection coefficient for § and s in the equation above, and then solve for w, we find
that this scenario requires a mutation rate of about 9.0 X 107> (= 0.9 X 107*)
mutations per felSMN allele per generation.

Wirth and colleagues analyzed the chromosomes of 340 individuals with spinal
muscular atrophy, and the chromosomes of their parents and other family mem-
bers. They found that 7 of the 340 affected individuals carried a new mutation
not present in either parent. These numbers allowed the scientists to estimate di-
rectly the mutation rate at the telSMN locus (see Computing Consequences 6.10).
Their estimate is 1.1 X 107*. This directly measured mutation rate is in good
agreement with the rate predicted under the hypothesis of a mutation—selection
balance. Wirth and colleagues conclude that mutation—selection balance provides
a sufficient explanation for the persistence of spinal muscular atrophy alleles.

[t is possible that the parents of spinal muscular atrophy patients are unusually
susceptible to mutations in felSMN. Ideally, we would determine the mutation
rate by comparing the genotypes of parents and offspring in the general popula-
tion. However, such a study would require an extremely large sample size.

At the same time selection re-
moves deleterious alleles from a
population, mutation constantly
supplies new copies. In some
cases, this balance between mu-
tation and selection may explain
the persistence of deleterious
alleles in populations.
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Here, we present the method used by Brunhilde Wirth
and colleagues (1997) to estimate mutation rates for
recessive alleles. The key information required is the
fraction of affected individuals that carry a brand-new
mutant allele. With modern molecular techniques, this
fraction can be obtained by direct examination of the
chromosomes of aftected individuals and their relatives.

Let g be the frequency of recessive loss-of-function
allele a. Ignoring the extremely rare individuals with
two new mutant copies, there are two ways to be born
with genotype aa:

1. An individual can be the offspring of two carriers.
The probability of this outcome for a given birth is
the product of (a) the probability that an offspring of
two carriers will be affected; (b) the probability that
the mother is a carrier; and (c) the probability that
the father is a carrier. This probability is given by

B] X [2q(1 = ¢)] X [29(1 = q)]

2. An individual can be the offspring of one carrier and
one homozygous dominant parent and can receive
allele a from the affected parent and a new mutant
copy of a from the unaftected parent. The probabil-
ity of this outcome for a given birth is the product
of (a) the probability that an offspring of one carrier
will receive that carrier’s mutant allele; (b) the prob-
ability that the mother is a carrier; (c) the probability
that the father is the homozygous dominant; and (d)
the mutation rate plus the same probability for the
scenario in which the father is the carrier and the
mother is the homozygous dominant:

{B} X [29(1 = 9] X [(1 = g)*] X [M]}
" {[ﬂ X [29(1 = 9] X [(1 = "] % [M]}

= [29(1 = 9)] X [(1 = 9)’] X [u]
With these probabilities, we can write an expression
for r, the fraction of affected individuals that carry one

new mutant allele. This is the second probability di-
vided by the sum of the second probability and the first.

COMPUTING CONSEQUENCES o.

10

Estimating mutation rates for recessive alleles

Simplified just a bit, we have
- 29(1 = 9)(1 — ¢)°p
29(1 = 9)(1 = ¢’ + q(1 = 9)q(1 = q)
Simplifying further yields
201 = g
PSS S .
2(1 = q)u + q

Finally, assume that ¢ is small, so that (1 — ¢) is ap-
proximately equal to one. This assumption gives

_ A
T 2u + ¢
which can be solved for u:
__ "
P o

The mutation rate for spinal muscular atrophy
In Caucasian populations, spinal muscular atrophy af-
fects about 1 infant in 10,000, implying that the fre-
quency of the mutant allele is

g = V0.0001 = 0.01

Wirth and colleagues examined the chromosomes of
340 affected patients and their family members. The
researchers discovered that seven of their patients had
a new mutant allele not present in either parent. Thus

7
r=——=0.021
340

Substituting these values for ¢ and r into the equation
for u gives the estimate

= (0.021)(0.01) -

2 — 2(0.021)

The mutation rate for cystic fibrosis
In Caucasian populations, cystic fibrosis affects about
1 infant in 2,500. Wirth and colleagues cite data from
other authors to establish that only 2 of about 30,000
cystic fibrosis patients studied proved to have a new
mutant allele not present in either parent. These figures
give an estimated mutation rate of

w =67 X107
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Are the Alleles That Cause Cystic Fibrosis Maintained
by a Balance between Mutation and Selection?

Cystic fibrosis is caused by recessive loss-of-function mutations in a locus on
chromosome 7 that encodes a protein called the cystic fibrosis transmembrane
conductance regulator (CFTR). CFTR is a cell-surface protein expressed in the
mucous membrane lining the intestines and lungs. Gerald Pier and colleagues
(1997) demonstrated that one of CFTR’s key functions is to enable cells of the
lung lining to ingest and destroy Pseudomonas aeruginosa bacteria (see also Cam-
podénico et al. 2008). Figure 6.29 shows a snapshot of this process (Bajmoczi et al.
(2009). In individuals with cystic fibrosis, P. aeruginosa cause chronic lung infec-
tions that eventually lead to severe lung damage (Figure 6.30).

Selection against the alleles that cause cystic fibrosis appears to be strong. Until
recently, few affected individuals survived to reproductive age; those that do
survive are often infertile. And yet the alleles that cause cystic fibrosis have a
collective frequency of approximately 0.02 among people of European ancestry.

Could cystic fibrosis alleles be maintained at a frequency of 0.02 by mutation—
selection balance? If we assume a selection coefficient of 1 and use the equation
derived in Computing Consequences 6.9, the mutation rate creating new disease
alleles would have to be 4 X 107*. The actual mutation rate for cystic fibrosis
alleles appears to be considerably lower than that: approximately 6.7 X 1077 (see
Computing Consequences 6.10). We can conclude that a steady supply of new
mutations cannot, by itself, explain the maintenance of cystic fibrosis alleles at a
frequency of 0.02.

Our discussion of heterozygote superiority suggests an alternative explanation
(Figure 6.21 and Computing Consequences 6.7). Perhaps the fitness cost suftfered
by cystic fibrosis alleles when they are in homozygotes is balanced by a fitness
advantage they enjoy when they are in heterozygotes.

Gerald Pier and colleagues (1998) hypothesized that cystic fibrosis heterozy-
gotes might be resistant to typhoid fever and therefore have superior fitness. Ty-
phoid fever is caused by Salmonella typhi bacteria (also known as Salmonella enterica
serovar typhi). The bacteria initiate an infection by crossing the layer of epithelial
cells that line the gut. Pier and colleagues suggested that S. fyphi bacteria infiltrate
the gut by exploiting the CFTR protein as a point of entry. If so, then heterozy-
gotes, which have fewer copies of CFTR on the surface of their cells, should be
less vulnerable to infiltration.

Figure 6.29 A lung epithelial
cell ingesting Pseudomonas
aeruginosa The lung cell is
red; the bacteria are green. The
bacteria on the left are already
inside the cell. They are sur-
rounded by halos of fluorescently
labeled CFTR. From Bajmoczi et
al. (2009).

In other cases, the frequency of
a deleterious allele may be too
high to explain by mutation—
selection balance. This may be
a clue that heterozygotes have
superior fitness.

Figure 6.30 Lung damage

in cystic fibrosis Left, normal
lungs. Right, lungs ravaged by
the bacterial infections that ac-
company cystic fibrosis. Photos by
James R. MacFall, Duke University
Medical Center.
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Pier and colleagues tested their hypothesis by constructing mouse cells with
three different CFTR genotypes: homozygous wild-type cells; heterozygotes
with one functional CFTR allele and one allele containing the most common
human cystic fibrosis mutation, a single-codon deletion called AF508; and ho-
mozygous AF508 cells. The researchers exposed these cells to S. typhi, then mea-
sured the number of bacteria that got inside cells of each genotype. The results
were dramatic (Figure 6.31a). As the researchers predicted, homozygous AF508
cells were almost totally resistant to infiltration by S. fyphi, while homozygous
wild-type cells were highly vulnerable. Heterozygous cells were partially resis-
tant; they accumulated 86% fewer bacteria than did the wild-type cells. These
results are consistent with the hypothesis that cystic fibrosis disease alleles are
maintained in human populations because heterozygotes have superior fitness
during typhoid fever epidemics.

Also consistent with the hypothesis are two more recent discoveries by Pier
and coworkers. First, Jeffrey Lyczak and Pier (2002) found that S. typhi bacteria
manipulate the gut cells of their hosts, causing the cells to display more CFTR
protein on their membranes and easing the bacteria’s entry. This helps explain
why cells that cannot make CFTR are resistant to invasion. Second, Lyczak,
Carolyn Cannon, and Pier (2002), using data compiled from the literature, found
an apparent association across 11 European countries between the severity of ty-
hoid fever outbreaks and the frequency a generation later, among CFTR muta-
tions, of the AF508 allele (Figure 6.31b).

Pier et al.’s research serves as another example in which an evolutionary analy-
sis has proved valuable in biomedical research.

6.5 An Engineering Test of Population
Genetics Theory

Chun-Hong Chen and colleagues (2007), working in the laboratory of Bruce
Hay, sought methods to confer malaria resistance on free-living mosquitoes.
Their concern was not for the mosquitoes, but for people. If the mosquitoes are
resistant to malaria, they cannot transmit the disease to humans.

The task the researchers had set for themselves was one of evolutionary engi-
neering. Genetic variants that make mosquitoes resistant to malaria were already
known. The challenge was to ensure that the resistance genes, once introduced
into a wild population, would rise to high frequency. Chen and colleagues had
an idea for how to do this, which they put to the test in laboratory populations
of fruit flies.

The researchers designed a new gene that they expected would carry a strong
selective advantage. The gene was a synthetic example of a kind of genetic ele-
ment, called a Medea, that also occurs naturally. Medea is an acronym for Mater-
nal-effect dominant embryonic arrest. It is also the name of the title character in
a play by Euripides about a mother who murders her own children.

Chen’s synthetic Medea includes two sets of instructions (Figure 6.32a). One
causes mothers that carry the element to infuse their eggs with a poison. The
other allows embryos that carry the element to make an antidote. If mother and
baby both carry the gene, the baby lives (Figure 6.32b). If mother carries the gene
but the baby does not, the baby dies (Figure 6.32c).
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Figure 6.31 Heterozygotes
for the AF508 allele are resis-
tant to typhoid fever (a) The
rate at which Salmonella typhi in-
filtrate cultured mouse cells with
different CFTR genotypes. From
Pier et al. (1998). (b) The severity
of typhoid fever outbreaks in 11
European countries versus the fre-
guency of AF508, among cystic
fibrosis mutations, in the genera-
tion born following the outbreak.
From Lyczak et al. (2002).
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made by
baby
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An embryonic fly’s fate is determined by the genotypes of both its mother and
its father. We will call the two alleles a fly can carry M (for Medea) and + (for wild
type, or lack of Medea). Punnett squares predict that if mom is a heterozygote
and dad is a ++ homozygote, half the babies will die. If mom and dad are both
heterozygotes, a quarter of the babies will die (Figure 6.33).

Mom Dad Offspring Predicted Actual
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M | M+ | M+
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For all other matings, all the babies live. In experimental matings, Chen and
colleagues found these predictions to be accurate.

We claimed earlier that Chen and colleagues expected their synthetic Medea
gene to carry a strong selective advantage. This claim may be counterintuitive
for a gene that causes mothers to kill their offspring. But note that the oftspring
that die all lack Medea. The selective advantage accrues not to the individuals
that carry the gene, but to the gene itself. Medea is a selfish allele that, given the
chance, kills individuals that do not carry it. If introduced into a population, Me-
dea should inexorably rise in frequency.

Chen and colleagues introduced their synthetic Medea into laboratory fruit
fly populations at a frequency of 0.25. They used the basic population genetics
theory we have discussed in this chapter to predict the trajectory of the gene’s
rise in frequency. They assumed an infinitely large population with random mat-
ing and no mutation or migration. They assumed no fitness costs of Medea other
than the mortality inflicted by the maternal poison on embryos lacking the gene.
The only complication in Chen’s model, compared to the models we have used
throughout the chapter, is that an individual’s fitness depends not just on its own
genotype but also on the genotypes of its parents. That meant Chen had to track
genotype frequencies and account for the progeny from random matings, rather

Figure 6.32  An artificial Me-
dea gene (a) The gene encodes
both a poison and its antidote.
(b) Mothers carrying Medea make
the poison and put it into their
eggs. If the baby carries Medea, it
makes the antidote and lives. (c)
If the baby does not carry Medea,
it dies. Photos from Kambris et al.
(2003).

Figure 6.33 Punnett squares
for crosses in which the moth-
er carries Medea and some of
the offspring do not. Data
from Chen et al. (2007).

An attempt to design a gene
that would rise to high fre-
quency in a predictable way in
an insect population provides a
strong test of our understanding
of the mechanisms of evolution.
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Here we provide an overview of how we can predict
changes in the frequency of Chen et al.’s Medea gene.
Because an individual’s fitness depends on both its own
genotype and the genotypes of its parents, we have to
keep track of genotype frequencies and matings.

Let P, Q, and R be the frequencies of genotypes ++,
+M, and MM. Random mating results in the nine types
of matings shown in . Each type of mating
occurs at the frequency shown in the upper left of its
square. For example, matings between ++ females and
++ males, shown in square (1), occur at frequency P2.

We want to know the frequency of each genotype
in the next generation. Consider genotype ++. Zygotes
with this genotype are conceived in matings (1), (2),
(4), and (5). All the zygotes conceived in mating type
(1) are ++, as are half of those conceived in mating
types (2) and (4) and a quarter of those conceived in
mating type (5). The frequency of genotype ++ at con-
ception is thus

P’ +5PQ +3QP + 4Q°
Before the zygotes develop into larvae and hatch,
however, all the ++ offspring conceived in mating
types (4) and (5) die. The frequency of ++ individuals

in the next generation is the number of surviving ++
individuals divided by the total number of survivors,

COMPUTING CONSEQUENCES o.

11

Predicting the frequency of Medea across generations

Father
2 Q R
++ +M MM
(1) (2) (3)
P PPy 4 PR 4+ M PR M M
. + |+ | ++ + | ++ |+M + | +M | +M
++ | ++ + | ++ [+M + | +M | +M
(4) (5) (6)
g Q QP + & Q? + M QR M m
° Y + }(}( + )( +M + [ +M | +M
+
= M| M+ | M+ MM+ MM | M MMMM
(7) (8) (9)
R RP 4+ 4 RQ + M R? M M
MM M| M+ | M+ M| M+ |MM M IMM|MM
M| M+ | M+ M | M+ | MM M |MM|MM

A Punnett square of Punnett squares

which is given by
P? + 3PQ

P*+ PQ+ PR+5QP+37Q%+ QR+ RP+ RQ+ R?

We leave it to the reader to write expressions for
the frequency of +M and MM individuals in the next
generation.

Once we have a generation’s genotype frequencies,
we can readily calculate the allele frequencies.

than simply track allele frequencies and account for the progeny from random

unions of gametes (Computing Consequences 6.11).

Chen and colleagues’ prediction, and the data for 7 populations, some main-
tained for 15 generations and some for 20, appear in Figure 6.35. Their predic-

1 A

0.8+

Frequency of

— Prediction

Figure 6.35 Predicted and
actual evolution of laboratory
populations harboring an en-
gineered gene The prediction
is in gray; the data are in orange.
From Chen et al. (2007).
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tion, as we have come to expect, was spot on. Take a moment to reflect on
what Chen and colleagues accomplished. They designed and built a new gene,
accurately predicted the eftect it would have on the individuals that carry it,
introduced the gene into populations, and accurately predicted how the popula-
tions would change over the course of 20 generations. The success of this evo-

lutionary engineering project demonstrates that, like NASA’s engineers know
something about physics, we know a thing or two about inheritance and descent

with modification.

Population genetics is a theory
that works.

In the next chapter, we will continue to use the Hardy—Weinberg equilibrium

principle to explore additional mechanisms of evolution.

SUMMARY

Population genetics represents a synthesis of Men-
delian genetics and Darwinian evolution and is con-
cerned with the mechanisms that cause allele frequen-
cies to change from one generation to the next. The
Hardy—Weinberg equilibrium principle is a null model
that provides the conceptual framework for population
genetics. It shows that under simple assumptions—no
selection, no mutation, no migration, no genetic drift,
and random mating—allele frequencies do not change.
Furthermore, genotype frequencies can be calculated
from allele frequencies.

When any one of the first four assumptions is vio-
lated, allele frequencies may change across generations.
Selection, mutation, migration, and genetic drift are
thus the four mechanisms of evolution. Nonrandom
mating does not cause allele frequencies to change and
is thus not a mechanism of evolution. It can, however,
alter genotype frequencies and thereby aftect the course
of evolution.

Population geneticists can measure allele and geno-
type frequencies in real populations. Thus, biologists
can test whether allele frequencies are stable across ge-
nerations and whether the genotype frequencies con-
form to Hardy—Weinberg expectations. If either of the
conclusions of the Hardy—Weinberg analysis is violated,

then one or more of the assumptions does not hold.
The nature of the deviation from Hardy—Weinberg ex-
pectations does not, by itself, identify the faulty assump-
tion. We can, however, often infer which mechanisms
of evolution are at work based on other characteristics
of the populations under study.

Selection occurs when individuals with some geno-
types are more successful at getting copies of their genes
into future generations than are individuals with other
genotypes. Selection is a powerful mechanism of evolu-
tion. It can cause allele frequencies to change from one
generation to the next and can take genotype frequen-
cies away from Hardy—Weinberg equilibrium. Some
patterns of selection tend to drive alleles to fixation or
to loss; other patterns of selection serve to maintain
allelic diversity in populations. Population genetics the-
ory allows us to make accurate predictions about both
the direction and the rate of evolution under a variety
of patterns of selection.

Alone, mutation is a weak evolutionary mechanism.
Mutation does, however, provide the genetic variation
that is the raw material for evolution. In some cases, a
steady supply of new mutant alleles can counterbalance
selection against those same alleles and thereby serve to
hold allele frequencies at equilibrium.

QUESTIONS

1. List the five conditions that must be true for a
population to be in Hardy—Weinberg equilibrium.
Why is it useful to know the conditions that pre-
vent evolution? For each condition, specify wheth-
er violation of that assumption results in changes in
genotype frequencies, allele frequencies, or both.

2. Why was it important that G. H. Hardy used vari-
ables in his mathematical treatment of changes in
population allele frequencies across generations?
Would it have been equally useful to simply work
several more examples with difterent specific allele
frequencies?
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4.

Name the phenomenon being described in each of

these (hypothetical) examples, and describe how it

is likely to affect allele frequencies in succeeding
generations.

a. A beetle species is introduced to an island cov-
ered with dark basaltic rock. On this dark back-
ground, dark beetles, TT or Tt, are much more
resistant to predation than are light-colored bee-
tles, #f. The dark beetles have a large selective
advantage. Both alleles are relatively common in
the group of beetles released on the new island.

b. Another beetle population, this time consisting
of mostly light beetles and just a few dark beetles,
1s introduced onto a different island with a mixed
substrate of light sand, vegetation, and black ba-
salt. On this 1sland, dark beetles have only a small
selective advantage.

c. A coral-reef fish has two genetically determined
types of male. One kind of male is much small-
er than the other, and sneaks into larger males’
nests to fertilize their females’ eggs. When small
males are rare, they have a selective advantage
over large males. However, if there are too many
small males, large males switch to a more aggres-
sive strategy of nest defense, and small males lose
their advantage.

d. In a tropical plant, CC and Cc plants have red
flowers and cc plants have yellow flowers. How-
ever, Cc plants have defective flower develop-
ment and produce very few flowers.

e. In a species of bird, individuals with genotype
MM are susceptible to avian malaria, Mm birds
are resistant to avian malaria, and mm birds are
resistant to avian malaria, but the mm birds are
also vulnerable to avian pox.

In Muehlenbachs et al.’s study of placental malaria,
why was it important that they studied infants born
during both high and low malaria season? Can you
think of any other possible explanations for their
data?

Black color in horses is governed primarily by a
recessive allele at the A locus. AA and Aa horses
are nonblack colors such as bay, while aa horses are
black all over. (Other loci can override the effect of
the A locus, but we will ignore that complication.)
In an online conversation, one person asked why
there are relatively few black horses of the Arabian
breed. One response was, “Black is a rare color be-
cause it is recessive. More Arabians are bay or gray

because those colors are dominant.” Discuss the
merits and/or problems with this argument. (As-
sume that the A and a alleles are in Hardy—Wein-
berg equilibrium, which was probably true at the
time of this discussion.) Generally, what does the
Hardy—Weinberg model show us about the impact
that an allele’s dominance or recessiveness has on its
frequency?

In humans, the COL1AT1 locus codes for a certain
collagen protein found in bone. The normal allele
at this locus is denoted with S. A recessive allele s
is associated with reduced bone mineral density and
increased risk of fractures in both Ss and ss women.
A study of 1,778 women showed that 1,194 were
SS, 526 were Ss, and 58 were ss (Uitterlinden et
al. 1998). Are these two alleles in Hardy—Weinberg
equilibrium in this population? How do you know?
What information would you need to determine
whether the alleles will be in Hardy—Weinberg
equilibrium in the next generation?

We used Figure 6.14 as an example of how the fre-
quency of an allele (in fruit flies) does not change in
unselected (control) populations but does change in
response to selection. However, look again at the
unselected control lines in Figure 6.14. The fre-
quency of the allele in the two control populations
did change a little, moving up and down over time.
Which assumption of the Hardy—Weinberg model
is most probably being violated? If this experiment
were repeated, what change in experimental design
would reduce this deviation from Hardy—Weinberg
equilibrium?

Most animal populations have a 50:50 ratio of males
to females. This does not have to be so; it is theo-
retically possible for parents to produce predomi-
nantly male oftspring or predominantly female off-
spring. Imagine a population with a male-biased sex
ratio, say, 70% males and 30% females. Which sex
will have an easier time finding a mate? As a result,
which sex will probably have higher average fit-
ness? Which parents will have higher fitness—those
that produce mostly males or those that produce
mostly females? Now imagine the same population
with a female-biased sex ratio, and answer the same
questions. What sort of selection is probably main-
taining the 50:50 sex ratio seen in most popula-
tions?

Discuss how each of the following recent develop-
ments—resulting from improvements in medicine,
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technology, pubic health, and from evolution—
may affect the frequency of alleles that cause cystic
fibrosis (CF).

a. Many women with CF now survive long enough
to have children. (CF causes problems with re-
productive ducts, but many CF women can bear
children nonetheless. CF men are usually sterile.)

b. Typhoid fever in developed nations has declined
to very low levels since 1900.

c. In some populations, couples planning to have
children are now routinely screened for the most
common CF alleles.

d. Drug-resistant typhoid fever has recently ap-
peared in several developing nations.

10. Kerstin Johannesson and colleagues (1995) stud-

ied two populations of a marine snail living in the
intertidal zone on the shore of Ursholmen Island.
Each year, the researchers determined the allele fre-
quencies for the enzyme aspartate aminotransferase
(don’t worry about what this enzyme does). Their
data are shown in the graphs in Figure 6.36. The
first year of the study was 1987. In 1988, a bloom
of toxic algae (tan bars) killed all of the snails in
the intertidal zone across the entire island. That is
why there are no data for 1988 and 1989. Although
the snails living in the intertidal zone were extermi-
nated by the bloom, snails of the same species living
in the splash zone just above the intertidal survived
unscathed. By 1990, the intertidal zone had been
recolonized by splash-zone snails. Your challenge
in this question is to develop a coherent explana-
tion for the data in the graphs. In each part, be sure
to name the evolutionary mechanism involved (se-
lection, mutation, migration, or drift).

a. Why was the frequency of the Aat’~" allele
higher in both populations in 1990 than it was in
19872 Name the evolutionary mechanism, and
explain.
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b. Why did the allele frequency decline in both
populations from 1990 through 1993? Name the

evolutionary mechanism, and explain.

c. Why are the curves traced by the 1990-1993
data for the two populations generally similar
but not exactly identical? Name the evolution-

ary mechanism, and explain.

d. Predict what would happen to the allele frequen-
cies if we followed these two populations for
another 100 years (assuming there are no more

toxic algal blooms). Explain your reasoning.
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Figure 6.36 Changes over time in the frequency of an

allele in two intertidal populations of a marine snail

From Johannesson et al. (1995).

EXPLORING THE LITERATURE

11. The photo and graph on the first page of this chap-

ter document the evolution of coat color in a popu-
lation of Soay sheep. The cause of this evolutionary
change been the subject of some controversy. See
the following papers:

Ozgul, A., S. Tuljapurkar, et al. 2009. The dynamics of phenotypic
change and the shrinking sheep of St. Kilda. Science 325: 464—467.

Maloney, S. K., A. Fuller, and D. Mitchell. 2009. Climate change: Is

the dark Soay sheep endangered? Biology Letters 5: 826—829.

Gratten, J., A. J. Wilson, et al. 2010. No evidence for warming climate
theory of coat colour change in Soay sheep: A comment on Maloney

et al. Biology Letters 6: 678—679.

Maloney, S. K., A. Fuller, and D. Mitchell. 2010. A warming climate

remains a plausible hypothesis for the decrease in dark Soay sheep.
Biology Letters 6: 680—681.



230 Part2 Mechanisms of Evolutionary Change

12

13

14.

For an analysis of the evolution of coat pattern in

the same sheep population, see:

Gratten, J., J. G. Pilkington, et al. 2012. Selection and microevolution
of coat pattern are cryptic in a wild population of sheep. Molecular
Ecology 21: 2977-2990

Often, the first step in a study of genetic variation is
to evaluate deviations from Hardy—Weinberg equi-
librium. Read the following paper to explore how
careful examination of Hardy—Weinberg equilib-
rium is necessary for assessing gene—disease associa-
tions in humans.

Trikalinos, T. A., G. Salanti, et al. 2006. Impact of violations and de-
viations in Hardy—Weinberg equilibrium on postulated gene-disease
associations. American_Journal of Epidemiology 163: 300-309.

In the Elderflower orchid, we saw that frequency-

dependent selection tends to maintain the presence

of both yellow and purple flowers in mixed popu-
lations. See the following references for additonal
cases of possible frequency-dependent selection.

How strong is the evidence in each example?

Cox, C. L., and A. R. Davis Rabosky. In press. Spatial and tempo-
ral drivers of phonotypic diversity in polymorphic snakes. American
Naturalist. (These snakes appear in Figure 5.1, page 148.)

Eizaguirre, C., T. L. Lenz, et al. 2012. Rapid and adaptive evolution
of MHC genes under parasite selection in experimental vertebrate
populations. Nature Communications 3: 621.

Faurie, C., and M. Raymond. 2005. Handedness, homicide and nega-
tive frequency-dependent selection. Proceedings of the Royal Society of
London B 272: 25-28.

Hori, M. 1993. Frequency-dependent natural selection in the handed-
ness of scale-eating cichlid fish. Science 260: 216-219.

Sinervo, B., and C. M. Lively. 1996. The rock-paper-scissors game
and the evolution of alternative male strategies. Nature 380: 240-243.

The version of the adaptive landscape presented in

Computing Consequences 6.6 and 6.7, in which

the landscape is a plot of mean fitness as a function

of allele frequency, is actually somewhat different

from the original version of the concept that Sewall

Wright presented in 1932. Furthermore, there is

even a third common interpretation of the adaptive

landscape idea. For a discussion of the differences

among the three versions, see Chapter 9 in

Provine, W. B. 1986. Sewall Wright and Evolutionary Biology. Chicago:
University of Chicago Press.

For Sewall Wright’s response to Provine’s history,

see:

Wright, S. 1988. Surfaces of selective value revisited. American Natural-
ist 131: 115-123.

Wright’s original 1932 paper is reprinted in Chapter

11 of:

Wright, S. 1986. Evolution: Selected Papers, ed. W. B. Provine. Chicago:
University of Chicago Press.

15. If you have access to the earliest volumes of the

Journal of Heredity, read:

Bell, Alexander Graham. 1914. How to improve the race. Journal of
Heredity 5: 1-7.

16

17

18

19

20

Keep in mind that population genetics was in its
infancy; Mendelism had yet to be integrated with
natural selection. What was accurate and inaccurate
in Bell’s understanding of the mechanisms of evo-
lution? Would the policy Bell advocated actually
have accomplished his aims? Why or why not? If so,
would it have done so for the reasons Bell thought
it would?

For an example in which strong natural selection

caused rapid change in allele frequencies in wild

populations, see:

Rank, N. E., and E. P. Dahlhoff. 2002. Allele frequency shifts in re-
sponse to climate change and physiological consequences of allozyme
variation in a montane insect. Evolution 56: 2278-2289.

For an example in which strong selection for insec-

ticid resistance caused rapid change in allele frquen-

cies, see:

Mathias, D. K., E. Ochomo, et al. 2011. Spatial and temporal variation
in the kdr allele L1014S in Anopheles gambiae s.s. and phenotypic
variability in susceptibility to insecticides in Western Kenya. Malaria
Journal 10: 10.

For another example of a human population taken

out of Hardy—Weinberg equlibrium, apparently by

strong selection, see:

Mead, S., M. P. H. Stumpf, et al. 2003. Balancing selection at the prion
protein gene consistent with prehistoric kurulike epidemics. Science
300: 640-643.

Hedrick, P. W. 2003. A heterozygote advantage. Science 302: 57.
Mead, S., J. Whitfield, et al. 2008. Genetic susceptibility, evolution
and the kuru epidemic. Philosophical Transactions of the Royal Society
B 363: 3741-3746.
Patients with cystic fibrosis (CF) are chronically in-
fected with Pseudomonas aeruginosa bacteria. Their
immune systems are engaged in a constant battle
with the bacteria. In addition, they take powerful
antibiotics to help keep the bacterial populations
under control. Consider the consequences for the
bacteria. How would you expect a P. aeruginosa
population to evolve in the environment found in-
side a CF patient’s lungs? What novel traits would
you expect to appear? Make some predictions, then
see the following paper (we are withholding the full
title to avoid giving too much away):
Oliver, A., R. Cantén, et al. 2000. High frequency of ...
fibrosis lung infection. Science 288: 1251-1253.
As discussed in this chapter, the chemokine recep-
tor CCR5 is the major means by which HIV gains
entry to human white blood cells. CCR5 is also im-
portant in susceptibility to other important diseases.
One example is described in the following article.
Consider how CCR5’s multiple role in difterent
emerging diseases may affect its evolution, and the
implications for medical treatments.

Glass, W. G., D. H. McDermott, et al. 2006. CCR5 deficiency in-
creases risk of symptomatic West Nile virus infection. Journal of Ex-
perimental Medicine 203: 35—40.

in cystic
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lorida’s state animal was on the verge of extinction. The Florida pan-

ther (Puma concolor coryi) once ranged across southeastern North America

from Louisiana to South Carolina and as far north as Tennessee. By 1995,
however, the big cat had seen its confines shrink, due to habitat loss and hunt-
ing, to a pair of tiny and dwindling patches of swampland in Florida’s southern
tip (Johnson et al. 2010). Scarcely two dozen individuals remained (McBride et
al. 2008).

To make matters worse, the surviving panthers were suffering poor health
(Roelke et al. 1993). They showed high rates of heart defects, undescended tes-
tes, skeletal malformations, infectious and parasitic diseases, and, as documented
at right, sperm abnormalities associated with infertility. Exposure to environ-
mental toxins may have contributed to some of these problems, but the primary
causes appeared to be genetic.

Wildlife managers decided that intervention offered the best hope of saving
the Florida panther (see Johnson et al. 2010). Their diagnosis of the panther’s un-
derlying problem, and the treatment they prescribed, involves three population
genetics phenomena introduced earlier (in Chapter 6) but not discussed in depth:
migration, genetic drift, and nonrandom mating.

Among other health problems,
the Florida panther had high rates
of defective sperm compared

to other Puma populations and
other cats. Bars show mean * se.
Photo by Rodney Cammauf, NPS;
graph from Roelke et al. (1993).
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We identified migration, drift, and nonrandom mating as factors in the evolu-
tion of populations when we developed the Hardy—Weinberg equilibrium prin-
ciple. When a population has no selection, no mutation, no migration, an infinite
number of individuals, and random choice of mates by all, then (1) the allele
frequencies do not change from one generation to the next, and (2) the genotype
frequencies can be calculated by multiplying the allele frequencies. We looked
(in Chapter 6) at what happens when we relax the assumptions of no selection
and no mutation. In this chapter, we explore what happens when we relax the
assumptions of no migration, infinite population size, and random mating.

We look at migration in Section 7.1. We devote Sections 7.2 and 7.3 to ge-
netic drift and its role in molecular evolution. We cover nonrandom mating in
Section 7.4. With these sections as background, we return in Section 7.5 to the
Florida panther and consider the intervention that may prevent its demise.

7.1 Migration

Migration, in an evolutionary sense, is the movement of alleles between popu-
lations. This use of the term migration is distinct from its more familiar meaning,
which refers to the seasonal movement of individuals. To evolutionary biologists,
migration means gene flow: the transfer of alleles from the gene pool of one
population to the gene pool of another population. Migration can be caused by
anything that moves alleles far enough to go from one population to another.
Mechanisms of gene flow range from the long-distance dispersal of juvenile ani-
mals to the transport of pollen, seeds, or spores by wind, water, or animals. The
amount of migration between populations varies enormously among species, de-
pending on the mobility of individuals or propagules across the life cycle.

Adding Migration to the Hardy-Weinberg Analysis:
Gene Flow as a Mechanism of Evolution

To investigate the role of gene flow in evolution, consider a simple model of
migration. Imagine two populations: one on a continent, the other on an island
(Figure 7.1). The island population is tiny relative to the continental population,
so any migration from the island to the continent will be inconsequential for the
continent’s allele and genotype frequencies. Migration, and the accompanying
gene flow, thus effectively go one way, from the continent to the island. Con-
sider a single locus with two alleles, A; and A,. Can migration take the allele and
genotype frequencies on the island away from Hardy—Weinberg equilibrium?

To see that they can, imagine that before migration, the frequency of A; on
the island 1s 1.0 (that is, A; is fixed—see Figure 7.2). When gametes in the gene
pool combine at random, the genotype frequencies among the zygotes are 1.0 for
AAq, O for A;A,, and O for A,A,. Imagine that there are 800 zygotes, which
we will let develop into juveniles and grow to adulthood.

Now suppose that the continental population is fixed for allele A, and that
before the individuals on the island reach maturity, 200 individuals migrate from
the continent to the island. After migration, 80% of the island population is from
the island, and 20% is from the continent. The new genotype frequencies are 0.8
for A;A;, 0 for A;A,, and 0.2 for A,A,. When individuals on the island repro-
duce, their gene pool will have allele frequencies of 0.8 for A; and 0.2 for A,.

Migration has changed the allele frequencies in the island population, violating
Hardy—Weinberg conclusion 1. Before migration, the island frequency of A; was

@ Island

<S—"—

Continent

Figure 7.1 The one-island
model of migration Arrows
show relative gene flow between
island and continental popula-
tions. Alleles arriving on the island
from the continent represent a
relatively large fraction of the
island gene pool, whereas alleles
arriving on the continent from the
island represent a small fraction
of the continental gene pool.
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1.0; after migration, the frequency of A, is 0.8. The island population has evolved
as a result of migration. For an algebraic treatment of migration as a mechanism of
allele frequency change, see Computing Consequences 7.1 (next page).

Migration has also produced genotype frequencies among the adults on the
island that violate Hardy—Weinberg conclusion 2. Under the Hardy—Weinberg
equilibrium principle, a population with allele frequencies of 0.8 and 0.2 should
have genotype frequencies of 0.64, 0.32, and 0.04. Compared to these expected
values, the post-migration island population has an excess of homozygotes and a
deficit of heterozygotes. A single bout of random mating will, of course, put the
population back into Hardy—Weinberg equilibrium for genotype frequencies.

Migration as a Homogenizing Evolutionary Process

Migration in our model made the island population more similar to the mainland
population than it otherwise would have been. This is the general effect of migra-
tion: It tends to homogenize allele frequencies across populations.

How far would the homogenization ultimately proceed? The algebraic models
developed in Computing Consequences 7.1 show that gene flow among popu-
lations will eventually equalize their allele frequencies. In other words, if not
opposed by another mechanism of evolution, migration will homogenize allele
frequencies across populations completely.

Barbara Giles and Jérome Goudet (1997) documented the homogenizing effect
of gene flow on populations of red bladder campion, Silene dioica. Red bladder
campion is an insect-pollinated perennial wildflower (Figure 7.3). The popula-
tions that Giles and Goudet studied occupy islands in the Skeppsvik Archipelago,
Sweden. These islands are mounds of material deposited by glaciers during the
last ice age and left underwater when the ice melted. The area on which the is-
lands sit is rising at a rate of 0.9 centimeters per year. As a result of this geological
uplift, new islands are constantly rising out of the water. The Skeppsvik Archi-
pelago thus contains dozens of islands of different ages.

Red bladder campion seeds are transported by wind and water, and the plant
is among the first to colonize new islands. Campion populations grow to several
thousand individuals. There is gene flow among islands because of seed dispersal

Figure 7.2 Migration can
alter allele and genotype fre-
quencies This diagram follows
an imaginary island population of
mice from one generation’s gene
pool (initial allele frequencies) to
the next generation’s gene pool
(final allele frequencies). The

bar graphs show the number of
individuals of each genotype in
the population at any given time.
Migration, in the form of indi-
viduals arriving from a continental
population fixed for allele A5,
increases the frequency of allele
A, in the island population.

Migration is a potent mecha-
nism of evolution. In practice,
migration is most important in
preventing populations from
diverging.

Figure 7.3 Red bladder cam-
pion Silene dioica is a perennial
wildflower.



236 Part2 Mechanisms of Evolutionary Change

e
NS
=

One-Island Model

Let p; be the frequency of allele A; in an island popu-
lation, and p. be the frequency of A; in the mainland
population. Imagine that every generation, a group
of individuals moves from the mainland to the island,
where they constitute a fraction m of the island popula-
tion. We want to know how the frequency of allele A;
on the island changes due to migration and whether
there is an equilibrium frequency for A; at which there
will be no further change even if migration from the
mainland to the island continues.

We first write an expression for pj, the frequency
of A; on the island in the next generation. A fraction
(1 — m) of the individuals in the next generation were
already on the island. Among these individuals, the fre-
quency of Ay is p;. A fraction m of the individuals in
the next generation came from the mainland. Among
them, the frequency of A; is po. Thus the new fre-
quency of A; in the island population is a weighted
average of the frequency among the residents and the
frequency among the immigrants:

pr= (1 = m)(p) + (m)(pc)

We can now write an expression for Apy, the change
in the allele frequency on the island from one genera-

process

tion to the next:

Apr=pr— pr

Substituting our earlier expression for p; and simplify-
ing gives

Ap; = (1 - m)(PI) + (m)(PC) 20 m(PC - PI)

COMPUTING CONSEQUENCES 7.1

An algebraic treatment of migration as an evolutionary

Finally, we can determine the equilibrium frequency
of allele A; on the island. The equilibrium condition is
no change in p;. That is,

Ap[ =0
If we set our expression for Ap; equal to zero, we have

m(pc = p) = 0

This expression shows that the frequency of A; will
remain constant on the island if there is no migra-
tion (m = 0), or if the frequency of A; on the island
is already identical to its frequency on the mainland
(pr = pc). In other words, without any opposing
mechanism, migration will eventually equalize the fre-
quencies of the island and mainland populations.

Two-Island Model

Let p; and p, be the frequencies of allele A; on two
islands with equal population sizes. Imagine that the 1s-
lands trade migrants, after which the migrants constitute
fraction m of each island’s population. After migration,
the allele frequencies on the islands are

pi = (1 = m)(p1) + (m)(p,), and
Py = (1 = m)(p2) + (m)(p1)

The reader should confirm that the allele frequency
for the total population across both islands remains
unchanged at (p; + p,)/2, that the change in each
island’s allele frequency is proportional to the number
of migrants and the difference in frequencies, and that
so long as there is nonzero migration, the islands reach
equilibrium only when their frequencies are the same.

and the transport of pollen by insects. After a few hundred years, campion patches
are invaded by other species of plants and by a pollinator-borne disease. Establish-
ment of new seedlings stops, and populations dwindle as individuals die.

Giles and Goudet predicted that young populations, having been founded by
the chance transport of just a few seeds, would vary in their allele frequencies at
a variety of loci. (We consider why in more detail in Section 7.2.) Populations
of intermediate age should be more homogeneous in their allele frequencies as
a result of migration—that is, because of gene flow among populations via seed
dispersal and pollen transport. Finally, the oldest populations, no longer exchang-
ing genes and thus structured mainly by the fortuitous survival of a few remaining
individuals, should again become more variable in their allele frequencies.
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The researchers tested their predictions by collecting leaves from many indi-
vidual red bladder campions on 52 islands of difterent ages. By analyzing proteins
in the leaves, Giles and Goudet determined each individual’s genotype at six
enzyme loci. They divided their populations by age into three groups: young, in-
termediate, and old. For each of these groups, they calculated a test statistic called
Fgr. A value for Fgp refers to a group of populations and reflects the variation in
allele frequencies among the populations in the group. The value of Fgp can be
anywhere from O to 1. Larger values represent more variation in allele frequency
among populations. Populations homogenized by gene flow should have similar
allele frequencies and thus low Fgp values.

The results confirm Giles and Goudet’s predictions (Figure 7.4). There is less
variation in allele frequencies among populations of intermediate age than among
young and old populations. The low diversity among intermediate populations
probably reflects the homogenizing influence of gene flow. The higher diversity
of young and old populations probably represents genetic drift, which is the sub-
ject of Section 7.2.

Empirical Research on Migration versus Selection

We noted that migration will homogenize allele frequencies across populations
unless it is balanced by another mechanism of evolution. The water snakes of
Lake Erie (Figure 7.5) provide an empirical example of migration balanced by
natural selection. These snakes (Nerodia sipedon) live on the mainland surround-
ing Lake Erie and on islands in the lake. Individuals vary in appearance, ranging
from strongly banded to unbanded. To a rough approximation, color pattern is
determined by a single locus with two alleles, and the banded allele is dominant
over the unbanded allele (King 1993a).

(b) Ontario

Lake Erie
’ . Pelee
SN
Middle\O Middl
\vz\f oM e
Bass Is. Qo Island
South / ’ :

Bass Is. Cj\lfjgﬁg

L]

Ohio

On the mainland nearly all snakes are banded, whereas on the islands many
are unbanded (Figure 7.6, next page). This difference between mainland versus
island populations appears to result from natural selection. On the islands, the
snakes bask on limestone rocks at the water’s edge. Following Camin and Ehrlich
(1958), Richard B. King (1993b) showed that among very young snakes, un-
banded individuals are more cryptic on island rocks than are banded individuals.
The youngest and smallest snakes are presumably most vulnerable to predators.
King (1993b) used mark-recapture studies, among other methods, to show that
on the islands unbanded snakes indeed survive at higher rates than banded snakes.

Variation in allele frequencies
among populations (Fgy)

0.08

0.06 +
Old
populations
(N =30)

Intermediate
populations

Young (N'=30)

populations

(N=13)

0.04

0.02

0

Figure 7.4 Variation in allele
frequencies among popula-
tions The dots represent esti-
mates of Fsr (see text); the vertical
lines, standard errors (longer

lines mean less certain estimates).
There is less variation in allele fre-
quencies among intermediate-age
populations than young popula-
tions (P = 0.05). There is more
variation in frequencies among
old populations than intermediate
populations (P = 0.04). After
Giles and Goudet (1997).

Figure 7.5 Lake Erie water
snakes (a) Unbanded, interme-
diate, and banded snakes. Photo
by Kristin Stanford. (b) King and
colleagues’ study site. From King
and Lawson (1995).
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As described in the main text, the genetics of color pat-
tern in Lake Erie water snakes can be roughly approxi-
mated by a single locus with a dominant allele for the
banded pattern and a recessive allele for the unbanded

Selection and migration

one (King 1993a). Selection by predators on the islands
favors unbanded snakes. If the fitness of unbanded indi-
viduals 1s defined as 1, then the relative fitness of band-
ed snakes is between 0.78 and 0.90 (King and Lawson
1995). Why has selection not eliminated banded snakes
from the islands? Here we calculate the effect migration
has when it introduces new copies of the banded allele
into the island population every generation.

King and Lawson (1995) lumped all the island snakes
into a single population, because snakes appear to move
among islands much more often than from the mainland
to the islands. King and Lawson used genetic techniques
to estimate that 12.8 snakes move from the mainland
to the islands every generation. The scientists estimat-
ed that the total island population is between 523 and
4,064 snakes, with a best estimate of 1,262. Migrants
thus represent a fraction of 0.003 to 0.024 of the popu-
lation each generation, with a best estimate of 0.01.

With King and Lawson’s estimates of selection and
migration, we can calculate the equilibrium allele fre-
quencies in the island population at which the eftects of
selection and migration exactly balance each other. Let
A represent the dominant allele for the banded pattern,

COMPUTING CONSEQUENCES

7.2

in Lake Erie water snakes

and A, the recessive allele for the unbanded pattern. Let
p represent the frequency of A;, and g the frequency
of A,. Following Computing Consequences 6.3, we
create individuals by random mating, then let selection
act. After selection (but before migration), the new fre-
quency of allele A, is
* _ PaWi2 + q%wy
w

where wy, is the fitness of A;A, heterozygotes, w,, is
the fitness of 4,4, homozygotes, and w is the mean
fitness of all the individuals in the population, given by
(P2W11 + 2pqwq; + 612“/22)-

For our first calculation,
wy = wy, = 0.84, and w,, = 1. A relative fitness
of 0.84 for banded snakes is the midpoint of the range
within which King and Lawson (1995) estimated the
true value to fall. This gives

. pq(0.84) + ¢°
q p—
[p*(0.84) + 2pq(0.84) + ¢*]

we will use

Substituting (1 — ¢) for p gives
. (1 = 9)9(0.84) + ¢*
[(1 = 9)*(0.84) + 2(1 — q)q(0.84) + ¢°]
0.84q + 0.164°
0.84 + 0.164>

q

If selection favors unbanded snakes on the islands, then we would expect that
the island populations would consist entirely of unbanded snakes. Why is this not
the case? The answer, at least in part, is that in every generation several banded
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Figure 7.6 Variation in color
pattern within and between
populations These histograms
show frequency of different color
patterns in various populations.
Category A snakes are unbanded;
category B and C snakes are
intermediate; category D snakes
are strongly banded. Snakes on
the mainland tend to be banded;
snakes on the islands tend to be
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Now we allow migration, with the new migrants
representing, in this first calculation, a fraction 0.01 of
the island’s population (King and Lawson’s best esti-
mate). None of the new migrants carry allele A,, so the
new frequency of A, is

0.849 + 0.164°

"= (0.99
1= 099) s 0.164°

The change in ¢ from one generation to the next is

0.84q + 0.164°

Ag=q —q= (099
1=4 —q=( )0.84+O.16q2

Plots of Ag as a function of ¢ appear in
The red curve (b) is for the function we just calculated
It shows that if g 1s greater than 0.05 and less than 0.93
in this generation, then g will be larger in the next gen-
eration (Aq is positive). If g is less than 0.05 or greater
than 0.93 in this generation, then g will be smaller in the
next generation (Aq is negative). The points where the
curve crosses the horizontal axis, where Ag = 0, are
the equilibrium points. The upper equilibrium point is
stable: If ¢ is less than 0.93, then ¢ will rise in the next
generation; if ¢ is greater than 0.93, then it will fall in
the next generation. Thus a middle-of-the-road pre-
diction, given King and Lawson’s estimates of selection
and gene flow, is that the equilibrium frequency of the
unbanded allele in the island population will be 0.93.

Curve (a) 1s a high-end estimate; it uses fitnesses of
0.78 for A;A;, 0.78 for A;A,, and 1 for A,A,, and
a migration rate of 0.003 (0.3% of every generation’s
population are migrants). It predicts an equilibrium at
g = 0.99. Curve (c¢) is a low-end estimate; it uses fit-
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The combined effects of selection and mi-
gration on allele frequencies in island water snakes The
curves show Aq as a function of g for different combinations
of migration and selection. See text for details.

nesses of 0.90 for A;A;, 0.90 for A;A,, and 1 for A,A,,
and a migration rate of 0.024 (2.4% of every genera-
tion’s population are migrants). It predicts an equilib-
rium at ¢ = 0.64.

King and Lawson’s estimate of the frequency of A, is
0.73. This value is toward the low end of our range of
predictions. Our calculation is a relatively simple one.
It leaves out many factors, including recent changes
in the population sizes of both the water snakes and
their predators, and recent changes in the frequencies
of banded versus unbanded snakes. For more details,
see King and Lawson (1995) and Hendry et al. (2001).

snakes move from the mainland to the islands. The migrants bring with them

copies of the allele for banded coloration. When the migrant snakes interbreed
with the island snakes, they contribute these copies to the island gene pool. In this
example, natural selection is acting as an evolutionary mechanism in opposition
to migration, preventing the island population from being driven to the same al-

lele frequency seen in the mainland population.

For an algebraic treatment of the opposing influences of migration and selec-

Migration of individuals from
the mainland to islands appears
to be preventing the diver-
gence—due to selection—of
island versus mainland popula-
tions of Lake Erie water snakes.

tion on the Lake Erie water snakes, see Computing Consequences 7.2.
In summary, migration is the movement of alleles from population to popula-

tion. Within a participating population, migration can cause allele frequencies

to change from one generation to the next. For small populations receiving im-
migrants from large source populations, migration can be a potent mechanism of
evolution. Across groups of populations, gene flow tends to homogenize allele
frequencies, thus preventing the evolutionary divergence of populations, unless it

is balanced by an opposing mechanism of evolution.
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7.2 Genetic Drift

When we discussed the logic of natural selection (in Chapter 3), we refuted the
misconception that evolution by natural selection is a random process. To be
sure, Darwin’s mechanism of evolution depends on the generation of random
variation by mutation. The variation so generated is random in the sense that
when mutation substitutes one amino acid for another in a protein, it does so
without regard to whether the change will improve or damage the protein’s abil-
ity to function. But natural selection itself is anything but random. It is precisely
the nonrandomness of selection in sorting mutations that leads to adaptation.
We are now in a position to revisit the role of chance in evolution. Arguably,
the most important insight from population genetics is that natural selection is
not the only mechanism of evolution. Among the nonselective mechanisms of
evolution, there is one that is absolutely random. That mechanism is genetic drift.
We first encountered genetic drift when (in Chapter 6) we simulated drawing
gametes from a gene pool to make zygotes. We found that blind luck produced
different outcomes in different trials. Genetic drift does not lead to adaptation,
but it does lead to changes in allele frequencies. In the Hardy—Weinberg model,
genetic drift results from violation of the assumption of infinite population size.

A Model of Genetic Drift

To begin our exploration of how genetic drift works, we return to a simulation
like the one we used earlier. Imagine an ideal population that is finite—in fact,
small—in size. As usual, we are focusing on a single locus with two alleles, A; and
A,. Imagine that in the present generation’s gene pool, allele A; is at frequency
0.6, and allele A, 1s at frequency 0.4 (Figure 7.8a, upper left). We let the gametes
in this gene pool combine at random to make exactly 10 zygotes. These 10 zy-
gotes will constitute the entire population for the next generation.

We can simulate the production of 10 zygotes from our gene pool with a
physical model. The gene pool appears in Figure 7.8b. It includes 100 gametes.
Sixty of these eggs and sperm carry allele A;; 40 carryA,. We make each zygote
by closing our eyes and putting a finger down to choose a random egg, then clos-
ing our eyes and putting a finger down to choose a random sperm. (The chosen
gametes remain in the gene pool and can be chosen again. We are imagining that
our gene pool is much bigger than what we can see in the illustration, and that
removing a few gametes has no effect on the allele frequencies.) We are pausing
to choose gametes as we write. The genotypes of the 10 zygotes are

AyA, A4, A4, A4, Ay Az
A4, A4, A4, A4, A4,

Counting the genotypes, we have A;A4; at a frequency of 0.6, A;A, at a fre-
quency of 0.2, and A,A, at a frequency of 0.2 (Figure 7.8a). Counting the allele
copies, we see that when these zygotes develop into juveniles, which then grow
up and reproduce, the frequency of allele A; in the new gene pool will be 0.7,
and the frequency of allele A, will be 0.3 (Figure 7.8a).

We have completed one turn of the life cycle of our model population. Noth-
ing much seems to have happened, but note that both conclusions of the Hardy—
Weinberg equilibrium principle have been violated. The allele frequencies have
changed from one generation to the next, and we cannot calculate the genotype
frequencies by multiplying the allele frequencies.
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Our population has failed to conform to the Hardy—Weinberg principle sim-
ply because the population is small. In a small population, chance events produce
outcomes that differ from theoretical expectations. The chance events in our
simulated population were the blind choices of gametes to make zygotes. We
picked gametes carrying copies of A; and A, not in their exact predicted ratio
of 0.6 and 0.4, but in a ratio that just happened to be a bit richer in A; and a bit
poorer in A,. This kind of random discrepancy between theoretical expectations
and actual results is called sampling error. Sampling error in the production of
zygotes from a gene pool is called random genetic drift, or just genetic drift.
Because it is nothing more than a cumulative eftect of random events, genetic

Figure 7.8 Chance events
can alter allele and genotype
frequencies (a) This diagram
follows an imaginary population
of 10 mice from one generation’s
gene pool (initial allele frequen-
cies) to the next generation’s
gene pool (final allele frequen-
cies). The bar graphs show the
number of individuals of each
genotype in the population at
any given time. Genetic drift, in
the form of sampling error in
drawing gametes from the initial
gene pool (b) to make zygotes,
increases the frequency of allele
A; Note that many other out-
comes are also possible.

In populations of finite size,
chance events—in the form of
sampling error in drawing gam-
etes from the gene pool—can
cause evolution.
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drift cannot produce adaptation. But genetic drift can, as we have just seen, cause
allele frequencies to change. Blind luck is, all by itself, a mechanism of evolution.

Sometimes it is difficult to see the difference between genetic drift and natural
selection. In our simulated small population, copies of allele A; were more suc-
cessful at getting into the next generation than were copies of allele A,. Differen-
tial reproductive success is selection, is it not? In this case, it is not. It would have
been selection if the differential success of the alleles in our model population had
been explicable in terms of the phenotypes the alleles confer on the individuals
that carry them. Individuals with one or two copies of A; might have been bet-
ter at surviving, finding food, or attracting mates. In fact, however, individuals
carrying copies of allele A; were none of these things. They were just lucky.
Their gametes happened to get drawn from the gene pool more often. Selection
1s differential reproductive success that happens for a reason. Genetic drift is dif-
ferential reproductive success that just happens.

Another way to see that genetic drift is different from selection is to recognize
that the genotype and allele frequencies among our 10 zygotes could easily have
been different from what they turned out to be. To prove it, we can repeat the
exercise of drawing gametes from our gene pool to make 10 zygotes. We are
again pausing to choose gametes as we write. This time, the genotypes of the
zygotes are

A4 A4, A4, A4, A4,

AxA; A4, A4, ArAq AxA;
Among this set of zygotes, the genotype frequencies are 0.4 for A;A;, 0.4 for
AA,, and 0.2 for A,A,. The allele frequencies are 0.6 for A; and 0.4 for A,.

Repeating the exercise a third time produces these zygotes:

A4, A4, A4, A4, A4,

A4 A4, A4, A4, A4,
Now the genotype frequencies are 0.4 for A; A4, 0.3 for A;A,, and 0.3 for A,A,,

and the allele frequencies are 0.55 for A; and 0.45 forA,.
Here is a summary of the results from our model population:

Frequency of A,

In the gene pool 0.6
In the first set of 10 zygotes 0.7
In the second set of 10 zygotes 0.6
In the third set of 10 zygotes 0.55

The three sets of zygotes have shown us that if we start with a gene pool in
which allele A; is at a frequency of 0.6 and make a population of just 10 zygotes,
the frequency of A; may rise, stay the same, or fall. In fact, the new frequency
of A; among a set of 10 zygotes drawn from our gene pool could turn out to be
anywhere from 0 to 1.0, although outcomes at the extremes of this range are not
likely. The graph in Figure 7.9 shows the theoretical probability of each possible
outcome. Overall, there is about an 18% chance that the frequency of allele A4,
will stay at 0.6, about a 40.5% chance that it will drop to a lower value, and about
a 41.5% chance that it will rise to a higher value. But do not just take our word
for it; use the gene pool in Figure 7.8b to make a few batches of zygotes. The
results are likely to be difterent each time. Again, the point is that genetic drift is
evolution that simply happens by chance.

Selection is differential repro-
ductive success that happens
for a reason; genetic drift is
differential reproductive success
that just happens.
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Genetic Drift and Population Size

Genetic drift is fundamentally the result of finite population size. If we draw
gametes from our gene pool to make a population of more than 10 zygotes, the
allele frequencies among the zygotes will get closer to the values predicted by the
Hardy—Weinberg equilibrium principle. Closing our eyes and pointing at a book
quickly becomes tedious, so we used a computer to simulate drawing gametes
to make not just 10, but 250 zygotes (Figure 7.10a). As the computer drew each
gamete, it gave a running report of the frequency of A; among the zygotes it had
made so far. At first this running allele frequency fluctuated wildly. For example,
the first zygote turned out to have genotype A,A,, so the running frequency of
allele A started at zero. The next several zygotes were mostly A;4; and A;A,,
which sent the running frequency of allele A, skyrocketing to 0.75. As the cumu-
lative number of zygotes made increased, the frequency of allele A; in the new
generation bounced around less and less, gradually settling toward the expected
value of 0.6. The deviations from expectation that we see along the way to a large
number of zygotes are random, as illustrated by the graphs in Figure 7.10b and
c. These graphs show two more sets of draws to make 250 zygotes. In each, the
allele frequency in the new generation fluctuates wildly at first, but in a unique
pattern. As in the first graph, however, the allele frequency in the new generation
always eventually settles toward the theoretically predicted value of 0.6.

Our simulations demonstrate that sampling error diminishes as sample size
increases. If we kept drawing gametes forever, to make an infinitely large popula-
tion of zygotes, the frequency of allele A; among the zygotes would be exactly
0.6. Genetic drift is a powerful evolutionary mechanism in small populations, but
its power declines in larger populations. We will return to this point later.

Empirical Research on Sampling Error as a Mechanism
of Evolution: The Founder Effect

To observe genetic drift in nature, the best place to look is in small populations.
Populations are often small when they have just been founded by a group of in-
dividuals that have moved, or been moved, to a new location. The allele frequen-
cies in the new population are likely, simply by chance, to be different from what
they were in the source population. This is called the founder effect.

The founder effect is a direct result of sampling error. For example, if 35 dif-
ferent alleles are present at a single locus in a continental population of lizards, but
just 15 individuals are riding on a mat of vegetation that floats to a remote island
(see Censky et al. 1998 for a documented example), the probability is zero that

Figure 7.9 The possible out-
comes in our model popula-
tion of 10 mice When we
make 10 zygotes by drawing
from a gene pool in which alleles
A; and A, have frequencies of
0.6 and 0.4, the single most
probable outcome is that the
allele frequencies will remain
unchanged. However, the chance
of this happening is only about
18%.
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Figure 7.10 A simulation of
drawing alleles from a gene
pool, run three times At
first the new frequency of allele
A; fluctuates considerably, in a
unigue trajectory for each run.
As the number of zygotes made
increases, however, the new fre-
guency of A; settles toward the
expected value of 0.6.

Genetic drift is most important
in small populations.
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the new island population will contain all of the alleles present on the continent.
If, by chance, any of the founding individuals are homozygotes, allele frequencies
in the new population will have shifted even more dramatically. In any founder
event, some degree of random genetic differentiation is almost certain between
old and new populations. In other words, the founding of a new population by a
small group of individuals typically represents not only the colonization of a new
patch of habitat but also the instantaneous evolution of diftferences between the
new population and the old one.

Robin Tinghitella and colleagues (2011) investigated evolution via founder
effects in populations of Polynesian field crickets (Figure 7.11). Polynesian field
crickets (Teleogryllus oceanicus) are native to northern Australia and New Guinea.
The crickets are also found on islands across the Pacific, including Hawaii. How
do crickets cross the ocean? Over short distances, they might fly or raft on float-
ing vegetation. To reach destinations as remote as Hawaii, however, they would
almost certainly need boats. Their first opportunity to travel by boat to Vanuatu,
Fiji, and points east would have been some 3,000 years ago, as stowaways—or
invited guests—of the Polynesians.

If Polynesian crickets dispersed across the Pacific by hopping from island to is-
land aboard boats, then each island’s population would likely have been founded
by a small number of individuals. And these founders would have carried with
them just a subset of the genetic variants that were present on the island they em-
barked from. Unless there is ongoing migration after the invasion of new islands,
cricket populations should harbor ever fewer alleles with greater distance from
the Australian continent.

Tinghitella and colleagues determined the genotypes of 394 crickets from 19
populations at seven microsatellite loci. Microsatellites are regions of noncoding
DNA with many easily identifiable alleles. The alleles are distinguished by the
number of times a short sequence of nucleotides is repeated. The results for a
representative locus, called Totri 9a, appear in Figure 7.12. All the bar graphs are
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Figure 7.11

Polynesian field
crickets in love Photo by
Gerald McCormack, Cook Islands
Natural Heritage Project.

Figure 7.12  Allelic diversity
at a representative microsatel-
lite locus in Pacific field cricket
populations from Australia,
Oceania, and Hawaii The bar
graphs show the frequencies of
alleles of the Totri 9a locus in
eight populations from Austra-
lia (orange), eight populations
from Oceania (purple), and three
populations from Hawaii (green).
Sample sizes range from 5 to

25 individuals per population.
Redrawn from Tinghitella et al.
(2011).
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plotted on the same scale. The height of each bar represents the frequency of a
particular allele.

The Australian populations appear in orange. Each harbors numerous alleles,
all of them at fairly low frequency. The populations from Vanuatu, Fiji, Samoa,
the Cook Islands, the Society Islands, and the Marquesas appear in purple. They
harbor fewer alleles, some of them at higher frequency. The populations from
Hawaii, the remotest of the islands the researchers sampled, harbor just two or
three alleles each, one of them at high frequency.

The overall pattern across all seven loci was the same. The cricket populations
from Hawaii carried significantly less allelic diversity than those from Oceania.
The populations from Oceania, in turn, harbored significantly less allelic diversity
than those from Australia. This pattern is consistent with dispersal aboard Polyne-
sian boats, and with genetic drift in the form of the founder effect.

(a) (b)

Pingelap
Atoll
New
Guinea
Australia

Founder effects are often seen in genetically isolated human populations. For
example, the Pingelapese people of the Eastern Caroline Islands, located about
2,700 miles southwest of Hawaii, are descended from 20 survivors of a typhoon
and subsequent famine that devastated Pingelap Atoll, shown in Figure 7.13a, in
about 1775 (Sheftield 2000). Among the survivors was a heterozygous carrier of
a recessive loss-of-function allele of the CNGB3 gene (Sundin et al. 2000). This
gene, located on chromosome eight, encodes one component of a protein crucial
to the function of cone cells, the photoreceptors in the retina that give us color
vision. We know this survivor was a carrier because four generations after the
typhoon, homozygotes for the mutant allele began to appear among his descen-
dants. These individuals have achromatopsia, a condition characterized by com-
plete color blindness, extreme sensitivity to light, and poor visual acuity (Figure
7.13b). Achromatopsia is rare in most populations, affecting less than 1 person in
20,000 (Winick et al. 1999). Among today’s 3,000 Pingelapese, however, about
1 in 20 are achromats.

The high frequency of the achromatopsia allele among the Pingelapese is
probably not due to any selective advantage it confers on either heterozygotes or
homozygotes. Instead, the high frequency of the allele is simply due to chance.
Sampling error by the typhoon, a founder effect, left the allele at a frequency of
at least 2.5%. Further genetic drift in subsequent generations carried it still higher,
to its current frequency of more than 20%.

Our examples from Polynesian crickets and the Pingelapese illustrate not only
the founder effect, but the cumulative nature of genetic drift. In the next section
we consider the cumulative consequences of genetic drift in more detail.

Figure 7.13 Founder effect in
a human population

(a) Pingelap Atoll, photographed
from the space shuttle Challenger
in 1984. Image courtesy of NASA
Headquarters. (b) A Pingelapese
achromat wearing sunglasses to
protect his light-sensitive eyes.
Photo by John Amato.

When a new population is
founded by a small number

of individuals, it is likely that
chance alone will cause the
allele frequencies in the new
population to be different from
those in the source population.
This is the founder effect.
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Random Fixation of Alleles and Loss of Heterozygosity

We have seen that genetic drift can change allele frequencies in a single genera-
tion, and that drift is even more powerful as a mechanism of evolution when its
effects are compounded over many generations. We can further investigate the
cumulative effects of genetic drift with the same physical model we have used be-
fore: closing our eyes and picking gametes from a paper gene pool. Our starting
point will be the gene pool in Figure 7.14a, with alleles A; and A, at frequencies
of 0.6 and 0.4. We will call the parents who produced this gene pool generation
zero. As we did before, we now blindly select gametes to simulate the produc-
tion of 10 zygotes by random mating. This time, the allele frequencies among the
newly formed zygotes turn out to be 0.5 for A; and 0.5 for A,. We will call these
zygotes generation one. The reader’s own results will likely vary.

To continue the simulation for another generation, we need to set up a new
gene pool, with alleles A; and A, at frequencies of 0.5 and 0.5 (Figure 7.14b).
Drawing gametes from this gene pool, we get the zygotes for generation two.
Generation two’s allele frequencies happen to be 0.4 for A; and 0.6 forA,.

We now set up a gene pool with alleles A; and A, at frequencies of 0.4 and
0.6 (Figure 7.14¢) and draw zygotes to make generation three. Generation three’s
allele frequencies are 0.45 for A; and 0.55 forA,.

Now we need a gene pool with alleles A; and A at frequencies of 0.45 and
0.55, and so on. The advantage of using a computer to simulate drawing gametes
from gene pools is rapidly becoming apparent. We can have the computer run
the simulation for us generation after generation for as long as we like, then plot
graphs tracing the frequency of allele A; over time.

Graphs in Figure 7.15a, b, and ¢ show the results of 100 successive generations
of genetic drift in simulated populations of difterent sizes. Each graph tracks allele
frequencies in eight populations. Every population starts with allele frequencies
of 0.5 for A; and 0.5 for A,. The populations tracked in graph (a) have just 4
individuals each, the populations tracked in graph (b) have 40 individuals each,
and the populations tracked in graph (c) have 400 individuals each. Three pat-
terns are evident:

1. Because the fluctuations in allele frequency from one generation to the next
are caused by random sampling error, every population follows a unique evo-
lutionary path.

2. Genetic drift has a more rapid and dramatic eftect on allele frequencies in small
populations than in large populations.

3. Given sufficient time, genetic drift can produce substantial changes in allele
frequencies even in populations that are fairly large.

Note that if genetic drift is the only evolutionary mechanism at work in a pop-
ulation—if there is no selection, no mutation, and no migration—then sampling
error causes allele frequencies to wander between 0 and 1. This wandering is par-
ticularly apparent in the population whose evolution is highlighted in the graph
in Figure 7.15b. During the first 25 generations, allele A;’s frequency rose from
0.5 to over 0.9. Between generations 25 and 40 it dropped back to 0.5. Between
generations 40 and 80 the frequency bounced between 0.5 and 0.8. Then the
frequency of A; dropped precipitously, so that by generation 85 it hit O and A,
disappeared from the population altogether. The wandering of allele frequencies
produces two important and related eftects: (1) Eventually alleles drift to fixation
or loss, and (2) the frequency of heterozygotes declines.
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Figure 7.14 Modeling the cu-
mulative effects of drift The
gametes that make each genera-
tion’s zygotes are drawn, with
sampling error, from the previous
generation’s gene pool.
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Figure 7.15 Simulations of genetic drift in populations
of different sizes Plots (a), (b), and (c) show the frequency
of allele A; across 100 generations. Eight populations are
tracked in each plot, one of them highlighted in red. Plots (d),
(e), and (f) show the average frequency of heterozygotes over
100 generations in the same sets of simulated populations.
The gray curves represent the rate of decline predicted by
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theory. The inset in plot (d) shows the frequency of het-
erozygotes in a population in Hardy—Weinberg equilibrium,
calculated as 2 (p)(1-p), where p is the frequency of allele
A;. Collectively, the graphs in this figure show that (1) genetic
drift leads to random fixation of alleles and loss of heterozy-
gosity; and (2) drift is a more potent mechanism of evolution
in small populations.

As any allele drifts between frequencies of 0 and 1.0, sooner or later it will meet
an inevitable fate: Its frequency will hit one boundary or the other. If the allele’s
frequency hits 0, then the allele is lost forever (unless it is reintroduced by mu-
tation or migration). If the allele’s frequency hits 1, then the allele is said to be



248 Part 2 Mechanisms of Evolutionary Change

1
NS
=

Sewall Wright (1931) developed a detailed theory of
genetic drift. Among many other results, he showed
that the probability that a given allele will be the one
that drifts to fixation is equal to that allele’s initial fre-
quency. Wright’s model of genetic drift is beyond the
scope of this book, but we can provide an intuitive ex-
planation of fixation probabilities.

Imagine a population of N individuals. This popula-
tion contains a total of 2N gene copies. Imagine that ev-
ery one of these gene copies is a unique allele. Assume
that drift is the only mechanism of evolution at work.

At some point in the future, one of the 2N alleles
will drift to fixation, and all the others will be lost. Each
allele must have an equal chance of being the one that
drifts to fixation; that is what we meant when we as-
sumed that drift is the only mechanism of evolution at
work. So we have 2N alleles, each with an equal prob-
ability of becoming fixed. Each allele’s chance must
therefore be ﬁv

drifts to fixation

COMPUTING CONSEQUENCES

7.3

The probability that a given allele will be the one that

Now imagine that instead of each allele being unique,
there are x copies of allele A;, y copies of allele A,, and
= copies of allele A;. Each copy of allele A; has a 3
chance of being the one that drifts to fixation. There-
fore, the overall probability that a copy of allele A; will
be the allele that drifts to fixation is

1 X
x X — = —

2N 2N

Likewise, the probability that the allele that drifts to
fixation will be a copy of A, is 3, and the probability
that a copy of allele A; will be the allele that drifts to
fixation is 5.

Notice that 5%, 5w, and 5% are also the initial fre-
quencies of A;, A,, and Aj in the population. We have
shown that the probability that a given allele will be the
one that drifts to fixation is equal to that allele’s initial
frequency.

fixed, also forever. Among the eight populations tracked in Figure 7.15a, allele
A, drifted to fixation in five and to loss in three. Among the populations tracked
in Figure 7.15b, A, drifted to fixation in one and loss in three. It is just a matter of
time before A; will become fixed or lost in the other populations as well. As some
alleles drift to fixation and others to loss, the allelic diversity in a population falls.

Now imagine a finite population where several alleles are present at a par-
ticular locus: Ay, A,, A;, Ay, and so on. If genetic drift is the only evolutionary
mechanism at work, then eventually one of the alleles will drift to fixation. At the
same moment one allele becomes fixed, the last of the others will be lost.

We would like to be able to predict which alleles will meet which fate. We
cannot do so with certainty, but we can give odds. Sewall Wright (1931) proved
that the probability that any given allele in a population will be the one that drifts
to fixation is equal to that allele’s initial frequency (see Computing Consequences
7.3). If, for example, we start with a finite population in which A; is at a fre-
quency of 0.73, and A, is at a frequency of 0.27, there is a 73% chance that the
allele that drifts to fixation will be A; and a 27% chance that it will be A..

Loss of Heterozygosity

As allele frequencies in a finite population drift toward fixation or loss, the fre-
quency of heterozygotes decreases. Graphs (d), (e), and (f) in Figure 7.15 show
the decline in the frequency of heterozygotes in our simulated populations.

To see why the frequency of heterozygotes declines, look at the inset in graph
(d). The inset plots the frequency of heterozygotes in a random mating population

Under genetic drift, every
population follows a unique
evolutionary path. Genetic drift
is rapid in small populations
and slow in large populations.
If genetic drift is the only
evolutionary process at work,
eventually one allele will drift
to a frequency of 1 (that is, to
fixation) and all other alleles
will be lost.
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as a function of p, the frequency of allele A;. Random mating allows us to calcu-
late the frequency of heterozygotes as 2(p)(1 — p). The frequency of heterozy-
gotes has its highest value, 0.5, when A, is at frequency 0.5. As the frequency of
Ay drops toward 0 or rises toward 1, the frequency of heterozygotes falls. If the
frequency of A; reaches 0 or 1, the frequency of heterozygotes falls to 0.

Now look at graphs (a), (b), and (c). In any given generation, the frequency of
Ay may move toward or away from 0.5 in any particular population (so long as
A has not already been fixed or lost). Thus the frequency of heterozygotes in any
particular population may rise or fall. But the overall trend across all populations
is for allele frequencies to drift away from intermediate values and toward O or 1.
So the average frequency of heterozygotes, across populations, should tend to fall.

Finally, look at graphs (d), (e), and (f). In each graph, the blue line tracks the
frequency of heterozygotes averaged across the eight populations. The frequency
of heterozygotes indeed tends to fall, rapidly in small populations and slowly in
large populations. Eventually one allele or the other will become fixed in every
population, and the average frequency of heterozygotes will fall to 0.

The frequency of heterozygotes in a population is sometimes called its
heterozygosity. We would like to be able to predict just how fast the heterozygosity
of finite populations can be expected to decline. Sewall Wright (1931) showed that,
averaged across many populations, heterozygosity obeys the relationship As alleles drift to fixation or
Hy\ = HJ[1 — 1 Lc;sosz, the fre'quency of het-'

ygotes in the population
where H,.; is the heterozygosity in the next generation, H, is the heterozygos-  declines.
ity in this generation, and N is the number of individuals in the population. The
value of [1 — ﬁ] is always between 5 and 1, so the expected frequency of het-
erozygotes in the next generation is always less than the frequency of heterozy-
gotes in this generation. In Figure 7.15, the gray curves in graphs (d), (e), and (f)
show the declines in heterozygosity predicted by Wright’s equation.

We can assess the differentiation among a set of populations due to genetic
drift by calculating Fgr, a statistic we mentioned earlier. It is defined as follows:
Hyp — Hg

Hy
where Hrp is the expected heterozygosity under Hardy—Weinberg equilibirum in
a total population created by combining all of our separate populations, and Hy
is the average across separate populations (also known as subpopulations) in their
expected heterozygosities. At the start of the simulation depicted in graph (a), Fgr
is zero, because both Hy and Hg are 0.5. By the end, Fgp is 1, because—with
all subpopulations fixed—Hy is 0. Fgp is sometimes called the fixation index.

To appreciate just one implication of the inevitable loss of heterozygosity in
finite populations, imagine you are managing a captive population of an endan-
gered species. Suppose there are just 50 breeding adults in zoos around the world.
Even if you could transport adults or semen to accomplish random mating, you
would still see a loss in heterozygosity of 1% every generation due to genetic drift.

Fer =

An Experiment on Random Fixation and Loss of Heterozygosity

Our discussion of random fixation and heterozygosity loss has so far been based
on simulated populations and mathematical equations. Peter Buri (1956) studied
these phenomena empirically, in laboratory populations of the fruit fly Drosophila
melanogaster. Adopting an approach used earlier by Kerr and Wright (1954), Buri
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established 107 populations of flies, each with eight fe-
males and eight males. All the founders were heterozy-
gotes for an eye-color gene called brown. They all had
the genotype bw”’ /bw. Thus, in all 107 populations, the
initial frequency of the bw” allele was 0.5. Buri main-
tained these populations for 19 generations. For every
population in every generation, Buri kept the popula-
tion size at 16 by picking eight females and eight males
at random to be the breeders for the next generation.
What results would we predict? If neither allele bw””
nor allele bw confers a selective advantage, we expect
the frequency of allele bw’” to wander at random by
genetic drift in every population. Nineteen generations
should be enough, in populations of 16 individuals, for
many populations to become fixed for one allele or the
other. Because allele bw’’ has an initial frequency of
0.5, we expect it to be lost about as often as it becomes
fixed. As bw”’ is drifting toward fixation or loss in each
population, we expect the average heterozygosity across
all populations to decline. The rate of decline should
follow Wright’s equation, given in the previous section.
Buri’s results confirm these predictions. Each small
graph in Figure 7.16 is a histogram summarizing the al-
lele frequencies in all 107 populations in a particular
generation. The horizontal axis represents the frequen-
cy of the bw”” allele, and the vertical axis represents the
number of populations showing each frequency. The
frequency of bw” was 0.5 in all populations in genera-
tion zero, which is not shown in the figure. After one
generation of genetic drift, most populations still had
an allele frequency near 0.5, although one had an allele
frequency as low as 0.22 and another had an allele fre-
quency as high as 0.69. As the frequency of bw’’ rose in
some populations and fell in others, the distribution of
allele frequencies rapidly spread out. In generation four,
the frequency of bw’” hit 1 in a population for the first
time. In generation six, the frequency of bw’” hit 0 in
a population for the first time. As the allele frequency
reached 0 or 1 in ever more populations, the distribu-
tion of frequencies became U-shaped. By the end of the
experiment, bw”’ had been lost in 30 populations and
had become fixed in 28. The 30:28 ratio of losses to
fixations is very close to the 1:1 ratio we would predict
under genetic drift. During Buri’s experiment there was
dramatic evolution in nearly all 107 of the fruit fly pop-
ulations, but natural selection had nothing to do with it.
The genetic properties of brown were such that Buri
could identify all three genotypes from their phenotypes.
Thus Buri was able to directly assess the frequency of
heterozygotes in each population. All the founding flies

Generation
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Figure 7.16 Drift in 107 populations of 16 flies Each
histogram summarizes allele frequencies in all 107 populations
in a particular generation. The horizontal axis represents the
frequency of the bw’® allele; the vertical axis represents the
number of populations showing each frequency. The fre-
quency of bw’? was 0.5 in all populations in generation zero
(not shown). By generation 19, bw’? had been lost from 30
populations, and fixed at a frequency of 100% in 28 popula-
tions. From data in Buri (1956), after Ayala and Kiger (1984).
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were heterozygotes, so the heterozygosity in generation one was 0.5. Every gen-
eration thereafter, Buri noted the frequency of heterozygotes in each population,
then took the average across all 107 populations. Figure 7.17 tracks these values
for average heterozygosity over the 19 generations of the study. Look first at the
red dots, which show the actual data. Consistent with our theoretical prediction,
the average frequency of heterozygotes steadily declined.

The fit between theory and results is not perfect, however. The dashed gray
curve in the figure shows the predicted decline in heterozygosity, using Wright’s
equation and a population size of 16. The actual decline in heterozygosity was
more rapid than expected. The solid gray curve shows the predicted decline for a
population size of 9; it fits the data well. Buri’s populations lost heterozygosity as
though they contained only 9 individuals instead of 16. In other words, the effec-
tive population size in Buri’s experiment was 9 (see Computing Consequences
7.4). Among the explanations are that some of the flies in each population may

1
NS
=

The effective population size is the size of an ideal theo-
retical population that would lose heterozygosity at the
same rate as an actual population of interest. The effec-
tive population size is virtually always smaller than the

Effective population size

COMPUTING CONSEQUENCES

N, can be estimated as

N, =

Figure 7.17 Buri's drift ex-
periment summarized The
frequency of heterozygotes de-
clined with time in Buri’s experi-
mental populations. This graph
demonstrates that (1) heterozy-
gosity decreases across genera-
tions in small populations; and
(2) although all the populations
had an actual size of 16 flies,
their effective size was roughly
9. Replotted from data in Buri
(1956), after Hartl (1981).

Empirical studies confirm that
under genetic drift alleles
become fixed or lost, and the
frequency of heterozygotes
declines. Indeed, these pro-
cesses often happen faster than
predicted.

7.4

4N,N;
(N, + N)

actual population size. In Buri’s experiment, two pos-
sible reasons for the difference in effective versus actual
population size are that (1) some of the flies in each bot-
tle died (by accident) before reproducing, and (2) fruit
flies exhibit sexual selection by both male—male combat
and female choice (see Chapter 11)—either of which
could have prevented some males from reproducing.
The effective population size is particularly sensitive
to differences in the number of reproductively active
females versus males. When there are different numbers
of each sex in a population, the effective population size

where N, is the number of males and N; is the number
of females.

To see how strongly an imbalanced sex ratio can
reduce the effective population size, use the formula
to show that when there are 5 males and 5 females,
N, = 10; when there is 1 male and 9 females, N, = 3.6;
and when there is 1 male and 1,000 females, N, = 4.
Consider the logistical problems involved in maintain-
ing a captive breeding program for a species in which
the males are extremely aggressive and will not tolerate
each other’s presence.
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have died due to accidents before reproducing, or some males may have been
rejected as mates by the females.

Buri’s experiment with fruit flies shows that the theory of genetic drift allows
us to make accurate qualitative predictions, and reasonably accurate quantitative
predictions, about the behavior of alleles in finite populations—at least in the lab.
In the next section, we consider evidence on random fixation of alleles and loss
of heterozygosity in natural populations.

Random Fixation and Loss of Heterozygosity
in Natural Populations

Alan Templeton and colleagues (1990) tested predictions about the random fixa-
tion of alleles by documenting the results of a natural experiment in Missouri’s
Ozark Mountains. Although now largely covered in oak—hickory forest, the
Ozarks were part of a desert during an extended period of hot, dry climate that
lasted from 8,000 to 4,000 years ago. The desert that engulfed the Ozarks was
contiguous with the desert of the American Southwest. Many southwestern des-
ert species expanded their ranges eastward into the Ozarks. Among them was the
collared lizard (Figure 7.18). When the warm period ended, the collared lizard’s
range retracted westward and the Ozarks were largely overgrown with savannas.
Within these mixed woodlands and grasslands, however, on exposed rocky out-
crops, were small remnants of desert habitat called glades. Living in these glades
were relict populations of collared lizards.

Every five years or so, wildfires swept the Ozark savannas (Templeton et al.
2001). This periodic burning was essential to the maintenance of the savanna
plant community. We know this because of what happened after European set-
tlers arrived. First the Europeans clear-cut the Ozark woodlands. Then, starting
in about 1950, they suppressed all fires. These interventions allowed the oak—
hickory forest that covers the area today to invade the savannas. And they allowed
eastern red cedars to invade the glades.

The invasion of the glades by eastern red cedars, and the other woody plants
that followed, was bad news for collared lizards (Templeton et al. 2001). The
cedars partially overgrew many of the glades, drastically reducing their size. The
oak—hickory forest between the glades was even worse. Its dense understory pre-
vented the lizards from migrating from one glade to another. Most of the lizard
populations, even some separated by just 50 meters of oak—hickory forest, were
sufficiently isolated from each other that there was little or no gene flow among

Figure 7.18 A collared lizard
(Crotaphytus collaris). Photo by
Alan R. Templeton.
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them. And the relict populations in the few remaining glades were tiny; most
harbored no more than a few dozen lizards.

Because of the small size and genetic isolation of the glade populations, Tem-
pleton and colleagues (1990) predicted that Ozark collared lizards would bear a
strong imprint of genetic drift. Within each population, most loci should be fixed
for a single allele, and genetic variation should be very low. Which allele became
fixed in any particular population should be a matter of chance, however, so
there should be considerable genetic diversity among populations.

(a) Genomic region  Variants (b)

MDH S&F
MtDNA A-D
rDNA -

Multilocus genotyes:
FDI FAI

SIFA I FAI

FCl FAII

FBI

Templeton and colleagues (1990) assayed glade populations for genetic varia-
tion. The researchers screened lizards for their genotypes at a variety of enzyme
loci, for their ribosomal DNA genotypes, and for their mitochondrial DNA
genotypes. They identified among the lizards seven distinct multilocus genotypes
(Figure 7.19a). Confirming the predicted consequences of isolation and small
population size, most glade populations were fixed for a single multilocus geno-
type, and different genotypes were fixed in different glades (Figure 7.19b and c).

Templeton and colleagues (2001) believed that the nearly complete loss of
genetic diversity in the glade populations had doomed the Ozark collared lizards
to extinction. This extinction would happen one glade at a time and have any of
a number of proximate causes. If a pathogen appeared that could infect and kill
one of the lizards in a glade, it could infect and kill all lizards in the glade—Dbe-
cause they were virtually identical. As the biological and physical environment
changed, the lizard populations would be unable to evolve in response—because
genetic variation is the raw material for adaptive evolution. And if an adaptation
did evolve in one of the populations, it would be unable to spread to other glades
because the lizards were unable to cross the oak—hickory forests that divided
them. Templeton and colleagues surveyed 130 Ozark glades. Consistent with
their expectations, two-thirds of them were already devoid of collared lizards.

If Templeton and colleagues were right, simple measures could save the Ozark
collared lizards. One is the relocation of lizards to repopulate the empty glades.
In the 1980s, with the cooperation of the Missouri Department of Conserva-
tion, Templeton and colleagues established three new populations in the Stegall
Mountain Natural Area, a former ranch with many glades but no lizards. The
lizards in the new populations thrived but did not migrate, neither from popula-
tion to population nor to any of the empty glades. As long as the oak—hickory

Figure 7.19 Genetic variation
in Ozark glade populations of
collared lizard (a) Key to seven
distinct multilocus genotypes,
each characterized by a malate
dehydrogenase (MDH) genotype
[with “slow” (S) and “fast” (F)
alleles], a mitochondrial DNA
haplotype (A-D), and a ribosomal
DNA genotype (I-l). (b) Ge-
netic compositions of nine glade
populations in southern Missouri.
(c) Expanded map of a small piece
of (b), with compositions of five
more populations. From Temple-
ton et al. (1990).

Empirical data from a natural
experiment confirm that due to
drift, small isolated populations
lose their genetic diversity.
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forest was in the way, the populations would remain isolated and suffer the long-
term consequences of genetic drift. Starting in 1994, the Missouri Department of
Conservation and the United States Forest Service began using controlled burns
to clear the oak—hickory forest at Stegall Mountain. The lizards responded almost
immediately, moving among populations and colonizing many of the empty
glades. This behavior should restore the genetic diversity of the glade populations
and dramatically improve the collared lizard’s prospects for long-term survival.

Jennifer Brisson, Jared Strasburg, and Templeton (2003) monitored the results
of a controlled experiment at Taum Sauk Mountain State Park, 80 km from Ste-
gall Mountain. They compared the collared lizard populations occupying glades
in an area that had been treated with a series of controlled burns versus popu-
lations occupying glades in an unburned area. Consistent with observations at
Stegall Mountain, the burned area supported a much larger population of lizards,
and the lizards there moved from glade to glade and colonized empty glades at
much higher rates.

In their research on collared lizards, Templeton and colleagues documented
the random fixation of alleles and loss of heterozygosity in small populations.
Working with plants, Andrew Young and colleagues (1996) reviewed evidence
of these processes among populations of various sizes. The researchers compiled
data from the literature on three flowering herbs and a tree. From these data they
plotted two measures of overall genetic diversity against census breeding popula-
tion size. The first measure was genetic polymorphism, the fraction of loci within
the genome that have at least two alleles with frequencies higher than 0.01. The
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Figure 7.20 Population size
and genetic diversity Each
data point on these scatterplots
represents a population of flower-
ing plants. Polymorphism, plotted
on the vertical axis of the top
graph, is the proportion of allo-
zyme loci at which the frequency
of the most common allele in

the population is less than 0.99.
In other words, polymorphism

is the fraction of alleles that are
substantially polymorphic. Allelic
richness, plotted on the vertical
axis of the bottom graph, is the
average number of alleles per
locus. The statistic r, the Pearson
correlation coefficient, varies from
0 (no association between vari-
ables) to 1 (perfect correlation). P
specifies the probability that the
correlation coefficient is signifi-
cantly different from zero. Euca-
lyptus albens is a tree; dark green
dots represent small populations
isolated by less than 250 m. Salvia
pratensis, Scabiosa columbaria,
and Gentiana pneumonanthe are
flowering herbs. After Young et
al. (1996) and sources therein.
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second was allelic richness, the average number of alleles per locus. Both mea-
sures are related to heterozygosity. Imagine a single locus in a randomly mating
population. As the number of alleles at the locus increases and as the fraction of
those alleles that have substantial frequencies increases, the frequency of hetero-
zygotes at the locus increases as well. If, on the other hand, the locus is fixed for a
single allele, then no individual in the population will be a heterozygote. Genetic
polymorphism, allelic richness, and heterozygosity rise and fall together. Because
genetic drift is more pronounced in small populations than in large ones, and
because drift results in the loss of heterozygosity, Young and colleagues predicted
that small populations would have lower levels of polymorphism and allelic rich-
ness. Plots of the data appear in Figure 7.20. Consistent with the prediction, in
almost every case smaller populations did indeed harbor less genetic diversity.

The studies by Templeton et al. and Young et al. show that in at least some
natural populations, genetic drift leads—as predicted—to random fixation and re-
duced heterozygosity. The loss of genetic diversity in small populations is of par-
ticular concern to conservation biologists, for two reasons. First, genetic diversity
is the raw material for adaptive evolution. Imagine a species reduced to a few
remnant populations by habitat destruction or some other environmental change.
Genetic drift may rob the remnant populations of their potential to evolve in
response to a changing environment at precisely the moment the environment
is changing most drastically. Second, a loss of heterozygosity also entails an in-
crease in homozygosity. Increased homozygosity often leads to reduced fitness in
experimental populations (see, for example, Polans and Allard 1989; Barrett and
Charlesworth 1991). Presumably this involves the same mechanism as inbreed-
ing depression: It exposes deleterious alleles to selection. We consider inbreeding
depression in Section 7.4.

The Rate of Evolution by Genetic Drift

The theory and experiments we have discussed in this section establish that sam-
pling error can be an important mechanism of evolution. Next we consider the
rate of evolution when genetic drift is the only process at work.

First, we need to define what we mean by the rate of evolution at a single lo-
cus. We will take the rate of evolution to be the rate at which new alleles created
by mutation are substituted for other alleles already present. Figure 7.21 illustrates
the process of substitution and distinguishes substitution from mutation. The
figure follows a gene pool of 10 alleles for 20 generations. Initially, all of the al-
leles are identical (light green dots). In the fourth generation, a new allele appears
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Figure 7.21 Mutation versus
substitution Mutation is the
creation of a new allele; substitu-
tion is the fixation of the new
allele, with or without additional
mutational change. This graph
shows the 10 alleles present in
each of 20 successive generations
in a hypothetical population of
five individuals. During the time
covered, the dark green allele was
substituted for the light green
allele. The blue allele may ulti-
mately be substituted for the dark
green allele, or it may be lost.
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Here we show a calculation establishing that when ge-
netic drift is the only mechanism of evolution at work,
the rate of evolutionary substitution is equal to the mu-
tation rate (Kimura 1968).

Imagine a diploid population of size N. Within this
population are 2N alleles of the locus of interest, where
by alleles we mean copies of the gene, regardless of
whether they are identical. Let v be the rate of selec-
tively neutral mutations per allele per generation, and
assume that each mutation creates an allele that has not
previously existed in the population. Then every gen-
eration, there will be

2Nv

new alleles created by mutation. Because by assump-
tion all new alleles are selectively neutral, genetic drift is
the only process at work. Each new allele has the same
chance of drifting to fixation as any other allele in the
population. That chance, equal to the frequency of the
new allele, is

b
2N
Therefore, each generation the number of new alleles

that are created by mutation and are destined to drift to
fixation is

1
2Ny X — =
2N
The same argument applies to every generation. There-
fore, the rate of evolution at the locus of interest is v
substitutions per generation.

COMPUTING CONSEQUENCES

7.5

The rate of evolutionary substitution under genetic drift

Mutation, selection, and drift

in molecular evolution

It will be useful for our discussion of molecular evo-
lution to explore in more detail what we mean by v,
the rate of neutral mutations. Imagine that the locus
of interest is a gene encoding a protein that is L amino
acids long. Let u be the rate of mutations per codon per
generation. The overall rate of mutation at our locus is
given by

w=ul(d + a+ f) = uLd + ulLa + ulf

where d is the fraction of codon changes that are del-
eterious, a is the fraction that are selectively advanta-
geous, fis the fraction that are selectively neutral, and
d + a+ f= 1. Note that the rightmost term, uLf, is
equal to our earlier v.

In showing that the rate of substitution is equal to v,
we assumed that d and a are both equal to zero. In any
real population, of course, many mutations are delete-
rious and d 1s not zero. This does not change our cal-
culation of the substitution rate. Deleterious alleles are
eliminated by natural selection and do not contribute to
the rate of evolutionary substitution.

Proponents of the neutral theory hold that a is ap-
proximately equal to zero and that fis much larger than
a. Therefore, they predict that evolutionary substitution
will be dominated by neutral mutations and drift and
will occur at the rate v = uLf, as we have calculated.

Proponents of the selectionist theory hold that a is
too large to ignore and that the rate of evolutionary
substitution will be significantly influenced by the ac-
tion of natural selection in favor of advantageous alleles.

(dark green dot), created by a mutation in one of the original alleles. Over several
generations, this allele drifts to high frequency. In generation 15, a second new
allele appears (blue dot), created by a mutation—at a difterent nucleotide site—in
a descendant of the first dark green allele. In generation 19, the last copy of the
original allele is lost. At this point, we can say that the dark green allele has been
substituted for the light green allele. Thus, by evolutionary substitution, we mean
the fixation of a new mutation, with or without additional mutational change.
When genetic drift is the only mechanism of evolution at work, the rate of
substitution is equal to the mutation rate (see Computing Consequences 7.5). This
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is true regardless of the population size, because two eftects associated with popu-
lation size cancel each other out: More mutations occur in a larger population,
but in a large population each new mutation has a smaller chance of drifting
to fixation. Under genetic drift, large populations generate and maintain more
genetic variation than small populations, but populations of all sizes accumulate
substitutions at the same rate.
Of course, mechanisms of evolution other than drift are often at work. We
can allow some natural selection into our model and still get a similar result.
Imagine that some mutations are deleterious while others are selectively neutral.
The deleterious mutations will be eliminated by natural selection and will never
become fixed. The rate of substitution will then be equal to the rate at which
neutral mutations occur.
Evolutionary biologists are divided on the relevance of this calculation to real
populations. All agree that one kind of mutation, and thus one kind of selection,
has been left out (see Computing Consequences 7.5). Some mutations are selec-  When mutation, genetic drift,
tively advantageous and are swept to fixation by natural selection more surely and  and selection interact, three
much faster than drift would ever carry them. Evolutionists are of two minds,  processes occur: (1) Deleteri-
however, over how often this happens. ous alleles appear and are
Proponents of the neutral theory, long championed by Motoo Kimura (1983),  eliminated by selection; (2)
hold that advantageous mutations are exceedingly rare and that most alleles of  neutral mutations appear and
most genes are selectively neutral. Neutralists predict that for most genes in most  are fixed or lost by chance; and
populations, the rate of evolution will be equal to the neutral mutation rate. (3) advantageous alleles appear
Proponents of the selectionist theory, most strongly championed by John Gil-  and are swept to fixation by se-
lespie (1991), hold that advantageous mutations are common enough that they lection. The relative importance
cannot be ignored. Selectionists predict that for many genes in most populations,  of (2) and (3) in determining
the rate of substitution will reflect the action of natural selection on advantageous  the overall substitution rate is a
mutations. The neutralist—selectionist debate has largely been fought in the arena  matter of debate.
of molecular evolution, so that is where we go, in the next section, to explore it.
Before doing so, however, it will be worthwhile to consider how genetic drift
and natural selection interact.

Genetic Drift versus Natural Selection

In an ideal population of infinite size, natural selection favoring one allele over
others will inexorably carry the favored allele to fixation. If the same beneficial
allele occurs in a finite population, however, sampling error will cause the al-
lele’s frequency to fluctuate at random around the trajectory it would have taken
in a population of infinite size. Sometimes the allele’s frequency will rise, and
sometimes it will fall. The allele may even go extinct. Likewise, in an infinitely
large population, selection favoring heterozygotes will maintain multiple alleles
at equilibrium frequencies indefinitely. In a finite population, genetic drift may
cause one allele to become fixed and the other to be lost. Whether drift or selec-
tion plays the predominant role in determining the evolutionary outcome will
depend on both the size of the population and the strength of selection.

Stephen S. Rich and colleagues (1979) studied the interplay between natural
selection and genetic drift in laboratory populations of the red flour beetle (Tribo-
lium castaneum). As the name suggests, red flour beetles are typically red. But not
always. Rich and colleagues took advantage of genetic variation for color at the
b locus. The wild-type allele is called b*. A mutant allele that can be maintained
in lab populations is called b. Beetles with genotype b b™ are red, beetles with
genotype b™ b are brown, and beetles with genotype bb are black.
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As part of a larger experiment, Rich and colleagues set up 24 populations
of flour beetles in which the initial frequencies of allele b and allele b were
both 0.5. They started 12 populations with 50 males and 50 females and 12
with 5 males and 5 females. They maintained the populations at these sizes for
20 generations, each generation choosing adults at random to serve as breeders
for the next generation. Every generation, they examined 240 randomly chosen
individuals from each population to assess the frequencies of the two alleles.

(a) Population size = 100

1.00 7
0.50 7

0.25 7

Frequency of allele b

0.00 T T T
0 5 10 15 20

(b) Population size = 10

1.00 7

0.75 1

0.50 7

Frequency of allele b

0.25 1

0.00 T T
0 5 10 15 20

Generation

Figure 7.22 displays the data. The tan lines trace the frequency of allele b™ in
the individual populations. The black lines trace the average frequency of b
across all 12 populations in each set. Three patterns are notable.

First, the black lines show an overall trend toward higher frequencies of allele
b™ . In analyzing data across the entire experiment, Rich and colleagues found
the trend statistically significant. This pattern is consistent with natural selection.
The researchers estimated the relative fitnesses of genotypes b*b™, b*b, and bb to
be 1, 0.95, and 0.9. The data are also consistent with a model in which heterozy-
gotes have the highest fitness, but the equilibrium frequency of b™ is fairly high.

Second, the tan lines document considerable variation in allele frequencies
among populations. This pattern is consistent with genetic drift.

Third, comparison of graphs (a) and (b) reveals that the small populations
traveled considerably more diverse evolutionary paths than did the large ones. In
these populations, drift was predominant. Indeed, in one of them the allele asso-
ciated with higher fitness went extinct while the allele associated with lower fit-
ness became fixed. In the large populations, however, selection was predominant.

Figure 7.22 Natural selec-
tion and random genetic drift
in flour beetle populations

of different size The black
lines, which trace the average
allele frequency for each set

of 12 populations, show that
the strength of selection was
similar in large (a) versus small (b)
populations. The tan lines, which
trace individual populations, show
that genetic drift played a larger
role in the evolution of the small
populations. Modified from Rich
et al. (1979).

When populations are subject to
both selection and genetic drift,
smaller populations follow more
diverse evolutionary paths.
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Just how large an advantage or liability must an allele carry, in a population of
a given size, for selection to overcome drift and play a role in determining the
allele’s fate? One way to approach this question is to consider the likely fate of
a novel allele created by mutation. In a diploid population of N individuals, a
new allele has a frequency of 5. This means that unless the population is tiny,
the new allele will be rare. If genetic drift is the only mechanism of evolution
at work, the allele’s chance of eventually reaching fixation is, as we showed in
Computing Consequences 7.3, equal to its frequency: 5. In populations evolv-
ing by drift alone, most new mutations disappear shortly after they arise.
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It 1s possible to calculate the extent to which selection improves or impairs a
novel mutation’s probability of rising to fixation. The math required is beyond
the scope of this text (Kimura 1964), but the result can be summarized graphi-
cally. Figure 7.23 presents an example (Charlesworth 2009). The vertical axis
shows the probability that a new allele created by mutation will ultimately rise to
fixation. This probability is scaled in multiples of what it would be in a popula-
tion evolving by drift alone (k) . The horizontal axis shows a composite variable
combining the effective population size (N,) and the strength of selection (s).
This variable is scaled in multiples of 2Ns.

If 2N,s is equal to zero, as it would be in the absence of selection, then a new
allele’s chance of becoming fixed is (3) . If 2N,s is equal to 5, on the other hand,
then a new allele’s chance of becoming fixed is five times higher. There are two
ways for 2N,s to be high: large effective population size or strong selection. In a
population with an effective size of 10,000 a selection coefficient of just 0.0005
would increase a new mutant’s chances of becoming fixed by factor of 10. On
the other hand, 10 times a tiny chance is still a tiny chance.

If 2Ns is negative, as in the case of selection against a deleterious mutation, the
chance of fixation is less than it would be in a population evolving by drift alone.
If 2Ns 1s less than —5, a new allele has virtually no chance of becoming fixed. If
the population is small, however, or if selection is weak, a deleterious mutation
may have nearly the same chance of fixation as a neutral or beneficial one.

In summary, genetic drift is a nonadaptive mechanism of evolution. As a result
of chance sampling error, allele frequencies can change from one generation to
the next. Drift can lead to the fixation of some alleles, the loss of others, and an
overall decline in genetic diversity. Drift is most influential in small populations,
when selection is weak, and when its effects are compounded across generations.

Figure 7.23 Genetic drift

and natural selection The red
curve shows the probability that
a new allele created by mutation
will rise to fixation, relative to its
chances under genetic drift, as a
function of effective population
size and the strength of selection.
After Charlesworth (2009).

If twice the effective population
size multiplied by the selection
coefficient is less than —1 or
greater than 1, then selection
substantially alters an allele’s
chances of loss or fixation.



260 Part2 Mechanisms of Evolutionary Change

7.3 Genetic Drift and Molecular Evolution

The study of molecular evolution began in the mid-1960s, when biochemists
succeeded in determining the amino acid sequences of hemoglobin, cytochrome
¢, and other abundant and well-studied proteins found in humans and other ver-
tebrates. These sequences provided the first opportunity for evolutionary biolo-
gists to compare the amount and rate of molecular change among species.

Early workers in the field made several striking observations. Foremost among
them were calculations by Motoo Kimura (1968). Kimura took the number of
sequence differences in the well-studied proteins of humans versus horses and
converted them to rates of sequence change over time using divergence dates
estimated from the fossil record. He then extrapolated these rates to all of the
protein-coding loci in the genome. The result implied that as the two lineages
diverged from their common ancestor, mutations leading to amino acid replace-
ments had, on average, risen to fixation once every two years. Given that most
mutations are thought to be deleterious, this rate seemed too high to be due to
natural selection. Beneficial mutations fixed by natural selection should be rare.

A second observation, by Emil Zuckerkandl and Linus Pauling (1965), was
that the rate of amino acid sequence change in certain proteins appeared to have
been constant over time, or clocklike, during the diversification of vertebrates.
This too seemed inconsistent with natural selection, which should be episodic
and correlated with environmental change rather than with time.

In short, early data on molecular evolution did not match expectations derived
from the notion that most evolutionary change was due to natural selection. But
if natural selection does not explain evolution at the molecular level, then what
process is responsible for rapid, clocklike sequence change? Many researchers
believe the answer is genetic drift.

The Neutral Theory of Molecular Evolution

Kimura (1968, 1983) formulated the neutral theory of molecular evolution to
explain the observed patterns of amino acid sequence divergence. To understand
the neutral theory’s central claim, note that with respect to effect on fitness, there
are three kinds of mutations. Some mutations are deleterious, some are neutral,
and some are beneficial. Mutations that are deleterious tend to be eliminated by
natural selection and thus contribute little to molecular evolution. Mutations
that are neutral (or nearly so—more on that later) rise and fall in frequency as a
result of genetic drift. Many are lost, but some become fixed. Mutations that are
beneficial are often lost to drift while still at low frequency, but otherwise tend to
rise to fixation as a result of natural selection. Kimura’s neutral theory holds that
effectively neutral mutations that rise to fixation by drift vastly outnumber bene-
ficial mutations that rise to fixation by natural selection. Genetic drift, not natural
selection, is thus the mechanism responsible for most molecular evolution.

Based on his view that drift dominates sequence evolution, and on the calcula-
tion detailed in Computing Consequences 7.5, Kimura postulated that the rate
of molecular evolution is, to a good approximation, equal to the mutation rate.

Kimura’s theory was startling to many evolutionary biologists. Given that drift
has a larger influence on allele frequencies in small populations than in large ones,
the absence of an eftect of population size on the rate of evolution was counter-
intuitive. So was the assertion that sequence evolution by natural selection was so
rare, compared to evolution by drift, as to be insignificant.

Early analyses of molecular evo-
lution suggested that rates of
change were high and constant
through time. These conclusions
appeared to be in conflict with
what might be expected under
natural selection.

The neutral theory models the
fate of new alleles that were
created by mutation and whose
frequencies change by genetic
drift. It claims to explain most
evolutionary change at the level
of nucleotide sequences.
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Although Kimura’s theory appeared to explain why the amino acid sequences
of hemoglobin, cytochrome ¢, and other proteins change steadily over time, the
theory was inspired by limited amounts of data. How did the neutral theory hold
up, once large volumes of DNA sequence data became available?

Patterns in DNA Sequence Divergence

During the late 1970s and 1980s, biologists mined growing databases of DINA
sequences to analyze the amounts and rates of change in different loci. They be-
gan to see patterns that varied by the type of sequence examined. The most basic
distinction was between coding versus noncoding sequences. Coding sequences
contain instructions for tRNAs, rRNAs, or proteins; noncoding sequences in-
clude introns, regions that flank coding regions, regulatory sites, and pseudo-
genes. What predictions does the neutral theory make about the rate and pattern
of change in different types of sequences, and have they been verified or rejected?

Pseudogenes Establish a Canonical Rate of Neutral Evolution

Pseudogenes are functionless stretches of DNA that result from gene duplications
(see Chapter 5). Because they do not encode proteins, mutations in pseudogenes
should be neutral with respect to fitness. When such mutations achieve fixation
in populations, it should happen solely as a result of drift. Pseudogenes are thus
considered a paradigm of neutral evolution (Li et al. 1981). As predicted by the
neutral theory, the divergence rates recorded in pseudogenes—which should be
equal to the neutral mutation rate »—are among the highest seen for loci in nu-
clear genomes (Li et al. 1981; Li and Graur 2000). This finding is consistent with
the neutral theory’s explanation for evolutionary change at the molecular level. It
also quantifies the rate of evolution due to drift. For humans versus chimps, this
rate is about 2.5 X 107% mutations per nucleotide site per generation (Nachman
and Crowell 2000). How do rates of change in other types of sequences compare
to the standard, or canonical, rate?

Silent Sites Change Faster than Replacement Sites in Most Coding Loci

Recall (from Chapter 5) that bases in DNA are read in three-letter codons, and
that the genetic code contains considerable redundancy. In the portion of the
code shown in Figure 7.24a, two codons specify phenylalanine, two specity leu-
cine, and four code for serine. As shown in Figure 7.24b, base-pair changes

The evolution of pseudogenes
conforms to the assumptions

and predictions of the neutral
theory.
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Figure 7.24 Molecular evolution in influenza viruses is
consistent with the neutral theory Because the genetic
code is redundant (a), there are two kinds of point mutations

(b). The neutral theory predicts that both will accumulate by
drift, but synonymous substitutions will accumulate faster.
(c) Data from the flu virus. From Gojobori et al. (1990).
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may or may not lead to amino acid sequence changes. DNA sequence changes
that do not result in amino acid changes are called silent-site (or synonymous)
mutations; sequence changes that do result in an amino acid change are called
replacement (or nonsynonymeous) mutations.

Figure 7.24c¢ presents data on the rate of silent versus replacement substitution
in a gene belonging to the influenza virus, based on comparisons of flu viruses
collected over a span of 20 years with a reference sample collected in 1968 (Go-
jobori et al. 1990). Both kinds of substitution accumulated in a linear, clocklike
fashion, but the rate of evolution for silent changes is much higher than the rate
of evolution for replacement changes.

This pattern accords with the neutral theory. Silent changes are not exposed
to natural selection on protein function, because they do not alter the amino
acid sequence. New alleles created by silent mutations should thus increase or
decrease in frequency largely as a result of drift. Replacement mutations, in con-
trast, change the amino acid sequences of proteins. If most of these alterations are
deleterious, then most of them should be eliminated by natural selection without
ever becoming common enough to be detected. This type of natural selection is
called negative or purifying selection, as opposed to positive selection on
beneficial mutations. Less frequently, replacement mutations occur that have no
effect on protein function and may be fixed by drift.
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Molecular biologists have compared the rate of replacement versus silent sub-
stitutions in a great variety of coding loci. In Figure 7.25, the dashed line marks
where the data would fall if the nonsynonymous and synonymous substitutions
accumulate at equal rates. Genes in which nonsynonymous changes accumulate
faster would appear above the line. Genes in which synonymous changes accu-
mulate faster fall below it. In the vast majority of genes studied, the rate of evo-
lution involving silent changes is far higher than the rate of evolution involving
replacements.

In a similar vein, Austin Hughes and colleagues (2003) examined the DINA of
102 ethnically diverse humans to quantity the standing genetic diversity at 1,442
single-nucleotide polymorphisms. A single-nucleotide polymorphism is a point
in the genome at which some individuals have one nucleotide and other indi-
viduals have another. The researchers found lower standing diversity, measured
as the fraction of individuals who are heterozygotes, for polymorphisms that in-
volve amino acid changes versus polymorphisms that do not. These results imply
that most single-nucleotide mutations that swap one amino acid for another are
deleterious and held at low frequency by negative selection.

Natural selection against delete-
rious mutations is called nega-
tive selection.

Natural selection favoring
beneficial mutations is called
positive selection.

Figure 7.25 Rates of nucleo-
tide substitution vary among
genes and among sites within
genes Data points report rates
of replacement and silent substi-
tutions in protein-coding genes
compared between humans and
either mice or rats. Units are sub-
stitutions per site per billion years.
The number of codons compared
per gene ranges from 28 to 435.
Data from Li and Graur (1991).

In most coding sequences,
substitution rates are higher at
silent sites than at replacement
sites. This result is consistent
with the notion that molecular
evolution is dominated by drift
and negative selection.
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These observations are consistent with the patterns predicted if most mutations
are either deleterious or neutral and drift dominates molecular evolution. They
support the central tenet of the neutral theory.

Variation among Loci: Evidence for Functional Constraints

The data in Figure 7.25 contain another important pattern. When homologous
coding sequences from humans and rodents are compared, some loci are found
to be nearly identical, while others have undergone rapid divergence. This result
turns out to be typical. Rates of molecular evolution vary widely among loci.

The key to explaining this pattern is that genes responsible for the most vital
cellular functions appear to have the lowest rates of replacement substitutions.
Histone proteins, for example, interact with DNA to form structures called nu-
cleosomes. These protein—DINA complexes are a major feature of the chromatin
fibers in eukaryotic cells. Changes in the amino acid sequences of histones disrupt
the structural integrity of the nucleosome and have ill consequences for DNA
transcription and synthesis. In contrast, genes less vital to the cell, and thus under
less stringent functional constraints, show more rapid rates of replacement substi-
tutions. When functional constraints are lower, a larger fraction of replacement
mutations are neutral with respect to fitness and may fix by drift.

Nearly Neutral Mutations

Although the neutral theory appeared to account for several important patterns
in molecular evolution, data indicating clocklike change in proteins compared
across species presented a problem. The issue was that the neutral mutation rate
v should vary among species as a function of generation time, not clock time.
Over a given interval of clock time, more neutral substitutions should accumu-
late in species with short generation times than in species with long generation
times. Contrary to expectation, at least some protein sequence comparisons re-
veal clocklike change in absolute time—independent of differences in generation
time among the species compared. The data points in Figure 7.26 fall along lines,
despite comparing humans to species with drastically different generation times.

To account for this observation, Tomoko Ohta and Motoo Kimura (1971;
Ohta 1972, 1977) considered how the probability of fixation for a novel muta-
tion depends on the effective population size and the strength of selection. We
looked at an example of this relationship in Figure 7.23. If the product of twice
the effective population size and the selection coefficient is sufficiently close to
zero—because the population is tiny, selection is weak, or both—the probability

14- 9 Figure 7.26 The vertebrate
8 ¢ molecular clock ticks in cal-
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of fixation 1s roughly the same as it would be if the mutation had no effect on fit-
ness at all. The allele’s frequency will evolve primarily as a result of genetic drift.
In population genetics models of evolution in finite populations, neutral alleles
and nearly neutral alleles behave the same way.
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We have reproduced part of Figure 7.23 in Figure 7.27. Examination of the
figure will reveal that the threshold value of [2N,s| below which we will call a
mutation nearly neutral is somewhat arbitrary. It also depends on how the se-
lection coefficient is defined. Ohta and Kimura’s (1971) analysis suggests that,
with the selection coefficient defined as in the figure, a reasonable criterion is
|2Ns| =1, 0r |s| = ﬁ This range 1s covered by the green band in the graph.
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How does the consideration of nearly neutral mutations explain the observa-
tion that molecular clocks tick in absolute time rather than in the number of
generations? As Lin Chao and David Carr (1993) have shown, there is a strong
negative correlation between average population size in a species and its genera-
tion time. Species with short generation times tend to have large populations;
species with long generation times tend to have small populations (Figure 7.28).

This is important because, Ohta argued, as generation time goes up, popula-
tion size, and thus [2Ns

, go down. As a result, a larger fraction of the mutations
that arise—in particular, a larger fraction of the mildly deleterious mutations that
are typically abundant in most species—are effectively neutral. Mutations that
would be eliminated by purifying selection in a large population of short-lived
individuals instead evolve by drift a small population of long-lived individuals.
This tends to equalize the rate of evolutionary substitution, measured in absolute
time, across species with difterent generation times.

Matsatoshi Nei (2005) has suggested that a more biologically meaningful defi-
nition of a neutral mutation would consider how much the mean fitness of the

Figure 7.27 A definition of
nearly neutral evolution The
green band shows a range of
values for 2N,s over which the
frequency of a new mutation
changes mostly by genetic drift.
After Charlesworth (2009).

Figure 7.28 Population

size versus generation

time Across organisms, as gen-
eration time goes up, population
size goes down. Statistical tests
confirm the strong inverse cor-
relation displayed in this log-log
plot. From Chao and Carr (1993).

The nearly neutral model ex-
plains why, in some cases, rates
of sequence change correlate
with absolute time instead of
generation time.
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population would change were the mutation to become fixed. If s is defined as
in Figure 7.27, Nei would call a mutation effectively neutral if [s] = 0.002. In
population genetics models of extremely large populations, selection this weak
can drive an allele to fixation. But the time required for it to do so may be unre-
alistically long (Nei et al. 2010). Furthermore, for an allele so weakly associated
with fitness, the strength and even direction of selection are likely to change over
time, across different environments, and on different genetic backgrounds.

The Neutral Theory as a Null Hypothesis: Detecting Natural
Selection on DNA Sequences

Since their inception, the neutral and nearly neutral theories have been contro-
versial (see Berry 1996; Ohta and Kreitman 1996). Discussion has focused on the
claims by Kimura (1983) and King and Jukes (1969) that the number of beneficial
mutations fixed by positive natural selection is inconsequential compared to the
number of mutations that change in frequency under the influence of drift. Is this
claim accurate? How can we determine that natural selection has been respon-
sible for changes observed at the molecular level?

When researchers compare homologous DNA sequences among individuals
and want to explain the differences they observe, they routinely use the neutral
theory as a null hypothesis. The neutral theory specifies the rates and patterns of
sequence change that occur in the absence of natural selection. If the changes that
are actually observed are significantly different from the predictions made by the
neutral theory, and if a researcher can defend the proposition that the sequences
in question have functional significance for the organism, then there is convinc-
ing evidence that natural selection has caused molecular evolution.

Here we examine a few of the strategies being used to detect molecular evolu-
tion due to natural selection. We begin with studies of replacement changes, then
explore evidence that many silent-site mutations are also under selection.

The neutralist—selectionist con-
troversy is a debate about the
relative importance of drift and
positive selection in explaining
molecular evolution.

Selection on Replacement Mutations

We noted earlier that according to the neutral theory, silent mutations are ex-
pected to evolve largely by genetic drift. Replacement mutations are expected
either to be deleterious, in which case they are eliminated by negative selection
and we will not see them, or to be neutral, in which case they, too, evolve by
drift. If the neutral theory is wrong for a particular gene, however, and replace-
ment mutations are advantageous, then they will be rapidly swept to fixation by
positive selection. Thus, to find out whether replacements within a particular
gene are deleterious, neutral, or advantageous, we can compare two sequences
and calculate the rate of nonsynonymous substitutions per site (dy) and the rate

of synonymous substitutions per site (dq). If we take their ratio, we will get
YHORY P (ds) & When sequences evolve by drift

di < 1 when replacements are deleterious, and negative selection, synony-
dg mous substitutions outnumber
dy replacement substitutions.

s = 1 when replacements are neutral, and When sequences evolve by drift
J and positive selection, replace-
> 1 when replacements are advantageous ment substitutions outnumber
dg synonymous substitutions.

Austin Hughes and Masatoshi Nei (1988) tested the neutral theory by estimat-
ing the ratio of replacement to silent substitutions in genes vital to immune func-
tion. When mammalian cells are infected by a bacterium or a virus, they respond
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by displaying pieces of bacterial or viral protein on their surfaces. Immune system
cells then kill the infected cell, which prevents the bacterium or virus inside the
cell from replicating. The membrane proteins that display pathogen proteins are
encoded by a cluster of genes called the major histocompatibility complex, or
MHC. The part of an MHC protein that binds to the foreign peptide is called the
antigen recognition site (ARS). Hughes and Nei (1988) studied sequence changes
in the ARS of MHC loci in humans and mice.

When Hughes and Nei compared alleles from the MHC complexes of 12 dif-
ferent humans and counted the number of differences observed in silent versus
replacement sites, they found significantly more replacement-site than silent-site
changes. The same pattern occurred in the ARS of mouse MHC genes, although
the difterences were not as great. This pattern could result only if the replacement
changes were selectively advantageous. The logic here is that positive selection
causes replacement changes to spread through the population much more quickly
than neutral alleles can spread by chance.

[t is important to note, however, that Hughes and Nei found this pattern only
in the ARS. Other exons within the MHC showed more silent than replacement
changes, or no difference. At sites other than the ARS, then, they could not rule
out the null hypothesis that sequence change is dominated by drift.

Research by Gavin Huttley and colleagues (2000) on BRCA 1, a gene associated
with breast cancer, provides another example. BRCA1 encodes a protein that
participates in the repair of damaged DNA (see O’Connell 2010) and in the regu-
lation of programmed cell death during neural development (Pulvers and Huttner
2009). Huttley and colleagues sequenced exon 11 from the BRCA1 genes of a
variety of mammals, then inferred the rates of nonsynonymous and synonymous
substitution along the branches of the evolutionary tree that connects the extant
species to their common ancestors (Figure 7.29). Along most branches of the phy-
logeny the value of (T: was less than one, consistent with the neutral theory. On
the branches connecting humans and chimpanzees to their common ancestor,
however, 7 was significantly greater than one. This suggests that the sequence of
exon 11 has been under positive selection in the ancestors of today’s humans and
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In many examples, replace-
ment substitutions outnumber
synonymous substitutions—a
signature of positive selection.

Figure 7.29 Positive selection
on the BRCAT gene in humans
and chimpanzees On most
branches of this phylogeny, the
ratio of replacement to silent
substitution rates is less than one,
consistent with neutral evolution.
On the branches leading to hu-
mans and chimps, however, the
ratio is significantly greater than
one—consistent with positive

selection.

Reprinted by permission from Macmillan Publishers
Ltd: Huttley, G. A., E. Easteal, M. C. Southey, et al.
2000. Nature Genetics 25: 410-413.
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chimps. The selective agent responsible remains unknown, although Pulvers and
Huttner (2009) speculate that it may involve brain size.

Comparing Silent and Replacement Changes within and between Species. The re-
search by Hughes and Nei and by Huttley and colleagues provides clear examples
of gene segments where neutral substitutions do not predominate. Thanks to the
efforts of numerous researchers, many other loci have been found where replace-
ment substitutions outnumber silent substitutions.
Even though the d - criterion for detecting positive selection has been useful,
Paul Sharp (1997) notes that it is extremely conservative. Replacement substitu-
tions will outnumber silent substitutions only when positive selection has been
strong. In a comparison of 363 homologous loci in mice and rats, for example,
only one showed an excess of replacement over silent changes. But as Sharp notes
(1997, p. 111), “It would be most surprising if this were the only one of these
genes that had undergone adaptive changes during the divergence of the two spe-
cies.” Are more sensitive methods for detecting natural selection available?
John McDonald and Martin Kreitman (1991) invented a test for natural se-
lection that is widely used. The McDonald—Kreitman, or MK, test is based on
the neutral theory’s assertion that all standing variation at both silent sites and  Researchers have developed
replacement sites consists of neutral alleles evolving by drift (see Fay 2011). If this  statistical tests for detecting
assertion is true, then the ratio of nonsynonymous to synonymous substitutions  positive selection that are more
between closely related species, d , should be the same as the ratio of synonymous  sensitive than the simple ratio
to nonsynonymous polymorphlsms within species, m A polymorphism is a  of nonsynonymous to synony-
locus at which different individuals in a population carry different alleles. Positive  mous substitution.
selection on nonsynonymous substitutions within species can elevate 7: above %
because beneficial mutations rise quickly to fixation within populations. They
thus contribute only briefly to polymorphism, but permanently and cumulatively
to interspecific divergence.
McDonald and Kreitman’s initial use of this test compared sequence data from
the alcohol dehydrogenase (Adh) gene of 12 Drosophila melanogaster, 6 D. simulans,
and 12 D. yakuba individuals. Adh was an interesting locus to study because fruit
flies feed on rotting fruit that may contain toxic concentrations of ethanol, and
the alcohol dehydrogenase enzyme catalyzes the conversion of ethanol to a non-
toxic product. Because of the enzyme’s importance to these species, and because
ethanol concentrations vary among food sources, it is reasonable to suspect that
the locus 1s under selection when populations begin exploiting different fruits.
In an attempt to sample as much within-species variation as possible, the in-
dividuals chosen for the study were from geographically widespread locations.
McDonald and Kreitman aligned the Adh sequences from each individual in
the study and identified sites where a base differed from the most commonly
observed nucleotide, or what is called the consensus sequence. The researchers
counted differences as fixed if they were present in all individuals from a particu-
lar species, and as polymorphisms if they were present in only some individuals
from a particular species. Difterences that were fixed in one species and polymor-
phic in another were counted as polymorphic.
McDonald and Kreitman found that 29% of the difterences that were fixed be-
tween species were replacement substitutions. Within species, however, only 5%
of the polymorphisms in the study represented replacements. Rather than being
the same, these ratios show an almost sixfold, and statistically significant, differ-
ence (p = 0.006). This is strong evidence against the neutral model’s prediction.
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McDonald and Kreitman’s interpretation is that the differences in replacement
mutations fixed in different species are selectively advantageous. They suggest
that these mutations occurred after D. melanogaster, D. simulans, and D. yakuba
had diverged and spread rapidly to fixation due to positive selection in the difter-
ing environments occupied by these species.

Using the MK test, natural selection has now been detected in loci from plants,
protists, and a variety of animals (Escalante et al. 1998; Purugganan and Suddith
1998). With an extension of the MK test applied to 35 genes in D. simulans and
D. yakuba, Nick Smith and Adam Eyre-Walker (2002) estimated that 45% of
all amino acid substitutions between the genomes of the two species were fixed
by positive selection. With an extension applied to the genomes of humans and
chimpanzees, Carlos Bustamante and colleagues (2005) identified 304 human
genes that have evolved under positive selection.

Which Loci Are under Strong Positive Selection? Thanks to studies employing
the Hughes and Nei analysis, the MK test, and other strategies, generalizations are
beginning to emerge concerning the types of loci where positive natural selec-
tion has been particularly strong (Yang and Bielawski 2000; Vallender and Lahn
2004; Nielsen 2005; Nielsen et al. 2005). Replacement substitutions appear to
be particularly abundant in loci involved in arms races between pathogens and
their hosts (for example, Hughes and Nei 1989), in loci with a role in reproduc-
tive conflicts such as sperm competition and egg—sperm interactions (Swanson
and Vacquier 1998; Dorus et al. 2004), and in recently duplicated genes that
have attained new functions (Zhang et al. 1998). Positive selection has also been
detected in genes involved in sex determination, gametogenesis, sensory percep-
tion, interactions between symbionts, tumor suppression, and programmed cell
death as well as in genes that code for certain enzymes or regulatory proteins.

As data accumulate from genome-sequencing projects in closely related spe-
cies, such as humans and chimpanzees, the number and quality of comparative
studies are exploding. Even before the era of genome sequencing began, how-
ever, it became clear that silent substitutions, as well as replacement changes, are
subject to natural selection.

Selection on “Silent” Mutations

The term silent mutation was coined to reflect two aspects of base changes at
certain positions of codons: They do not result in a change in the amino acid se-
quence of the protein product, and they are not exposed to natural selection. The
second proposition had to be discarded, however, in the face of data on phenom-
ena known as codon bias, hitchhiking, and background selection. How can mu-
tations that do not alter an amino acid sequence be affected by natural selection?

Direct Selection on Synonymous Mutations: Codon Bias and Other Factors. Most
of the 20 amino acids are encoded by more than one codon. We have empha-
sized that changes among redundant codons do not cause changes in the amino
acid sequences of proteins, and we have implied that these silent changes are neu-
tral with respect to fitness. If this were strictly true, we would expect codon usage
to be random, and in a given species each codon in a suite of synonymous codons
to be present in proportions that reflect the G+C content of the species’ genome.
But early sequencing studies confirmed that codon usage is highly nonrandom
(Figure 7.30). This phenomenon is known as codon bias.

Positive selection seems to be
particularly common in genes
involved in biological conflict.
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Several important patterns have emerged from studies of codon bias. Codon
bias is strongest in highly expressed genes—such as those for the proteins found
in ribosomes—and weak to nonexistent in rarely expressed genes. In addition,
the suite of codons that are used most frequently correlates strongly with the most
abundant species of tRNA in the cell (Figure 7.31).

The leading hypothesis to explain these observations is natural selection for
translational efficiency (Sharp and Li 1986; Sharp et al. 1988; Akashi 1994). The
logic here is that if a “silent” mutation in a highly expressed gene creates a co-
don that is rare in the pool of tRINAs, the mutation will be selected against. The
selective agent is the speed and accuracy of translation. Speed and accuracy are
especially important when the proteins encoded by particular genes are turning
over rapidly and the corresponding genes must be transcribed continuously. It is
reasonable, then, to observe the strongest codon bias in highly expressed genes.

Selection against certain synonymous mutations represents a form of negative
selection; it slows the rate of molecular evolution. As a result, codon bias may

(a) Bacterium—Escherichia coli (b) Yeast—Saccharomyces cerevisiae
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Figure 7.30 Codon bias Bars
show relative use of possible
codons for two amino acids in
genes with different transcrip-
tion levels. Lightly transcribed
genes use all available codons in
roughly equal amounts. Heavily
transcribed genes tend to use one
or two codons to the exclusion of
others. Drawn from data in Sharp
et al. (1998).

Codon bias suggests that some
synonymous mutations are not
selectively neutral.

Figure 7.31 Codon bias cor-
relates with the relative fre-
quencies of tRNA species The
bar chart in the top row of both
(a) and (b) shows the frequencies
of four different tRNA species
that carry leucine in E. coli (a) and
the yeast Saccharomyces cere-
visiae (b). The bar charts in the
middle and bottom rows report
the frequency of the mRNA
codons corresponding to each of
these tRNA species in the same
organisms. The mRNA codons
were measured in two different
classes of genes: those that are
highly transcribed (middle) and
those that are rarely transcribed
(bottom). The data show that
codon usage correlates strongly
with tRNA availability in highly
expressed genes, but not at all in
rarely expressed genes. Redrawn
from Li and Graur (1991).
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explain the observation that silent changes do not accumulate as quickly as base
changes in pseudogenes. Other synonymous mutations may experience selection
as a result of their effects on mRNA stability or exon splicing (see Chamary et al.
2006). The general message here is that not all redundant sequence changes are
“silent” with respect to natural selection.

Indirect Effects on Synonymous Mutations: Hitchhiking and Background Selec-
tion. Another phenomenon that affects the rate and pattern of change at silent
sites 1s referred to as hitchhiking, or a selective sweep. Hitchhiking can occur
when strong positive selection acts on a particular amino acid change. As a favor-
able mutation increases in frequency, neutral or even slightly deleterious muta-
tions closely linked to the favored site will increase in frequency along with the
beneficial locus. These linked mutations are swept along by selection and may
even ride to fixation. Note that this process occurs when only recombination fails
to break up the linkage between the hitchhiking sites and the site under selection.

A striking example of hitchhiking happened on the fourth chromosome of
fruit flies. The Drosophila fourth chromosome is unusual because it shows no re-
combination. The entire chromosome is inherited like a single gene.

Andrew Berry and colleagues (1991) sequenced a 1.1-kb region of the fourth
chromosome in 10 Drosophila melanogaster and 9 D. simulans. The region includes
the introns and exons of a gene that is expressed in fly embryos and called cubitus
interruptus Dominant (ciD). Within it Berry et al. found no differences whatsoever
among the D. melanogaster individuals surveyed. The entire 1.1 kb of sequence
was identical in all 10 individuals. Among the D. simulans they found only one
base difference. In other words, there was almost no polymorphism in this re-
gion. In contrast, when the researchers compared the sequences between the two
species, they found 54 substitutions.

Other chromosomes surveyed in the same individuals showed normal amounts
of polymorphism. These latter data serve as a control and confirm that the lack
of variation in and around the ¢D locus is not caused by an unusual sample of
individuals. Rather, there is something unusual about the fourth chromosome.

Berry et al. suggest that recent selective sweeps cleaned out all or most of the
variation on the fourth chromosome in each species. An advantageous mutation
anywhere on the fourth chromosome would eliminate all within-species poly-
morphism as it rose to fixation. New variants, like the one polymorphism ob-
served in the D. simulans sampled, will arise only through mutation. In this way,
selective sweeps leave a footprint in the genome: a striking lack of polymorphism
within linkage groups. Similar footprints have been found in other chromosomal
regions where the frequency of recombination is low, including the ZFY locus
of the human Y chromosome (Dorit et al. 1995) and a variety of loci in D. mela-
nogaster and other flies (for example, see Nurminsky et al. 1998).

Has hitchhiking produced all of these regions of reduced polymorphism? Prob-
ably not. Another process, called background selection, can produce a similar
pattern (Charlesworth et al. 1993). Background selection results from negative
selection against deleterious mutations, rather than positive selection for advanta-
geous mutations. Like hitchhiking, it occurs in regions of reduced recombina-
tion. The idea here is that selection against deleterious mutations removes closely
linked neutral mutations and yields a reduced level of polymorphism.

Although hitchhiking and background selection are not mutually exclusive,
their effects can be distinguished in at least some cases. Hitchhiking results in

Selection at nearby sites can
influence the evolutionary fate
of synonymous mutations.
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dramatic reductions in polymorphism as an occasional advantageous mutation
quickly sweeps through a population. Background selection causes a slow, steady
decrease in polymorphism as frequent deleterious mutations remove individuals
from the population.

Status of the Neutral Theory

The neutral theory of molecular evolution explains the clocklike evolution of
nucleotide sequences we saw in Figures 7.24 and 7.26. It also explains why silent
substitutions outnumber replacement substitutions in most genes, as we saw in
Figures 7.24 and 7.25. And the neutral theory serves as a null hypothesis that
allows researchers to identify examples of positive selection on nucleotide se-
quences, as illustrated in Figure 7.29. By all these criteria, the neutral theory of
molecular evolution is extraordinarily useful.

‘What about the theory’s fundamental claim that the vast majority of nucleo-
tide changes that become fixed in populations are selectively neutral and that
molecular evolution is largely due to genetic drift? To assess this claim, we need
(1) data for as many substitutions as possible in as many species as possible, and (2)
a breakdown of the proportion of substitutions that are neutral versus deleterious
versus beneficial. The data we need are accumulating. To assemble the infor-
mation summarized in Figure 7.32, Justin Fay combed the literature to compile
estimates of a, the fraction of amino acid substitutions driven by positive selec-
tion. He included data on 38 species for which multiple genes have been studied.
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Estimates of the fraction of amino acid substitutions
driven by positive selection

As a null hypothesis for detect-

ing positive selection in molecu-
lar evolution, the neutral theory
has been highly successful.

Figure 7.32 Estimates for dif-
ferent species of the fraction
of amino acid substitutions
driven by positive selection
Null signs indicate a lack of
statistically significant evidence,
based on the McDonald—Kreit-
man test, for positive selection.
Light plus signs indicate that
there is conflicting evidence from
different studies. The agents of
selection are generally unknown.
Data from Fay (2011).
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Kreitman test gave statistically significant evidence of positive selection.
At first glance, the data appear to refute—at least for some species—the neu-
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tral theory’s claim that selectively neutral mutations that rise to fixation by drift
vastly outnumber beneficial mutations that rise to fixation by natural selection.
Fay argues, however, that it is too early to draw such a conclusion. The Mc-
Donald—Kreitman test does not distinguish between positive selection and other
mechanisms that can lead to elevated levels of nonsynonymous divergence be-
tween species (see also Hughes 2007; Nei et al. 2010). One alternative is reduced
population size, which can lead to fixation by drift of mildly deleterious muta-
tions. Another is hitchhiking. If an unknown number of linked deleterious sub-
stitutions ride to fixation with a single positively selected one, the true proportion
of substitutions driven by positive selection is obscured.
The jury is still out on the neutral theory’s fundamental claim.

Coalescence

Before closing our discussion of genetic drift and molecular evolution, we want
to mention another area of research in which sequence data and the null model
of genetic drift are being put to productive use. This is the study of coalescence.
Here we consider coalescence as a tool for estimating effective population size,
although it has a great variety of other applications.

Coalescence Defined

Figure 7.21 showed an evolving population in cartoon form. New alleles arose
by mutation and became more common over time as each copy propagated ad-
ditional copies into future generations. Imagine what we would see if we could
reverse the flow of time and watch the population de-evolve. The blue allele
would become rarer as descendent copies merged into their common ancestors.
So, too, would the dark green allele. The blue allele would disappear as the origi-
nal copy merged into the dark green copy it sprang from. Then the dark green
allele would disappear as the original copy merged into its light green progenitor.

Now imagine that we have a sample of real alleles from a population of organ-
isms. Each represents an unbroken lineage of copies descended from copies in
ever earlier generations. If we could trace these lineages back in time, we would
see them merge until only one lineage, the last common ancestor of our sampled
alleles, remained. The merging of genealogical lineages as we trace allele copies
backward in time is called coalescence.

The term was coined by John Kingman (see Kingman 2000), who found a
way to simulate the coalescence of alleles in a population evolving backward in
time by genetic drift. Among his method’s virtues is that it requires no informa-
tion about the rest of the population other than its size (see Felsenstein 2004).
The result is an evolutionary tree of genes—a gene tree or gene genealogy.

Figure 7.33a shows several gene genealogies resulting from simulated coales-
cence of seven alleles in populations of 1,000 and 5,000 individuals. Notice first
that every one of the simulated gene trees is unique. We are modeling genetic

Data are now accumulating that
will allow researchers to evalu-

ate the neutral theory's

claim that most molecular evo-

lution is dominated by negative
selection and drift. For now, the
issue is undecided.

If we could run the movie of
molecular evolution backward,
we would see alleles become
less divergent and eventu-

ally merge into their common
ancestral sequence. This process
is called coalescence.

Mathematical descriptions of
coalescence provide an efficient
means of simulating evolution
by genetic drift.
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(a) Simulated gene genealogies in populations of different sizes evolving by genetic drift
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Figure 7.33 Gene genealo-
gies produced by simulation
of coalescence (a) Examples of
genealogies produced by simulat-
ing genetic drift running back-
ward in time. The five trees in the
column on the left are examples
of the results from simulating the
coalescence of seven alleles in

a population of 1,000 individu-
als. The five trees in the column
on the right are examples of

the results from simulating the
coalescence of seven alleles from
a population of 5,000 individuals.
All trees are drawn to the same
scale. (b) Distributions of tree
depth, or time (in generations)
back to the most recent common
ancestor, for 10,000 simulated
trees from a population of 1,000
and a population of 5,000. Simu-
lations performed and distribu-
tions generated by Mesquite
(Maddison 2011; Maddison and
Maddison 2011). Trees drawn by
PHYLIP (Felsenstein 2009a).
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drift, so the differences among trees are due to chance events. Second, notice that
the coalescent trees for alleles in populations of 5,000 (right column) tend to be
deeper than the trees for alleles in populations of 1,000 (left column). We have to
travel further back in time to find the common ancestor of alleles sampled from
a large population. This makes sense. Randomly chosen individuals from a large
population are likely to be more distantly related than randomly chosen individu-
als from a small population (Kuhner 2009).

Figure 7.33b documents this observation in more detail. It shows the distribu-
tion of tree depths among 10,000 simulated coalescent trees for each population
size. Like the trees, the distributions are drawn on the same scale. The distribu-
tions overlap, but they nonetheless suggest a method we could use to estimate the
effective size of a real population.

Coalescence Applied

Imagine we had a sample of allelic sequences from seven randomly chosen indi-
viduals from a population of unknown size. Imagine further that we knew the
true genealogy of the seven alleles and its depth (which would require that we
also knew the mutation rate). Finally, imagine that the depth was, say, 10,000
generations. Comparing the two distributions in Figure 7.33b shows that we
could not infer the size of our population with certainty. But we could conclude
that 5,000 is a much better guess than 1,000.

Of course, we do not know the true genealogy of our seven alleles, nor do
we know the mutation rate. We could simply estimate the tree (with methods
discussed in Chapter 4) and the mutation rate (using data discussed in Chapter 5).
It would be tempting to make these estimations and treat the results as true for
purposes of comparison with our simulated gene trees. The problem with doing
so 1s that it ignores the uncertainty associated with estimation (Felsenstein 2009b).

A better approach is to use techniques related to the likelihood and Bayesian
methods for inferring phylogenies that we discussed earlier (Chapter 4). We start
with a model of molecular evolution, which in the present case would include
parameters for the mutation rate and population size. We then use a type of soft-
ware called a coalescent genealogy sampler to search the universe of possible gene
trees and parameter values (see Kuhner 2008). For each combination of tree and
parameter values it considers, the software calculates a metric reflecting how good
an explanation that particular model offers for our data. At the end of the search,
which is long and computationally demanding, the software can give us a range
of plausible values for the size of the population our set of alleles came from. We
can increase the accuracy of our estimate by including sequence data for sets of
alleles at as many independent loci as possible (Felsenstein 2006).

Elizabeth Alter and colleagues (2007) used the approach we have outlined to
estimate the effective population size of the gray whale (Eschrichtius robustus). The
researchers analyzed data for several dozen alleles at each of 10 independent loci.
Coalescence analysis indicated that the whales’ genetic diversity was consistent
with deeper gene genealogies, and thus a much larger effective population size
than would be expected from their current census population size. The best ex-
planation is the obvious one. Commercial whaling in the recent past drastically
reduced the population size and, despite claims to the contrary, the whales’ num-
bers have yet to return to their pre-whaling abundance.

For more on the coalescent theory and its applications, see Felsenstein (2004).
For a book-length treatment, see Wakeley (2009).

Coalescence models can be fit
to data, yielding estimates for
parameters such as population
size.
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7.4 Nonrandom Mating

We have so far considered what happens in populations when we relax the as-
sumptions of no migration and no genetic drift. The final assumption of the Har-
dy—Weinberg analysis is that individuals in the population mate at random. In this
section, we relax that assumption and allow individuals to mate nonrandomly.
Nonrandom mating does not, by itself, cause evolution. Nonrandom mating can
nonetheless have profound indirect effects on evolution.

The most common type of nonrandom mating, and the kind we focus on
here, is inbreeding. Inbreeding is mating among genetic relatives. The effect
of inbreeding on the genetics of a population is to increase the frequency of ho-
mozygotes compared to what is expected under Hardy—Weinberg assumptions.

(@)  Each individual produces
offspring by selfing:
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To see how this happens, consider the most extreme example of inbreeding:
self-fertilization, or selfing. Imagine a population in Hardy—Weinberg equilib-
rium with alleles A; and A, at frequencies of 0.5 each. The frequency of A;A;
individuals is 0.25, that of A;A, individuals is 0.5, and that of A,A, individu-
als is 0.25 (Figure 7.34a). Imagine there are 1,000 individuals in the population:
250 A;Aq, 500 A;A,, and 250 A,A,. It all the individuals reproduce by selfing,
homozygous parents will produce all homozygous oftspring while heterozygous
parents will produce half homozygous and halt heterozygous oftspring. Among
1,000 oftspring in our population, there will be 375 A;A;, 250 A;A,, and 375
AyA,. If selfing continues for two more generations, then, among every 1,000
individuals in the final generation, there will be 468.75 homozygotes of each type
and 62.5 heterozygotes (Figure 7.34b). The frequency of heterozygotes has been
halved every generation, and the frequency of homozgyotes has increased.

Figure 7.34 Inbreeding alters
genotype frequencies

(a) This figure follows the geno-
type frequencies in an imaginary
population of 1,000 snails from
one generation’s adults (lower
left) to the next generation’s zy-
gotes (upper right). The frequen-
cies of both allele A; and A, are
0.5. The colored bars show the
number of individuals with each
genotype. Every individual repro-
duces by selfing. Homozygotes
produce homozygous offspring
and heterozygotes produce both
heterozygous and homozygous
offspring, so the frequency of
homozygotes goes up and the
frequency of heterozygotes goes
down. (b) These bar charts show
what will happen to the genotype
frequencies if this population
continues to self for two more
generations. The tan portions of
the bars show the decrease in
heterozygosity and the increase in
homozygosity due to inbreeding.

Inbreeding decreases the
frequency of heterozygotes and
increases the frequency of ho-
mozygotes compared to expec-
tations under Hardy—Weinberg
assumptions.
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Table 7.1 Changes in genotype frequency with selfing

The frequency of allele A; is p and the frequency of allele A4, is ¢q. Note that allele fre-
quencies do not change from generation to generation—only the genotype frequen-
cies. After Crow (1983).

Frequency of

Generation A A4 AA, A,A,
0 p2 2pq qZ
1 P+ (pa/2) Pq 9> + (pa/2)
2 P+ (3pg/4) pq/2 g> + (3pq/4)
3 7+ (7pa/8) pa/4 9> + (7pa/8)
4 p2 + (15pq/16) pq/8 q2 + (15pq/16)

Conclusion 2 of the Hardy—Weinberg analysis is violated when individuals
self: We cannot predict the genotype frequencies by multiplying the allele fre-
quencies. Note that in generation three, in Figure 7.34b, the allele frequencies
are still 0.5 for A; and 0.5 forA,. Yet the frequency of heterozygotes is far less
than 2(0.5)(0.5). Compared to Hardy—Weinberg expectations, there is a deficit
of heterozygotes and an excess of homozygotes. The general case under selfing is
shown algebraically in Table 7.1.

What about Hardy—Weinberg conclusion 1? Do the allele frequencies change
from generation to generation under inbreeding? They did not in our numerical
example. We can check the general case by calculating the frequency of allele A,
in the gene pool produced by the population shown in the last row of Table 7.1.
The frequency of allele A; in the gene pool is equal to the frequency of

15
AAy adults in the population <= P+ 1?) plus half the frequency of

1
A A, <= 2[195}) That gives

16 2

Now substitute (1 — p) for g to give p> + p(1 — p) = p. This is the same fre-
quency for allele A; that we started out with at the top of Table 7.1. Although
inbreeding does cause genotype frequencies to change from generation to gen-
eration, it does not cause allele frequencies to change. Inbreeding by itself, there-
fore, is not a mechanism of evolution. As we will see, however, inbreeding can
have important evolutionary consequences.

Empirical Research on Inbreeding

Because inbreeding can produce a large excess of homozygotes, Hardy—Wein-
berg analysis can be used to detect inbreeding in nature. As an example, we
consider research on California sea otters (Enhydra lutris). Sea otters (Figure 7.35)
were once abundant on the West Coast of North America from Alaska to Baja
California. They were nearly wiped out, however, by the fur trade in the 18th
and 19th centuries. At its lowest, the California otter population numbered fewer
than 50 individuals (Lidicker and McCollum 1997). The good news is that since
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Figure 7.35 A sea otter feed-
ing in a kelp bed near Mon-
terey, California

they were placed under protection in 1911, the California otters have been mak-
ing a comeback. By the end of the 20th century, there were some 1,500 of them.

Because of the bottleneck, the California otter population harbors less genetic
diversity than before the fur hunters arrived (Larson et al. 2002). William Lidicker
and F. C. McCollum (1997) investigated whether the reduced size and density of
the otter population also led to inbreeding.

Lidicker and McCollum determined the genotypes of a number of California
otters for each of 31 allozyme loci. One of them was the PAP locus (1-phenyl-
alanyl-1-proline peptidase), for which the otter population harbored two alleles:
S (for slow) and F (for fast). Among a sample of 33 otters, the number of indi-
viduals with each genotype were

S§§ SF FF
16 7 10
The sample of 33 otters includes 66 alleles. The frequencies of S and F are
S F
2(16) + 7 7 + 2(10)
—— =06 ——— =04
66 66

If the otter population were in Hardy—Weinberg equilibrium, the genotype
frequencies would be
SS SF FF
0.6)> = 0.36 2(0.6)(0.4) = 0.48 (0.4 = 0.16
Data revealing a deficit of
heterozygotes and an excess of
SS SF FF homozygotes may be evidence

16 7 10 of inbreeding.
— =048 —=0.212 — =0.303
33 33 33

There are more homozygotes and fewer heterozygotes than expected in a popu-
lation where individuals are mating at random. Lidicker and McCollum also

The actual frequencies, however, were



278 Part2 Mechanisms of Evolutionary Change

Table 7.2 Observed and expected number of heterozygotes for
California and Alaska sea otters

The numbers given here are means across 31 loci for 74 otters from California and 9
from Alaska. For each population, the observed number of individuals with a particu-
lar kind of genotype is compared to the number expected under Hardy—Weinberg
conditions of random mating and no mutation, selection, migration, or genetic drift.

California Alaska
Heterozygotes observed 4.6% 6.8%
Heterozygotes expected 7.2% 7.7%

Source: Lidicker and McCollum (1997).

determined the PAP genotypes of six sea otters from Alaska, where the popula-
tion experienced a less severe bottleneck. Their sample size was small, but the
Alaskan otters showed no evidence of missing heterozygotes (1 had genotype SS;
3 had SF; 2 had FF).

Table 7.2 gives the mean frequencies of heterozygotes across all 31 loci for all
the otters Lidicker and McCollum examined. The overall results are consistent
with the results for the PAP locus. The California otter population shows a sub-
stantial deficit of heterozygotes. This is consistent with inbreeding.

Strictly speaking, the excess of homozygotes shows only that one or more
of the Hardy—Weinberg assumptions are being violated in the otter population.
In principle, a deficit of heterozygotes could result from selection against them
and in favor of homozygotes. The appearance of a heterozygote deficit could
also arise if the California otters, which Lidicker and McCollum treated as a
single population, actually comprise two separate populations with difterent al-
lele frequencies. Lidicker and McCollum consider these alternative explanations,
however, and conclude that inbreeding is more plausible. They recommend that
recovering otter populations be monitored for evidence of inbreeding depres-
sion, a phenomenon we discuss later in this section.

General Analysis of Inbreeding

So far our treatment of inbreeding has been limited to self-fertilization and sibling
mating. But inbreeding can also occur as matings among more distant relatives,
such as cousins. Inbreeding that is less extreme than selfing produces the same ef-
fect as selfing—it increases the proportion of homozygotes—but at a slower rate.
For a general mathematical treatment of inbreeding, population geneticists use a
conceptual tool called the coefficient of inbreeding. This quantity is symbol-
ized by F, and is defined as the probability that the two alleles in an individual
are identical by descent (meaning that both alleles came from the same ancestor
allele in some previous generation). Computing Consequences 7.6 shows that in
an inbred population that otherwise obeys Hardy—Weinberg assumptions, the
genotype frequencies are

A A, A4, A4,
P — B +pF 2pg1l — F) ¢*(1 = F) + gF
The reader can verify these expressions by substituting the values F = 0, which

gives the original Hardy—Weinberg genotype ratios, and F = 0.5, which repre-
sents selfing and gives the ratios shown for generation 1 in Table 7.1.



Chapter 7 Mendelian Genetics in Populations Il: Migration, Drift, and Nonrandom Mating 279

mXE
o0

Here we add inbreeding to the Hardy—Weinberg analy-
sis. Imagine a population with two alleles at a single
locus: A; and A,, with frequencies p and q. We can cal-
culate the genotype frequencies in the next generation
by letting gametes find each other in the gene pool, as
we would for a random mating population. The twist
added by inbreeding is that the gene pool is not thor-
oughly mixed. Once we have picked an egg to watch,
for example, we can think of the sperm in the gene pool
as consisting of two fractions: a fraction (1 — F) car-
rying alleles that are not identical by descent to the one
in the egg, and the fraction F carrying alleles that are
identical by descent to the one in the egg (because they
were produced by relatives of the female that produced
the egg). The calculations of genotype frequencies are
as follows:

* A;A; homozygotes: There are two ways we might
witness the creation of an A;A4; homozygote. The
first way is that we pick an egg that is A; (an event
with probability p) and watch it get fertilized by a
sperm that is A, by chance, rather than by common
ancestry. The frequency of unrelated A; sperm in the
gene pool is p(1 — F), so the probability of getting a
homozygote by chance is

p X p(1 = F) =p*(1 = F)

The second way to get a homozygote is to pick an
egg that is A; (an event with probability p) and watch
it get fertilized by a sperm that is A; because of com-
mon ancestry (an event with probability F). The
probability of getting a homozygote this way is pF.
The probability of getting an A;A; homozygote by

COMPUTING CONSEQUENCES 7.6

Genotype frequencies in an inbred population

either the first way or the second way is the sum of
their individual probabilities:

p(1 = F) + pF

A A, heterozygotes: There are two ways we might
get an A; A, heterozygote. The first way is to pick an
egg that is A; (an event with probability p) and watch
it get fertilized by an unrelated sperm that is A,. The
frequency of A, unrelated sperm is ¢(1 — F), so the
probability of getting a heterozygote this first way is
pq(1 — F). The second way is to pick an egg that is
A, (probability: q) and watch it get fertilized by an
unrelated sperm that is A; [probability: p(1 — F)].
The probability of getting a heterozygote the second
way is gp(1 — F). The probability of getting a het-
erozygote by either the first way or the second way
is the sum of their individual probabilities:

pa(1 — F) + gp(1 — F) = 2pq(1 — F)

A,A, homozygotes: We can get an A,A, homo-
zygote either by picking an A, egg (probability: g)
and watching it get fertilized by an unrelated A,
sperm [probability: ¢(1 — F)], or by picking an A,
egg (probability: ¢) and watching it get fertilized
by a sperm that is A, because of common ancestry
(probability: F). The overall probability of getting an
A,A, homozygote is

(1 = F) + ¢F

The reader may wish to verify that the genotype fre-
quencies sum to 1.

The same logic applies when many alleles are present in the gene pool. Then,

the frequency of any homozygote A;A; is given by
pi(1 = F) + pF
and the frequency of any heterozygote A4;4; is given by

Zp@( 1 — F)

where p; is the frequency of allele A; and p; is the frequency of allele A;.
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The last expression states that the fraction of individuals in a population that
are heterozygotes (that is, the population’s heterozygosity) is proportional to
(1 — F). If we compare the heterozygosity of an inbred population, Hj, with
that of a random mating population, H,, then the relationship will be

Hp = Hy(1 — F)

Anytime F is greater than 0, the frequency of heterozygotes is lower in an inbred
population than it is in a random mating population.

Computing F

To measure the degree of inbreeding in actual populations, we need a way to
calculate F. Doing this directly requires a pedigree—a diagram showing the ge-
nealogical relationships of individuals. Figure 7.36a shows a pedigree leading to
a focal female who is the daughter of half-siblings. She is inbred because her
parents share a common ancestor in her grandmother. For the focal female to
have gene copies that are identical by descent, the following would have to have
happened (reading clockwise from the focal female): The female’s mother passed
to her, via the egg, a copy of the same gene copy the mother received from the
grandmother (an event with probability %), the father received from the grand-
mother a copy of the same gene copy the mother received from the grandmother
(probability 3); the focal female received from her father, via the sperm, a copy
of the same gene copy the father received from the grandmother (probability 5).
F is the probability of all three events happening together, or (3)* = &. Figure
7.36b shows that for an offspring of full sibs, there are two loops passing through a

. . . . . . 1
common ancestor, each with three internal links. F in this case is thus g + § = 7.
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Inbreeding Depression

Although inbreeding does not directly change allele frequencies, it can still affect
evolution. Among the most important consequences of inbreeding for evolution
is inbreeding depression (see Charlesworth and Willis 2009).

Inbreeding depression usually results from the exposure of deleterious reces-
sive alleles to selection. To see how this works, consider the extreme case illus-
trated by loss-of-function mutations. These alleles are often recessive, because
a single wild-type allele can still generate enough functional protein, in most
instances, to produce a normal phenotype. Even though they may have no fitness
consequences at all in heterozygotes, loss-of-function mutations can be lethal in
homozygotes. By increasing the proportion of individuals in a population that

Figure 7.36 Calculating F
from a pedigree Squares
represent males; circles represent
females; gray arrows represent
transmission of gene copies via
gametes; orange arrows show
links through which gene copies
must pass for the focal individual
to have two copies identical by
descent from a common ances-
tor. After Hartl (1981) and Felsen
stein (2011).

Inbreeding may lead to reduced
mean fitness if it generates off-
spring homozygous for deleteri-
ous alleles.
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are homozygotes, inbreeding increases the frequency with which deleterious re-
cessives affect phenotypes. Inbreeding depression refers to the effect these alleles
have on the average fitness of oftspring in the population.

Studies on humans have shown that inbreeding does, in fact, expose deleteri-
ous recessive alleles, and data from numerous studies consistently show that chil-
dren of first cousins have higher mortality rates than children of unrelated parents
(Figure 7.37). Strong inbreeding depression has also been frequently observed in
captive populations of animals (for example, Hill 1974; Ralls et al. 1979).

Perhaps the most powerful studies of inbreeding depression in natural popula-
tions concern flowering plants, in which the inbreeding can be studied experi-
mentally. In many angiosperms, selfed and outcrossed offspring can be produced
from the same parent through hand pollination. In experiments like these, in-
breeding depression can be defined as

where w, and w, are the fitnesses of selfed and outcrossed progeny, respectively.
This definition makes levels of inbreeding depression comparable across species.
Three patterns are starting to emerge from experimental studies.

First, inbreeding effects are often easiest to detect when plants undergo some
sort of environmental stress. For example, when Michele Dudash (1990) com-
pared the growth and reproduction of selfed and outcrossed rose pinks (Sabatia
angularis), the plants showed some inbreeding depression when grown in the
greenhouse or garden, but their performance diverged more strongly when they
were planted in the field. Lorne Wolfe (1993) got a similar result with a waterleaf
(Hydrophyllum appendiculatum): Selfed and outcrossed individuals had equal fitness
when grown alone, but differed significantly when grown under competition.
And in the common annual called jewelweed (Impatiens capensis), McCall et al.
(1994) observed the strongest inbreeding eftects on survival when an unplanned
insect outbreak occurred during the course of their experiment.

Second, inbreeding eftects are more likely to show up later in the life cycle
(Figure 7.38, next page)—not, for example, during the germination or seedling
stage. Why? Wolfe (1993) suggests that maternal effects—specifically, the seed
mother’s influence on offspring phenotype through provisioning of seeds—can
mask the influence of deleterious recessives until later in the life cycle.

Figure 7.37
pression in humans
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Inbreeding de-

Each dot

represents childhood mortality
rates for a human population.
The horizontal axis represents
mortality rates for children of
unrelated parents; the vertical
axis represents mortality rates
for children of first cousins. The
gray line shows where the points
would fall if mortality rates for
the two kinds of children were
equal. Plotted from data in Bittles
and Neel (1994).
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Third, inbreeding depression varies among family lineages. Michele Dudash
and colleagues (1997) compared the growth and reproductive performance of
inbred versus outcrossed individuals from each of several families in two an-
nual populations of the herb Mimulus guttatus. Some families showed inbreeding
depression; others showed no discernible effect of type of mating; still others
showed improved performance under inbreeding.

Inbreeding depression has been documented in natural populations of animals
as well. Long-term studies in two separate populations of a bird called the great
tit (Parus major) have shown that inbreeding depression can have strong eftects
on reproductive success. When Paul Greenwood and coworkers (1978) defined
inbred matings as those between first cousins or more closely related individuals,
they found that the survival of inbred nestlings was much lower than that of out-
bred individuals. Similarly, A. J. van Noordwijk and W. Scharloo (1981) showed
that in an island population of tits, there is a strong relationship between the
level of inbreeding in a pair and the number of eggs in a clutch that fail to hatch
(Figure 7.39). More recently, Keller et al. (1994) found that outbred individuals
in a population of song sparrows in British Columbia, Canada, were much more
likely than inbred individuals to survive a severe winter.

Given the theory and data we have reviewed on inbreeding depression, it
is not surprising that animals and plants have evolved mechanisms to avoid it.
Mechanisms of inbreeding avoidance include mate choice, genetically controlled
self-incompatibility, and dispersal. But under some circumstances, inbreeding
may be unavoidable. In small populations, for example, the number of potential
mates for any particular individual is limited. If a population is small and remains
small for many generations, and if the population receives no migrants from other
populations, then eventually all the individuals in the population will be related
to each other even if mating is random. Thus small populations eventually be-
come inbred, and the individuals in them may suffer inbreeding depression. This
can be a problem for rare and endangered species, and it creates a challenge for
the managers of captive breeding programs, as we describe in Section 7.5.

In summary, nonrandom mating does not, by itself; alter allele frequencies. It
is not, therefore, a mechanism of evolution. Nonrandom mating does, however,

Figure 7.38 Inbreeding
depression in flowering
plants increases as individuals
age These data are for water-
leaf, a biennial. The open bars
show data from the first year of
growth; the filled bars indicate
traits expressed in the second
year (when the plants mature,
flower, and die). Inbreeding
depression is much more pro-
nounced in the second year than
the first. Redrawn from Wolfe
(1993).
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Figure 7.39 Inbreeding in-

creases egg failure in great tits
From van Noordwijk and Scharloo
(1981).
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alter the frequencies of genotypes. It can thereby change the distribution of phe-
notypes in a population and alter the pattern of natural selection and the evo-
lution of the population. For example, inbreeding increases the frequency of
homozygotes and decreases the frequency of heterozygotes. This can expose del-
eterious recessive alleles to selection, leading to inbreeding depression.

7.5 Conservation Genetics of the Florida
Panther

We opened this chapter with the case of the Florida panther, a once abundant
big cat that in the mid-1990s appeared to be destined for extinction. Like a great
many other vulnerable and endangered species, the panther’s worst enemies are
humans with plows, bulldozers, and guns. Yet habitat loss and hunting are not
the panther’s only problem.

The cat was placed under the protection of the State of Florida in 1958 and
listed as endangered by the federal government in 1967 (Pimm et al. 2006). In
the 1980s, after a time during which the panther was thought to be extinct, gov-
ernment and citizen groups sought to aid the panther’s recovery by protecting
additional habitat, changing the way its prey are managed, and building high-
way underpasses to reduce road deaths (Culver et al. 2008; Johnson et al. 2010).

Nonetheless, the panther’s population size hovered at less than three dozen from
the mid-1989s to the mid-1990s. Something else was now threatening the sur-
vival of the Florida panther, but what?

Our discussion of migration, genetic drift, and nonrandom mating has given
us the tools to understand the likely answer. Human activity did two things to
the panther. First, it directly reduced the size of the cat’s population. Second, it
isolated the cat from other puma populations that it is closely related to—and that
it once interbred with.

A small population with little or no gene flow is precisely the place where
genetic drift is most influential. And genetic drift results in random fixation and
declining heterozygosity. If some of the alleles that become fixed are deleterious
recessives, then the average fitness of individuals will be reduced. A reduction in
fitness due to genetic drift is reminiscent of inbreeding depression. In fact, it is
inbreeding depression. Reduced heterozygosity due to drift and increased homo-
zygosity due to inbreeding are two sides of the same coin. In a small population
all individuals are related, and there is no choice but to mate with kin.

Michael Lynch and Wilfried Gabriel (1990) have proposed that an accumula-
tion of deleterious recessives (a phenomenon known as genetic load) can lead to
the extinction of small populations. They noted that when exposure of deleteri-
ous mutations produces a reduction in population size, the effectiveness of drift
is increased. The speed and proportion of deleterious mutations going to fixation
subsequently increases, which further decreases population size. Lynch and Ga-
briel termed this synergistic interaction between mutation, population size, and
drift a “mutational meltdown.”

The Florida panther appeared to be trapped in just such a scenario. As the A loss of allelic diversity under
population dwindled, the cats began to display conditions we mentioned in the  genetic drift appears to have
introduction—heart defects, low sperm counts, and susceptibility to infection—  caused inbreeding depression in
that looked like symptoms of inbreeding depression. This inbreeding depression  Florida panthers.
reduced individual reproductive success and caused the remnant population to
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continue its decline. The continued decline in population size led to even more
drift, which led to worse inbreeding depression, and so on. The cats had fallen
into an “extinction vortex” (see Soulé and Mills 1998).

To test this hypothesis, Carlos Driscoll and colleagues (2002) assessed the ge-
netic diversity of Florida panthers relative to other puma populations and other
species of cats at several difterent kinds of loci. Figure 7.40 shows a typical result.
Florida panthers have substantially lower heterozygosity than other populations
or species of cat.

Philip Hedrick and colleagues (Culver et al. 2008) compared the genetic varia-
tion of present-day Florida panthers to that of museum specimens collected in
the 1890s. Although their sample sizes were small, their results were consistent
with Driscoll’s. Present-day panthers have microsatellite heterozygosities roughly
a third of those shown by museum specimens.

Hedrick and colleagues solved Sewall Wright’s equation for the decline in
heterozygosity across generations for N,, plugged in the heterozygosities from
1890 and today along with generation times ranging from 4 to 6 years, and cal-
culated how small the effective population size must be to reduce heterozygosity
by two-thirds over the course of a century. The answer was fewer than 10. If the
bottleneck in the Florida panther’s population size was shorter and more recent,
the breeding population may at one point have consisted of just two individuals.

In sum, consistent with the extinction vortex hypothesis, the Florida panther is
genetically depauperate compared to both its own ancestral population and other
present-day populations.

The final test of the extinction vortex hypothesis was to use it to develop a
conservation strategy. If the problem for the Florida panther is reduced genetic
diversity, then the solution is gene flow. Migrants from other populations should
bring with them the alleles that have been lost in Florida. Reintroduction of these
lost alleles should reverse the eftects of drift and eliminate inbreeding depression.
Natural migration of panthers into Florida ceased long ago. But in 1995, manag-
ers trapped eight Texas pumas and released them in southern Florida.
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The plan seems to be working. Warren Johnson and colleagues (2010) report
that the Texas and Florida panthers are interbreeding, and that heterozygosity is
rising (Figure 7.41a). John Benson and colleagues (2011) report that higher het-
erozygosity has led to improved survival (Figure 7.41b). And the population has
risen to over 100 cats. The Florida panther is not completely back in the woods
yet, but its chances of avoiding extinction have improved.

In this chapter and the previous one, we have traveled a great distance by
analyzing evolution at one locus at a time. In the next chapter, we will begin to
consider two or more loci at once.

Average heterozygosity
at microsatellite loci
0 02 04 06 038

Lions
Cheetahs

Domestic cats

Idaho pumas I:]
pumas
FL panthers D

Figure 7.40 Genetic variation
in Florida panthers relative to
other puma populations and
other cats Drawn from data in
Driscoll et al. (2002).

Figure 7.41 Genetic restora-
tion of the Florida panther

(a) Heterozygosity has increased
since the introduction of Texas
pumas. (b) So, as a result, has sur-
vival. From Johnson et al. (2010)
and Benson et al. (2011).

(a) From Johnson, W. E., Onorato, D. P., et al.
2010. “Genetic restoration of the Florida pan-
ther.” Science 329: 1641-1645. Reprinted with
permission from AAAS.

Arranged migration of panthers
from Texas to Florida appears
to be replenishing the allelic
diversity of the Florida popula-
tion and alleviating inbreeding
depression.
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SUMMARY

Among the important implications of the Hardy—
Weinberg equilibrium principle is that natural selection
is not the only mechanism of evolution. In this chap-
ter, we examined violations of three assumptions of the
Hardy—Weinberg analysis first introduced in Chapter 6
and considered their eftects on allele and genotype fre-
quencies.

Migration, in its evolutionary meaning, is the move-
ment of alleles from one population to another. When
allele frequencies are different in the source popula-
tion than in the recipient population, migration causes
the recipient population to evolve. As a mechanism of
evolution, migration tends to homogenize allele fre-
quencies across populations. In doing so, it may tend to
eliminate adaptive differences between populations that
have been produced by natural selection.

Genetic drift is evolution that occurs due to sampling
error in the production of a finite number of zygotes
from a gene pool. Just by chance, allele frequencies
change from one generation to the next. Genetic drift is
more dramatic in smaller populations than in large ones.
Over many generations, drift results in an inexorable
loss of genetic diversity. If some of the alleles that be-
come fixed are deleterious recessives, genetic drift can

result in a reduction in the fitness of individuals in the
population.

The neutral theory of molecular evolution suggests
that genetic drift is the most important mechanism of
evolution at the level of DNA sequences. The neutral
theory explains the clocklike evolution observed in
some genes and serves as a null hypothesis for detecting
the action of positive natural selection.

Nonrandom mating does not directly change allele
frequencies and is thus not, strictly speaking, a mecha-
nism of evolution. However, nonrandom mating does
influence genotype frequencies. For example, inbred
populations have more homozygotes and fewer het-
erozygotes than otherwise comparable populations in
which mating is random. An increase in homozygosity
often exposes deleterious recessive alleles and results in
a reduction in fitness known as inbreeding depression.

As illustrated by the Florida panther, the phenom-
ena discussed in this chapter find practical application
in conservation eftorts. Drift can rob small remnant
populations of genetic diversity, resulting in inbreed-
ing depression and greater risk of extinction. Migration
can sometimes restore lost genetic diversity, improving
a population’s chances for long-term survival.

QUESTIONS

1. Conservation managers often try to purchase corri-
dors of undeveloped habitat so that larger preserves
are linked into networks. Why? What genetic goals
do you think the conservation managers are aiming
to accomplish?

2. The graph in Figure 7.42 shows Fgp, a measure of
genetic differentiation between populations as a
function of geographic distance. The data are from
human populations in Europe. Genetic difterentia-
tion has been calculated based on loci on the au-
tosomes (inherited from both parents), the mito-
chondrial chromosome (inherited only from the
mother), and the Y chromosome (inherited only
from the father). Note that the patterns are different
for the three different kinds of loci. Keep in mind
that migration tends to homogenize allele frequen-
cies across populations. Develop a hypothesis to ex-
plain why allele frequencies are more homogenized
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Figure 7.42 Genetic distance between human popula-
tions as a function of geographic distance Colors indi-
cate that genetic distance (Fsr) has been calculated based on

three different kinds of loci. From Seielstad et al. (1998).

Reprinted by permission from Macmillan Publishers Ltd: Seielstad, M. T., E. Minch, and
L. L. Cavalli-Sforza. 1998. Genetic evidence for a higher female migration rate in humans.
Nature Genetics 20: 278-280.
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across populations for autosomal and mitochondrial

loci than for Y-chromosome loci. Then go to the

library and look up the following paper, to see if
your hypothesis is similar to the one favored by the
biologists who prepared the graph:

Seielstad, M. T., E. Minch, and L. L. Cavalli-Sfor-
za. 1998. Genetic evidence for . . . in humans.
Nature Genetics 20: 278-280. [Part of title deleted
to encourage readers to develop their own hy-
potheses. |

Consider three facts: (i) Loss of heterozygosity may
be especially detrimental at MHC loci, because
allelic variability at these loci enhances disease re-
sistance; (i) Microsatellite loci show that the gray
wolves on Isle Royale, Michigan, are highly in-
bred (Wayne et al. 1991); (i) This wolf popula-
tion crashed during an outbreak of canine parvo-
virus during the 1980s. How might these facts be
linked? What other hypotheses could explain the
data? How could you test your ideas?

If you were a manager charged with conserving
the collared lizards of the Ozarks, one of your tasks
might be to reintroduce the lizards into glades in
which they have gone extinct. When reintroducing
lizards to a glade, you will have a choice between
using only individuals from a single extant glade
population or from several extant glade populations.
What would be the evolutionary consequences of
each choice, for both the donor and recipient pop-
ulations? Which strategy will you follow, and why?

Bodmer and McKie (1995) review several cases,
similar to achromatopsia in the Pingelapese, in
which genetic diseases occur at unusually high
frequency in populations that are, or once were,
relatively isolated. An enzyme deficiency called
hereditary tyrosinemia, for example, occurs at an
unusually high rate in the Chicoutimi region north
of Quebec City in Canada. A condition called por-
phyria is unusually common in South Africans of
Dutch descent. Why are genetic diseases so com-
mon in isolated populations? What else do these
populations all have in common?

Remote oceanic islands are famous for their en-
demic species—unique forms that occur nowhere
else (see Quammen 1996 for a gripping and highly
readable account). Consider the roles of migration
and genetic drift in the establishment of new species
on remote islands.

a. How do plant and animal species become es-

7.

8.

9.

10.

11.

12.

tablished on remote islands? Do you think is-
land endemics are more likely to evolve in some
groups of plants and animals than others?

b. Consider a new population that has just arrived

at a remote island. Is the population likely to
be large or small? Will founder effects, genetic
drift, and additional waves of migration from the
mainland play a relatively large or a small role
in the evolution of the new island population
(compared to a similar population on an island
closer to the mainland)? Do your answers help
explain why unusual endemic species are more
common on remote islands than on islands close
to the mainland?
By using the start codon AUG as a guidepost, re-
searchers can determine whether substitutions in
pseudogenes correspond to silent changes or re-
placement changes. In contrast to most other loci,
the rate of silent and replacement changes is identi-
cal in pseudogenes. Explain this observation in light
of the neutral theory of evolution.
When researchers compare a gene in closely related
species, why is it logical to infer that positive natu-
ral selection has taken place if replacement substitu-
tions outnumber silent substitutions?
‘What is codon bias? Why is the observation of non-
random codon use evidence that certain codons
might be favored by natural selection? If you were
given a series of gene sequences from the human
genome, how would you determine whether co-
don usage is random or nonrandom?
Sequences are now available for both the human
and the chimpanzee genomes. Outline how you
would analyze homologous genes in the two spe-
cies to determine which of the observed sequence
difterences result from drift and which result from
selection.
Recall that the fourth chromosome of Drosophila
melanogaster does not recombine during meiosis.
The lack of genetic polymorphism on this chromo-
some has been interpreted as the product of a selec-
tive sweep. If the fourth chromosome had normal
rates of recombination, would you expect the level
of polymorphism to be different? Why?
As we have seen, inbreeding can reduce offspring
fitness by exposing deleterious recessive alleles.
However, some animal breeders practice genera-
tions of careful inbreeding within a family, or “line
breeding,” and surprisingly many of the line-bred
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animals, from champion dogs to prize cows, have
normal health and fertility. How can it be pos-
sible to continue inbreeding for many generations
without experiencing inbreeding depression due to
recessive alleles? (Hint: Consider some of the dif-
ferences between animal breeders and natural selec-
tion in the wild.) Generally, if a small population
continues to inbreed for many generations, what
will happen to the frequency of the deleterious re-
cessive alleles over time?

In the mid-1980s, conservation biologists reluc-
tantly recommended that zoos should not try to
preserve captive populations of all the endangered
species of large cats. For example, some biologists
recommended ceasing efforts to breed the ex-
tremely rare Asian lion, the beautiful species seen
in Chinese artwork. In place of the Asian lion, the
biologists recommended increasing the captive
populations of other endangered cats, such as the
Siberian tiger and Amur leopard. By reducing the
number of species kept in captivity, the biologists

14.

hoped to increase the captive population size of
each species to several hundred, preferably at least
500. Why did the conservation biologists think that
this was so important as to be worth the risk of los-
ing the Asian lion forever?
In this chapter we saw that in many cases, gene fre-
quencies in small populations change at difterent
rates than in large populations. As a review, state
how the following processes tend to vary in speed
and effects in small versus large populations. (As-
sume the typical relationship of population size and
generation time.)

Selection

Migration

Genetic drift

Inbreeding

New mutations per individual

New mutations per generation in the whole pop-

ulation

Substitution of a new mutation for an old allele

Fixation of a new mutation

EXPLORING THE LITERATURE

For a paper that explores migration as a homogeniz-
er of allele frequencies among human populations,
see:

Parra, E. J., A. Marcini, et al. 1998. Estimating African-American ad-
mixture proportions by use of population-specific alleles. American
Journal of Human Genetics 63: 1839—1851.

For genetic analysis of a long-isolated human population

with low genetic diversity, see:

Goémez-Pérez, L., M. A. Alfonso-Sanchez, et al. 2011. Alu polymor-
phisms in the Waorani tribe from the Ecuadorian Amazon reflect the
effects of isolation and genetic drift. American_Journal of Human Biology
23:790-795.

Human genome sequences are being examined

with a variety of new techniques to assess the role

of positive natural selection in recent human evolu-
tion. For a start on this literature, see:

Voight, B. F., S. Kudaravalli, et al. 2006. A map of recent positive
selection in the human genome. PLoS Biology 4 (3): €72.

For another example like the research on collared

lizards by Templeton and colleagues (1990), in

which biologists took advantage of a natural experi-
ment to test predictions about the effect of genetic
drift on genetic diversity, see:

Eldridge, M. D. B., J. M. King, et al. 1999. Unprecedented low levels
of genetic variation and inbreeding depression in an island population
of the black-footed rock-wallaby. Conservation Biology 13: 531-541.

18. We mentioned in Section 7.4 that inbreeding de-

19

pression is a concern for biologists trying to con-
serve endangered organisms with small population
sizes. Inbreeding depression turns out to vary among
environments and among families. In addition, new
genetic techniques are enabling more precise mea-
sures of inbreeding in wild populations that have
unknown genealogies. For more information, see:

Spielman, D., B. W. Brook, and R. Frankham. 2004. Most species are

not driven to extinction before genetic factors impact them. Proceed-
ings of the National Academy of Sciences, USA 101 (42): 15261-15264.

Hedrick, P. W., and S. T. Kalinowski. 2000. Inbreeding depression in
conservation biology. Annual Review of Ecology, Evolution, and System-
atics 31: 139-162.

Liberg, O., H. Andren, et al. 2005. Severe inbreeding depression in a
wild wolf (Canis lupus) population. Biology Letters 1: 17-20.

An essential step of any conservation program is to

determine the minimum population size necessary

to make the extinction of a species unlikely over the

long term. The following papers explore this ques-

tion:

Lande, R. 1995. Mutation and conservation. Conservation Biology 9:
782-791.

Lynch, M. 1996. A quantitative genetic perspective on conservation
issues. In Conservation Genetics: Case Histories from Nature, ed. J. C.
Avise and J. Hamrick. New York: Chapman and Hall, 471-501.
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20. For another story of genetic rescue, and a realistic
view of long-term prospects, see:

Bouzat, J. L., J. A. Johnson, et al. 2009. Beyond the beneficial eftects
of translocations as an effective tool for the genetic restoration of

isolated populations. Conservation Genetics 10: 191-201.

21

Cheetahs have long been cited as a classic example
of a species whose low genetic diversity put it at
increased risk of extinction. Other researchers have
debated the validity of this view. For a start on the
literature, see:

Menotti-Raymond, M., and S. J. O’Brien. 1993. Dating the genetic
bottleneck of the African cheetah. Proceedings of the National Academy
of Sciences, USA 90: 3172-3176.

Merola, M. 1994. A reassessment of homozygosity and the case for
inbreeding depression in the cheetah, Acinonyx jubatus: Implications
for conservation. Conservation Biology 8: 961-971.

22. For an intriguing hypothesis about how genetic
drift might lead to the evolution of fundamental
differences in the molecular machinery of different
kinds of organisms, see:

Fernindez, A., and M. Lynch. 2011. Non-adaptive origins of interac-
tome complexity. Nature 474: 502-505.

23. In animals, the rate of sequence change appears to
vary as a function of metabolic rate as well as gen-

eration time. Gillooly and colleagues have recently

attempted to unify these data with the original clas-
sic neutral model of evolution. According to their
model, the molecular clock ticks at one substitution
“per unit of mass-specific metabolic energy” rather
than per unit time. Here is Gillooly’s paper, along
with two of the original papers that raised the issue
of metabolic rate:

Gillooly, J. F., A. P. Allen, et al. 2005. The rate of DNA evolution: Ef-

fects of body size and temperature on the molecular clock. Proceedings
of the National Academy of Sciences, USA 102: 140-145.

Martin, A. P., G. J. P. Naylor, and S. R. Palumbi. 1992. Rates of mi-
tochondrial DNA evolution in sharks are slow compared with mam-
mals. Nature 357: 153—155.

Martin, A. P., and S. R. Palumbi. 1993. Body size, metabolic rate,
generation time, and the molecular clock. Proceedings of the National
Academy of Sciences, USA 90: 4087-4091.

24. For evidence that languages experience founder
effects analogous to those seen in gene pools, read:
Atkinson, Q. D. 2011. Phonemic diversity supports a serial founder ef-

fect model of language expansion from Africa. Science 332: 346—349.

25. For a test of the neutral theory’s prediction that the

rate of evolution is equal to the mutation rate, see:

Sanjuidm. R. 2012. From molecular genetics to phylodynamics: Evo-
lutionary relevance of mutation rates across viruses. PLoS Pathogens
8: ¢1002685.
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Evolution at Multiple Loci:
Linkage and Sex

except for mutations, clones of their mother. A variety of evidence sug-

gests that a common ancestor of the bdelloids gave up sex tens of millions

of years ago (Mark Welch et al. 2009; Schurko et al. 2009; Birky 2010). The
bdelloids have since diversified into more than 450 female-only species.

Reproducing asexually ought to leave bdelloids vulnerable to pathogens (see

Lively 2010). If a pathogen evolves the ability to infect one rotifer, it can also

infect that individual’s kin. And, indeed, bdelloids suffer lethal infections by

specialist fungi (Wilson and Sherman 2010). The photo above shows a rotifer

(Habrotrocha elusa) that, after accidentally swallowing spores of one such fungus

(Rotiferophthora angustispora), is being digested from the inside. Fungal filaments

B delloid rotifers reproduce without sex. Females make daughters that are,

are now breaking through the rotifer’s skin to release a new generation of spores.

The bdelloids, however, have a means of escape. As shown in the graph at
right, their resistance to dessication far exceeds that of their enemies. Christopher
Wilson and Paul Sherman (2010) inoculated rotifer cultures with fungus, waited
three days, then dried them. When dried, bdelloids enter a state of suspended ani-
mation called anhydrobiosis. The longer Wilson and Sherman waited to revive
the rotifers with water, the fewer viable fungi remained.

Killer fungi (above) threaten bdel-
loid rotifers (inset). Superior des-
sication resistance lets the rotifers
escape (below)—and, perhaps,
forgo sex. Photos by K. Loeffler,
K. T. Hodge, and C. Wilson; D.

H. Zanette. Graph redrawn from
Wilson and Sherman (2010).

From “Anciently asexual bdelloid rotifers escape
lethal fungal parasites by drying up and blowing
away.” Science 327: 574-576. Reprinted with
permission from AAAS.

Proportion of rotifer populations
killed by fungus
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Desiccated rotifers are tiny and light, and readily disperse by wind. Wilson and
Sherman suggest that by drying up and blowing away, bdelloids in nature can
temporarily escape their fungal killers. By achieving a defense their pathogens
have not been able to match, the bdelloids appear to have won an arms race.

Many other hosts are not so lucky. Instead, they and their pathogens experi-
ence perpetual cycles of evolving defense and offense. This, in turn, may help
explain why so few other organisms have joined the bdelloids in totally eschew-
ing sex. The connection between host—pathogen arms races and sex is, to say
the least, not immediately apparent. It becomes clear from consideration of the
consequences of sex at the level of genes in populations.

Earlier we introduced basic population genetics, built on the Hardy—Weinberg
equilibrium principle (Chapters 6 and 7). The models we discussed are elegant
and powerful. As with many theories, however, basic population genetics buys its
elegance at the price of simplification. The models we used track allele frequen-
cies at just one locus at a time. We were thus able to consider only the evolution
of traits that are (or appear to be) controlled by a single gene. The genomes of real
organisms, of course, contain hundreds or thousands of loci. And many traits are
determined by the combined influence of numerous genes. Among such traits are
the ability to infect a host, or to defend oneself against infection.

In Chapter 8, we take our models of the mechanics of evolution closer to real
organisms by considering two or more loci simultaneously. Our first step in that
direction, the subject of Section 8.1, is an extension of the Hardy—Weinberg
analysis that follows two loci at a time. The two-locus model will tell us when we
can use the single-locus models developed in earlier chapters to make predictions
and when we must take into account the confounding influence of selection at
other loci.

Our discussion of the two-locus version of Hardy—Weinberg analysis, which
introduces terms like linkage disequilibrium, may at first seem dauntingly abstract.
But effort invested in understanding it will produce two surprising payoffs. These
are the subjects of Sections 8.2 and 8.3. First, the two-locus model provides
tools we can use to reconstruct the history of genes and populations. We use
these tools to address, among other issues, an unresolved question from our ear-
lier discussions (in Chapters 1, 5, and 6) of CCR5-A32, the allele that protects
against HIV: Where did the A32 allele come from, and why does it occur only
in Europe? Second, the two-locus model provides insight into the adaptive sig-
nificance of sexual reproduction.

8.1 Evolution at Two Loci: Linkage
Equilibrium and Linkage Disequilibrium

In this section, we expand the one-locus version of Hardy—Weinberg analysis to
consider two loci simultaneously. In principle, we could focus on any pair of loci
in an organism’s genome. Our discussion will be easier to understand, however, if
we focus on a pair of loci located sufficiently close together on the same chromo-
some that crossing over between them is rare. That is, we consider two loci that
are physically linked (Figure 8.1). We will imagine that locus A has two alleles, 4 g Locus B—can have allele B or b
and a, and that locus B has two alleles, B and b.

In the single-locus version of Hardy—Weinberg analysis, we were concerned

M lLocus A—can have allele A or a

Figure 8.1 Linked loci

primarily with tracking allele frequencies. In the two-locus version, we are
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concerned with tracking both allele frequencies and chromosome frequencies.
Note that the assumptions we made in the previous paragraph allow four difter-
ent chromosome genotypes: AB, Ab, aB, and ab. The multilocus genotype of a
chromosome or gamete is sometimes referred to as its haplotype (a term that
comes from the contraction of haploid genotype).

Our main goal is to determine whether selection at the A locus will interfere
with our ability to use the models of earlier chapters to make predictions about
evolution at the B locus. The answer is: sometimes—depending on whether the
loci are in linkage equilibrium or linkage disequilibrium. We will define linkage
equilibrium and linkage disequilibrium shortly.

A Numerical Example

A numerical example illustrates key concepts and helps us define terms. Figure
8.2 shows two hypothetical populations, each with a gene pool containing 25
chromosomes. In studying the genetic structure of these populations, the first
thing we might do is calculate allele frequencies. In population 1, for example,
15 of the 25 chromosomes carry allele A at locus A. Thus the frequency of A is
22 = 0.6. The same is true for population 2. In fact, the allele frequencies at both
loci are identical in the two populations. If we were studying locus A only, or
locus B only, we would conclude that the two populations are identical.

But the populations are not identical. This we discover when we calculate the
chromosome frequencies. In population 1, for example, 12 of the 25 chromo-
somes carry haplotype AB, giving this haplotype a frequency of 0.48. In popula-
tion 2, on the other hand, the frequency of AB chromosomes is 11 of 25, or 0.44.
This is the first lesson of two-locus Hardy—Weinberg analysis: Populations can
have identical allele frequencies but different chromosome frequencies.

(a) Population 1 is in linkage equilibrium
Frequency calculations
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Chromosome AB: 12 + 25 = 0.48
Ab: 3+25=0.12
aB: 8+25=0.32
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(b) Population 2 is in linkage disequilibrium
Frequency calculations
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When we use population genet-
ics models to analyze evolution
at a particular locus, do we
need to worry about the effects
of selection at other loci? Only
if the locus of interest and the
other loci are in linkage disequi-
librium.

Figure 8.2 Populations with
identical allele frequencies,
but different chromosome
frequencies (a) In population 1
the frequency of allele B among
A-bearing chromosomes (12 of
15, or 0.8) is the same as it is
among a-bearing chromosomes
(8 of 10, or 0.8). (b) In population
2 the frequencies of B among
A-bearing versus a-bearing chro-
mosomes are different (11 of 15,
or 0.73, versus 9 or 10, or 0.9).
Population 2 is said to be in link-
age disequilibrium.
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Another way to see the difference between the populations in Figure 8.2 is to
calculate the frequency of allele B on chromosomes carrying allele A versus chro-
mosomes carrying allele a. In population 1 there are 15 chromosomes carrying A,
12 of which carry B. The frequency of B on A chromosomes is thus {2 = 0.8. In
the same population there are 10 chromosomes carrying a, 8 of which carry B.
The frequency of B on a chromosomes is thus .5 = 0.8. In population 1, then,
the frequency of B is the same on chromosomes carrying A as it is on chromo-
somes carrying a. The same is not true for the population 2. There, the frequency
of Bis 0.73 on A chromosomes, but 0.9 on a chromosomes.

(a) Population 1 is in linkage equilibrium

A-bearing a-bearing
chromosomes chromosomes Frequency calculations
£
2
g 0.2 4 B on A chromosomes:
] . - —
< % 0.4 4 g a8 B-bearing 12+15=0.8
= chromosomes B on a chromosomes:
C
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Frequency of A- vs. a-bearing chromosomes

(b) Population 2 is in linkage disequilibrium
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The bar graphs in Figure 8.3 provide a visual representation of the difference
between the populations. The widths of the two bars in each graph represent
the frequencies of A-bearing chromosomes versus a-bearing chromosomes. Note
that the combined widths of the two bars must equal 1, so if one bar gets wider,
the other must get narrower. The darkly shaded versus lightly shaded portion of
each bar represents the frequency of allele B versus allele b on the chromosomes
in question. The graphs show at a glance what we discovered earlier by calcula-
tion. In population 1 the frequency of B is the same on A chromosomes as on
a chromosomes—the same fraction is shaded in both bars. In population 2 the
frequency of B is lower on A chromosomes than on a chromosomes.

The differences we have identified between our populations may seem incon-
sequential. Imagine, however, that individuals with genotype AABB are resistant

Figure 8.3 A graphical repre-
sentation of populations with
identical allele frequencies but
different chromosome fre-
quencies These are the same
populations shown in Figure 8.2.
The width of each bar represents
the frequencies of A- versus
a-bearing chromosomes. The
shading of each bar represents
the frequencies of B- versus b-
bearing chromosomes.

To understand linkage disequi-
librium, it is helpful to recognize
that when we consider two
linked loci at once, popula-
tions can have identical allele
frequencies, but different
chromosome (that is, haplotype)
frequencies.
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The coefficient of linkage disequilibrium, symbolized
by D, is defined as

ZABLab — LAbLaB

where g5, 9> 945, and g,p are the frequencies of AB,
ab, Ab, and aB chromosomes.

To see why D is called the coefticient of linkage dis-
equilibrium, recall that when two loci are in linkage
equilibrium, the allele frequencies at one locus are in-
dependent of allele frequencies at the other locus. Let p
and g be the frequencies of A and a4, and let s and ¢ be
the frequencies of B and b. If a population is in linkage
equilibrium, then g 5 = ps, g4 = pt, ¢ag = g5, and

COMPUTING CONSEQUENCES 8.1

The coefficient of linkage disequilibrium

g4 = qt. And furthermore,
D = psqt — ptgs = 0

If, on the other hand, the population is in linkage
disequilibrium, then g4 # ps, g4y # pt, $up & 45»
and g, # qt. And D # 0.

The maximum value that D can assume is 0.25,
when AB and ab are the only chromosomes present and
each has a frequency of 0.5. The minimum value that
D can assume is —0.25, when Ab and aB are the only
chromosomes present and each is at a frequency of 0.5.
Thus calculating D is a useful way to quantify the de-
gree of linkage disequilibrium in a population.

to a lethal pathogen and all others are susceptible. Random sampling of gametes
from population 1’s gene pool will produce a higher frequency of resistant indi-
viduals than will random sampling from population 2’s gene pool. For this and
other reasons, the differences between the populations could matter after all.

Linkage Disequilibrium Defined

In population 1 in Figures 8.2 and 8.3, locus A and locus B are in linkage equilib-
rium. In population 2, the loci are in linkage disequilibrium. Two loci in a popu-
lation are in linkage equilibrium when the genotype of a chromosome at one
locus is independent of its genotype at the other locus. This means that knowing
the genotype of the chromosome at one locus is of no use at all in predicting the
genotype at the other. Two loci are in linkage disequilibrium when there is a
nonrandom association between a chromosome’s genotype at one locus and its
genotype at the other locus. If we know the genotype of a chromosome at one

locus, it provides a clue about the genotype at the other.

These definitions are rather abstract. More concretely, the following condi-
tions are true for a pair of loci if, and only if, they are in linkage equilibrium:

1. The frequency of B on chromosomes carrying allele A is equal to the fre-

quency of B on chromosomes carrying allele a.

2. The frequency of any chromosome haplotype can be calculated by multiplying
the frequencies of the constituent alleles. For example, the frequency of AB
chromosomes can be calculated by multiplying the frequency of allele A and

the frequency of allele B.

When genotypes at one locus
are independent of genotypes at
another locus, the two loci are
in linkage equilibrium. Other-
wise, the loci are in linkage
disequilibrium.

3. The quantity D, known as the coefficient of linkage disequilibrium, is equal to

zero. D is calculated as
JABLab — LAbLaB

where ¢.4p, 9up»> 941, and g,p are the frequencies of AB, ab, Ab, and aB chro-

mosomes (see Computing Consequences 8.1).
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Here we develop the two-locus version of the Hardy—
Weinberg equilibrium principle. We show that when
an ideal population is in linkage equilibrium, the chro-
mosome frequencies do not change across generations.

In the single-locus Hardy—Weinberg analysis intro-
duced in Chapter 6, we followed allele frequencies for a
complete turn of the life cycle, from the gene pool into
zygotes, then juveniles, then adults, and from adults
into the next generation’s gene pool. We use a similar
strategy here, except that we are tracking not allele fre-
quencies but chromosome frequencies. The chromo-
somes in our organisms contain two loci: the A locus,
with alleles A and g; and the B locus, with alleles B and
b. (We do not intend these symbols to necessarily imply
a dominant—recessive relationship between alleles. We
use them only because they make the equations easier
to read than alternative notations.) There are four kinds
of chromosomes: AB, Ab, aB, and ab.

Imagine an ideal population in whose gene pool
chromosomes AB, Ab, aB, and ab are present at fre-
quencies ¢ug, g, $ap> and g, respectively. If the
gametes in the gene pool combine at random to make
zygotes, among the possible zygote genotypes is AB/
AB. Its frequency will equal the probability that a ran-
domly chosen egg contains an AB chromosome multi-
plied by the probability that a randomly chosen sperm
contains an AB chromosome, or g, X ¢45. Another
possible zygote genotype is AB/Ab. Its frequency will
be 2 X gyp X g4, This expression contains a 2 be-

COMPUTING CONSEQUENCES

8.2

Hardy—Weinberg analysis for two loci

cause there are two ways to make an AB/Ab zygote: An
AB egg can be fertilized by an Ab sperm, or an Ab egg
can be fertilized by an AB sperm. Overall, there are 10
possible zygote genotypes. Their frequencies are

AB/AB Ab/Ab aB/aB ab/ab AB/Ab
8apgap  Zargar  Lapfan  Lablab  284BLAD
AB/aB AB/ab Ab/aB Ab/ab aB/ab
224p8:B  2¢4BSH  28418aB 28408y 2aBSab

If we allow these zygotes to grow to adulthood with-
out selection, then the genotype frequencies among the
adults will be the same as they are among the zygotes.

We have followed the chromosome frequencies from
gene pool to zygotes to juveniles to adults. We can now
calculate the chromosome frequencies in the next gen-
eration’s gene pool. Consider chromosome AB. Gam-
etes containing AB chromosomes can be produced by
5 of the 10 adult genotypes. The adults that can make
AB gametes, together with the allotment of AB gametes
they contribute to the new gene pool, are

AB gametes
Adult  contributed Notes
AB/AB  g4pgap
AB/Ab (5)(2¢4p2.41)
AB/aB (%)(2&43243)
AB/ab (1 — r)(%)(ZgABgah) r = recombination rate
Ab/aB (1) (%) (2¢.459.8) r = recombination rate

We have already established, by calculation and with bar graphs, that the first

condition is true for the top population in Figure 8.2 but false for the bottom
population. The reader should verify that the second and third conditions are
likewise true for the top population but false for the bottom one.

The Two-Locus Version of Hardy-Weinberg Analysis

We can perform a two-locus version of the Hardy—Weinberg analysis that is
analogous to the single-locus version we performed earlier (in Chapter 6). We
assume no selection, no mutation, no migration, infinite population size, and
random mating, and we follow chromosome frequencies through one complete
turn of our population’s life cycle, from gametes in the gene pool to zygotes
to juveniles to adults and back to gametes in the gene pool. This calculation is
given in Computing Consequences 8.2. It provides our first piece of evidence

Under Hardy—Weinberg assump-
tions, chromosome frequencies
remain unchanged from one
generation to the next, but only
if the loci in question are in
linkage equilibrium. If the loci
are in linkage disequilibrium,
the chromosome frequencies
move closer to linkage equilib-
rium each generation.



Chapter 8 Evolution at Multiple Loci: Linkage and Sex 297

The first row in this table is straightforward. AB/
AB adults constitute a fraction g4pg4p of the popula-
tion. They therefore contribute a fraction ¢4p¢4p of
the gametes in the population’s gene pool. All of these
gametes are AB. The second row is also straightforward:
AB/Ab adults constitute a fraction 2¢ 45¢ 45 of the popu-
lation and therefore contribute 2¢ 459 4;, of the gametes
in the gene pool, half of them AB. The third row is
straightforward as well. Only the last two rows of the
table require explanation.

Adults of genotype AB/ab will produce gametes
containing AB chromosomes only when meiosis occurs
without crossing over between the A locus and the B
locus. When no crossing over occurs, half of the gam-
etes produced by AB/ab adults carry AB chromosomes.
If 7 is the rate of crossing over, or recombination, be-
tween the A locus and the B locus, then the allotment
of AB gametes contributed to the gene pool by AB/ab
individuals is (1 — r)(%)(ZgABgab).

Adults of genotype Ab/aB produce gametes contain-
ing AB chromosomes only when meiosis occurs with
crossing over between the A locus and the B locus.
When crossing over occurs, half of the gametes pro-
duced by Ab/aB adults carry AB chromosomes. If r is
the rate of crossing over, then the allotment of AB gam-
etes contributed to the gene pool by Ab/aB individuals
13 (’/)(%)(ZgAbgaB)‘

We can now write an expression for g4z, the fre-
quency of AB chromosomes in the new gene pool:

48 = apfap T+ (%)(ZgABgAb) + (%)(2&13&3)
+ (1 = () (2¢4pga) + (NG)(204.8.58)
= gaBgap 1t gagar + L4BLun
+ gaBga — 1€4B8a T 7€av8aB

= ¢aplgan T g + 25 t 2u)

- ”(gABgab - gAbgaB)

We can simplify this expression further by not-
(g4 + g + g + ga) = 1, that
9aBLa — 9ap8ap 18 D, defined in the text and Comput-
ing Consequences 8.1. This gives us

ing that and

g4 = gap — 1D

We leave it to the reader to derive the expressions
for the other three chromosome frequencies, which are

gy’ =gay + 1D
gaB’:gaB + rD
gab,:gab — D

The expressions for ¢45', ¢4, gu8’» and g, show
that when a population is in linkage equilibrium—
when D = 0—the chromosome frequencies do not
change from one generation to the next. When, on
the other hand, the population is in linkage disequi-
librium—when D # O—the chromosome frequencies
do change from one generation to the next. Whether a
given chromosome’s frequency rises or falls depends on
whether D is positive or negative. The first population
geneticist to report this result was H. S. Jennings (1917).

We should note that allele frequencies at a pair of
loci can be in linkage disequilibrium even when the
loci are on different chromosomes. For loci on differ-
ent chromosomes, it is appropriate to speak of gamete
frequencies rather than chromosome frequencies. The
Hardy—Weinberg analysis for such a situation is identi-
cal to the one we have developed here, except that r is
always equal to exactly 3.

that linkage equilibrium is important in evolution. If the two loci in our ideal
population are in linkage equilibrium, then under Hardy—Weinberg conditions
chromosome frequencies will not change from one generation to the next. If,
instead, the loci are in linkage disequilibrium, then the chromosome frequencies
will change across generations.

What Creates Linkage Disequilibrium in a Population?

Three mechanisms can create linkage disequilibrium in a random-mating popula-
tion: selection on multilocus genotypes, genetic drift, and population admixture.
We consider each of these mechanisms in turn. As we mentioned earlier, the
mechanisms that create linkage disequilibrium may be easier to visualize if the
reader imagines how they would apply to a pair of loci that are not assorting in-
dependently because they are physically linked.

In random-mating populations,
three mechanisms create link-
age disequilibrium: selection on
multilocus genotypes, genetic
drift, and population admixture.
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(a) Zygotes produced from random mating (b) Survivors of predation
Sperm: 0.48 AB 0.12Ab 0.32aB 0.08 ab AB Ab aB
O
Eggs: 5
Fr(AB/AB) S $ AB/AB = AB/aB
0.48 AB =0.2304 (s} 0.1536 = AB 0.2304 Q 0.1536
o = NS
@
<
Ne Ab/AB
0.12 Ab 0.0576 09'\ 0.0384 0.0096 Ab 0.0576
3 -
™M ~ aB/AB
0.32aB 0.1536 g 0.1024 g aB 0.1536
0.08 ab 0.0384 0.0256 0.0064
0.0096
Figure 8.4 Selection on multilocus genotypes can cre- (b) The genotypes that survive after predators kill all individu-
ate linkage disequilibrium (a) The expected frequencies als with fewer than three capital-letter alleles in their geno-
of zygotes produced by random mating among the individuals  type. The population of survivors is in linkage disequilibrium
in the population in linkage equilibrium from Figure 8.2a. because some possible genotypes are missing.

Selection on Multilocus Genotypes Can Create Linkage Disequilibrium

To see how selection on multilocus genotypes can create linkage disequilibrium,
start with the population whose gene pool is shown in Figure 8.2a. Locus A and
locus B are in linkage equilibrium. Imagine that the gametes in this gene pool
combine at random to make zygotes. The 10 kinds of zygotes produced, and
their expected frequencies, appear in the grid in Figure 8.4a. Because 32% of the
eggs are aB, for example, and 32% of the sperm are aB, we predict that the fre-
quency of aB/aB zygotes will be 0.32 X 0.32 = 0.1024.

Now let the zygotes develop into adults, and assign phenotypes as follows:
Individuals with genotype ab/ab have a size of 10. For other genotypes, every
copy of A or Badds 1 unit to the individual’s size. For example, aB/aB individuals
have a size of 12, and AB/Ab individuals have a size of 13. Finally, imagine that
predators catch and eat every individual whose size is less than 13. The survivors,
which represent 65.28% of the original population, appear in color in the grid in
Figure 8.4b.

In the population of survivors, locus A and locus B are in linkage disequilib-
rium. Perhaps the easiest way to see this is to calculate the frequency of allele a
and allele b. Here is one way to calculate the frequency of a: Of the survivors,
the fraction carrying copies of allele ais (0.1536 + 0.1536)/0.6528 =~ 0.47. All
of these carriers of allele a are heterozygotes. Therefore, the frequency of allele a
in the population of survivors is 0.5 X 0.47 = 0.24. The frequency of b is ap-
proximately 0.09. If our two loci were in linkage equilibrium, then, by criterion
2 on our list, the frequency of ab chromosomes among the survivors would be
0.24 X 0.09 = 0.02. In fact, the frequency of ab chromosomes is 0. Because a
nonrandom subset of multilocus genotypes survived, our two loci are in linkage
disequilibrium.

As an exercise, the reader should demonstrate that the loci are in linkage dis-
equilibrium by criteria 1 and 3 as well.
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Genetic Drift Can Create Linkage Disequilibrium

To see how genetic drift can create linkage disequilibrium, look at the scenario
diagrammed in Figure 8.5. This scenario starts with a gene pool in which the
only chromosomes present are AB and Ab (Figure 8.5a). In other words, cop-
ies of allele a do not exist in this population. Locus A and locus B are in linkage
equilibrium.

Now imagine that in a single Ab chromosome, a mutation converts allele A
into allele a. This creates a single ab chromosome (Figure 8.5b).

The mutation also puts the population in linkage disequilibrium because there
is now a possible chromosome haplotype—aB—that is missing. The missing hap-
lotype could be created by another mutation or by recombination during meiosis
in an AB/ab diploid, but it may be many generations before either happens.

Finally, imagine that selection favors allele a over allele A, so that a increases
in frequency and A decreases (Figure 8.4c). This increases the degree of linkage
disequilibrium between locus A and locus B.

The reader may wonder why we are ascribing the linkage disequilibrium cre-
ated in this scenario to genetic drift, when the key events seem to be mutation
and selection. The reason is that the scenario, as we described it, could happen
only in a finite population. In an infinite population, the mutation converting
allele A into allele a would happen not once, but many times each generation,
on both AB and Ab chromosomes. At no point would aB chromosomes be miss-
ing. Selection favoring a over A would simultaneously increase the frequency of
both ab and aB chromosomes. Locus A and locus B would never be in linkage
disequilibrium. Because our scenario can create linkage disequilibrium only in
a finite population, the crucial evolutionary mechanism at work is genetic drift.
It was sampling error that caused the mutation creating allele a to happen only
once, and in an Ab chromosome.

Population Admixture Can Create Linkage Disequilibrium

Finally, to see how population admixture can create linkage disequilibrium,
imagine two gene pools (Figure 8.6). In one, there are 60 AB chromosomes, 20
Ab chromosomes, 15 aB chromosomes, and 5 ab chromosomes. In the other,
there are 10 AB, 40 Ab, 10 aB, and 40 ab chromosomes. Locus A and locus B
are in linkage equilibrium in both gene pools, as the first two bar graphs in the
figure show. Now combine the two gene pools. This produces a new gene pool
in which there are 70 AB, 60 Ab, 25 aB, and 45 ab chromosomes. In this new
gene pool, locus A and locus B are in linkage disequilibrium.

Population admixture, genetic drift, and selection on multilocus genotypes
can all create linkage disequilibrium because they can all produce populations in
which some chromosome haplotypes are underrepresented and others overrepre-
sented, compared to what their frequencies would be under linkage equilibrium.
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Figure 8.5 Genetic drift can
create linkage disequilibrium
(@) Chromosome frequencies in
a finite population in which only
allele A is present; (b) after a
mutation creates a copy of allele
a; and (c) after selection in favor
of a increases the frequency of ab
chromosomes.

Figure 8.6 Population ad-
mixture can create linkage
disequilibrium The first two
bar charts represent chromosome
frequencies in two populations,
each in linkage equilibrium.
Mixed together, these yield the
third population—which is in link-
age disequilibrium.
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In our multilocus selection scheme, for example, selection acted more strongly
against ab than any other haplotype because no individual containing an ab chro-
mosome survived. In our drift scenario, a chance event led to the creation of an
ab chromosome but no aB chromosome. In our population admixture example,
a simple combination of populations with difterent allele and chromosome fre-
quencies created a new population with an excess of AB and ab chromosomes.

What Eliminates Linkage Disequilibrium from a Population?

At the same time that selection, drift, and admixture may be creating linkage dis-
equilibrium in a population, sexual reproduction inexorably reduces it. By sexual
reproduction, we mean meiosis with crossing over and outbreeding. The union
of gametes from unrelated parents brings together chromosomes with different
haplotypes. When the zygotes grow to adulthood and themselves reproduce,
crossing over during meiosis breaks up old combinations of alleles and creates
new ones. The creation of new combinations of alleles during sexual reproduc-
tion is called genetic recombination. Because genetic recombination tends to
randomize genotypes at one locus with respect to genotypes at another, it tends
to reduce the frequency of overrepresented chromosome haplotypes and to in-
crease the frequency of underrepresented haplotypes. In other words, genetic
recombination reduces linkage disequilibrium.

The action of sexual reproduction in reducing linkage disequilibrium is dem-
onstrated algebraically in Computing Consequences 8.3. The analysis shows that
under Hardy—Weinberg assumptions, the rate of decline in linkage disequilibrium
between a pair of loci is proportional to the rate of recombination between them.

Recombination rate
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Predictions of the rate of decline for different rates of recombination, r, appear
in Figure 8.7. Each curve in the figure shows the decline in linkage disequilib-
rium, according to the equation D' = D(1 — r), for a different value of r. With
r = 0.5, which corresponds to the free recombination of loci on difterent chro-
mosomes, the population reaches linkage equilibrium in less than 10 generations.
With r = 0.01, which corresponds to closely linked loci, linkage disequilibrium
persists for many generations.

Michael Clegg and colleagues (1980) documented the decay of linkage dis-
equilibrium in laboratory populations of fruit flies. Every population they studied
harbored two alleles at each of two loci on chromosome 3. One locus encodes
the enzyme esterase-c; we will call it locus A, and its alleles A and a. The other
locus encodes the enzyme esterase-6; we will call it locus B, and its alleles B and b.

One mechanism reduces linkage
disequilbrium: genetic recom-
bination resulting from meiosis
and outbreeding (that is, sex).

Figure 8.7 W.ith sexual repro-
duction and random mating,
linkage disequilibrium falls
over time This graph shows
the level of linkage disequilib-
rium between two loci over 25
generations in random-mating
populations with different rates
of recombination, r. The popula-
tions start with the coefficient of
linkage disequilibrium, D, at its
maximum possible value, 0.25.
After Hedrick (1983).
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Here we show that the level of linkage disequilibrium
inexorably declines in a random-mating sexual popula-
tion. We do so by starting with the definition of D,
given in the text and Computing Consequences 8.1,
and deriving an expression for D', the coefficient of
linkage disequilibrium in the next generation.

By the definition of D,

D' = gap'¢a’ — gav'8as’
Substituting the expressions for g45",9m 9.4 > and g,z
that were derived in Computing Consequences 8.2
gives
D" = [(¢ap — D)(ga — 1D)]
— [(gas + D)(gus + rD)]
= [g4n¢w — 848D — gurD + (rD)?]
— [gagan + gD + guprD + (rD)?]
= gapda — 84D — gurD + (1D)?
— gaiden — ar'D — gD — (1D)?

COMPUTING CONSEQUENCES

8.3

Sexual reproduction reduces linkage disequilibrium

Canceling and rearranging terms gives

D' = ¢4p8m — Zan€an — Lap'D
— gu'D — gD — g,prD

= (¢4 — gangan) — rD(gup
+ gt ga T un)

Finally, the expression (¢459s — 459.5) is equal to D,
and the expression (g45 + g4 + 45 T+ £up) is equal to
1, so we have

D'=D—-D=D(1—-r)

Reecall that ris the rate of recombination during mei-
osis, which is always between 0 and 5. This means that
(1 = r) is always between % and 1. Thus, unless there is
no recombination at all between a pair of loci, the link-
age disequilibrium between them will move closer to 0
every generation. The higher the rate of recombination
between the loci, the faster the population reaches link-
age equilibrium.

Clegg and colleagues set up fly populations with only AB and ab chromo-
somes, each at a frequency of 0.5. They also set up populations with only Ab and
aB chromosomes, again at frequencies of 0.5. Thus every population was initially
in complete linkage disequilibrium, with either D = 0.25 or D = —0.25.

The researchers maintained their fly populations for 48 to 50 generations, at
sizes of approximately 1,000 individuals, and let the flies mate as they pleased.
Every generation or two, the researchers sampled each population to determine
the frequencies of the four chromosome haplotypes and calculated the level of
linkage disequilibrium between the two loci. For reasons beyond the scope of our
discussion, the researchers measured linkage disequilibrium not with D, but with
a related statistic called the correlation of allelic state. The correlation of allelic

state, r, is defined as follows:

D

V pgst

r =

where p and q are the frequencies of A and a, and s and f are the frequencies of B
and b. There is no one-to-one relationship between values of D and the correla-
tion of allelic state, but as a general rule we can say that as linkage disequilibrium
in a population declines, and as D moves from 0.25 or —0.25 toward 0, the cor-
relation of allelic state declines as well, moving toward 0 from 1.0 or —1.0. Clegg
and colleagues predicted that this is just what they would see in their freely mat-

ing fruit fly populations.
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Figure 8.8 An empirical demonstration that sexual reproduction reduces link-
age disequilibrium Each of several populations of fruit flies began in complete linkage
disequilibrium (bar graphs at upper and lower left). Over 50 generations, all populations
approached linkage equilibrium (bar graph at right). Redrawn from Clegg et al. (1980);
frequencies in the bar graph at right are inferred from data therein.

The results appear in Figure 8.8. The smooth gray curves show the predicted
pattern of decline; the jagged colored lines show the data. As predicted, crossing
over during meiosis created the missing chromosome haplotypes, and the linkage
disequilibrium between the loci declined. Indeed, linkage disequilibrium declined
somewhat faster than predicted. Clegg and colleagues believe that the faster-than-
expected decline was the result of heterozygote superiority at the enzyme loci
they were studying. Heterozygote superiority would increase the frequency of
individuals heterozygous for both loci and thus provide more opportunities for
crossing over to break down nonrandom associations between alleles at one locus
and alleles at the other.

Why Does Linkage Disequilibrium Matter?

We have defined linkage disequilibrium as a nonrandom association between
genotypes at different loci. We have identified multilocus selection, genetic drift,
and population admixture as evolutionary mechanisms that can create it. We have
seen that sexual reproduction reduces it, restoring populations to a state of link-
age equilibrium. And we have demonstrated that in an ideal Hardy—Weinberg
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population that is in linkage equilibrium, chromosome frequencies do not change
from one generation to the next. We have not, however, addressed what we said
was to be this section’s primary goal: determining whether selection at a locus can
interfere with our ability to use single-locus models to predict the course of evolu-
tion at other loci. We are ready to do so now.

The Bad News about Linkage Disequilibrium

The bad news is that if locus A and locus B are in linkage disequilibrium, then
selection at locus A changes the frequencies of the alleles at locus B. This means
that a single-locus population genetics model looking only at locus B will make
inaccurate predictions about evolution.

AB

aB

Ab Ab
Selection

ab for A m

[

Figure 8.9 illustrates how selection on locus A can change allele frequencies at
locus B. Before selection, allele b is at low frequency overall. However, among
A-bearing chromosomes, which are relatively rare, the frequency of b is high.
Selection in favor of allele A increases the frequency of both AB and Ab chromo-
somes. But because there are more Ab chromosomes than AB chromosomes, the
result at locus B is that the frequency of allele b rises.

Note that in this scenario, selection has acted only at locus A. Genotypes at
locus B had no eftect on fitness. Instead, the frequency of allele b rose simply be-
cause copies of the allele got carried along for the ride. If we had been monitoring
only locus B, and watching the frequency of allele b rise over time, we might
erroneously have concluded that the target of selection was locus B itself. Allele
b could even have been mildly deleterious, instead of merely neutral, if the selec-
tive advantage conferred by allele A were sufficiently high.

We introduced this phenomenon earlier (in Chapter 7), under the name ge-
netic hitchhiking. Hitchhiking leads to the most depressing lesson of the two-
locus version of Hardy—Weinberg analysis: Because of linkage disequilibrium,
single-locus studies can yield misleading conclusions.

An example comes from the locus on human chromosome 5 that encodes the
ergothioneine transporter. This gene caught the attention of human geneticists
because one of its alleles, called L503F, is statistically associated with an individ-
ual’s risk of developing Crohn’s disease, a serious autoimmune disorder of the di-
gestive tract (Peltekova et al. 2004). Allele L503F has in its coding region a single
nucleotide substitution—a C-to-T transition—that results in the substitution of a
phenylalanine for a leucine at amino acid position 503. As shown in Figure 8.10,
individuals with genotype TT are about 1.5 times more likely to exhibit Crohn’s
disease than individuals with genotype CC (Wang et al. 2011).

Ergothioneine is made by fungi but found in most plants and animals (Griin-
demann et al. 2005). Plants absorb it via their roots; animals obtain it in their diet.
The ergothioneine transporter enables cells to take up the chemical and sequester
it. This capacity appears to be adaptive because ergothioneine is an antioxidant. It
protects DNA, proteins, and lipids from oxidative stress (Paul and Snyder 2010).

Figure 8.9 Linkage disequilib-
rium, selection, and allele fre-
quencies at a linked locus In
a population in linkage disequilib-
rium, selection in favor of allele A
at locus A changes the frequency
of allele B at locus B.

When a pair of loci are in link-
age disequilibrium, selection
at one locus can change allele
frequencies at the other locus.
This means that single-locus
models may make inaccurate
predictions.
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Figure 8.10 Ergothioneine
transporter genotype is statis-
tically associated with the risk
of Crohn’s disease \Whiskers
show 95% confidence inter-
vals. Redrawn from Wang et al.
(2011).
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The substitution in allele L503F increases the transporter’s affinity for ergothi-
oneine and boosts the efficiency of uptake (Taubert et al. 2005). Individuals with
genotype 1T accumulate higher concentrations of ergothioneine in their tissues
than individuals with genotype CC (Taubert et al. 2009). The obvious implica-
tion is that elevated concentrations of ergothioneine may contribute to Crohn’s
disease. Biologists have expended some effort trying to ascertain whether this is
the case and, if so, what the physiological mechanism might be (Ey et al. 2007;
Petermann et al. 2009). There is, however, an alternative explanation.

The ergothioneine transporter gene is in linkage disequilibrium with several
other nearby genes, any of which could be the locus at which allelic variation
influences the risk of Crohn’s disease (Silverberg et al. 2007). Chad Hutft and col-
leagues (2012) examine this explanation in detail.

Figure 8.11 shows the frequency of L503F across the Old World. In parts of
Europe, the frequency is 50% or more. Beyond the Middle East, it is low. Huff
and colleagues hypothesize that L503F appeared as a unique mutation in a single
copy of chromosome 5. The allele then rose to high frequency due to natural
selection, carrying with it the multilocus genotype of which it happened to be a
part. By a scenario similar to that in Figure 8.5, this event created linkage disequi-
librium that has since been decaying under the influence of recombination. Based
on the current level of linkage disequilibrium, and on estimates of the recombi-
nation rate, Huff and colleagues calculate the age of the L503F allele to be about
12,000 years. We discuss this method of estimating allele age in Section 8.2.

Huff and colleagues note that the estimated age of L503F makes the appear-
ance of the allele roughly contemporaneous with the earliest evidence of farming.
The first farmers grew wheat, barley, peas, and lentils, all of which are low in
ergothioneine. Huff and colleagues conjecture that this shift in diet made L503F,
which might otherwise have been lost to drift or negative selection, adaptive.

Huff and colleagues suggest that two genes located near the ergothioneine
transporter gene are better candidates as causal factors influencing the risk of
Crohn’s disease (Figure 8.12a). IRF1 encodes interferon regulatory factor 1. IL5
encodes interleukin 5. Both gene products play a role in the immune response.

Huft'and colleagues determined the frequency of chromosomes carrying L503F
among 1,868 patients with Crohn’s disease and 5,540 controls. The researchers

Figure 8.11 The frequency of
ergothioneine transporter al-
lele L503F in Old World human
populations Based on 1,726
individuals from 85 populations.
From Huff et al. (2012).
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Figure 8.12 Recombina-

tion breaks the association
between L503F and Crohn'’s
disease (a) Map of chromo-
some 5 near the ergothioneine
transporter gene. (b) The associa-
tion between Crohn’s and L503F
chromosomes in which there has
not been recombination between
the ergothioneine transporter
gene and /L5 is statistically sig-
nificant (p = 2.6 x 10°®). The
association between Crohn’s and
L503F chromosomes in which
there has been recombination is
not significant (p = 2.1). From
Huff et al (2012).
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split the L503F chromosomes into two groups: (1) those in which the original
multilocus genotype where L503F arose has been disrupted by recombination
between the ergothioneine transporter gene and IL5 and (2) those in which that
haplotype has not been disrupted. As shown in Figure 8.12b, nonrecombinant
L503F chromosomes occur at significantly higher frequency in Crohn’s cases
than in controls. Recombinant L503F chromosomes occur at nearly the same
rate in both groups. That is, recombination between the ergothioneine transport-
er gene and IL5 breaks the statistical association between the L503F allele and
Crohn’s disease. This is consistent with the hypothesis that the apparent connec-
tion between Crohn’s and ergothioneine is a spurious result of linkage disequi-
librium, and that the true culprit is an as-yet-unidentified allele of IRF1 or IL5.

The Good News about Linkage Disequilibrium

The good news is that if linkage disequilibrium is absent—if locus A and locus B
are in linkage equilibrium—then selection on locus A has no effect whatsoever
on allele frequencies at locus B.

Selection

ab for A Ab m

Look at Figure 8.13. Selection in favor of allele A again eliminates many aB
chromosomes. But because the frequency of B is the same among A-bearing
chromosomes as among a-bearing chromosomes, every copy of allele B that is
lost 1s replaced by another copy of B. If selection at locus A has no effect on al-
lele frequencies at locus B, then it will not interfere with our use of single-locus
models to analyze locus B’s evolution.

Still better news is that in random-mating populations, sex is so good at elimi-
nating linkage disequilibrium that most pairs of loci are in linkage equilibrium
most of the time. Research by Elisabeth Dawson and colleagues (2002) illus-
trates this claim. Dawson and colleagues surveyed linkage disequilibrium among
1,504 marker loci on human chromosome 22 in a population of European fami-
lies. The marker loci were sites showing allelic variation in single nucleotides
or small insertions or deletions. Figure 8.14a shows the average level of linkage
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Figure 8.13 Linkage equilib-
rium, selection, and allele fre-
quencies at a linked locus In a
population in linkage equilibrium,
selection in favor of allele A at
locus A has no effect on the fre-
quency of allele B at locus B.

Figure 8.14 On human chro-
mosome 22, most pairs of loci
are in linkage equilibrium

(a) Calculations of the average
linkage disequilibrium (squared
correlation of allelic state) among
nearby loci reveal localized peaks.
(b) However, the disequilibrium
between loci falls with distance.
From Dawson et al. (2002).

Reprinted by permission from Macmillan Publishers
Ltd: Dawson, E., G. R. Abecasis, S. Bumpstead,
etal. 2002. “A first-generation linkage disequilib-
rium map of human chromosome 22. Nature 418:
544-548.
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disequilibrium among marker loci within a 1.7-megabase-wide window as it
slides along the long arm of the chromosome. The graph shows that nearby loci
tend to be in linkage disequilibrium with each other in some regions. However,
Figure 8.14b shows that the amount of linkage disequilibrium among 18,736
pairs of loci falls rapidly with the physical distance between the loci in the pairs.
Pairs of loci separated by more than 1,000 kilobases—roughly 3% of the length
of the long arm of the chromosome—show virtually no linkage disequilibrium.

Gavin Huttley and colleagues (1999) surveyed the entire human genome for
linkage disequilibrium among short tandem repeat loci. This type of locus is a
spot where a short nucleotide sequence is repeated several times. Such loci typi-
cally have several alleles. Huttley and colleagues conducted 200,000 pairwise tests
of linkage disequilibrium involving 5,000 loci distributed across all 22 autosomes.
Like Dawson, Huttley and colleagues found several places where neighboring
loci exhibit substantial linkage disequilibrium. One such region, known from
earlier studies, is an area on chromosome 6 containing the human leukocyte
antigen (HLA) loci. The HLA loci encode proteins the immune system uses to
recognize foreign invaders. The HLA loci are under strong selection, and the
disequilibrium among them is probably due to selection on multilocus geno-
types. Overall, however, pairs of loci exhibiting linkage disequilibrium were in
the minority. The pairs most likely to show disequilibrium were closely linked
physically—that is, situated near enough to each other on the same chromosome
that crossing over between them is rare. Huttley and colleagues focused on pairs
of loci close enough that crossing over occurs between them in 4% or fewer of
meiotic cell divisions. Of these pairs, just 4% exhibited linkage disequilibrium.

The International HapMap Consortium (2005) assembled a database of over
1 million loci in the human genome with allelic variation at single nucleotides,
and determined the complete genotypes at these sites for 269 individuals in four
populations. Researchers have used these data to analyze patterns of linkage dis-
equilibrium across the entire genome (see McVean et al. 2005 for an overview).
They have confirmed the general findings of earlier studies. There are blocks of
sequence throughout the genome in which nearby loci are in linkage disequilib-
rium, but on a larger scale disequilibrium falls rapidly with distance between loci
(see De La Vega et al. 2005; International HapMap Consortium 2005).

In a similar study, Magnus Nordborg and colleagues (2005) surveyed the ge-
nome of the plant Arabidopsis thaliana, a member of the mustard family. One
might expect the Arabidopsis genome to harbor considerable linkage disequilib-
rium, even among loci far apart or on different chromosomes. This is because
Arabidopsis typically self-fertilizes, which leads to increased homozygosity and
reduced opportunity for recombination. For each of 96 plants from around the
world, Nordborg and colleagues determined the sequences of short fragments
of 876 loci scattered throughout the genome. They found that linkage disequi-
librium between pairs of loci declines rapidly with the distance between them
(Figure 8.15). The researchers concluded that Arabidopsis outcrosses enough that
its genome resembles that of other sexually reproducing species. A small amount
of recombination goes a long way toward reducing linkage disequilibrium.

We can summarize the take-home message in our exploration of two-locus
Hardy—Weinberg analysis as follows. Population geneticists need to be aware that
any particular locus of interest may be in linkage disequilibrium with other loci,
especially other loci located nearby. If the locus of interest is, in fact, in linkage
disequilibrium with another locus, then single-locus population genetics models

When a pair of loci are in link-
age equilibrium, selection at
one locus has no effect on allele
frequencies at the other, and
we can use single-locus models
with confidence. Fortunately,
sex is so good at reducing link-
age disequilibrium that most
pairs of loci are in linkage equi-
librium most of the time.
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Figure 8.15 Linkage disequilib-
rium in a highly selfing plant
Even in Arabidopsis thaliana, a
plant thought to reproduce by
self-fertilization nearly all of the
time, linkage disequilibrium falls
rapidly with the distance between
loci. From Nordborg et al. (2005).
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may yield inaccurate predictions. Nonetheless, in freely mating populations, most
pairs of loci can be expected to be in linkage equilibrium. In general, we can
expect that single-locus models will work well most of the time.

8.2 Practical Reasons to Study
Linkage Disequilibrium

In the introduction to this chapter, we promised rewards awaiting readers who
mastered the abstractions of Section 8.1. Two such rewards are these: Measure-
ments of linkage disequilibrium provide clues that are useful in reconstructing
the history of genes and populations; and linkage disequilibrium can be used to
identify alleles that recently have been favored by positive selection.

Reconstructing the History of Genes and Populations

Ashkenazi Jews suffer a high incidence of some 20 rare genetic diseases (see Bray
et al. 2010). Among them is type 1 Gaucher disease, caused by mutations in a
gene on chromosome 1. The gene encodes the enzyme glucocerebrosidase, also
known as acid B-glucosidase, or GBA (Beutler 1993). GBA is found inside lyso-
somes within cells, where it breaks down the lipid glucocerebroside for recycling.
When GBA activity is low or absent, glucocerebroside accumulates in cells. For
this reason, Gaucher disease is categorized as a lysosomal storage disorder. Symp-
toms include enlargement of the liver and spleen, anemia, and fragile bones.
While Gaucher disease occurs worldwide, it is most common among Ashke-
nazim, of whom 1 in 19 is a carrier (Strom et al. 2004). Most Ashkenazi carriers
harbor a nonsynonymous substitution altering amino acid 370 in GBA (Beutler et
al. 1991). This allele is also found in other populations. A substantial minority of
Ashkenazi carriers, however, harbor an allele exclusive to the Ashkenazim. This
exclusive allele, called §4GG, has an extra guanine inserted at nucleotide posi-
tion 84. The insertion results in a frameshift and complete loss of GBA function.
George Diaz and colleagues (2000) wanted to know how long the GBA-
84GG mutation has been circulating among the Ashkenazim. The researchers
started by identifying a marker locus on chromosome 1 that is in linkage disequi-
librium with the GBA locus (Figure 8.16a). This locus, called D1S305, is a short
tandem repeat polymorphism. The linkage disequilibrium between D1S305 and
the GBA locus is diagrammed in Figure 8.16b. The frequency of the §-repeat al-
lele of D1S305 is at a frequency of just 24% among chromosomes carrying the +
allele at the GBA locus, but 59% among chromosomes carrying the §4GG allele.
How did this linkage disequilibrium arise? As discussed in Section 8.1, there
are three possibilities: selection on multilocus genotypes, genetic drift, and
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population admixture. Selection on multilocus genotypes is an unlikely candi-
date, because D1S305 is a noncoding locus and its alleles appear to be selectively
neutral. Population admixture is also unlikely, because it would require a source
population in which the frequency of the §4GG allele is much higher than it is in
the Ashkenazim, and no such population exists. That leaves genetic drift.

Diaz and colleagues believe that, similar to the scenario in Figure 8.5, all cop-
ies of §4GG now circulating among the Ashkenazim are derived from a single
common ancestor that carried the 8-repeat allele at D1S305. The ancestral copy
of 84GG might have been a new mutation that arose in an Ashkenazi individual.
It might have been a mutation carried into the Ashkenazi population by a single
heterozygous migrant from a population in which 84GG was subsequently lost.
Or it might have been the only copy to survive the genetic drift that accompa-
nied a bottleneck, or reduction in the size of the Ashkenazi population.

When there was only one copy of §4GG in the population, the linkage dis-
equilibrium between the GBA locus and D1S305 was complete. The frequency
of the 8-repeat allele on chromosomes carrying §4GG was 100%. Soon, however,
84GG had produced multiple descendants and the disequilibrium began to break
down. Crossing over swapped other alleles at the short tandem repeat locus onto
chromosomes carrying §4GG. Eventually the frequency of the 8-repeat allele will
be the same on 84GG chromosomes as it is on normal chromosomes.

Diaz and colleagues measured linkage disequilibrium as the difference be-
tween the frequency of the 8-repeat allele on §4GG chromosomes versus normal
chromosomes. They used the rate of crossing over between the GBA locus and
D1S305 to estimate the rate at which the disequilibrium is decaying (Figure 8.17,
purple curve). Then they used the rate of decay and the present level of disequi-
librium to calculate that the most recent common ancestor of all extant §4GG
alleles existed between 750 and 2,325 years ago, with a best estimate of 1,375
years ago (Figure 8.17, orange lines; see Computing Consequences 8.4 for details).

Analysis of linkage disequilibrium can thus allow us to reconstruct the history
of an allele. But it can do more, because the history of alleles illuminates the his-
tory of populations. As we have mentioned, the Ashkenazim carry at unusually
high frequency alleles causing a number of other genetic disorders, including
Tay-Sachs disease, Fanconi anemia type C, and elevated risk of breast cancer.
Neil Risch and colleagues (2003) reviewed efforts, including that of Diaz and
colleagues, to estimate the ages of the most recent common ancestors of 11 Ash-
kenazi disease alleles. The ages fall roughly into three categories: about 12 genera-
tions old, about 50 generations old, and more than 100 generations old.

These dates are broadly consistent with the history of the Ashkenazi popula-
tion. The Ashkenazim trace their recent ancestry to eastern and central Europe
and their more ancient ancestry to the Middle East. The disease alleles whose
most recent common ancestors are over 100 generations old can be explained
by a founder effect accompanying the departure of Jewish populations from the
Middle East 2,000 to 3,000 years ago (Risch et al. 2003). The alleles whose most
recent common ancestors are about 50 generations old can be explained by a
founder effect associated with the arrival of the Ashkenazim in central Europe
1,000 to 1,500 years ago. And the alleles whose most recent common ancestors
are about 12 generations old can be explained by a founder effect associated with
the arrival of the Ashkenazim in Lithuania within the last 400 years.

While they generally confirm accounts of Ashkenazi history, the genetic anal-
yses suggest that the migrations of this population have entailed more severe

Because the list of mechanisms
that create linkage disequi-
librium is short, the presence

of linkage disequilibrium in a
population provides clues to the
population’s past.

Linkage disequilibrium
0.8

Decay of
0.6 linkage disequilibrium

0.4

Present level

0.2
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Figure 8.17 Dating the most
recent common ancestor of
the GBA-84GG allele The pur-
ple curve shows the decay in link-
age disequilibrium between the
GBA locus and D1S305 since the
time of the most recent common
ancestor. Linkage disequilibrium
is quantified as the difference
between the frequency of the
8-repeat allele on normal chrom-
somes versus 84GG chromo-
somes. The orange lines show the
present level of linkage disequi-
librium and the inferred number
of generations elapsed since the
most recent common ancestor. If
the generation time is 25 years,
then the most recent common
ancestor of extant 84GG alleles
existed about 1,375 years ago.
Based on data and calculations in
Diaz et al. (2000).
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Here we outline the calculation George Diaz and col-
leagues (2000) used to estimate the age of the most re-
cent common ancestor of all copies of the GBA-84GG
mutation in the Ashkenazim (see also Slatkin and Ran-
nala 2000). The GBA locus is on chromosome 1 (see
Figure 8.16). For our purposes it has two alleles: the
normal allele, +, and 84GG. Nearby is the short tan-
dem repeat locus D1S305, with alleles 8 (for the num-
ber of repeats) and other.

The GBA locus and D1S305 are in linkage disequi-
librium: The frequency of allele 8 is higher on chromo-
somes carrying 8§4GG than on chromosomes carrying
+. Assuming this disequilibrium is not being maintained
by selection on multilocus genotypes, it will be in the
process of decaying due to recombination. Diaz and
colleagues developed an equation to describe this decay.

They started with an equation that predicts the fre-
quency of 8 on §4GG chromosomes in any given gen-
eration from its frequency in the generation before. The
researchers assumed that §4GG chromosomes are rare
enough that they virtually always pair with + chromo-
somes, that the frequency of & on + chromosomes is
constant over time, and that there is no mutation. The
equation 1s

X, =01-0X_4+cY

where X, is the frequency of 8§ on §4GG chromosomes
in generation f, Y is the frequency of § on + chromo-
somes, and ¢ is the rate of crossing over between the
GBA locus and the short tandem repeat locus. The first
term on the right accounts for the §4GG—8 chromo-
somes that do not experience recombination. The sec-
ond accounts for the §4GG chromosomes that receive
a copy of the &8 as a result of recombination.
Subtracting Y from both sides gives

X-Y=01-0X_,—-Y+cY
Factoring — Y out of the two rightmost terms gives
X-Y=010-0X_,— Y1 -0

And now factoring (1 — ¢) out on the right gives

X—Y=(01-JX_—-Y)

COMPUTING CONSEQUENCES

8.4

Estimating the age of the GBA-84GG mutation

We can think of (X, — Y) as a measure of linkage
disequilibrium, because if GBA and D1S305 were in
equilibrium it would be zero. Our equation thus de-
scribes the decay of disequilibrium. Compare it to the
equation we derived in Computing Consequences 8.3.

By our equation, each generation the ditference be-
tween the frequency of 8 on 84GG versus + chromo-
somes declines by a factor of (1 — ¢). This implies that

X-Y=0-09(X,—-Y)

where X, is the frequency of § on §4GG chromosomes
in the generation in which the §4GG mutation last ap-
peared in the population as just a single gene copy. Note
that when the population contained only one copy of
84GG (which was on an 84GG-8 chromosome), the
frequency of 8§ on 84GG chromosomes was 100%. In
other words, X, = 1. Thus

X-Y=01-091-Y)

Dividing both sides by (1 — Y) and taking the natu-
ral logarithm of both sides allows us to solve for

N
ln[m] = tIn(1 — ¢)

All we have to do to estimate ¢ is plug estimates of X,
Y, and ¢ into this equation.

Based on a sample of 85 + chromosomes and 58
84GG chromosomes, Diaz and colleagues estimated
that X, = 0.588 and Y = 0.235. Their estimate of the
recombination rate, ¢, was 0.014. These values put the
time of the last common ancestor of all copies of §4GG
at 55 generations ago. If the generation time is 25 years,
the last common ancestor existed about 1,375 years ago.
This estimate is sensitive to the recombination rate,
which is small and hard to measure accurately. Allowing
for error in the recombination rate, Diaz and colleagues
concluded that the 84GG carrier of the ancestral allele
probably lived between 750 and 2,325 years ago.
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bottlenecks than might otherwise have been appreciated. There is debate over
whether genetic drift is sufficient to explain the high frequencies of all Ashkenazi
disease alleles. Some researchers have concluded that it is (Behar et al. 2004; Slat-
kin 2004; Bray et al. 2010); others invoke selection favoring heterozygotes for at
least some categories of alleles (Cochran et al. 20006).

History of the CCR5 Gene

Although not associated with a genetic disease, another allele that is surprising-
ly common among the Ashkenazim, as well as other European populations, is
CCR5-A32. This allele (which we discussed in Chapters 1, 5, and 6) is a loss-of-
function mutation at the CCR5 locus. It protects homozygotes against sexually
transmitted strains of HIV-1. Unresolved issues from our earlier discussions are
where the A32 allele came from and why is it common only in Europe.

J. Claiborne Stephens and colleagues (1998) addressed these issues with an
analysis similar to that by Diaz and colleagues on GBA-84GG. Stephens and col-
leagues found that the CCRS5 locus is in strong linkage disequilibrium with two
nearby marker loci, both noncoding and apparently neutral. Most chromosomes
carrying the A32 allele at the CCRS5 locus also carry a specific haplotype at the
marker loci. This suggests that the A32 allele arose just once, as a unique muta-
tion. As the A32 allele subsequently rose to high frequency, the marker alleles
that happened to be linked with it came along for the ride.

The linkage disequilibrium between the CCR5 locus and the marker loci is no
longer perfect. Since A32 appeared, recombination and/or additional mutations
have put the allele into new haplotypes. Stephens and colleagues used estimates
of the rates of crossing over and mutation to calculate how fast the disequilibrium
is breaking down, then used the result to estimate the age of the last common an-
cestor of all extant A32 copies. They concluded that the common ancestor lived
275 to 1,875 years ago, with a best estimate of about 700 years ago.

This tantalizing result implied that the frequency of A32 in Europe had risen
from virtually zero to 15% or more in roughly 30 generations. Such a rapid climb
can be explained most readily by strong natural selection. What might have been
the selective agent that gave the A32 allele such an advantage? The obvious sus-
pects were epidemic diseases. One was the Black Death (Stephens et al. 1998),
which swept Europe during the 14th century and killed a third of the population.
Another was smallpox (Lalani et al. 1999; Galvani and Slatkin 2003).

John Novembre, Alison Galvani, and Montgomery Slatkin (2005) developed
a population genetics simulation of how an allele might increase in frequency as
it spread across Europe. Their model included parameters describing the distance
individuals move in a lifetime and the strength of selection. Consistent with the
epidemic hypothesis, the model suggested that A32 could not have achieved its
present distribution as fast as it apparently did without the aid of natural selection.

The story did not end there, however. Pardis Sabeti and colleagues (2005)
pointed out that Stephens and colleagues had based their calculations on a genetic
map that turned out to be flawed. The marker loci Stephens used are closer to
the CCR5 locus, and the recombination rates between the markers and CCR5
are therefore lower than first thought. Using a larger set of genetic markers, Sa-
beti and colleagues calculated that the common ancestor of all extant copies of
the A32 allele lived between 3,150 and 7,800 years ago, with a best estimate of
5,075 years ago. On this and other evidence, Sabeti and colleagues argued that
the current frequency and distribution of A32 can be explained by genetic drift.
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Corroboration came from Susanne Hummel and colleagues (2005; see also
Hedrick and Verrelli 2006), who recovered DNA sequences from the CCR5
locus in the skeletons of 17 Bronze Age Europeans. The skeletons’ owners lived
2,900 years ago in what is now northwestern Germany and were buried in Lich-
tenstein Cave. Four were heterozygous carriers of the A32 allele. This confirms
that the allele is at least a few thousand years old. It also puts the Bronze Age
frequency of the allele at about 12%—well within the modern range. Given this
older age for A32, Novembre’s model no longer rules out Sabeti’s genetic drift
hypothesis (Novembre and Han 2012).

In summary, the A32 allele appears to have been created by a unique muta-
tion that occurred in Europe within the past several thousand years. The allele
does not occur outside Europe, either because the mutation creating it has never
occurred in a non-European population or because when the mutation has oc-
curred outside Europe, it has not been favored by selection. Whether the allele
was ever favored by selection in Europe—and if so, why—remains uncertain.

Detecting Positive Selection

We have seen that a unique mutation, by the mere fact of its birth, puts its locus
in linkage disequilibrium with nearby markers. This linkage disequilibrium im-
mediately begins to break down. This means that when we find a locus in link-
age disequilibrium with nearby markers, we suspect that the locus may harbor
a young allele. If a young allele is at high frequency, we suspect that during its
short life the allele has been favored by positive natural selection. Using this logic,
Pardis Sabeti, David Reich, and colleagues (2002) developed a general method
for identifying alleles recently favored by selection. Sabeti and colleagues demon-
strated their method by applying it to the G6PD locus in humans.

The G6PD locus, located on the X chromosome, encodes an essential house-
keeping enzyme called glucose-6-phosphate dehydrogenase (Ruwende and Hill
1998). The locus is highly variable. Hundreds of alleles are known, distinguish-
able by the encoded protein’s biochemical properties. Dozens of these variants
reach frequencies of 1% or more. And many common alleles have reduced enzy-
matic activity (Figure 8.18). Indeed, with 400 million people affected worldwide,

Figure 8.18 Glucose-6-phos-
phate dehydrogenase defi-
ciency is common, especially
in regions with malaria This
map shows the frequency of
G6PD deficiency in various parts
of the world. Regions where
malaria is common are outlined
in black. Redrawn from Luzzatto
and Notaro (2001) and Centers
for Disease Control, Division of
Parasitic Diseases (2001).

From “Protecting against bad air.” Science 293:
442-443. Reprinted with permission from AAAS.
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G6PD deficiency is the most common enzyme deficiency known. Individuals
with mild G6PD deficiency often have no symptoms, but individuals with more
severe deficiencies can suffer episodes in which their red blood cells rupture, a
condition known as acute hemolytic anemia.

Why is this potentially serious genetic condition so common? The geographic
distribution of G6PD deficiency suggests that it confers some resistance to ma-
laria. This inference is supported by epidemiological evidence. For example, in-
dividuals carrying the allele G6PD-202A, a reduced-activity variant common in
Africa, have a substantially lower risk of suffering severe malaria. Sabeti, Reich,
and colleagues reasoned that if the G6PD-202A allele confers resistance to ma-
laria, then it should bear the signature of recent positive selection.

To see what this signature might look like, it helps to think about alleles that
have not experienced recent selection. Imagine a new mutant allele appearing in
a finite population. The allele is unique and consequently exists only in a single
haplotype, physically linked to the particular alleles found at other loci on the
chromosome in which it arose. If it is neutral, meaning that its frequency evolves
by genetic drift, our new allele will experience one of three fates. It may disap-
pear. It may persist but remain rare. Or it may persist and gradually drift to high
frequency. If our allele persists, its association with a particular haplotype will
break down under the influence of recombination. The farther away the other
loci are, the more rapidly the association will break down.

In a population evolving by mutation and genetic drift, we can therefore ex-
pect to find three kinds of alleles. Some alleles will be rare and, because they are
young, strongly associated with a particular haplotype. Some alleles will be rare
and, because they are old, weakly associated with a particular haplotype. And
some alleles will be common and, because they are old, weakly associated with a
particular haplotype. What we do not expect to find is alleles that are common
and strongly associated with a particular haplotype.

The signature of recent positive selection is thus a high frequency combined
with strong association with a particular haplotype. The higher the frequency,
and the farther the association extends from the locus of interest, the stronger the
recent selection must have been.

The G6PD-202A allele has a frequency of about 18% in the three African
populations Sabeti and colleagues studied. To assess G6PD-202A’s association
with a particular haplotype, the researchers examined the X chromosomes of
230 men. First the scientists looked at the G6PD gene on each chromosome.
They found nine distinct alleles of the gene, among them G6PD-202A. The re-
searchers next determined each X chromosome’s genotype for marker loci out-
side the G6PD gene, located at distances ranging up to 413,000 base pairs away.

Sabeti and colleagues calculated a quantity they call the extended haplotype
homozygosity, or EHH. A given allele’s extended haplotype homozygosity
to a particular outside distance x is defined as the probability that two randomly
chosen chromosomes carrying the allele will also carry the same alleles at all
marker loci out to x. The higher an allele’s EHH, the stronger its association with
a particular haplotype. Another way to describe EHH is as an allele-specific mea-
sure of linkage disequilibrium. Sabeti and colleagues found that the G6PD-202A
allele had higher linkage disequilibrium, extending farther away from the G6PD
gene, than any of the other alleles (Figure 8.19a).

Is this a strong enough signature of positive selection to rule out genetic drift?
To find out, Sabeti and colleagues ran computer simulations of genetic drift,

When an allele at a coding locus
is in linkage disequilibrium with
alleles at nearby neutral marker
loci, we can infer that the cod-
ing allele is relatively young.
When a young allele is at high
frequency, we can infer that it
has recently been favored by
positive selection.
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Figure 8.19 The signature of recent positive selection
(@) G6PD-202A (red) has higher linkage disequilibrium, extend-
ing farther, than other alleles (blue) of G6PD. (b) G6PD-202A's
disequilibrium, and its high frequency, distinguish it from
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populations evolving by drift. (An allele’s relative EHH s its
EHH at the most distant marker divided by the average EHH at

that marker of all other alleles.) From Sabeti et al. (2002).
Reprinted by permission from Macmillan Publishers Ltd: Sabeti, P. C., D. E. Reich, J. M. Hig-

other alleles of G6PD and from neutral alleles in simulated structure.” Nature 419: 832-837.

producing several thousand replicates of their actual data set. The frequencies
of the alleles in these simulated data sets, and their EHH values at 413 kb, are
plotted in the graph in Figure 8.19b. They form a gray cloud that clings to the
horizontal and vertical axes. Consistent with the verbal argument we made ear-
lier, neutral alleles evolving by drift can have a high frequency, or high linkage
disequilibrium, but not both. G6PD-202A and the other alleles from the actual
data set are also plotted in the graph. The other alleles, shown in blue, fall well
within the gray cloud. Their numbers are easily explainable by drift. But G6PD-
202A, shown in red, is clearly an outlier. Sabeti and colleagues concluded that
G6PD-202A has recently been favored by natural selection. Matthew Saunders
and colleagues (2005), analyzing additional data, reached the same conclusion.

The method developed by Sabeti and colleagues is applicable to other loci.
Dong-Dong Wu and colleagues (2010) used it to show that an allele of a gene
involved in skeletal development has recently been favored by positive selection
in humans, primarily in European populations (Figure 8.20). A different allele of
the same gene appears to have been favored in Asian populations (see also Wu
et al. 2012). The selective agent responsible is unclear. Failure of the method to
reveal positive selection on CCR5-A32 was among the results that suggested to
Sabeti and colleagues (2005) that A32 achieved its current frequency by drift.

Benjamin Voight, Jonathan Pritchard, and colleagues (2006) used an exten-
sion of Sabeti et al.’s method to scan the entire human genome for loci showing
evidence of recent positive selection in East Asians, Europeans, and West Africans
(Yoruba). Among the loci bearing, in one or more of these groups, the signature
of positive selection—in the form of high frequency and high linkage disequi-
librium—are genes involved in sperm motility and fertilization, olfaction, skin
color, skeletal development, and carbohydrate metabolism.

We have shown that an understanding of linkage disequilibrium yields power-
ful tools for reconstructing the history of alleles and for detecting positive selec-
tion. An additional reward we promised readers was that understanding linkage
disequilibrium would help us understand the adaptive significance of sexual re-
production. The mystery of sex is the subject of the next section.

gins, et al. 2002. “Detecting recent positive selection in the human genome from haplotype

® Most common

Percentiles allele of BMP3
S Alleles at
[ORSIION
€ |95 other loci on
5 AZO chromosome 4
£T16
>
g v 12 y
i
of 4
=
c 0+ . _ ! ; X
= 0 02 04 06 08 1.0

Allele frequency

Figure 8.20 Evidence of
recent positive selection on
the most common allele of the
gene BMP3 BMP3 encodes
bone morphogenic protein 3, also
known as osteogenin. The most
common BMP3 allele has a com-
bination of high linkage disequi-
librium with nearby markers and
high frequency that is unusual
among other loci on chromosome
4, and is unlikely to be due to
drift. From Wu et al. (2010).
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8.3 The Adaptive Significance of Sex

Sexual reproduction is complicated, costly, and dangerous. Searching for a mate
takes time and energy, and it may increase the searcher’s risk of being eaten by a
predator. Once found, a potential mate may demand additional exertion or in-
vestment before agreeing to cooperate. Sex itself may expose the parties to sexu-
ally transmitted diseases. And for all that, the mating may prove to be infertile.
Why not simply reproduce asexually instead (Figure 8.21)?

This question sounds odd to our ears, because for us reproducing asexually is
not an option. But for many organisms it is an option, at least in a physiological
sense. They are capable of both sexual and asexual reproduction and regularly
switch between the two. Many aphid species, for example, have spring and sum-
mer populations composed entirely of asexual females. These females feed on
plant juices and, without the participation of males, produce live-born young
genetically identical to their mothers. This mode of reproduction, in which
offspring develop from unfertilized eggs, is called parthenogenesis. In the fall
aphids change modes, producing males and sexual females. These mate, and the
females lay overwintering eggs from which a new generation of parthenogenetic
females hatch the following spring.

(a) Volvox (b) Hydra (c) Strawberry

Figure 8.21 Asexual repro-
duction in an aphid The large
aphid is giving birth to a daugh-
ter, produced by parthenogen-
esis, that is genetically identical to
its mother. In the fall, the aphids
will switch to sexual reproduction.
Photo by MedievalRich.

Many species are capable of
both sexual and asexual repro-
duction.

Figure 8.22 Organisms with two modes of reproduc-
tion (a) Volvox, a freshwater alga. Each large sphere is an
adult. Most are cloning themselves by growing daughters
inside that are genetically identical to the parent. The individu-
als containing red spheres—encysted zygotes—are reproduc-
ing sexually as females. They have been fertilized by sperm

from sexual males. (b) Hydra, a freshwater invertebrate. The
crown of tentacles at the upper right surround the hydra’s
mouth. Along the body below the mouth are three gonads.
Below the gonads is an asexual bud. (c) Strawberry. This plant
is reproducing sexually via fruits with seeds, and asexually

via runners.
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Many other organisms are capable of both sexual and asexual reproduction
(Figure 8.22). Volvox, for example, like aphids, alternate between sexual and asex-
ual phases (Figure 8.22a). Hydra can reproduce sexually and asexually at the same
time (Figure 8.22b). So can the many species of plants that reproduce both by
developing flowers that exchange pollen with other individuals and by sending
out runners (Figure 8.22¢).

Which Reproductive Mode Is Better?

The existence of two different modes of reproduction in the same population
raises the question of whether one mode will replace the other over time. John
Maynard Smith (1978) approached this question by developing a null model. The
null model explores, under the simplest possible assumptions, the evolutionary
fate of a population in which some females reproduce sexually and others repro-
duce asexually. Maynard Smith made just two assumptions:

1. A female’s reproductive mode does not affect how many oftspring she makes.
2. A female’s reproductive mode does not affect the probability that her offspring
will survive.

Maynard Smith also noted that all the offspring of a parthenogenetic female are
themselves female, whereas the offspring of a sexual female are a mixture, typi-
cally with equal numbers of daughters and sons.

Fraction of individuals

Generation Sexuals Asexuals that are asexual
1 9 1/3
2 9 <« Q « 12
3 Q d Q d 23
Qxd @-J

In a population conforming to Maynard Smith’s assumptions, asexual females
produce twice as many grandchildren as sexual females (Figure 8.23). This means
that asexual females will constitute a larger fraction of the population each gen-
eration. Ultimately, asexual females should completely take over. In principle,
all that would be required is for a mutation to produce a single asexual female in
an otherwise exclusively sexual population. From the moment the mutation oc-
curred, the population would be destined to be overwhelmed by asexuals.

And yet such asexual takeovers do not seem to have happened very often. The
vast majority of multicellular species are sexual, and there are many species, like
aphids, Volvox, and hydra, in which sexual and asexual reproduction stably coex-
ist. Maynard Smith’s model demonstrates, as he intended it to, that these facts
represent a paradox for evolutionary theory.

Obviously, sex must confer benefits that allow it to persist despite the strong
reproductive advantage offered by parthenogenesis. But what are these benefits?

Figure 8.23 The reproduc-
tive advantage of asexual
females The population
imagined here is founded by a
sexual female, a sexual male, and
an asexual female. Each genera-
tion, each sexual female makes
two daughters and two sons.
Each asexual female makes four
daughters. Under these simple
assumptions, the fraction of indi-
viduals in the population that are
asexual females increases every
generation. After John Maynard
Smith (1978).

The persistence of sex is a para-
dox, because a simple model
shows that asexual females
should rapidly take over any
population.
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The mathematical logic of Maynard Smith’s model is correct, so the benefits of
sex must lie in the violation of one or both of the assumptions. This is the model’s
greatest value. By making a short list of explicit assumptions, Maynard Smith fo-
cused the inquiry on just a few essential facts of biology.

The first assumption, that the number of offspring a female can make does
not depend on whether she is sexual or asexual, is violated in species in which
fathers provide resources or other forms of parental care essential for producing
young. With no male to provide help, asexual females are likely to produce fewer
offspring. Species in which female reproductive success is limited by male paren-
tal care certainly exist. Examples include humans, many birds, and pipefish (see
Chapter 11). However, species with male parental care are in the minority. In
most species—most mammals and most insects, for example—males contribute
only genes. A general advantage to sex is thus more likely to be found in the vio-
lation of the second assumption, that the probability that a female’s oftspring will
survive does not depend on whether she produces them asexually or sexually.

An Experimental Model for the Maintenance of Males

To explore conditions under which offspring fathered by males might have high-
er rates of survival, Levi Morran and colleagues (2009; 2011) performed labora-
tory natural selection experiments with the nematode Caenorhabditis elegans (Fig-
ure 8.24). This 1-mm-long worm, which ordinarily lives in soil, has a generation
time of three or four days and is easy to maintain on artificial medium in the lab.
Individuals can survive freezing and thawing, making it possible to store reference
populations for future testing.

C. elegans individuals come in two sexes: self-compatible hermaphrodites and
males. Hermaphrodites reproduce by either selfing or outcrossing with males.
That is, they produce eggs which they fertilize with sperm they make themselves
or sperm they get from a male, but never with sperm from another hermaphro-
dite. Males reproduce by fertilizing eggs made by hermaphrodites.

When hermaphrodites self, all of their offspring are female. When they out-
cross, half of their offspring are female and half are male. This is because C. elegans
has chromosomal sex determination, where females are XX and males XO.

As with Maynard Smith’s conceptual model, it is a challenge with C. elegans
to explain how males persist (see Anderson et al. 2010). Only half of the eggs a
male fertilizes yield male offspring. This means that males will disappear unless (a)
they collectively fertilize a proportion of eggs that exceeds their own frequency
in the population, or (b) they produce offspring that have a higher probability
of surviving than the offspring produced by selfing hermaphrodites, or (c) some
combination of both. The demographic model developed in Computing Conse-
quences 8.5 shows that the condition for male persistence is

aw > 2

where a is the fertilization success of males, such that « times the frequency of
males is the proportion of eggs fertilized by males, and w is the relative fitness of
offspring produced by outcrossing versus selfing.

Intriguingly, and usefully, when this condition is met males can be maintained
at equilibrium frequencies between 0 and 0.5. All else being equal, the equilib-
rium frequency of males goes up with increasing values of @ and with increasing
values of w. This means that in laboratory populations with intermediate male
frequencies, changes in male frequency indicate changes in a, w, or both.

Figure 8.24 Caenorhabditis
elegans Photo by Bob Gold-
stein, UNC Chapel Hill.
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Here we track the frequency of males in a population
consisting of males and self-fertile hermaphrodites. Our
analysis 1s a simplified version of a model developed
by Andrew Stewart and Patrick Phillips (2002; see also
Otto et al. 1993; Anderson et al. 2010). First we define
the following parameters:

* m is the frequency of males.

e « is the fertilization success of males, such that am
is the proportion of eggs fertilized by males, and
0=am=1.

* w is the relative fitness of outcrossed progeny, de-
fined as the survival rate of progeny produced by
outcrossing divided by the survival rate of progeny
produced by selfing.

As the frequency of males approaches 0.5, their fer-
tilization success becomes constrained to a maximum
value of 2. For simplicity, therefore, we are concerned
only with values of « less than 2.

The only source of males in our model will be mat-
ings between males and hermaphrodites. (In reality,
males can also arise via chromosomal nondisjunction in
hermaphrodites, but the rate at which this happens is
negligible.) Only half the progeny produced by out-
crossing are male. With « less than 2, the proportion of
eggs fertilized by males is less than twice the frequency
of males in the population. Under these circumstances,
males will maintain their numbers only if progeny pro-
duced by outcrossing survive at higher rates than prog-
eny produced by selfing—that is, if w is greater than
1. We therefore are concerned only with values of w
greater than 1.

Finally, we assume that there is no difterence in the
survival rates of males versus hermaphrodites produced
by outcrossing, and that all eggs not fertilized by males
are fertilized by the hermaphrodites that make them.

The frequency of males in the next generation, m’,
is given by
Tamw

[—

m

amw + (1 — am)
The numerator in the expression on the right is one-
half the proportion of eggs fertilized by males times the

g COMPUTING CONSEQUENCES 8.5

A demographic model of the maintenance of males in the
nematode Caenorhabditis elegans

relative fitness of outcrossed progeny. The denominator
is the sum of the proportion of eggs fertilized by males
times the relative fitness of outcrossed progeny and the
proportion of eggs fertilized by hermaphrodites. (Prog-
eny produced by selfing have a relative fitness of 1 by
definition).

Rearranging slightly and subtracting m gives an ex-
pression for Am, the change in the frequency of males
from one generation to the next:

amw

Am = —m
2amw + 2(1 — am)
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Stable equilibria for male frequency These
curves show the change in male frequency from one genera-
tion to the next when @ = 1.8 and w takes different values.
The equilibrium frequency of males increases with the relative
fitness of progeny produced by outcrossing.

plots the change in the frequency of males
as a function of the frequency of males for @ = 1.8 and
w = 1.15, 1.3, and 1.6. The three curves reveal stable
equilibria at male frequencies that increase with the rel-
ative fitness of outcrossed progeny.
We can calculate m, the equilibrium frequency of
males, by setting Am equal to zero and solving for m:
A ow— 2
Bl= o
20w — 2a
If w is greater than one, stable equilibria exist whenever
aw > 2.
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Jennifer Anderson and colleagues (2010) maintained 10 distinct strains of
C. elegans in the lab for a dozen generations, then assessed the frequency of males.
Over half the strains either lost males altogether or maintained them only at
low frequencies. Other strains, however, maintained males at higher frequencies.
One maintained them at a frequency of 35%. This variation in the equilibrium
frequency of males indicates that the product of male fertilization success and the
relative fitness of outcrossed progeny is often below, but sometimes above, the
threshold for male maintenance. It also suggests that the genetic composition of a
population matters. Other researchers have documented genetic variation among
strains for male fertilization success (Teotonio et al. 2006; Murray et al. 2011).
The variation is attributable to differences in both male mating ability and her-
maphrodite receptivity (Wegewitz et al. 2008).

Of particular use to researchers, mutations are known that can peg the fre-
quency of males in a C. elegans population at 0 or 0.5 (see Anderson et al. 2010).
For example, a mutation that renders hermaphrodites unable to make sperm,
effectively converting them into females, maintains males at a frequency of 0.5.
And a mutation that is lethal to males eliminates them from a population.

The experiments Morran and colleagues (2009, 2011) have conducted with
C. elegans identify conditions under which populations maintain high frequencies
of males. We use these experiments to introduce hypotheses about the benefits of
sex. We then look at evidence from other organisms as well. Before we do all of
this, we need to consider what sex does to genes in populations.

The Population Genetics Consequences of Sex

When population geneticists talk about sex, what they usually mean, and what
we mean here, is reproduction involving (1) meiosis with crossing over and (2)
matings between unrelated individuals, such as occur during random mating. Or-
ganisms that reproduce by cloning themselves, such as summer aphids, lack both
meiosis and outcrossing. Organisms that reproduce by self-fertilization, such as
selfing hermaphroditic C. elegans, have meiosis but lack outcrossing.

In concert, meiosis and outcrossing result in allelic segregation and genetic
recombination. If we follow a lineage of allele copies through several generations,
in every generation the allele will be part of a different multilocus genotype. At
its own locus, our allele may be part of a homozygote in one generation and a
heterozygote in the next. At other loci, our allele will be linked to different vari-
ants each generation. For example, a particular allele for blue eyes may be part
of a genotype that includes alleles for blond hair in one generation and part of a
genotype that includes alleles for brown hair in the next generation.

If we follow the whole population across generations, segregation will tend to
restore the population to Hardy—Weinberg equilibrium. (This was a central con-
clusion of Chapter 6.) Genetic recombination will tend to restore the population
to linkage equilibrium. This was a central conclusion of Section 8.1.

A population genetics theory that would explain the maintenance of sex via
segregation must include a mechanism that takes populations away from Hardy—
Woeinberg equilibrium and a reason that the restoration of equilibrium is ben-
eficial (see Agrawal 2009). A population genetics theory that would explain the
maintenance of sex via genetic recombination must likewise include a mecha-
nism that takes populations away from linkage equilibrium and a reason that
the restoration of equilibrium is beneficial (Felsenstein 1988). Evolutionary bi-
ologists have devoted considerably more attention to theories that explain the

Males can persist in a popula-
tion of facultatively sexual
females if they have sufficiently
high fertilization success, if they
produce offspring that survive
at a sufficiently elevated rate,
or both.

Sex, to a population geneticist,
means allelic segregation and
genetic recombination.

In a population genetics analy-
sis, sex does only two things: It
restores Hardy—Weinberg equi-
librium, and it restores linkage
equilibrium.
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maintenance of sex via its effect on linkage disequilibrium (see Otto 2003). These
theories are our primary focus here. We will, however, keep the effect of sex on
Hardy—Weinberg equilibrium in mind as well.

Mutation, Drift, Inbreeding, and Sex

Morran and colleagues (2009) worked with a strain of C. elegans, called CB4856,
that maintains males at a frequency of 10% to 20%. The researchers set up rep-
licate populations and watched them evolve by natural selection for 50 genera-
tions. The scientists kept their research subjects in an environment that required
the worms to cross rugged terrain to find food. This requirement imposed selec-
tion against deleterious mutations. At the end of 50 generations, the researchers
measured the mean fitness of each population, relative to that of the ancestor,
by assessing the population’s growth rate in competition with a reference strain.

The replicate populations the researchers used were of three kinds. The first
kind were fixed for a mutation lethal to males and thus consisted of obligately
selfing hermaphrodites. The second kind were wild type and consisted of her-
maphrodites and males. The third kind were fixed for a mutation that renders
hermaphrodites unable to make sperm and thus consisted of equal numbers of
obligately outcrossing females and males.

(a) Selfing versus wild type versus outcrossing (b) Outcrossing rate in wild-type populations
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The black symbols in Figure 8.26a show what happened to the mean fitness of
the three kinds of populations. The obligately selfing populations (with an out-
crossing rate of zero) suffered a decline in fitness relative to their ancestor. The
likely explanation for this loss is the accumulation of deleterious mutations. In
contrast, the wild-type and obligately outcrossing populations (with outcrossing
rates of 0.3 and 1) showed modest gains in relative fitness.

The orange symbols in Figure 8.26a show what happened to the same three
kinds of populations when Morran and colleagues dosed the worms with a chem-
ical mutagen every other generation. This treatment increased the mutation rate
by a factor of four. Now the obligately selfing populations suffered a dramatic
loss of fitness and the wild-type populations a substantial loss. Only the obligately
outcrossing populations maintained a fitness equivalent to that of their ancestor.

In the wild-type populations, composed of hermaphrodites and males, the
outcrossing rate—the fraction of offspring fathered by males—evolved. This ap-
pears in the higher outcrossing rates for the mutated versus control wild-type
populations in Figure 8.26a and in the time-series plots in Figure 8.26b. A higher
mutation rate selected for more frequent outcrossing, and thus more males.

Figure 8.26 Elevated muta-
tion rate selects for outcross-
ing in C. elegans (a) Mean
relative fitness 2 s.e. of popu-
lations after 50 generations of
laboratory natural selection. Five
replicates per symbol. (b) Evolu-
tion of outcrossing rate (the frac-
tion of individuals produced by
outcrossing) in wild-type popula-
tions. From Morran et al. (2009).

Reprinted by permission from Macmillan Publishers
Ltd: Morran, L. T., M. D. Parmenter, and P. C. Phil-
lips. 2009. “Mutation load and rapid adaptation
favour outcrossing over self-fertilization.” Nature
462: 350-352.
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Morran and colleagues’ results suggest that outcrossing is, at least in part, an ad-
aptation for maintaining fitness in the face of deleterious mutations. The problem
created by deleterious mutations, and the solution offered by sex, are perhaps best
appreciated by imagining an asexual female that reproduces by cloning.

If a parthenogenetic female sustains a deleterious mutation in her germ line,
she will pass it to all her offspring. They, in turn, will pass it to all their offspring.
The female’s lineage will be hobbled by the mutation forever. The only hope of
escape is if one of her descendants is lucky enough to experience either a back-
mutation or an additional mutation that compensates for the first. In the mean-
time, the descendants are at risk of sustaining additional deleterious mutations.

Now, following H. J. Muller (1964), imagine a population of asexual indi-
viduals that occasionally sustain deleterious mutations. Because the mutations en-
visioned by Muller are deleterious, they will be selected against. The frequency
of each mutant allele in the population will reflect the mutation rate, the strength
of selection, and, if the population is finite, genetic drift (see Chapters 6 and 7).

At any given time, the population may include individuals that carry no muta-
tions, individuals that carry one mutation, individuals that carry two mutations,
and so on. Because the population is asexual, we can think of these groups as
distinct subpopulations and plot the relative number of individuals in each sub-
population in a histogram (Figure 8.27). The number of individuals in each group
may be quite small, depending on the size of the entire population and on the
balance between mutation and selection. The group with zero mutations is the
one whose members, on average, enjoy the highest fitness. But if this group
is small, then in any given generation chance events may conspire to prevent
the reproduction of all individuals in the group. If this happens just once, then
the zero-mutation subpopulation is lost, and the members of the one-mutation
group are now the highest-fitness individuals. The only way the zero-mutation
group will reappear is if a member of the one-mutation group sustains the back-
mutation that converts into a zero-mutation individual.

With the demise of the zero-mutation group, the members of the one-
mutation subpopulation enjoy the highest mean fitness. But this group may also
be quite small and may be lost by chance in any given generation. Again, the loss
of the group by drift is much easier than its re-creation by back-mutation. Each
time the most fit group is lost, it is as if a ratchet has turned one click. As the
ratchet clicks away, and highest-fitness group after highest-fitness group is lost
from the population, the average fitness of the population declines over time.
The burden imposed by the accumulating mutations is known as the genetic
load. Eventually, the genetic load carried by the asexual population becomes so
high that the population goes extinct.

Sex breaks Muller’s ratchet. If the no-mutation group is lost by chance in any
given generation, it can be reconstituted by outcrossing and recombination. If
two individuals mate, each carrying a single deleterious mutation, one-quarter
of their offspring will be mutation free. Even individuals who do not possess
a single mutation-free chromosome between them can generate mutation-free
chromosomes by mating. Outcrossing followed by meiosis with recombination
in the offspring will do the job, so long as the mutations occur at different loci.

The crux of Muller’s ratchet is that linkage disequilibrium is created by drift.
Particular multilocus genotypes are at lower-than-linkage-equilibrium frequen-
cies because chance events have eliminated them. These missing multilocus
genotypes are the zero-mutation genotype, then the one-mutation genotype, and

At the start:

Number of
individuals

TUZUU?

Number of
deleterious mutations

A few generations
later:

il

Number of
deleterious mutations

Number of
individuals

A few generations
later still:

Number of
individuals

I_IH|_|
1 2 3 4 5

Number of
deleterious mutations

0

Figure 8.27 Muller's ratchet:
Asexual populations accumu-
late deleterious mutations
Each histogram shows a snapshot
of a finite asexual population. In
any given generation, the class
with the fewest deleterious muta-
tions may be lost by drift. Because
forward-mutation to deleterious
alleles is more likely than back-
mutation to wild-type alleles, the
distribution slides inexorably to
the right. After Maynard Smith
(1988).

Sex may be advantageous
because it re-creates favorable
multilocus genotypes that have
been lost to drift. The genes for
sex then ride to high frequency
in the high-fitness genotypes
they help to create.
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so on. Sex reduces linkage disequilibrium by re-creating the missing genotypes.
The genes responsible for sex are maintained in populations because they help
to create zero-mutation genotypes. As these zero-mutation genotypes increase in
frequency, the genes for sex hitchhike to high frequency with them.

Haigh (1978; reviewed in Maynard Smith 1988) developed and explored an
explicit mathematical model of Muller’s ratchet. Not surprisingly, the most criti-
cal parameter in the model is population size. In populations of 10 or fewer indi-
viduals, drift is a potent mechanism of evolution and the ratchet turns rapidly. In
populations of more than 1,000, drift is a weak mechanism of evolution and the
ratchet does not turn at all. Also important are the mutation rate and the impact
of deleterious mutations. The ratchet operates fastest with mildly deleterious mu-
tations. This is because severely deleterious mutations are eliminated by selection
before drift can carry them to fixation.

The situation is somewhat more complicated when we compare selfing to
outcrossing hermaphrodites, because both have meiosis. The appearance of a new
deleterious mutation renders the locus where it occurs heterozygous. Selfing then
leads to a rapid increase in homozygosity. The original allele and the deleterious
mutation thus quickly segregate into homozygotes. In effect, this reduces the
mutation rate by half but doubles the effect of each mutation (Lynch et al. 1995;
Schultz and Lynch 1997). Otherwise, the conditions under which Muller’s ratch-
et turns are essentially the same in selfing populations as in asexual populations
(Heller and Maynard Smith 1978). The ratchet still operates fastest with mildly
deleterious mutations, and sex still breaks it by recreating missing genotypes.

To assess whether Muller’s ratchet operates in nature, Lee Henry and col-
leagues (2012) took advantage of a natural experiment. They studied six asexual
species of Timema walking stick and the six sexual species from which the asexu-
als are independently derived (Figure 8.28a). The estimated ages of the asexual
species range from 400,000 to 1,850,000 years. The researchers predicted that
by now the asexuals should have accumulated a considerable load of deleterious
mutations.

Henry and colleagues examined the sequences in all 12 species of three genes
thought to be subject to strong purifying selection. For each gene, they calcu-
lated the ratio of nonsynonymous to synonymous substitutions among the asexual
versus sexual species. The results appear in Figure 8.28b. Consistent with the re-
searcher’s expectation that the genes are subject to purifying selection, the over-
all ratio of nonsynonymous to synonymous substitutions was low. Consistent
with the operation of Muller’s ratchet, the asexual species accumulated far more
nonsynonymous mutations than the sexual species. Also consistent with Muller’s
ratchet, the nonsynonymous mutations accumulated by the asexual species were
more likely, on average, to encode a replacement amino acid with chemical
properties substantially different from those of the original. This suggests that the
mutations were, indeed, deleterious.

The examples we have discussed demonstrate that Muller’s ratchet works in
theory, in laboratory experiments, and in nature. By counteracting the ratchet,
sex can confer benefits. Working with a more general model of disequilibrium
arising from deleterious mutations, Peter Keightley and Sarah Otto (2006) found
sex beneficial even in—indeed, more so in—large populations.

Drift is not the only source of disequilibrium, however. We next consider
whether disequilibrium generated by selection can also lead to situations in which
the reduction of disequilibrium confers benefits.

(a) Timema walking stick

(b) Ratio of nonsynonymous to
synonymous substitutions
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Figure 8.28 Muller’s ratchet
in asexual walking sticks (a)
A Timema walking stick. Photo
by Joyce Gross. (b) The ratio of
nonsynonymous to synonymous
substitutions in three highly con-
served genes among six asexual
species and the six sexual species
they are derived from. From
Henry et al. (2012).
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Selection, Parasites, Environmental Change, and Sex

Building on the earlier work with C. elegans strain CB4856, Levi Morran and
colleagues (2011) set up new replicate populations of wild-type worms and
watched them evolve in the lab. The scientists first treated all the worms with a
chemical mutagen for three generations to introduce genetic variation. They sub-
sequently cultivated the populations in an environment that required the worms
to cross a lawn of pathogenic bacteria and a stripe of antibiotic to find food. The
pathogenic bacteria were Serratia marcescens, which cause an often-lethal infec-
tion in C. elegans that eat them. Every few generations, the researchers assessed
the frequency of males and inferred the total fraction of the population that had
been produced by outcrossing versus selfing parents. They tracked changes in the
outcrossing rate for 30 generations. The results appear in Figure 8.29.
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First look at the control populations (black). The controls were exposed to
heat-killed pathogenic bacteria, which are not dangerous to C. elegans. Across the
entire experiment, the controls maintained males at a frequency of roughly 20%.

Now look at the evolution populations (red). These populations were exposed
to pathogenic bacteria drawn from a stock population. The pathogens killed
many worms, imposing selection for resistance to infection. The worms’ out-
crossing rate evolved as well. It rose over eight generations to a peak of over 80%.
Then it slowly fell back to the level of outcrossing displayed by the controls.

Finally, look at the coevolution populations (green). These were exposed to
pathogenic bacteria harvested from the dead carcasses of worms that had been
infected and killed in the previous generation. This imposed selection on the
worms for resistance to infection and on the bacteria for the ability to infect and
kill. This time the outcrossing rate rose across the first 20 generations to a high of
about 90%, where it remained for the duration of the experiment.

Morran’s evolution treatment suggests that sex is beneficial in populations sub-
ject to directional selection. The mechanism is similar to Muller’s ratchet. In a
finite population, some advantageous genotypes will be missing due to sampling
error. Sex is adaptive because it recreates these missing genotypes through segre-
gation and recombination (Otto and Lenormand 2002).

Once optimal genotypes arise, however, sex becomes disadvantageous. This
is because segregation and recombination break up the advantageous genotypes
they recently helped to create (see Otto 2009). This may explain why, by the end

Figure 8.29 Pathogens

select for outcrossing in

C. elegans Frequency of out-
crossing in C. elegans populations
evolving by natural selection in
the lab. Control populations were
exposed to heat-killed pathogenic
bacteria, evolution populations

to pathogenic bacteria from a
stock population, and coevolution
populations to pathogens under
selection for their ability to infect
and kill the worms. From Morran
etal (2011).

From “Running with the Red Queen: host-parasite
coevolution selects for biparental sex.” Science
333:216-218. Reprinted with permission from
AAAS.

Selection—on any sort of
trait—seems to favor recombi-
nation.
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of Morran’s experiment, the rate of outcrossing in the evolution populations had
fallen back to where it started.

Morran’s coevolution treatment suggests that sex remains beneficial indefinitely
in populations subject to an ever-changing selection regime. In the coevolution
treatment, the worms and their pathogens were locked in an ongoing arms race.
As the worm population was evolving ever-better defenses, the pathogen popula-
tion was simultaneously evolving ever-better means of infecting the worms.

Figure 8.30 illustrates how this situation can make sex perpetually beneficial.
Both resistance and infectivity are likely influenced by genotype at a variety of
loci. Imagine a pathogen population with two genotypes, one common and one
rare (Figure 8.30a). Imagine a host population with genetic variation for resis-
tance, such that hosts resistant to pathogen genotype I are susceptible to patho-
gen genotype 1l and vice versa (Figure 8.30b). The host population will evolve
resistance to whichever pathogen genotype is more common (Figure 8.30c).
In response, the pathogen population will evolve toward a higher frequency of
whichever genotype is currently rare. Sex remains adaptive because, as during
simple directional selection, segregation and recombination help recreate geno-
types that are, at any given time, both rare or missing and favored by selection.

The notion that sex is adaptive during perpetual arms races between biological
antagonists is called the Red Queen hypothesis (for reviews, see Seger and Ham-
ilton 1988; Lively 2010). The hypothesis is named for a character in Lewis Car-
roll’s Through the Looking Glass who runs as fast as she can just to stay in one place.

The crux of the Red Queen hypothesis is disequilibrium created by selection.
Particular genotypes are at lower-than-equilibrium frequencies because individu-
als who carry them have recently fared poorly. Soon, however, these genotypes
become advantageous. Sex reduces linkage disequilibrium by re-creating the
missing genotypes. The genes responsible for sex are maintained in populations
because they hitchhike to high frequency with genotypes they recreate.

Similar scenarios favoring sex can also arise if the environment perpetually
changes (Sturtevant and Mather 1938, reviewed in Felsenstein 1988), or if indi-
viduals perpetually migrate among different environments (Agrawal 2009).

Curtis Lively (1992) investigated whether parasites select in favor of sex in na-
ture. Lively studied the freshwater snail Potamopyrgus antipodarum, which lives in
lakes and streams throughout New Zealand and is the host of over a dozen species
of parasitic trematode worms. The trematodes typically castrate their host by eat-
ing its gonads. Trematodes thus exert strong selection on snail populations for re-
sistance to infection. Most populations of the snail contain two kinds of females:
obligately sexual females that produce a mixture of male and female offspring, and
obligately parthenogenetic females whose daughters are clones of their mother.
Both kinds of female must have an ovary to reproduce; the diftference is that the
eggs of the parthenogenetic females do not have to be fertilized. The propor-
tion of sexuals versus asexuals varies from population to population. So does the
frequency of trematode infection. If an evolutionary arms race between the snails
and the trematodes selects in favor of sex in the snails, then sexual snails should be
more common in populations with higher trematode infection rates.

Lively sampled snails from 66 lakes and determined the sex and infection sta-
tus of each individual. He used the frequency of males in each population as an
index of the frequency of sexual females, on the logic that sexual females are the
only source of males. Lively found that, as predicted, a higher proportion of the
females are sexual in more heavily parasitized populations. This result, shown in
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Figure 8.31, is open to alternative causal interpretations. One is the Red Queen
hypothesis. Another is that males are more susceptible to infection. Experiments
rule out the latter, because in the lab males are no more vulnerable to the parasite
than females (Lively 1989). Overall, the result in Figure 8.31, as well as others on
the snails 