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Preface

Regardless of culture, most adult humans report experiencing similar feelings
such as anger, fear, humor, and joy. Such subjective emotional states, however,
are not universal. Members of some cultures deny experiencing specific emo-
tions such as fear or grief. Moreover, within any culture, individuals differ
widely in their self-reports of both the variety and intensity of their emotions.
Some people report a vivid tapestry of positive and negative emotional experi-
ences. Other people report that a single emotion such as depression or fear
totally dominates their existences. Still others report flat and barren emotional
lives.

Over the past 100 years, scientists have proposed numerous rival explana-
tions of why such large individual differences in emotions occur. Various authors
have offered anthropological, biochemical, ethological, neurological, psycholog-
ical, and sociological models of human emotions. Indeed, the sheer number of
competing theories precludes a comprehensive review in a single volume. Ac-
cordingly, only a representative sample of models are discussed in this book,
and many equally important theories have been omitted. These omissions were
not intended to prejudice the reader in favor of any particular conceptual frame-
work. Rather, this selective coverage was intended to focus attention upon the
empirical findings that contemporary theories attempt to explain.

Two deceptively simple issues have dominated emotion research. First,
what causes us to experience a given emotion? Are emotions caused by biological
events such as changes in the biochemistry of the brain? Are emotions caused by
psychological events such as specific memories or thoughts? Are some emotions
triggered primarily by biological events, and other emotions elicited primarily by
psychological events? Are biological and psychological causes of emotions in-
separable? Throughout this book, we will examine the relative merit of each of
these positions.

Second, what are the biological and psychological consequences of expressing
our feelings? Some theorists argue that ““acting out” our emotions produces
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catharsis (emotional release) that promotes mental and physical health. Other
theorists, however, argue that overtly expressing our emotions may lead to
mental and physical illnesses. We will examine the empirical evidence on this
issue throughout this book. For example, does essential hypertension (high
blood pressure) occur more commonly in individuals who express or inhibit
their feelings?

Discussion of the causes and consequences of emotions often presumes that
the reader has a basic understanding of human anatomy and physiology. Ob-
viously, it is impossible to grasp the potential role of prolactin in human emo-
tions unless one is aware of what prolactin is (a hormone) and what it does
(effects the tissues of both the breast and brain). For the benefit of readers with a
limited background in biology, Chapters 2 through 10 each contain a brief re-
view of the anatomy and physiology of the specific organ system being
discussed.

Although the book was intended for use as a text in either undergraduate or
graduate courses in emotion, the depth and breadth of the coverage may appeal
to a wider audience. For example, nursing and medical students may find the
discussions of somatopsychic (body-mind) and psychosomatic (mind-body)
disorders extremely beneficial. Because a general understanding of human emo-
tions is important in a wide variety of occupations and professions, a concerted
effort was made to clearly define technical terms such as somatopsychic through-
out the text.

The study of human emotions can be a frustrating experience. Some human
emotions such as anxiety have been intensively examined, and thus we are often
faced with sorting through a conflicting mass of empirical findings. Conversely,
research on other emotions such as embarrassment has been extremely sparse.
Hence, we are often confronted with large gaps in our current knowledge about
human emotions. Some readers may legitimately feel overwhelmed by the sheer
complexity of “what we know,” whereas other readers may be legitimately
disappointed by ““what we don’t know.” It is my personal hope that the reader
will persevere and rediscover the excitement of intellectual discovery that we all
experienced as children.

I would like to express my gratitude to all students in my undergraduate
course on human emotion. Your constructive criticisms and comments were
invaluable in revising the early drafts of this work. Special thanks are due to Lisa
Blouin, Jenny Boyle, Debbie Finkel, Kim Helton, and Margi Lacy for proofread-
ing various drafts of the manuscript. Special recognition is also due to Tammy
Day for translating my often vague ideas into clear and informative illustrations.

I am greatly indebted to my editor, Carroll Izard, for his insightful com-
ments and his assistance in shortening my original manuscript by approximately
150 pages. Special thanks to Robert Simons and Brent White for reading and
commenting on portions of the manuscript. I am also grateful to my editor, Eliot
Werner, and the production staff at Plenum Press for transforming my manu-
script into book form.

Background research for this book was partially supported through a series
of summer grants from the Centre College faculty development fund and
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through a sabbatical leave. I would like to express my personal thanks to the
Centre College library staff for their assistance in locating reference materials.
Thanks are also due to Pat Martin and Glenys Haine for their help in preparing
the final draft of the manuscript.

Jack Thompson
Danville, Kentucky
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The Mind-Body Puzzle

As we will discuss in Chapter 1, all definitions of emotions reflect their authors’
beliefs about the nature of reality (metaphysics). Scientists disagree over
whether emotions should be viewed as biological (physical) events, as psycho-
logical (mental) events, or as products of the complex interaction of mind and
body. One of the central issues in this mind-body debate is the temporal se-
quence of biological and psychological events. Specifically, do bodily changes
occur before, during, or after our feelings? Are biological events causes, compo-
nents, or the consequences of our emotions?

Given the importance of the mind-body debate in the study of emotion, we
will begin with a discussion of the two biological systems that control the physi-
ological activity of the other organs in the body. We will focus on the role of the
nervous system in emotional states in Chapter 2 and concentrate on the role of
the neurohormonal system in emotional states in Chapter 3.



Mind and Body

All cats are grey in the dark.
—Thomas Lodge (1597)

Emotions are integral components of human existence. Most people report that
their everyday subjective experiences consist of a kaleidoscope of positive and
negative feelings. Indeed, we often intentionally behave in specific ways in
order to elicit specific emotions. We may consciously choose to read depressing
news reports, pick fights, or cheer ourselves up. Intuitively, we realize that
emotions are literally the subjective spices of life. Without tears of joy or sorrow,
the laughter of amusement or sadism, the pounding heart of love or hate, life
would be a barren experience.

Despite the importance of emotions in everyday life, the question “what are
emotions?”’ is extremely difficult to answer. Most people report that they experi-
ence their emotions as distinct mind-body (psychobiological) states. Thus, a
particular emotion such as anger is usually perceived as a unique feeling (subjec-
tive mental state) coupled with a distinct pattern of physiological responses such
as increased heart rate (physical state). However, subjective feelings of emotions
and physiological responses may be disconnected (dissociated) in at least some
individuals. For example, researchers have identified two different types of
personality traits, repression and alexithymia, which are associated with physio-
logical reactions to emotional stimuli without the subjective awareness of emo-
tional states.

Repressors tend to selectively deny negative emotions such as fear and to be
highly defensive (for example, “I don’t have any problems”). Because re-
searchers cannot read the subjects’ minds, it is impossible to determine whether
repressors are consciously lying or actually unaware of their negative emotional
states. Repressors score extremely high on self-report measures of social desir-
ability, extremely low on self-report measures of anxiety, and show high levels
of physiological reactivity to stressors (Weinberger, Schwartz, & Davidson, 1979;
Asendorpf & Scherer, 1983). For example, Cook (1985) found that female re-
pressors reported less subjective distress but showed greater physiological re-
sponses to stressors than other subjects. Thus the repressors’ self-reports of low
anxiety did not match their physiological reactions.

Alexithymia is characterized by inability to express either positive or negative

3



4 Chapter 1

emotion in words and by an extremely barren fantasy life (lack of daydreaming,
night-dream recall). Alexithymics often use actions to unconsciously express
their emotions, such as slamming a door without being consciously aware of
anger. Although they may be consciously aware of physiological arousal during
emotions, they often misattribute their arousal to a physical cause (for example,
“I must be getting the flu”). Thus, for alexithymics, emotions appear to be
biological rather than psychobiological events (Neill & Sandifer, 1982; Ford,
1983).

As we will discuss later in this chapter, a third personality profile, psycho-
pathy, is characterized by the lack of both subjective and physiological emotional
reactions. To further complicate matters, individuals with multiple personality
disorders consciously experience specific emotions as different people. In this rare
disorder, the same individual alternates between two or more distinct person-
alities. Each personality has its own unique emotional reactions, habits, and
memories. Contrary to popular belief, multiple personality is not a form of
schizophrenia but, rather, is a dissociative disorder like amnesia. Individuals with
multiple personalities display a bizarre but effective method of coping with
emotional situations. When the conscious personality cannot cope effectively
with specific emotions, he or she simply “becomes” someone else who can.

Sybil was a classic example of a multiple personality. As a child, she was
repeatedly mentally and physically tortured and sexually abused by her own
mother. As an adult, Sybil was incapable of experiencing anger. In anger-induc-
ing situations, Sybil “disappeared” and was replaced by one of her other 15
personalities (Schreiber, 1974). Similarly, Winer (1978) reported the case of Nan-
cy who had been sexually molested by her great-grandfather when she was 6
years old and then raped twice by one of her mother’s boyfriends when she was
13. These repetitive sexual traumata left Nancy incapable of consciously experi-
encing either anger or sexual arousal. Accordingly, her two alter egos, Kitty and
Lillian, expressed Nancy’s anger and sexuality for her.

The existence of alexithymics, multiple personalities, psychopaths, and re-
pressors makes it difficult to generate a universal definition of human emotions.
Not surprisingly, there is still no generally accepted definition of emotion. Vari-
ous researchers define an emotion as (a) a biochemical response such as an
increase in hormone levels in the bloodstream; (b) a physiological response of
internal organs such as an increase in heart rate; (c) a physiological response of
skeletal muscles such as smiling; (d) an observable psychological response such
as cursing; (e) an unobservable psychological response such as a specific stream
of thoughts or images; (f) any combination of (a) through (e); or (g) the subjec-
tive awareness of any or all of the preceding behaviors. However, selecting any
one of these definitions may accidently result in two different types of logical
€rTors.

First, when we adopt a specific definition of emotions, we risk arbitrarily
defining events as either emotional or nonemotional. That is, when we define
what an emotion is, we are also simultaneously defining what we think an
emotion is not. Thus we may accidently “solve the problem by definition” (Za-
jonc, 1984a). Suppose we select a purely biochemical definition of emotion. By
defining the biochemical event as the emotion, we have ruled out the possibility
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that an observable biochemical event may act as either the cause of an emotion or
may occur as a consequence of an emotion. Moreover, we are also excluding the
possibility that an emotion may occur without a distinct biochemical event occur-
ring. Thus, rather than basing our judgment upon empirical evidence, we have
defined the relationship between biochemical events and emotions a priori.

Second, we risk tautological (circular) reasoning with any definition of emo-
tion we select. Suppose we define emotions as observable physiological re-
sponses such as crying. Would observing an individual crying allow us to con-
clude that he or she is experiencing an emotion? Of course not. They may be
crying in response to a speck of dirt in their eyes, or they may be an actress or
actor voluntarily producing tears on cue.

Based upon the preceding discussion, it should be clear that most defini-
tions of emotions imply that emotions consist of both mental “stuff” and phys-
ical “stuff.” Yet, if emotions consist of a “mental” event and a “physical” event,
why do both occur? How can an ethereal mind effect a physical body? Converse-
ly, how can a physical body alter mental processes? Obviously, it is impossible
to discuss human emotions without becoming immediately mired in the philo-
sophical issue of the “nature” of mind and body. The reader should be warned
that philosophical discussions often tend to be reminiscent of the children’s
story of Brer Rabbit and Tarbaby (Harris, 1914). Once you become involved, it
becomes increasingly difficult to extract yourself.

1.1. PHILOSOPHICAL TARBABIES

Metaphysics is the philosophical study of the nature of existence (ontology)
and of the universe (cosmology). In brief, metaphysics attempts to answer the
question, “what is reality?”” Western philosophers and theologians have hotly
debated the relationship between mind and body from the days of Socrates.
Over the centuries, philosophers have offered four different views of reality:
materialism, mentalism (or idealism), parallel dualism, and interactionism.

The materialist position is that only physical events exist and that mental
events are merely illusions (epiphenomena). How could purely physical events
produce mental-like phenomena? Materialists cite the example of modern digital
computers. Both computers and computer programs are purely physical en-
tities. Yet, when a computer executes a program, it performs a variety of “‘men-
tal” operations (forms images, performs mathematical computations, strings
together words, etc.). According to the materialists, similar somatopsychic
(body-mind) processes account for human mental activity. For example, psy-
choactive drugs can produce a variety of different psychological states, including
emotions. The materialist view of emotion will be discussed in Chapters 12 and
13.

The strict mentalistic position is that only mental phenomena exist and that
physical events are purely illusions. Mentalists argue that because our subjective
mental experiences are our only proof of physical events, we have no way of
objectively proving that physical events exist independent of an observer. A less
radical “as-if” variation of the mentalist position is that physical events do exist
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but that our perception of the physical world is determined by psychological
factors. For example, cross-cultural studies have found that individuals from
many cultures do not “see’” depth in drawings or photographs (Deregowski,
1972). Mentalists postulate that emotions are not caused by physical events but
rather by how the individual subjectively perceives the event. Receiving a “/B”
grade on a paper may elicit despair in one student and elation in another.
Mentalistic models of emotion will be discussed in Chapter 14.

The parallel dualism position is that both mental and physical phenomena
exist but that mental and physical events are independent of each other. For
example, it is possible to be physically exhausted but mentally alert. However, if
mental and physical events are actually independent, why do they often appear
to co-vary, as during emotional states? Leibniz and other philosophers argued
that mental and physical processes exist in parallel states such as two clocks set at
exactly the same time. Because a supernatural entity (God) is usually invoked to
account for why such parallel states exist, parallel dualism has been relatively
unpopular among scientists.

The interactionist position is that mental and physical phenomena interact
in a reciprocal fashion. Thus, physical events can produce mental events
(somatopsychic determinism), and mental events can produce specific physical
changes in the body (psychosomatic determinism). For example, if I poured a
hot cup of coffee on your lap, you would probably experience anger. Converse-
ly, if you close your eyes and vividly imagine having hot coffee dumped in your
lap, you may notice physical changes (increased pulse, clenched fists, etc.).
From an interactionist viewpoint, somatopsychic (body-mind) and psychoso-
matic (mind-body) processes are inseparable. As John Dewey once dryly noted,
“Only in wonderland can the grin be divorced from the cat” (Tillman, Berofsky,
& O’Conner, 1967, p. 3). Interactional models of emotion will be discussed in
Chapters 15 and 16.

1.1.1. Metaphysics of Illness

Metaphysical questions also dominate any discussion of the role of emo-
tions in health and illness. Traditionally, Western cultures have espoused a
dualistic distinction between “mental”-health illness and “physical’-health ill-
ness. Although this mental-physical distinction was originally made on philo-
sophical grounds, it does have some degree of empirical validity. In the majority
of cases of mental illness, no physical cause can be found for the individuals’
abnormal behaviors. Conversely, in the majority of cases of physical illness, a
specific physical cause for the disorder can be identified. The minority cases,
however, deserve careful attention. Some mental patients’ emotional states ap-
pear to trigger or to directly aggravate physical ilinesses. Conversely, some
physical illnesses appear to trigger or aggravate mental illness. To further com-
plicate matters, physically ill individuals often report psychological symptoms,
and mentally ill individuals often report physical symptoms.

Defining the distinctions between “mental” and ““physical” ilinesses is an
extremely difficult task. The American Psychiatric Association has repeatedly



Mind and Body 7

attempted to differentiate between mental disorders, physical disorders, psy-
chosomatic disorders, and somatopsychic disorders. Although numerous objec-
tions have been raised concerning the APA’s use of “‘mixed metaphysics,” their
diagnostic guidelines are widely used in clinical practice. Accordingly, diag-
nostic categories employed in the Diagnostic and Statistical Manual (DSM) of Men-
tal Disorders (3rd ed.), or DSM-III (1980), of the American Psychiatric Association
will be used in the following discussion of the role of emotions in mental and
physical illnesses.

DSM-III criteria differentiate between health and illness and between types
of disorders on the basis of the presence or absence of specific symptoms such as
reporting hallucinations. The occurrence of specific symptoms, however, does
not automatically imply that a given individual is mentally ill. For example,
wandering around campus naked may represent either a severe loss of contact
with reality or participation in a college prank.

Healthy individuals may consciously attempt to fake either mental or phys-
ical disorders as a form of psychological self-protection (primary gain). For exam-
ple, approximately 20% of undergraduate students report high levels of test
anxiety, but only approximately half of these students are underachievers, that
is, receive grades much lower than those predicted on the basis of their academic
ability. Smith, Snyder, and Handelsman (1982) observed that many college stu-
dents may use test anxiety as an excuse for failure or an “‘academic wooden leg.”
If they perform well, they can claim that they overcame their handicap, that is,
"I was a nervous wreck, and I still pulled out an A.” If they fail, they can blame
their failure on anxiety. When such high test-anxious students are placed in a
testing situation where test anxiety is not a viable excuse for failure, many
students adopt an alternative excuse of reduced effort (“I didn’t try”).

Healthy individuals may also attempt to fake mental or physical illness for a
variety of external rewards or secondary gain (attention, disability payments,
exemption from responsibilities, etc.). If the individual’s apparent goal in faking
illness is secondary gain, the behavior is labeled malingering. Although chronic
malingering may be considered socially deviant, it is not classified as a mental
disorder.

Faking illness when secondary gain is absent, however, is considered a
form of mental iliness and is diagnosed as a factitious disorder. A classic example
of a factitious disorder is called the Munchausen syndrome. Munchausen patients
make elaborate attempts to gain admission into medical hospitals. They may
deliberately cut or burn themselves or ingest drugs to produce physical symp-
toms such as blood in their urine or high blood pressure. To avoid detection,
they migrate from hospital to hospital. They often demand and unfortunately
receive unnecessary surgery. Pankratz (1981) cited the case of one Munchausen
patient who boasted that he had undergone 48 surgeries.

In both factitious disorders and malingering, the individual is consciously
aware that he or she is “faking.” Somatoform disorders (hypochondriasis and
conversion disorder) are characterized by the lack of conscious awareness that
illness is being faked. For example, hypochondriacs are preoccupied with body
functions and disease. They make no attempt to fake physical symptoms and
appear to quite honestly believe that every minor ache or physical irregularity
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represents a symptom of disease. Hypochondriacs often migrate from physician
to physician, hoping to find medical confirmation that they are physically ill.
Because hypochondriacs are physically healthy, their disorder is labeled a
mental illness.

Conversion disorders have characteristics of both mental and psychosomatic
disorders. The individual has physical symptoms (i.e., blindness, deafness, pa-
ralysis, sexual dysfunctions) that have no physical basis and that do not corre-
spond to the symptoms of known physical diseases. For example, a conversion
patient may display paralysis of only the hand or foot. Neurologically, such
glove-and-socklike paralysis is simply impossible because the limbs are con-
trolled by a number of different nerve bundles (see Figure 1-1). Thus, it is
physically possible to have only “more” or “less” paralysis than shown by
conversion patients.

Conversion disorders also have a number of other characteristics that dis-
tinguish them from physical illnesses. First, the symptoms of conversion pa-
tients often appear suddenly and disappear just as suddenly through ““mirac-
ulous cures.” Second, the physical symptoms of conversion disorders often

Figure 1-1. Shaded areas on the left side of the
figure represent areas commonly affected by
“glove” or “sock” conversion paralysis. Shaded
areas on the right side of the figure represent pat-
terns of paralysis observed in neurological
disorders.
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disappear during sleep. Thus, an individual whose hand is paralyzed when
awake may move his or her hand while asleep. Third, patients with physical
illnesses often report strong emotional reactions to their symptoms (e.g., anger,
anxiety, depression, fear). Conversion patients, however, show little emotional
reaction (la belle indifference) to sudden blindness, deafness, or paralysis.
Fourth, the specific symptoms such as blindness shown by a given conversion
patient often appear to be obvious “solutions” to personal emotional conflicts.
The following case nicely illustrates a “textbook” conversion disorder:

A 29-year-old woman discovered that her husband had had a series of
affairs. Two weeks later she and her husband were arguing in their car when
they were involved in a minor traffic accident. Three days after the accident, she
complained of radiating pains in her arms, legs, and spine. Neither orthopedic
nor neurological examinations identified any physical cause for her pain. The
patient reported that because of her pain she is no longer capable of engaging in
sexual acts (Spitzer, Skodol, Gibbon, & Williams, 1981).

Although the symptoms of somatoform disorders are physical, the indi-
vidual’s disorder is mental. Conversely, a number of physical disorders can
produce mental symptoms. For example, organic brain disorders are characterized
by observable physical damage to the brain produced by a physical agent (inju-
ry, ingestion of toxins) or by genetic defects. These physical disorders may
produce a variety of somatopsychic changes in mental functioning (memory,
problem solving, etc.), including emotional responses. Organic brain patients
often display sudden emotional outbursts (crying, laughing, screaming) or an
apparent lack of emotions. It should be stressed that somatopsychic changes in
emotional reactions have also been observed with a variety of physical illnesses
that involve organs other than the brain (Jefferson & Marshall, 1981). Such
somatopsychic emotional reactions are often indistinguishable from the emo-
tional reactions of psychiatric patients who have no known physiopathology.

To further complicate matters, “mental” illness may cause or aggravate
physical illnesses. For example, a stomach ulcer is a physical disorder that may
be initiated by psychological stress. Ulcers are not “in the patient’s head” but
rather are pathological physical conditions where stomach acid has eaten
through the protective coating of the gastrointestinal system and is damaging
the walls of the stomach. Yet ulcers can easily be produced in animals by repeat-
edly presenting psychological stressors.

DSM-III uses the rather awkward title psychological factors affecting physical
condition for psychosomatic disorders. This label is used to denote any physiolog-
ical disorder (excluding sexual dysfunctions) that is caused or aggravated by
psychological reactions. The older DSM-II labeled psychosomatic illnesses as
psychophysiologic disorders and listed only a small number of physical disorders as
psychosomatic (asthma, colitis, headaches, high blood pressure, etc.). Based on
the empirical observation that emotional states may affect a wide variety of
physical illnesses, DSM-III dropped the distinction between purely psychoso-
matic and purely physical disorders. Thus any physical illness can be viewed as
psychosomatic. For the purpose of brevity, the older term, psychophysiologic
disorder, will be employed in this book.

Differentiating between physical illness and psychophysiological disorders
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is an extremely difficult task. Many disorders such as headaches may be traced
to either organic causes, psychological stress, or a combination of organic and
psychological causes. Moreover, psychophysiological disorders appear to be
quite common in the general population. For example, Schwab and his associ-
ates conducted a survey of a large random sample of adults living in a county in
northern Florida. More than 50% of their respondants reported experiencing at
least one psychophysiological symptom on a regular basis, and 17% of their
sample reported regularly experiencing two or more psychophysiological symp-
toms. Paradoxically, 25% of the subjects who reported two or more symptoms
also rated their own physical or mental health as good to excellent (Schwab,
Fennell, & Warheit, 1974).

The purpose of the preceding discussion was to illustrate the “mixed meta-
physics” employed in psychiatric diagnoses. Some psychiatric disorders are
labeled physical, some are labeled mental, and some are labled psychobiological.

One of the major criticisms of DSM-III is that the “need” for psychiatric
diagnosis is based on the dualistic assumption that both “‘mental” and “phys-
ical” disorders exist. Materialists object to DSM-III on the grounds that all forms
of mental illnesses are merely misdiagnosed forms of organic brain disorders.
For example, the materialists note that long-term follow-up studies have found
that about 60% of conversion disorders are later diagnosed as organic brain
disorders (Slater & Glithero, 1965; Whitlock, 1967). They argue that “mental”
ilinesses may merely be the early symptoms of brain pathologies that are not
detectable with current technology. Similarly, strict mentalists argue that be-
cause only the mind exists, all physical illnesses are actually forms of mental
illnesses.

The interactionists” objections focus on the specification of cause, or etiolo-
gy, in DSM-III. Although DSM-III claims to list only a “known” etiology, in-
teractionists argue that designation of disorder A as a “physical illness” or
disorder B as a “mental illness” violates the fundamental unity of mind and
body. For example, heavy cigarette smoking greatly increases the risk of lung
cancer. Concluding that lung cancer is purely a physical disorder produced by a
physical cause (i.e., cigarette tar) ignores the obvious fact that cigarette smoking
is a behavior, not a virus. Although DSM-III does attempt to identify maladap-
tive behaviors such as cigarette smoking that contribute to physiopathology, it
does not endorse the interactionist view that all disorders are psychobiological.

The intended purpose of DSM-III was not to issue a metaphysical statement
on illnesses but rather to increase the reliability and validity of psychiatric diag-
nosis. Whether DSM-III does improve the accuracy of psychiatric diagnosis can
be debated on purely empirical grounds. DSM-III has been criticized for im-
plicitly defining “health” as the absence of specific clusters of mental or physical
symptoms. Although only about 10% of the population meets DSM-III criteria
for psychiatric disorders, a relatively large percentage of the rest of the popula-
tion reports many of the same symptoms as psychiatric patients. For example,
Srole and his associates interviewed a large random sample of the population of
New York City. Less than 25% of their respondents were judged “well ad-
justed” (Srole, Langner, Michael, Opler, & Rennie, 1962).

‘The current debate over the validity of DSM-III nicely illustrates how our
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own metaphysical beliefs distort our perception of collectively observable
events. Rather than asking the reader to accept a specific metaphysical position,
it is sufficient for the purposes of our discussion for the reader to merely agree
that collectively observable events exist. The metaphysical issue of whether
reality is a collection of physical events, a collective illusion, a parallel existence,
or an inseparable unity of mental and physical phenomena may never be re-
solved. However, the phenomena we label emotions are collectively observable.
Specific emotions have been consistently reported by humans from all cultures
studied. Emotional behaviors and the physiological manifestations of emotion
can be objectively recorded by physical instrumentation (cameras, physiological
recorders, etc.). Moreover, a temporal association between emotions and mental
and physical illnesses has been repeatedly demonstrated. These empirical obser-
vations will be examined in detail throughout the remainder of this book.

1.1.2. Abnormal and Normal Emotional Reactions

From a psychiatric viewpoint, emotions are considered “healthy” unless
they represent very extreme and/or inappropriate reactions. For example, react-
ing with extreme depression to the death of a loved one is considered a perfectly
normal response in our culture. Experiencing severe depression on the thirtieth
anniversary of the death of one’s pet goldfish, however, would qualify one for a
psychiatric interview.

DSM-III list two major classes of psychiatric disorders that are characterized
by the presence of inappropriate emotional states. Delineating the boundary
between abnormal and normal emotional reactions, however, is a difficult task.
The “appropriateness” of any given behavior often varies from culture to
culture. Crying at a wedding is considered normal in some cultures and abnor-
mal in others. Moreover, within any given culture, the appropriateness of the
same behavior may vary from situation to situation. Screaming in private may be
considered abnormal, whereas screaming in public may be considered normal.

Anxiety disorders are a set of different disorders (generalized anxiety, obses-
sion-compulsion, panic, and phobic) that were traditionally labeled neurotic be-
haviors. In generalized anxiety, panic, and phobic disorders, the individuals
display extreme emotional reactions to stimuli that other observers from our
culture label nonthreatening, for example, extreme anxiety reactions to taking a
shower. Obsessive individuals report involuntary repetition of images or
thoughts that are often anxiety- or guilt-producing. For example, a student may
become obsessed with the thought of standing up and screaming obscenities in
the middle of a lecture. Compulsions are repetitive actions that often appear to
be overt attempts at anxiety reduction such as checking and rechecking that a
door is locked.

DSM-III also lists post-traumatic stress disorders (PTSD) under the general
category of anxiety disorders. This designation has been repeatedly questioned.
Unlike other anxiety disorders, individuals with PTSD have experienced exter-
nal stressors that objective observers label as highly anxiety-producing (combat,
fire, floods, rape, etc.). Moreover, PTSD patients often report guilt (why did I
survive?) or blunted (reduced) emotional reactions rather than anxiety. A
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number of studies, however, suggest that PTSD may legitimately represent a
"“delayed” reaction to anxiety-provoking stimuli (see Stretch, Vail, & Maloney,
1985).

Affective disorders consist of a set of related psychiatric disorders that are all
characterized by intense feelings of depression or elation that are “inappropri-
ate” in the context of the individual's current life. Manic episodes are charac-
terized by experience of elation over at least a 1-week period accompanied by
increased activity and talking and self-reports of racing thoughts, inflated self-
esteem, and decreased need for sleep. Dysthymic disorders are characterized as
chronic or intermittent experiences of mild depression over at least a 2-year
period. Affective disturbances are much more severe in major depressive episodes
and are accompanied by a variety of symptoms such as disturbances of appetite,
sleep, sex drive, and motor behavior. The occurrence of one or more major
depressive episodes (without a history of mania) is labeled major, or unipolar
depression. Individuals who alternate between major depressive episodes and
manic episodes are diagnosed as displaying a bipolar disorder (manic-depression).
The mild form of bipolar disorder is labeled a cyclothymic disorder.

DSM-III also lists a number of psychiatric disorders that are characterized by
the absence of appropriate emotional reactions. For example, psychopaths, or so-
ciopaths, are individuals who are apparently incapable of experiencing normal
emotional states such as anxiety, fear, or guilt. Free from emotional inhibitions,
psychopaths often behave in an aggressive, exploitative, and impulsive manner.
They often appear to be charming individuals because they cynically attempt to
manipulate other people. Not surprisingly, psychopaths often commit criminal
acts. However, unlike “normal” criminals, psychopaths are incapable of long-
range planning and do not appear to learn from punishment. For example, a
normal criminal may steal a car with the rational intent of selling the vehicle. A
psychopath may steal a car “‘because” the keys were in the ignition. Moreover,
when punished, a normal criminal is likely to learn from his or her experience.
Some criminals learn to abstain from criminal behaviors, whereas others use
their prison experiences to improve the methods they use in the commission of
crimes. Psychopaths, however, are often punished for repeating the same anti-
social behaviors.

Psychopaths are not mentally retarded and often have above average intel-
ligence. Rather, their learning disability appears to be directly related to their
inability to experience emotions. In both normal criminals and noncriminals,
anxiety and fear signal the individual that he or she is being threatened. Action
may then be taken to either avoid or master the threatening situation. Similarly,
guilt and shame discourage the individual from repeating punished acts. Lack-
ing these emotional cues, psychopaths often commit impulsive and purposeless
crimes. For example, a psychopath interviewed by one of my colleagues had
amassed a small fortune smuggling drugs. Yet, he was arrested for writing a bad
check for a hotel bill that he could have easily paid.

Males comprise the vast majority of cases of psychopathy. However, female
psychopaths are extremely similar to their male counterparts. Schachter and
Latene (1964), for example, cited the interesting case of a 20-year-old female
psychopath who was referred to psychotherapy by her father. She had a history
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of chronic lying, petty thefts, and sexual promiscuity, but she reported deriving
little pleasure from her antisocial acts. Her descriptions of her emotional reac-
tions were vague and flat. Although she purportedly was fond of animals, she
showed only a superficial reaction when her dog was killed by an automobile.

To distinguish between “normal”” and psychopathic criminals, DSM-III uses
the diagnostic label adult antisocial behavior for nonpsychopathic criminals and
the label antisocial personality disorder for psychopaths. Again, for the purpose of
brevity, the older term, psychopath, will be used in this book.

Shallow or nonexistent emotional responses are also observed in a variety of
other psychiatric disorders. For example, schizophrenics often show blunted or
inappropriate affective responses. Schizophrenia is a class of disorders charac-
terized by bizarre behaviors, social withdrawal, and severe distortions in emo-
tions, perception, and thought. Unlike multiple personalities, schizophrenics do
not show alternating personalities but rather display a fragmentation of person-
ality into loosely associated components. For example, schizophrenics often
report hearing voices. Such auditory hallucinations appear to be due to the
schizophrenics confusing their own thoughts with the perception of external
voices (Gould, 1949). Moreover, multiple personalities are quite capable of func-
tioning in social roles (e.g., student), whereas schizophrenics show marked
impairment in everyday living.

The preceding discussion was intended only to introduce the reader to
psychiatric diagnostic categories that are commonly cited in emotion research,
and it should not be misinterpreted as a summary of DSM-III. There are a large
number of psychiatric disorders that are unrelated to emotional disorders that
have been omitted from our discussion. Moreover, DSM-III criteria include de-
scriptions of the essential features (symptoms) of psychiatric disorders, associ-
ated features, diagnostic criteria, differential diagnosis (symptoms that differ-
entiate related disorders), and five sets of diagnostic dimensions to assist in the
evaluation of personality, psychosocial, psychiatric, and medical aspects of an
individual’s adjustment problems. Readers interested in a more detailed discus-
sion of psychiatric criteria are referred to DSM-III (1980) and to Spitzer et al.
(1981).

Psychiatric disorders provide a number of interesting insights into normal
emotions. First, psychiatric disorders serve as useful conceptual anchors. Some
psychiatric patients experience emotional states of abnormal duration and inten-
sity, whereas other patients may not experience emotions at all. Second, psychi-
atric patients’ symptoms provide numerous clues to the relationships between
normal emotional states and mental and physical illnesses. Third, the effective-
ness or ineffectiveness of the various medical and psychological treatments of
psychiatric disorders helps illuminate the relative importance of mind and body
during emotional states.

1.2. AN OVERVIEW

The organization of this book is designed to introduce the reader to the
complex topic of the psychobiology of emotions. Chapters 2 and 3 deal with the
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complicated neural and neurohormonal control systems that regulate physiolog-
ical activity during emotional states. Chapters 4 through 11 focus on the role of
individual physiological systems during emotions. Each of these chapters begins
with a brief discussion of the anatomy and physiology of the organ system.
Studies of the psychobiological activity of the organ system during specific emo-
tions are then reviewed. Chapters 12 through 16 cover some of the major mate-
rialistic, mentalistic, and interactionistic models of emotions. Chapter 17 is
intended to provide the reader with an integrated view of the relationships
between mind and body during emotions.

Given the important role that metaphysical beliefs play in the study of
emotion, the reader may be legitimately puzzled over why the chapters on
theories of emotion were placed at the end of this book. This organization was
selected to encourage the reader to carefully examine the available literature on
the biology, psychobiology, and psychology of emotions before drawing his or
her own conclusions about the validity of specific theories of emotions.

In science, theories serve the useful function of providing conceptual frame-
works for organizing empirical observations and for generating testable hypoth-
eses. Unfortunately, theories also encourage dogmatism. Although faith maybea
virtue in theology, it is an anathema in science. Scientific theories are not absolute
truths but merely testable models of reality. One of the major advantages of an
empirical approach to the study of emotion is that it forces us to make our theories
fit collective observations rather than permitting us to distort the facts to fit our
theory. However, readers who are unfamiliar with research methodology should
be cognizant of the three major risks inherent in blind empiricism.

First, research on inductive reasoning has consistently found that humans
tend to fall into the confirmation trap, that is, we sift through empirical findings to
find evidence that supports our own existing beliefs or hypotheses. A classic
example of the confirmation trap is the persistence of social stereotypes. If you
hold to the belief that ‘““fat people are jolly,” you tend to look only for cases of
happy fat people and dismiss cases of unhappy fat people as “exceptions.”
Moreover, you are also likely to ignore the subjective happiness of thin or
average-weight individuals. Unless you are willing to examine all of the available
evidence, you can never discover whether your existing beliefs are empirically
true or false.

Second, in science, truth is often partial rather than absolute. That is, a
given principle may be valid in one situation and invalid in another. For exam-
ple, the folk saying, “what goes up, must come down,” is only partially true. If
an object achieves sufficient velocity to escape the earth’s gravitional field, it will
never “come down.” In science, the validity of a given theory rests on the degree
to which it can describe, explain, and predict empirical findings. If a given
theory can accurately predict the emotional responses of only 21% of subjects
tested and a second theory can accurately predict 75% of the cases, we do not
label the first theory false and the second true. Obviously, both theories are only
partially valid. Rather, we assume that the second theory is a better model of
emotion because it accounts for a higher proportion of observed cases. The
limited predictive validity of both theories may stimulate other researchers to
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either obtain additional evidence or to generate new models in an attempt to
predict more that 75% of the subjects’ responses.

Third, to paraphrase George Orwell's Animal Farm, “all facts are equal, but
some facts are more equal than others.” Some so-called empirical facts are ar-
tifacts, that is, errors produced by shoddy research designs or procedures. Al-
though artifacts do serve the useful function of helping us improve our research
methodologies, they also tend to obscure valid research findings. For example,
research suggests that in our culture males are trained to inhibit facial ex-
pressions of emotion (e.g., the poker face). A researcher who tested only male
subjects might erroneously conclude that facial reactions play no role in human
emotional reactions. Conversely, a researcher who tested only female subjects
would erroneously draw the opposite conclusion. Obviously, sex difference in
facial reactivity can be observed only when subjects of both sexes are tested.
Unfortunately, such biased samples are relatively common in emotion research.
One survey of published psychophysiology studies found that approximately
55% of the studies tested only male subjects and 7% tested only female subjects
(Bell, Christie, & Venables, 1975).

Artifacts occur even when sample bias and other obvious sources of error
are controlled. Four different research strategies are commonly used in emotion
research: self-report, observation, correlation, and experimentation. None of
these research methods should be considered “‘better’” than the others because
each method produces its own characteristic artifacts. Moreover, different ex-
perimental designs (how subjects are assigned to experimental treatments) also
produce their own characteristic artifacts. Because the discussion of these issues
is beyond the scope of this book, interested readers are referred to texts on
experimental design and research methodology.

The purpose of the preceding discussion was to encourage readers to ac-
tively criticize the research and theories discussed in the following chapters and
to recognize their own metaphysical biases. Excluding Chapter 17, the author
has consciously attempted to suppress his own prejudices and to objectively
present an accurate representation of both the available scientific literature and
theoretical explanations of human emotions. It is the author’s personal hope that
the reader will also “suspend judgment.” In the dark, all cats may appear gray.
As long as we are unwilling to turn on a light, we can cling to the comfort of our
metaphysical beliefs that ““all cats” are really black or white. Perhaps, some cats
are actually gray or butterscotch.

SUGGESTED READINGS

The following books are excellent introductions to the complex criteria employed in
psychiatric diagnoses:

Al-Issa, 1. The psychopathology of women. Englewood Cliffs, N.]J.: Prentice-Hall, 1980.
Leon, G. R. Case histories of deviant behavior (3rd ed.) Boston: Allyn & Bacon, 1984.

Spitzer, R. L., Skodol, A. E., Gibbon, M., & Williams, J. B. DSM-III Casebook. Washington,
D.C.: American Psychiatric Association, 1981.



Neural Control Systems

Like other multicelled animals, the cells of the human body are organized into
highly specialized organs and organ systems that perform specific biological
functions (digestion, physical movement, respiration, etc.). The primary function
of the nervous system is to coordinate the physiological activity of the different
organ systems in response to the demands of the external environment.

2.1. MICROANATOMY AND PHYSIOLOGY

The human nervous system is primarily composed of neurons and neu-
rologia (or glial) cells. Neurons are living cells that transmit information
throughout the body. Nobel laureate David Hubel (1979) estimated that the
human brain alone contains between 10 billion and 1 trillion individual neurons.
Glial cells are approximately 10 times more numerous than neurons and form a
dense network within the nervous system.

Traditionally, anatomists assumed that glial or so-called “glue” cells merely
physically supported and protected the more delicate neurons. Over the past 50
years, however, researchers have discovered that glial cells perform a number of
important functions. First, neurons are not in direct contact with the circulatory
system. Glial cells pass oxygen and nutrients from the blood to the neurons and
collect cellular waste products from the neurons. Second, the glial cells and the
tissues of the blood vessels act as a selective filter to prevent many chemicals in
the blood from reaching the neurons. This ““blood-brain” barrier helps protect
the neurons from toxic chemicals and microrganisms carried in the blood. Third,
glial cells play an important role in the growth of the brain. During prenatal
development, glial cells develop before the neurons and thus provide ““direc-
tional” cues to help the growing neurons form the appropriate connections
(Cowan, 1979). Fourth, glial cells digest dead neurons and thus allow new
neural connections to form between healthy neurons.

Figure 2-1 represents a typical neuron. The three major structural compo-
nents of the neuron are dendrites (input), soma (cell body), and axon (output).
Although there is tremendous variation in the size and shape of neurons, the
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majority of neurons consist of these anatomical structures. The notable excep-
tions are sensory neurons. The photoreceptive cells in the eye, for example,
have no dendrites and extremely small axons that function quite differently from
typical axons.

A neuron’s ability to conduct electrical impulses is due to its ability to create
an electrical potential across the cell membrane. In brief, each segment of the cell
membrane acts like a simple flashlight battery. Positively charged sodium (Na)
ions are concentrated on the outside of the cell membrane, whereas negatively
charged chioride (Cl) ions are concentrated inside the cell. This polarization of
ions produces a small voltage potential (70 to 90 millivolts) between the inside
and outside of the cell membrane. Transmission of an electrical signal along the
cell membrane is produced by temporarily allowing sodium to move through the
cell membrane. This ionic shift causes a shift in electrical potential (depolariza-
tion) that moves along the surface of the neuron. Because depolarization elimi-
nates the voltage potential at a given location, there is a brief period of time
(absolute refractory period) when no additional impulses can be transmitted
until the cell membrane is repolarized. The average axon can depolarize at a rate
of about 1,000 times per second (for a more detailed discussion of the neural
transmission, see Stevens, 1979).

Communication between neurons (synapse) is also chemical. As shown in
Figure 2-1, each axon terminates in a small knob that contains small vesicles that
store chemicals (neurotransmitters). Each neuron is physically separated from
the next neuron by a microscopic gap called the synaptic cleft. When a neural
impulse reaches the end of the first (presynaptic) neuron’s axon, neurotransmit-
ters are released and diffuse across the synaptic cleft to the second (postsynap-
tic) neuron. There are currently approximately 30 known or suspected neuro-
transmitters in the human nervous system. The use of multiple neurotransmit-
ters is actually highly efficient. Neurons are extremely densely packed together
in the nervous system. By using different neurotransmitters, adjacent neurons
can minimize chemical “’cross-talk”” between circuits. Moreover, different neuro-
transmitters serve different functions. Some of these neurotransmitters are excit-
atory and cause depolarization to occur in the postsynaptic neuron. Other neu-
rotransmitters are inhibitory and hyperpolarize (prevent depolarization) in the
postsynaptic neuron.

After the chemical message has been sent, the neurotransmitters must be
removed from the synaptic cleft in order to permit additional synaptic transmis-
sion to occur. Some neurotransmitters are reabsorbed by the presynaptic neu-
ron, whereas others are biochemically degraded by special enzymes. Research
suggests that drug or hormonally induced emotional states may be traced to
changes in the levels of specific neurotransmitters in the nervous system. We
will discuss this issue in detail in Chapters 3 and 12.

Compared with other forms of electronic communications, neurons appear
to be slow and highly inefficient. For example, in man-made electronic circuits,
the speed of conduction of electrical energy is almost instantaneous. Neurons,
however, are not simply “wires” in a telephone system, but, rather, each neu-
ron actually functions as an independent computer. A single postsynaptic neu-
ron may receive signals from up to 10,000 other neurons. Some of these syn-
apses are excitatory, whereas others are inhibitory. This anatomical arrangement
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Figure 2-1. Schematic of neuron and synapse.

allows the neuron to average incoming excitatory and inhibitory signals and
transmit this information along the axon in a simple binary (on/off) code. This
coding may not appear terribly sophisticated unless the reader is aware that the
man-made computers operate with the same type of binary code. Given that the
brain alone contains an estimated 100 trillion synapses, the information-process-
ing capacity of the nervous system is extremely difficult to comprehend.

2.2. MACROANATOMY AND PHYSIOLOGY

The nervous system is divided into two major anatomical units. The central
nervous system, or CNS, is composed of all neurons whose somas are contained
within the spine and skull. The peripheral nervous system consists of neurons in
the remainder of the body. Although this distinction was originally purely ana-
tomical, physiologists have noted fundamental differences between central and
peripheral nervous system neurons. For example, neurons in the peripheral
nervous system have the capacity for axonal regeneration. If the axon is cut, the
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two parts will grow back together, if they have not been pulled too far out of
spatial alignment by the injury. Cajal (1968) observed that CNS neurons in
mammals show only the initial stages of regeneration and then the neurons die.
It should be noted that Cajal’s observation was based on natural healing. Later
researchers have claimed that CNS regeneration can be artifically induced.

Another fundamental difference between central and peripheral nervous
system neurons is the type of neurotransmitters used in synaptic transmission.
Of the 30 known or suspected neurotransmitters in the human body, only three
of these chemicals (acetylcholine, epinephrine and norepinephrine) are com-
monly found in the peripheral nervous system.

The structure of the nervous system is extremely complex and thus it is easy
to become confused over the location and functions of specific subcomponents.
Fortunately, anatomists use different terms to identify similar structures in the
central and in the peripheral nervous systems. For example, in the peripheral
nervous system clusters of axons traveling together are called nerves while in the
central nervous system the same structures are labeled tracts. Similarly, clusters
of somas are labeled ganglion in the peripheral nervous system but called nuclei
in the CNS. As shown in Table 2-1, anatomists also use a number of specific
prefixes to define the spatial location of specific structures. For example, the
ventral medial nuclei identify a cluster of somas in the CNS that are located on
the belly side (ventral) on the midline of the body (medial). Although many
readers may find such terminological distinctions confusing, a general under-
standing of anatomical terms is extremely useful in forming a clear cognitive
map of the nervous system.

Table 2-1. Commonly Used
Anatomical Terms?

Spatial coordinate Anatomical label
Front Anterior
Back Posterior
Above Superior
Below Inferior
Midline Medial
To the side Lateral

(left-right)
Bellyside Ventral
Backside Dorsal
Nose Rostral
Tail Caudal
Near Proximal
Far Distal

“These anatomical terms were originally intended to
describe the spatial references of quadrupeds such as
a cat. In humans and other bipeds, these anatomical
coordinates refer to different spatial relationships.
For example, the terms ventral and anterior both refer
to the front of a human'’s body but not a cat’s.
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2.2.1. The Peripheral Nervous System and Spinal Cord

The human body contains 12 pairs of cranial nerves that originate or termi-
nate in the brain itself and 31 pairs of spinal nerves that originate or terminate in
the spinal cord. Eleven of the cranial nerves carry information to the brain from
the sensory organs (eyes, ears, vestibular apparatus, skin of the head, and
tongue), and/or control the motor movements of the muscles of the head. Al-
though the vagus nerve (cranial nerve X) originates in the brain, it does not
travel within the spine but rather parallels the spinal cord and terminates in the
internal organs (viscera) located in the trunk.

The spinal nerves carry sensory information to the spinal cord and motor
commands from the spinal cord. The somas of sensory neurons are located
posterior to the spinal cord in clusters called dorsal root ganglia. Each ganglion
receives input from touch receptors located in a specific region of the skin’s
surface called a dermatome. Thus, the CNS receives a precise sensory “map” of
the exterior of the body. The axons of these fibers enter the spinal cord. Some
axons continue upward toward the brain, whereas others synapse with spe-
cialized cells in the spinal cord called interneurons that, in turn, synapse with
motor neurons on both sides of the spinal cord. This anatomical arrangement
allows sensory information to be forwarded to the brain while at the same time
permitting the spinal cord to perform a primitive form of thought called the
spinal reflex. Specifically, the sequence receptor>interneuron>motor neuron
allows the spinal cord to make a meaningful “local” response to stimuli. For
example, if you step on a piece of broken glass in your bare feet, you will
reflexively jerk the cut foot off the glass before the pain message reaches your
brain.

The peripheral nervous system is divided into two functionally different
subsystems, the somatic and autonomic nervous systems. The somatic nervous
system consists of the sensory and motor neurons that are connected to the skin
and skeletal muscles. The autonomic nervous system consists of the sensory and
motor neurons of the viscera.

As shown in Figure 2-2, the autonomic nervous system is subdivided into
two antagonistic systems—the parasympathetic and sympathetic nervous sys-
tems. The parasympathetic system, or PNS, controls physiological activity of the
viscera when one’s body is “resting.”” For example, if one has eaten a large meal
and sits down to watch TV, his or her parasympathetic system slows down the
heart and speeds up the digestive system. Conversely, the sympathetic system
or SNS assumes control of the viscera during “‘emergencies.” For example, if
one is watching a horror movie, one may notice a number of SNS responses such
as an increase in heart rate.

2.2.2. Emotions and the Peripheral Nervous System

As we will discuss in detail in later chapters, many theories of emotion are
based on the assumption that physiological activity of the autonomic and/or
somatic nervous systems plays an integral role in human emotional reactions.
For example, William James postulated that different emotional states are char-
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Figure 2-2. Parasympathetic and sympathetic divisions of the autonomic nervous system.

acterized by different patterns of physiological activities and that the sensory
feedback about these patterns allows the individual to differentiate between
emotions.

Researchers have adopted two different strategies for investigating the role
of the peripheral nervous system in emotional states. The most common ap-
proach is to record physiological activity (blood pressure, stomach contractions,
etc.) during emotions. These psychophysiological studies will be discussed in
detail in Chapters 4 through 11.

An alternative method for studying the role of the peripheral nervous sys-
tem is to examine the emotional reactions of individuals who have damaged
spinal cords. This approach is based on the logic that if the peripheral nervous
system plays an important role in emotional reactions, then individuals who are
deprived of sensory information from the peripheral nerves should show re-
duced emotional reactions. Because sensory information is lost below the point
of nerve damage, researchers have focused on the emotional experiences of
paraplegic and quadriplegic individuals.
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Hohmann (1966) interviewed 25 adult males with various spinal injuries.
Self-reports of feelings of anger and fear varied inversely with the loss of sensory
and motor control. Specifically, individuals with damage to the lower spine (and
who thus experienced minimal loss of sensory feedback) reported normal emo-
tional reactions. Individuals with damage to the upper spine (and greater loss in
sensorimotor feedback), however, reported decreases in emotional states of an-
ger and fear. Interestingly, some of these quadriplegic patients reported display-
ing emotional behaviors without experiencing emotional states. For example, one
patient reported cursing at others when he thought anger was appropriate but
claimed that he did not “feel” anger.

Other researchers, however, have failed to find changes in emotions of
individuals with spinal injuries. Nestoros, Demers-Desrosiers, and Dalicandro
(1982) asked paraplegic and quadriplegic individuals to complete the Zung self-
rating scales of anxiety and depression and found no difference between the two
groups.

These apparently contradictory findings nicely illustrate the methodological
problems inherent in studying emotional states. Because both Hohmann's and
Nestoros’s studies employed self-report methods, it is quite plausible that the
results of either study may be artifacts. For example, Hohmann (who himself is a
paraplegic) noted that other paraplegics often confessed that they were reluctant
to talk honestly with ““normal” interviewers. Conversely, a paraplegic inter-
viewer may have biased the responses of spinal patients.

An alternative explanation for these findings is that only some emotional
states may depend on feedback from the peripheral nervous system. Specifical-
ly, Hohmann found that feelings of anger and fear varied with the level of spinal
injury, whereas Nestoros found that feelings of anxiety and depression did not.
It is quite reasonable that the subjective experience of anger and fear may be
more dependent on autonomic and somatic arousal (i.e., heart rate increases,
skeletal muscle tension) than on emotions such as anxiety or depression.

One method for empirically testing this hypothesis would be to mimic
spinal damage by injecting healthy individuals with a paralyzing drug such as
curare (d-turbocurarine) or scoline (succinylcholine chloride dihydrate) and then
systematically assess the subjects’ emotional reactions. Presumably, any emo-
tion that depends upon feedback from skeletal muscles should be eliminated by
this procedure. Surprisingly, despite a number of studies on the effects of paral-
yzing drugs on humans, relatively little is known about emotional reactions
during temporary paralysis. For example, Campbell, Sanderson, and Laverty
(1964) produced brief (90-130 second) respiratory failure by injecting six alco-
holics and an unspecified number of presumably nonalcoholic physicians with
scoline. All but one subject reported experiencing terror during the drug-in-
duced involuntary cessation of breathing. However, because the drug dose used
in this experiment did not produce complete muscle paralysis, it is impossible to
determine whether the subjects’ experience of terror was due to sudden loss of
muscular control over respiration or a sudden drop in oxygen in the blood
stream. These two potential sources of feedback can be separated by artificially
resuscitating the subjects. Thus, rather complete striate muscle paralysis can be
induced while blood oxygen levels remain constant.
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Smith, Brown, Toman, and Goodman (1947) induced complete curare paral-
ysis in a single subject while his breathing was artificially controlled. Examina-
tion of the subject’s original log reveals that, although he later reported being
completely conscious the entire time, he did not report experienced anxiety
reactions during paralysis (for a general review and methodological critique of
the curare-scoline studies, see McGuigan, 1978).

2.2.3. Emotions and the Central Nervous System

The human brain is composed of a complex network of nuclei and tracts.
Although our general understanding of global brain functions is still extremely
primitive, over the past 50 years information on both neuroanatomy and neu-
rophysiology has increased at an exponential rate. We now have a general
outline of which brain structures are involved in emotional states and emotional
behaviors.

Traditionally, anatomists have divided the brain into three large structural
units: the hindbrain, midbrain, and forebrain. However, physiologists have
noted that physiological activity does not follow these anatomical divisions. For
example, raising your hand involves the activation of structures in the hind-,
mid-, and forebrain. To provide the reader with a clear cognitive map of regions
of the brain involved in emotions, both anatomical and functional organizations
will be presented in our discussion.

As shown in Figure 2-3, the hindbrain is composed of the spinal cord and

Cerebellum

Figure 2-3. Major anatomical structures of the hindbrain.



Neural Control Systems 25

three major brain structures (the cerebellum, medulla, and pons) located at the
base of the brain. The cerebellum helps control the coordination of motor ac-
tivity. The medulla contains nuclei that control digestion, heart rate, blood pres-
sure, and respiration. The pons contains nuclei that function as a biological
“clock” and help mediate the sleep-wake cycle. As you have probably guessed
from their functions, all three hindbrain structures are involved in emotional
reactions. It should be stressed that the term control should not be taken literally.
The brain contains numerous interacting “control” centers for specific functions.
For example, you can consciously decide to stay awake for 150 to 200 hours
without drugs and stay awake. Thus, within limits, higher brain structures may
override lower brain centers.

The midbrain contains a number of nuclei and tracts, including the reticular
activating system (RAS) and the pain and pleasure tracts that are all involved in
emotional reactions. Although these three midbrain tracts normally functionin a
coordinated manner, for purposes of clarity, we will discuss each tract
separately.

The RAS consists of a diffuse network that stretches between the hindbrain
and the forebrain (see Figure 2-4). Although the RAS receives input from all of
the senses except smell (olfaction), the RAS does not function as a sensory
processing tract. Rather, the RAS uses the ongoing level of sensory information
to adjust the level of arousal of the CNS. If the external level of stimulation is
low, the RAS reduces the overall level of arousal. Conversely, if external stim-

Figure 2-4. The reticular activating system (RAS) that connects the sleep-wake centers in
the hindbrain with the entire brain. Arrows indicate ascending and descending neural
tracts.
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ulation is high, the RAS stimulates the activation of relatively large regions of the
CNS, including the motor neurons of the spinal cord (Moruzzi & Magoun, 1949;
Jouvet, 1967). It should be noted that the forebrain also influences RAS activity.
You can consciously decide to take a nap in a highly stimulating environment or
stay wide awake and attentive during the most boring lecture. Thus the RAS
should be conceptualized as a component of the CNS arousal system rather than
as the ““control”’ center for arousal.

Numerous theorists have postulated that RAS activity may account for why
emotional states may either facilitate or interfere with performance on specific
tasks. These theories are based on the assumption that, for any given task, there
is an “optimal level of arousal.” That is, peak performance occurs only at a
specific level of CNS activity. If arousal is either too low or too high for a given
task, performance suffers. For example, students who experience either very
low or very high levels of academic anxiety often perform poorly on tests.
Moreover, researchers have generally found an inverse relationship between the
complexity of the task and the point of optimal arousal. That is, the more
complex the task, the lower the level of physiological arousal needed to achieve
optimal performance. Thus, peak performance in a simple motor task (sprinting)
occurs at a higher level of physiological arousal than a more complex task (play-
ing football). Not surprisingly, athletes often “’choke’”” when levels of arousal are
extremely high. Although the relationship between arousal and performance is
commonly labeled the Yerkes—Dodson (1908) law, it should be noted that em-
pirical support for this law has been mixed. Wilkinson, El-Beheri, and Gieseking
(1972), for example, reported that an inverted U-shaped relationship between
arousal and performance may occur only when other variables that influence
performance (information load, practice, etc.) are held constant.

Other theorists have postulated that RAS activity may account for why
emotional states may either facilitate or interfere with sleep patterns. For exam-
ple, anxiety is associated with complex patterns of often contradictory changes
in sleep patterns. Specifically, both anxjety states and trait anxiety (an indi-
vidual’s predisposition to experience anxiety states) are associated with an in-
crease in the frequency of nightmares (Cellucci & Lawrence, 1978; Starker &
Hasenfeld, 1976). However, state anxiety is associated with insomnia or loss of
sleep (Haynes, Follingstad, & McGowan, 1974), whereas trait anxiety is para-
doxically associated with increased sleep time (Hartmann, 1973).

Insomnia nicely illustrates the role of the RAS in emotionally induced sleep
disorders. Insomnia is characterized by a 30- to 60-minute delay in sleep onset
and an increase in the number of waking periods during sleep. Estimates of the
incidence of insomnia range from 5% of pediatric patients to 32% of psychiatric
patients (Bixler, Kales, & Soldatos, 1979). Insomniacs tend to report two differ-
ent types of symptoms: elevated physiological arousal (somatic insomnia) and
racing or repetitive thoughts (cognitive insomnia). Although researchers cur-
rently disagree on the relative incidence rates of somatic and cognitive insom-
nias, both disorders appear to directly involve overactivation of the RAS. For
example, Haynes, Adams, and Franzen (1981) found that, when awake, insom-
niacs show larger heart rate responses to stressors than noninsomniacs. Such
physiological overreactivity may directly produce the “tossing-and-turning”
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symptoms of somatic insomnia. Similarly, Lichstein and Rosenthal (1980) note
that the majority of severe insomniacs blame disturbing thoughts for their disor-
der. Such cognitive activation presumably produces RAS activation that in turn
delays sleep onset.

Hartmann (1973) noted that human subjects tend to report an increased
need for sleep after emotional stress and a decreased need for sleep during
nonstress periods. He postulated that both emotional states and the need for
sleep were determined by the balance of neurotransmitters in the CNS. Specifi-
cally, emotional states such as anxiety and depression may be produced by the
depletion of specific neurotransmitters, whereas sleep may help restore neuro-
transmitter levels. We will discuss the validity of Hartmann’s model in Chapter
12.

The pain tract is another major midbrain structure that is directly involved
in emotional states (see Figure 2-5a). The pain tract is called the periventricular
system (PS), and it connects the nucleus gigantocelluaris in the medulla with
structures in the forebrain. The pain tract runs parallel to the RAS, and the two
tracts share numerous interconnections. This intimate anatomical relationship
accounts for both the attention-getting and arousing characteristics of pain.

Limbic
system

Hypothalamus

Nucleus
gigantoceliularis

Medial
forebrain

Frontal bundle

cortex

Hypathalamus

Tegmentum
Limbic 9
system

Figure 2-5. The “pain” (periventricular) and “pleasure” (medial forebrain bundle) tracts in
the human brain.
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The pleasure tract is called the medial forebrain bundle (MFB) and also runs
parallel to the PS (see Figure 2-5b). The two tracts are interconnected at many
points that may account for why pleasure is normally conditional. In moderate
quantities, biological rewards (food, sex, water, etc.) are usually experienced as
pleasurable. However, in large quantities, the same “rewards’” may become
aversive. For example, consuming a single candy bar may be perceived as plea-
surable, whereas eating 100 candy bars at one sitting would become painful.
Valenstein and Valenstein (1964) observed that when rats were given the oppor-
tunity to control the duration of (presumably) pleasurable electrical stimulation,
they did not choose continuous stimulation but rather turned the signal on and
off. Moreover, the length of time the rats turned the current on varied inversely
with the intensity of the current. Thus, it would appear that continuous stimula-
tion of the pleasure tract may trigger associated structures in the pain tract.

The pain-pleasure tracts were discovered by accident by Olds and Milner
(1954) during an experiment that was intended to study the effects of electrical
stimulation on the RAS. During the surgical implantation of the stimulating
electrodes, one of the electrodes bent and was accidently implanted in the MFB.
When this particular rat was stimulated, he kept returning to the spatial loca-
tions where stimulation occurred as if he was waiting for the event to be repeat-
ed. After observing this odd behavior, Olds and Milner then intentionally im-
planted electrodes in the MFB of other rats and allowed the animals to electri-
cally stimulate themselves by pushing a lever. They found that the rats would
self-stimulate themselves at very high rates up to the point of exhaustion. Olds
(1958a,b) then conducted a series of experiments that examined the properties of
electrical stimulation of the MFB and PS. He repeatedly found that stimulation of
the MFB acted as a potent reward and stimulation of the PS acted as a potent
punishment.

Since Olds and Milner’s discovery of the MFB and PS tracts, numerous
researchers have documented the existence of “pleasure” and “pain” tracts in a
wide variety of species (chickens, dogs, cats, monkeys, etc.). Unfortunately,
nonhuman research tells us only that the animal is willing to work to obtain or
avoid electrical brain stimulation and does not prove that the animal is experi-
encing pleasure or pain. The obvious advantage of experimentation with human
subjects is that they can report their subjective experience. Given the ethical
issues raised by direct electrical stimulation of the MFB and PS, research with
human subjects has been restricted to “volunteers” from samples of criminals,
epileptics, mental patients, and chronic pain patients. Obviously, the ethics of
using such subjects for brain research is also highly questionable.

Humans receiving electrical stimulation to the MFB behave very similarly to
nonhuman subjects. Specifically, both human and nonhuman subjects will self-
stimulate at rates of over 1,000 times per hour (Heath, 1964) and ignore biolog-
ical rewards such as food (Bishop, Elder, & Heath, 1963). Conversely, the self-
reports of human subjects, however, fail to support the view that stimulation of
the MFB produces “pure” pleasure. The subjective experiences produced by
electrical stimulation appear to be mediated by the specific location in the MFB
stimulated. Subjects reported intense orgasmiclike pleasure only when a few
specific points in the MFB were stimulated. At the majority of sites tested,
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however, subjects reported much lower levels of pleasurable sensations that
ranged from mild tingling to sexual stimulation without achieving orgasm. MFB
stimulation also produced self-reports of “positive” emotions such as hap-
piness, humor, and general euphoria. When other sites in the MFB are stimu-
lated, subjects denied either pleasure or positive emotional states but rather
reported an overwhelming compulsion to repeat the behavior that produced the
stimulation (Bishop et al., 1963; Heath, 1964; Delgado, 1971).

Human research on stimulation of the PS tract has also failed to support the
position that stimulation of the PS produces “pure” pain. Although both hu-
mans and nonhumans will work to avoid stimulation of the PS tract, human
subjects report intense pain only when a relatively small region of the PS is
stimulated (Valenstein, 1973). Stimulation of other areas produces self-reports of
negative emotions such as anxiety, depression, or fear (Delgado, 1971).

Based on research with human subjects, it would appear that the MFB may
contain specific control centers for pleasurable affective states and the PS may
contain specific control centers for negative affective states. Such simplistic con-
clusions, however, are highly questionable. Neurons, like other electrical cir-
cuits, conduct currents for great distances from the point of origin. Thus, stim-
ulating the brain at point A may inadvertently produce activation of other neural
structures at point Z. It is just as plausible to attribute the emotional experience
produced by electrical stimulation to activation of structure Z as to activation of
structure A or to any structure between point A and Z. As you will see in our
following discussion of the forebrain, the concept of “emotional control center”
appears to have limited value when discussing the human brain.

Anatomists divide the forebrain into an inner and an outer layer. Because
the inner layer contained the major nuclei for the sense of smell, it was tradi-
tionally called the smell brain (rhinencephalon), whereas the outer layer or
“peel” was labeled the cortex. Papez (1937) proposed that emotional behaviors
were controlled by structures collectively labeled the limbic system contained in
the rhinencephalon, whereas emotional experiences were localized in the cortex.
Although subsequent research suggests that many of the specific details of
Papez’s model are incorrect, research has consistently supported his general
model.

The major structures of the limbic system are shown in Figure 2-6. Research
suggests that each of these structures may perform multiple functions. First, a
given structure may contain nuclei that elicit highly organized patterns of emo-
tional and/or motivational behaviors. For example, the amygdalas are two small
structures located on both sides of the limbic system. Electrical stimulation of
nuclei in the amygdala elicits rage behaviors where the organism launches a
savage attack on external targets. Thus, the amygdalas appear to contain “local
control centers” for rage. Such behavior patterns are highly species-specific.
Rage reactions of cats are characterized by hissing and unsheathing claws,
whereas human rage reactions are characterized by bared teeth and clenched
fists. Such rage behaviors are also normally directed at appropriate targets (i.e.,
provokers) in the external environment.

Second, a given limbic structure may help control a specific behavior by
exciting or inhibiting other parts of the brain. For example, Kluver and Bucy
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Figure 2-6. Major anatomical structures of the limbic system.

(1937) discovered that surgical removal of the amygdalas and overlying cortex
can eliminate rage behaviors in monkeys. However, the surgery also produces a
pattern of abnormal motivational behavior patterns now labeled the Kluver—Bucy
syndrome. These animals display bizarre eating behaviors and often attempt to
eat nonfood items (bolts, shoes, etc.). Moreover, the animals display hypersex-
uality and attempt to copulate with members of the same and opposite sex,
members of other species, and even inanimate objects.

Bard'’s (1928, 1934) research on the effects of surgical removal of sections of
cats’ brains on rage behaviors provides another example of the functional unity
of the CNS. Bard found that when the entire cortex was removed, the animals
failed to show rage reactions when attacked. If the majority of the cortex and the
limbic system above the hypothalamus were removed, the animals showed a
bizarre pattern of behaviors called sham rage. These cats displayed normal rage
reactions (i.e., hissing), but the behaviors were no longer aimed at appropriate
targets in the environment and terminated as soon as the provocation stopped.
If the entire cortex and limbic system were removed, the animals showed only
fragments of rage behavior, that is, unsheathed their claws and simultaneously
purred.

Both the Kluver-Bucy syndrome and sham rage research suggest that the
amygdalas may “control” normal rage reactions. However, other studies have
found that destruction of both amygdalas may lead to an increase in ragelike
behaviors (Bard & Mountcastle, 1948). Surprisingly, both findings have been
repeatedly replicated. Some researchers have found that destruction of the
amygdalas produces placid animals, whereas other researchers have reported
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that the operation produces savage, uncontrollable animals. How can the same
surgical operation produce opposite behavioral effects? The key word to under-
standing these paradoxical research findings is the word same. Traditionally,
neuroscientists have attempted to identify the functions of neural structures by
surgically destroying the structure or by electrically or chemically stimulating the
structure and then observing changes in behavior. Due to the amygdalas’ loca-
tion in the brain, however, it is physically impossible to surgically destroy both
amygdalas without damaging other structures in the limbic system and in the
cortex. Although two researchers may perform the “‘same operation,” a dif-
ference of a few millimeters in a surgical incision will produce two radically
different patterns of brain damage. For example, the hypersexuality observed in
the Kluver-Bucy syndrome appears to be due to damage to the cortex adjacent
to the amygdalas rather than to damage of the amygdalas per se (Kluver & Bucy,
1939). Thus it is quite plausible that the apparently contradictory findings on the
effects of destroying the amygdalas may be due to differences in the degree of
damage to adjacent neural structures.

The research on the functions of the amygdalas nicely illustrates the danger
in taking the concept of “control center” too literally. Research findings con-
sistently suggest that the brain does not contain specific “control” centers” but
rather is organized into a series of interlocking and redundant control circuits.
Damage to one component of the nervous system may produce changes in other
“unrelated” behaviors. Moreover, damage to a specific area of the brain may
produce either permanent changes or only temporary disruptions in a given
behavior. Although CNS tissue does not regenerate, other areas of the brain
may assume control of components of the lost behavior (e.g., recovery of func-
tion). Thus, the individual may recover behaviorally, if not neurologically. Al-
though we will treat specific limbic and cortical structures ““as if”’ they control
specific emotional or motivational behaviors, the reader should keep in mind
that these structures are components of larger neural organizations and are not
isolated control centers.

The hypothalamus is a small structure located at the base of the forebrain.
Research has revealed that the hypothalamus is quite complex and contains a
number of different nuclei, each controlling different emotional and/or moti-
vational behaviors. The hypothalamus illustrates three basic principles of the
functional organization of the CNS.

First, the CNS contains distinct excitatory and inhibitory control centers. For
example, stimulating the anterior hypothalamus excites the PNS and simul-
taneously inhibits the posterior hypothalamus from triggering SNS (sympathetic
nervous system) activation. Conversely, stimulation of the posterior hypoth-
alamus stimulates the SNS and inhibits the anterior hypothalamus from exciting
the PNS. Such antagonistic “ON-OFF” control circuits are common throughout
the CNS. Numerous researchers have reported that surgical damage to specific
hypothalamic nuclei produces changes in behaviors that are the exact opposite
of the behaviors elicited by chemical or electrical stimulation. Specifically, stim-
ulation of the lateral nucleus elicits eating behaviors, and the animal will overeat
until it becomes extremely obese or hyperphagic (Anand & Dua, 1955). Surgical
damage to the lateral nucleus produces hypophagic animals that refuse to eat
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and may starve to death even though they are surrounded by food (Anand &
Brobeck, 1951). Similarly, stimulation of the ventromedial nucleus will produce
hypophagia (Miller, 1960), whereas surgical destruction of the ventromedial
nucleus causes hyperphagia (Brobeck, 1946). Thus, the physiological effect of
destruction of an excitatory (ON) nucleus is equivalent to stimulation of an
inhibitory (OFF) nucleus and vice versa. It should be noted that although these
hypothalamic nuclei appear to be the primary “control centers” for eating, some
recovery of function can occur if these nuclei are destroyed (Teitelbaum &
Stellar, 1954).

Second, the same small area of the brain may control a number of different
behaviors. For example, the lateral hypothalamic nucleus controls (at least) three
separate behavior patterns—eating, drinking, and directed aggression. How
does an extremely small region of neural tissue manage to control different
behaviors without mixing up neural signals? One possible explanation is that the
microcircuits involved in different behaviors may use different neurotransmit-
ters to avoid “cross-talk’” between circuits. Grossman (1960, 1964), for example,
found that injections of norepinephrine into the lateral nucleus elicits eating,
whereas injections of acetylcholine at the same site elicits drinking. Thus, it
would appear that the behaviors elicited by stimulating a given site in the limbic
system may be determined by a number of different neurotransmitters.

Third, the neural circuits that control “emotional” and “motivational”” be-
haviors are intimately connected. For example, Flynn (1967; Flynn, Vanegas,
Foote, & Edwards, 1970) reported that the behaviors elicited by electrical stim-
ulation of hypothalamic nuclei vary with the intensity of the electrical current.
Low stimulation to the anterior nuclei elicits eating behaviors in cats, whereas
high levels of stimulation cause the cat to stop eating and quietly attack and kill a
rat (directed aggression). Similarly, low levels of stimulation to the ventromedial
nuclei will stop a cat from eating, whereas high levels of stimulation produce
sham rage (affective aggression). Although researchers have often arbitrarily
distinguished between emotions and motivations, this distinction has little neu-
rological basis. Emotions and motives share many of the same neurological
tracts and may be elicited simultaneously. Moreover, in everyday life, humans
often engage in motivational behaviors (eating, sex, etc.) to fulfill emotional
needs. Conversely, the gratification of motives may elicit positive emotions such
as joy, whereas the frustration of motives often elicits negative emotions such as
rage.

Based on the preceding discussion, it might appear that only two compo-
nents of the limbic system—the amygdala and hypothalamus—are involved in
the excitation and inhibition of rage behaviors. However, at least three other
limbic structures, the cingulate gyrus, the septal area, and the hippocampus,
also control rage reactions. Stimulation of the cingulate gyrus (Siegel & Chabora,
1971) or the septal area (Siegel & Skog, 1970) blocks the aggressive behaviors
normally elicited by hypothalamic stimulation. Conversely, stimulation of the
hippocampus may elicit rage reactions (Naquet, 1954). Thus it would appear that
the limbic system contains a complex ““rage” circuit with multiple control cen-
ters. Similarly, research suggests that the limbic system contains a complex
“fear”” circuit. Fearlike behaviors can be elicited by electrically stimulating the
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amygdala, cingulate gyrus, and posterior hypothalamus (Roberts, 1958; Miller,
1961; Goddard, 1964).

Given the complex interconnections between limbic system structures,
many researchers have questioned whether the effects of electrical stimulation
are due to the activation/inhibition of specific emotional centers in the CNS or to
the disruption of ongoing mental activities. Kelley and Stinus (1984), for exam-
ple, argued that emotional behaviors elicited by hippocampal stimulation may
be due to disruptions in spatial memory and other cognitive functions.

Case reports of humans with tumors located in specific limbic structures
tend to closely parallel the research findings on nonhuman subjects. For exam-
ple, violent behaviors can be triggered by abnormal activity of the amygdalas
and hippocampus (Mark & Ervin, 1970). However, Valenstein (1973) has cau-
tioned against generalizing from animal limbic system studies to humans and
cited a number of differences between humans and nonhumans. First, in non-
human subjects, stimulation of hypothalamic nuclei elicits specific emotional or
motivational behaviors. Human subjects, however, often do not report either
emotional or motivational states when the same areas of the limbic sytem are
stimulated. Second, there are wide individual differences in emotional experi-
ences reported when specific limbic structures are stimulated. For example,
different subjects have reported anxiety, orgasm, terror, or “no effect” when the
ventrolateral area of the thalamus is stimulated. Third, if the same site in the
brain is stimulated at different times, a given individual may report different
emotional states. For example, stimulation of the amygdala may elicit reports of
rage or fear at different times from the same patient. Thus it would appear that
in humans the emotional states elicited by limbic stimulation may vary with the
activity of other brain structures.

The cerebral cortex is the complex mass of forebrain tissue that covers the
majority of the rest of the brain. As shown in Figure 2-7, the plural term, cortices,
is actually more appropriate than cortex because the cerebrum is structurally
divided into two distinct halves or hemispheres. These two hemispheres are
connected by a large bandlike tract called the corpus callosum and a number of
smaller tracts called commissures. Each hemisphere is anatomically divided into
four regions or lobes by fissures in the surface of the cortex.

Although the two cortices contain the most sophisticated information-pro-
cessing areas in the CNS, more information is currently available about the
functions of specific cortical lobes than about the entire rest of the brain. This
rather odd state of affairs is due to the cortices’ anatomical position as the
outermost layers of the brain. Because the cortices are located adjacent to the
skull, they are most likely to be damaged by blows to the head. Over the past 150
years, numerous case studies have been published on the behavioral changes
that occur when humans have specific regions of the cortices damaged. More-
over, their spatial location makes recording, stimulation, or surgical destruction
of the cortices much simpler than for other areas of the brain. Not surprisingly,
researchers have been able to construct a rather detailed map of the functions of
specific cortical lobes. Because a general understanding of cortical structure—
function relationships is needed to understand the role of the cortices in emo-
tions, we will begin our discussion with a brief review of these relationships.
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Figure 2-7. Major anatomical divisions of the cortices.

The primary function of the occipital lobes is processing visual information.
The visual tract is organized such that information from the extreme right visual
field is represented only in the left hemisphere and information from the ex-
treme left visual field is represented only in the right hemispheres. Objects in
the center of the visual field are represented in both hemispheres. Normally, this
odd mapping goes unnoticed because the two hemispheres communicate via the
corpus callosum.

The temporal lobes contain a number of interesting anatomical structures.
First, the temporal lobes contain six different sensory-processing centers for
hearing. Second, temporal lobes contain a small region called Wernicke's area that
controls language comprehension. If Wernicke’s area is destroyed, the indi-
vidual can speak normally, but the content of his or her speech consists of
meaningless word strings such as “cows float red shoes.” Moreover, such indi-
viduals have also lost their ability to comprehend the speech of others.

In the majority of individuals, Wernicke's area is found only in one of the
two temporal lobes. One method for confirming which hemisphere contains
Wernicke's area is to temporarily anesthetize one half of the brain by injecting
the drug sodium amytal into either the left or right carotid artery. If the subject
stops understanding speech, then the anesthetized hemisphere contains Wer-
nicke’s area. About 95% of right-handers and 70% of left-handers have language
localized in the left hemisphere. About 5% of right-handers and 15% of left-
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handers have language localized in the right hemisphere. Surprisingly, the re-
maining 15% of left-handers have bilateral (both hemisphere) language centers
(Springer & Deutsch, 1981). Sex differences in the pattern of verbal and nonver-
bal intelligence test performances after temporal lobe damage suggests that
right-handed females may also be more likely to have bilateral language
(McGlone, 1978).

Each parietal lobe contains two sensory-processing areas for touch. Somato-
sensory area 1 is a detailed representation of touch information from receptors
located along the exterior surfaces of the opposite side of the body. If we elec-
trically stimulate a point in this region, you will experience a touch sensation
(pressure, cold-hot, pain) at some point on the opposite side of your body. It
should be noted that the cortical representation of the body’s surface is not an
isomorphic (one-to-one) map. The amount of cortical area representing a given
region of the body reflects the relative sensory sensitivity of the skin surface
(somatotonic map). That is, areas of your body that contain a large number of
sensory receptors, such as your face, are represented by a relatively large area of
the cortex.

Somatosensory area 2 of each parietal lobe receives touch information from
both your skin and your viscera. Surprisingly, this area is almost randomly
mapped such that sensory information from your arm may be adjacent to senso-
ry input from your heart. This unusual neurological organization accounts for
the phenomenon of referred pain. Pain signals from internal organs are normally
misperceived as originating from regions of the skin that are displaced from the
organ. For example, the pain associated with a heart attack is often misperceived
as originating from the armpit or arm.

The strip of each frontal lobe adjacent to the parietal lobe controls motor
movement on the opposite side of the body. These cortical representations of the
muscles are also not isomorphic. The area of the cortex that represents a specific
muscle group is proportional to the degree of fine motor movement needed.
Areas of your body such as your hand or face that contain a relatively large
number of small muscles are represented by a larger area of cortex than areas of
your body that contain large muscles such as your arms.

The frontal lobe also contains a small area that controls speech production,
called Broca’s area. Destruction of Broca’s area leaves the individual capable of
comprehending speech but incapable of speaking normally. These individuals
have extreme difficulty speaking words and often become extremely frustrated
because they know what they want to say but cannot say it. Surprisingly, they
can still hum and may actually be able to sing familiar songs if someone else
starts the song. Moreover, such patients can also curse. Like Wernicke’s area,
Broca’s area is usually found only in the left hemisphere. The localization of
language centers in only one hemisphere led researchers to postulate that the
language hemisphere was ““dominant” and controlled the other hemisphere like
a slave computer. We will examine the validity of this hypothesis later in this
chapter.

Most of the frontal lobes are not involved in either motor movements or
speech but appear to control “higher” intellectual functions such as decision
making, memory for complex behaviors, and planning. Accordingly, many re-
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searchers consider the frontal lobes as the neurological equivalent of a comput-
er’s CPU (central processing unit). Other researchers, however, have noted that
the frontal lobe has numerous connections with the limbic structures and could
be legitimately classified as a component of the limbic system. Clues about the
role of the cortices in human emotions comes from four different sources: case
reports, electrical stimulation studies, surgical studies, and electroencephalo-
graphic (EEG) recording.

The case reports technique is based on the systematic correlation of patterns
of “naturally occurring” brain damage with changes in behaviors or psychologi-
cal abilities. For example, systematic evaluation of case reports led to the discov-
ery of both Broca’s and Wernicke's areas. Based on case reports, there is little
evidence that damage to the occipital, parietal, or temporal lobes per se produces
changes in human emotional reactions. Any emotional changes observed after
damage to these regions of the cortex appear due to either damage to underlying
limbic structures or psychological reactions to loss of other functions (e.g., the
patient became depressed about being blinded). Damage to the frontal lobes,
however, appears to directly alter emotional reactions (Curt, Jacobsen, & Mar-
cus, 1972). Specifically, the individual may experience either a marked decrease
or increase in anxiety, depression, euphoria, and other emotional states. David-
son (1983a, 1984) noted that these clinical findings suggest that different emo-
tional states may be localized in either the left or right frontal lobes. Both positive
and negative emotions appear to be localized in the left frontal lobe, whereas
only negative emotions are localized in the right frontal lobes. Such findings
support the view that the frontal lobes should be classified as a component of the
limbic system.

The case report literature provided strong but indirect evidence that highly
localized areas of the cortices perform specific functions. Direct evidence for
localization of cortical function has been obtained during neurosurgery by a
technique called electrical mapping. A weak electrical current is run between two
points on the cortex in the areas adjacent to diseased or damaged tissues. If this
tissue is also diseased, it will react with an abnormal pattern of high-amplitude
and high-frequency electrical spikes characteristic of epileptic seizures. Thus,
the neurosurgeon can systematically map the extent of tissue damage and avoid
accidently destroying healthy brain tissue during surgery. It should be noted
that this technique causes no discomfort to the patient. Although the tissues
adjacent to skull and blood vessels of the head contain pain receptors, the brain
does not. Only local anesthesia (for removal of sections of skull) is needed
during neurosurgery, and the patient is conscious and capable of communicat-
ing with the surgeon.

Penfield and his associates employed the electrical mapping technique to
explore localization of cortical functions (Penfield, 1954, 1958, 1975; Penfield &
Rasmussen, 1950; Penfield & Jasper, 1954). Specific points of the cortex were
stimulated (or unknown to the patient not stimulated), and the surgeons simply
asked, “What do you feel now?” Stimulation of the motor cortex produced
robotlike (automation) motor movements on the opposite side of the body.
Stimulation of the primary visual or somatosensory areas produced simple hal-
lucinations (i.e., colored dots or pressure on a point on the skin). Surprisingly,
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stimulation of the temporal lobes did not produce simple auditory hallucinations
but rather led to self-reports of complex and vivid movielike hallucinations that
incorporated multiple sensory experiences (sights, sounds, smells, tastes, etc.)
and complex memories. For example, the patient may report, “I'm sitting in the
opera and someone nearby is giving off a foul body odor.” Penfield discovered
that he could repeatedly elicit the same hallucination in a given patient by
stimulating the same site on his or her cortex.

One important characteristic of the hallucinations induced by temporal lobe
stimulation is that they are emotionally ““flat.” For example, one patient matter-
of-factly reported “’seeing a small boy in danger.” Penfield also repeatedly failed
to elicit emotional reactions by stimulating other regions of the cortex, including
the frontal lobes (Penfield & Jasper, 1954). These findings led Penfield to con-
clude that the cortices function in a computerlike fashion and that both emo-
tional behaviors and experiences were mediated subcortically.

The apparently contradictory findings of the case report and electrical stim-
ulation studies raise the issue of what role (if any) the cortex plays in emotions.
One possibility is that structures in the frontal and temporal lobes actively inhib-
it limbic system activation. Although the notion of “higher” cortical centers
suppressing “animalistic’” emotional impulses has a certain Victorian appeal, it
cannot account for the available data. If the cortex functions as an “‘off” center
for emotions, then electrical stimulation would (and apparently does) fail to elicit
emotional reactions. However, as discussed previously, destruction of inhibito-
ry areas is equivalent to stimulation of excitatory centers. If the cortices act as
inhibitory centers, then destruction of these cortical areas should consistently
produce increases in emotional reactions (which it does not).

Studies of the surgical removal (ablation) of cortical tissue suggest the cortex
may play a complex role in human emotions. For example, neurosurgeons have
experimented with the removal of sections of the frontal lobes (prefrontal lob-
otomy) in an attempt to alleviate the suffering of cancer patients. The rationale
for this procedure was the attempt to eliminate pain by cutting the connections
between the pain tracts in the limbic system and in the cortex. These operations
failed to alter the sensory components of pain but curiously eliminated the
emotional components of pain. Thus, the patients reported that they still experi-
enced pain but no longer “cared” about it (Delgado, 1971; Valenstein, 1973).
These findings suggest that the frontal lobes may play an important role in the
conscious experience of emotions.

Prior to the discovery of psychoactive drugs in the 1950s, prefrontal lob-
otomies were also rather routinely performed to “cure” mental patients. Moniz
(1936) reported that prefrontal lobotomies produced decreases in abnormal emo-
tional reactions of mental patients, and his procedure soon became popular as a
form of “surgical tranquilizer.” Between 1945 and 1955, an estimated 40,000
lobotomies were performed in the United States alone (Valenstein, 1973). One
reason for the popularity of the prefrontal lobotomy was that in 75% to 85% of
the cases, the operation eliminated abnormal emotional experiences without
grossly altering intelligence, memory, or other cognitive functions.

Careful evaluation of lobotomized patients, however, revealed that lob-
otomies produce a curious pattern of side effects. Although the surgery reduced
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emotional experiences (conscious awareness of anxiety, depression, etc.), it led
to a dramatic increase in emotional behaviors (i.e., crying, laughing). Patients
often impulsively acted out their emotions or motives without regard to the
social consequences. The observed increase in emotional behaviors after lob-
otomy does not appear to be due to the loss of cortical inhibition but rather due
to the loss of specific cognitive abilities. Lobotomized patients show marked
deficits in judgment, planning, and problem solving on a variety of tasks. The
inability to “think about the consequences” coupled with the loss of inhibitory
emotional experiences (i.e., anxiety) appears to produce the increase in emo-
tional behaviors.

Studies of lobotomized patients suggest that the frontal lobes coordinate
“cold” computerlike decision making with conscious emotional experiences to
selectively inhibit (or not inhibit) emotional behaviors. The issue of “con-
sciousness,” however, reintroduces the mind-body debate into our materialistic
discussion of the neurological basis of emotion. To avoid recapitulation, I would
simply like to remind the reader that even strict materialists concede that con-
sciousness (as an epiphenomenon) exists.

Unfortunately, even when we strip away the metaphysical disagreements,
there is still little agreement among researchers as to the meaning of the term
consciousness. Some researchers use the term to denote a primitive awareness of
external and internal stimuli. According to this definition, both computers and
the spinal cord can be defined as conscious. Other researchers reserve the term
consciousness for the subjective “awareness of awareness” (I know that I know).
Still other researchers argue that consciousness involves a more abstract form of
meta-awareness (I know that I know that I know). Such definitions inevitably
lead to such questions as “what is awareness?”” and “what is knowledge?’ To
avoid such philosophical regression, we will use the traditional Freudian defini-
tions of conscious, preconscious, and unconscious processes in the remainder of
our discussion.

According to the Freudian view, consciousness is a momentary state of
““awareness of awareness.” Thus, any external or internal stimuli that I am
aware that I am attending to” are defined as conscious. Preconsciousness is
defined as all stimuli that I potentially could attend to, if I shifted my attention.
For example, I am currently unaware of the time of day. By shifting attention, I
have made “time” conscious rather than preconscious. Thus, preconsciousness
can be viewed as all material that is accessible to attention. Unconsciousness is
defined by Freudian theorists as a primitive form of awareness that cannot be
attended to, rather than a comalike lack of awareness. For example, healthy
adults “know”” how to rise smoothly out of a chair to a standing position without
falling over. Obviously, some portion of one’s CNS is “aware” of body position
in space, gravity, and one’s state of muscle contraction. Yet, it is extremely
difficult to become conscious of (let alone describe) the complex temporal pat-
tern of muscular contraction and relaxation needed to perform such a “simple”
motor act.

The literature on surgical treatment of epilepsy provides some important
information on the role of the cortices in conscious emotional experiences. Epi-
lepsy is not a disease per se but rather a set of different disorders characterized by
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the periodic occurrence of abnormal patterns of neural activity or seizures in the
CNS. Subtypes of epilepsy are classified by both the size of the area of the
cortices effected by a seizure (partial or local, generalized or global) and the
severity of the seizure (petit mal, grand mal). The two major known causes of
epilepsy are brain tumors and scar tissue from earlier injuries to the brain. In
either case, epilepsy should be viewed as a symptom rather than as a disease.

The majority of epileptic patients respond well to anticonvulsive drug
therapies, and neurosurgery is now recommended only when a tumor is sus-
pected or when the patient does not respond to medication. However, prior to
the discovery of anticonvulsive drugs, neurosurgeons employed a variety of
surgical techniques in an attempt to cure epilepsy. One surgical procedure of
particular interest is commonly called the split-brain operation. In order to pre-
vent the spread of epiletic seizures between hemispheres, the two hemispheres
are surgically “split” by cutting the corpus callosum and the commissures. This
operation is remarkably effective in reducing both the severity and frequency of
epiletic seizures. Moreover, the operation appeared to produce little change in
intelligence, personality, or everyday behaviors.

Gazzaniga (1967, 1977) and Sperry (1968) doubted that the destruction of an
estimated 200 million neurons in the split-brain operation had “no effect” and
designed a clever procedure for testing split-brain patients. As discussed pre-
viously, information presented in the right visual field is processed in the left
hemisphere, whereas information presented in the left visual field is processed
in the right hemisphere. Normally, information is shared between hemispheres
via the corpus callosum. However, after the split-brain procedure, this informa-
tion-sharing capacity is lost. Thus, flashing words in gther the left or right visual
field of a split-brain patient allowed the researchers to communicate separately
to the subject’s left and right hemispheres.

Flashing words to the right visual field (left hemisphere) produced con-
scious recognition (I see the word spoon”), and the subjects were able to reach
under a cloth and locate the target object with their right hands. When words
were flashed to the left visual field (right hemisphere), subjects would respond
that they had ““seen nothing,” yet correctly identified the object with their left
hands. If asked to guess what object their left hands were holding, the patients
replied ““nothing.” If they were allowed to look at their left hands, they were
surprised that they were holding an object and denied conscious control over
the hand’s activity ("I didn’t do that!”’). Subsequent testing revealed that the
patients’ right hemispheres were quite capable of rather sophisticated decision
making and would occasionally “correct” their left hemispheres. For example,
when a patient’s left hemisphere made a mistake, his or her head might sud-
denly start shaking from side to side, and the patient would remark “Oh, maybe
I was wrong.”

The overall pattern of results of testing split-brain subjects does not support
the traditional view that the right hemisphere is a passive “slave” computer.
The right hemisphere in humans appears capable of highly intelligent decision
making and of generating complex behavior. Moreover, right hemisphere per-
formance is better on global-holistic tasks (music, spatial relationships, etc.) than
that of the “dominant” left hemisphere. However, the right hemisphere appar-
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ently has limited language skills and performs poorly on serial-analytical tasks
(language, mathematics, etc.).

The split-brain studies suggest that the operation produces ““two minds” in
the same body. Researchers, however, disagree over whether both hemispheres
are conscious. Gazzaniga (1967, 1977) argued that each hemisphere is clearly
“aware that it is aware” and that the split-brain operatior. simply reveals the two
hemispheres have different cognitive abilities.

Other researchers, however, argued that the nonverbal and nonlinear
thought processes characteristic of the right hemisphere are virtually identical to
the “primary-process” form of thought that Freud attributed to the unconscious.
Similarly, the verbal-serial thought processes of the left hemisphere are virtually
identical to the “secondary-process thinking’” Freud attributed to consciousness
(Galin, 1974; Ornstein, 1977).

Given that the right hemisphere has extremely limited means of commu-
nications (i.e., pointing, drawing), it is difficult to determine whether the right
hemisphere functions at a conscious or unconscious level. Gazzaniga and
LeDoux (1978) tested one split-brain patient with some degree of bilateral lan-
guage and found clear evidence of “awareness of awareness” in both hemi-
spheres. However, this case does not provide any information on whether ver-
bal abilities are needed for ““consciousness” in the right hemisphere.

Laboratory tests of split-brain patients suggest that both hemispheres are
capable of processing emotional stimuli and of generating “appropriate” emo-
tional behaviors. In one study, the subjects were presented with a series of
photographs of ordinary objects to identify followed by the photograph of a
nude woman. The subjects found the unexpected presentation of the nude
funny, regardless of which hemisphere was stimulated. For example, when one
female subject had the nude presented to her left hemisphere, she laughed and
then correctly identified the photograph. When the same subject had the nude
presented to her right hemisphere, she denied seeing anything but blushed and
began giggling.

Anecdotal reports of split-brain patients also suggest that both hemispheres
are capable of generating emotional behaviors. One dramatic example of “mixed
emotions” was the case of a patient who was consciously angry with his wife.
His left hand suddenly reached out to grab her while his right hand tried to stop
the left (Gazzaniga, 1970).

Galin (1974) noted that the split-brain patients displayed more intense emo-
tional reactions when the right hemisphere was stimulated. For example, the
female patient discussed previously laughed when she had the nude presented
to the left hemisphere but blushed and giggled when the nude was presented to
the right hemisphere. Similarly, the male patient’s left hand attempted to grab
his wife. Galin hypothesized that if the right hemisphere plays a more important
role in emotional reactions than the left, then somatic expressions, psychoso-
matic disorders, and conversion disorders should occur more frequently on the
left side of the body. Consistent with these predictions, Stern (1977) found that
conversion disorder symptoms occurred most frequently on the left side of the
body in both right- and left-handed individuals.

Studies of nonclinical populations provide only mixed empirical support for
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Galin’s hypothesis. For example, Sackeim, Gur, and Saucy (1978) reported that
subjects judged the emotional expressions on the left side of the face (controlled
by the right hemisphere) as more intense than on the right side. Similarly,
subjects’ moods affect the memory of faces when the faces are presented to the
right but not the left hemisphere (Gage & Safer, 1985). Electroencephalography
(EEG) studies of brain activity, however, suggest that both hemispheres may
play an important role in emotions.

In EEG recordings, electrodes are pasted to the surface of the scalp, and
powerful amplifiers are used to detect the weak electrical signals produced by
the physiological activity of the brain. These ‘‘brain waves” represent the collec-
tive electrical activity of the hundreds of thousands of neurons directly below
each electrode. Because different parts of the brain may be activated or deacti-
vated at any given point in time, different electrode locations on the scalp can
produce entirely different patterns of brain waves. For example, imagining your
living room tends to produce activation in the right hemisphere and deactivation
in the left. Conversely, performing mathematical computations tends to produce
the opposite pattern of brain activity.

EEG studies have found an inconsistent pattern of brain activity during
emotional states. As predicted by Galin’s model, some experimenters have
found greater right than left hemisphere activation during either positive or
negative emotional states. However, other studies have found the exact op-
posite pattern of hemispheric activation. After reviewing the EEG literature,
Davidson (1983a,b, 1984) concluded that hemispheric asymmetries may reflect
approach/avoidance motives rather than specific emotions per se. He argued that
emotions that involve approach motives (anger, happiness, humor, etc.) appear
to involve greater activation of the left hemisphere, whereas emotions that in-
volve avoidance motives (anxiety, depression, etc.) appear to involve greater
right hemisphere activation.

Based on the preceding discussion, it should be clear that a crude map of the
emotional circuits in the CNS is currently available. These circuits are connected
in a hierarchical fashion so that each level of the brain contributes to a more
organized level of emotional behaviors and emotional states. The hindbrain
elicits somatic and visceral activity during emotional reactions and forwards
sensory information to higher brain centers. The midbrain contributes to emo-
tional reactions by stimulating cortical arousal (via the RAS) and providing the
pleasure—pain aspect (hedonic tone) of emotions (via the MFB and PS). The
limbic system contains a number of separate excitatory and inhibitory centers for
specific emotional experiences and emotional behaviors. The frontal lobes of the
cortex integrate ongoing sensory information from both the external environ-
ment and body with images, plans, and memories and then decide whether to
excite or inhibit specific emotional behaviors. Moreover, the cortices appear to
be the locus of conscious emotional experiences, whereas the limbic system (and
perhaps the right hemisphere) are the locus of unconscious emotional
experiences.

It should be stressed that our map of the CNS is still extremely crude.
Humans experience a wide variety of emotional states (anger, amazement, con-
tempt, disgust, fear, joy, etc.). Yet, researchers have only identified the neural



12 Chapter 2

substrate of a small number of emotions (anger, anxiety, and fear). Whether
each emotion has its own unique “circuit” or is represented by the pattern of
activation in a small number of primary circuits is unknown.

SUGGESTED READINGS

Scientific American, 1979, 241(No. 3)

A special edition devoted to original articles on the anatomy and physiology of the
nervous system. Although some of the information discussed is already dated, these
articles are easy to read and quite thought-provoking.

Valenstein, E. S. Brain control: A critical examination of brain stimulation and psychosurgery.
New York: Wiley, 1973.

Provides a general review of the history of psychosurgery in human and nonhuman
species.



Neurohormonal Control
Systems

As discussed in Chapter 2, the central nervous system directly controls physio-
logical activity throughout the body. Hormones secreted by the endocrine gland
system also exert a direct influence on physiological activity of specific organs.
The CNS and endocrine gland system interact in reciprocal fashion. CNS stim-
ulation can stimulate or inhibit the release of hormones by the endocrine glands,
and endocrine hormones can stimulate or inhibit specific areas of the CNS. The
CNS and endocrine gland system normally act in unison to produce integrated
physiological activity. Accordingly, this “‘secondary” control system is called
neurohormonal.

3.1. ANATOMY AND PHYSIOLOGY

The neurohormonal system consists of the hypothalamus and the endocrine
glands (see Figure 3-1). Although the hypothalamus is a neural structure, it also
functions as an endocrine gland and plays a central role in integrating neural
and hormonal activities. The hypothalamus is connected with the posterior
pituitary by neural fibers and with the anterior pituitary by a portal system of
blood vessels. Researchers have identified a number of hypothalamic “releasing
hormones” (RH) that cause the pituitary gland to secrete specific hormones into
the bloodstream (Schally, 1978). Thus, the hypothalamus can stimulate or inhibit
the pituitary gland through either neural activity or chemically with hormones.
The hypothalamus also contains chemical receptors that are stimulated by endo-
crine gland hormones circulating in the bloodstream.

3.1.1. Pituitary Gland

The pituitary gland is often labeled the master gland of the endocrine system
because it releases hormones that stimulate other endocrine glands. The anterior
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Figure 3-1. The major endocrine glands.

pituitary secretes three hormones (growth hormone, melanocyte-stimulating
hormone, and prolactin) that directly influence physiological activity of specific
body tissues. The anterior pituitary also secretes the following four tropic hor-
mones that stimulate other endocrine glands to release hormones; adrenocor-
ticotropic hormone (ACTH), thyroid-stimulating hormone (TSH), follicle-stim-
ulating hormone (FSH), and luteinizing hormone (LH). The posterior pituitary
releases oxytocin that stimulates contractions of the uterus and milk ejection and
vasopressin, an antidiuretic hormone that stimulates reabsorption of water by
the kidneys.

As you will see throughout this chapter, excessively high or low levels of
hormones are associated with a variety of emotional states. In this section, we
will focus on two pituitary hormones, prolactin and growth hormone, that act
directly on the body’s tissues rather than on another endocrine gland. Because
other pituitary hormones control the activity of the endocrine glands, abnormal
activity of the pituitary may produce a wide variety of endocrinological disor-
ders. For the purpose of clarity, these disorders will be discussed in the context
of abnormal activity of the target glands.

Prolactin is produced by the pituitary in both sexes, but it is considered a
“female” hormone because it is normally produced in much larger quantities in
females than in males. Prolactin is normally released into the bloodstream dur-
ing the menstrual cycle and helps prepare the ducts of the breasts for milk
production (lactation) if pregnancy should occur.

Excessively high levels of prolactin (hyperprolactinemia) may produce ab-
normal emotional reactions in both sexes. For example, hyperprolactinemic
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females report significantly higher levels of anxiety, depression, and hostility
than other female patients (Fava, Fava, Kellner, Serafini, & Mastrogiacomo,
1981). Similarly, O’Moore and his associates found elevated levels of both anx-
iety and prolactin in women seeking treatment for idiopathic infertility. Auto-
genic relaxation training produced parallel decreases in both self-reports of anx-
iety and blood levels of prolactin (O'Moore, O’Moore, Harrison, Murphy, &
Carruthurs, 1983). Hyperprolactinemic males report higher levels of anxiety but
do not differ from other males in self-reports of depression or hostility (Fava,
Fava, Kellner, Serafini, & Mastrogiacomo, 1982).

Growth hormone (GH), or somatotrophin, is another pituitary hormone
that acts directly on the tissues of the body. GH is released throughout the entire
life span, and in adults it plays an important role in stimulating the body to
repair damage of skin and bone. During childhood and adolescence, GH helps
stimulate physical development. Endocrinological researchers have noted that
the release of GH may be related to emotional adjustment.

Gardner (1972) reported that even with adequate nutrition, emotionally
deprived children often “fail to grow” physically and show low levels of growth
hormone. Gardner labeled this syndrome deprivation dwarfism and cited numer-
ous cases where parental hostility led to slow physical growth in offspring. For
example, one mother was abandoned by her husband 4 months after giving
birth to male and female twins. She evidently directed the hostility she felt about
her husband toward her son. Her daughter's growth rate remained normal
while her son’s growth rate dramatically slowed. When the son was removed
from the mother and hospitalized his growth rate quickly improved. Reconcilia-
tion between the parents was also followed by accelerated growth in their son.

3.1.2. Pineal Gland

The pineal gland is located deep in the brain under the corpus callosum.
Until the 1960s, the function of the pineal was unknown, and many biology
textbooks did not list the pineal as a “gland.” Environmental lighting directly
controls pineal activity. In fish, amphibians, and reptiles, the pineal contains
light-sensitive tissue like the retina. In mammals, the pineal does not directly
receive light but rather receives neural input from the visual system. The pineal
secretes the hormone melatonin in dark environments. During seasons with
short periods of daylight (fall and winter), large amounts of melatonin are re-
leased. Conversely, during seasons with long periods of daylight (spring and
summer), melatonin secretion declines. Because melantonin inhibits the activity
of the ovaries and testes, the pineal produces seasonal breeding patterns in
many species. Removal of the pineal in sheep, for example, produces year-
round mating. Whether the pineal exerts a similar effect on human reproduction
has been debated. Ehrenkranz (1983) reported that both melatonin levels and
births vary seasonally among the Eskimos.

3.1.3. Thyroid and Parathyroid Glands

The thyroid and parathyroid glands are located in the neck. The thyroid
gland releases the hormones thyroxin and triiodothyronine that help regulate
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the energy-producing biochemical activities (metabolism) of individual body
cells. TSH from the pituitary stimulates the release of both hormones that, in
turn, inhibit pituitary release of TSH. The thyroid also secretes thyrocalcitonin
that increases the calcification of bone and decreases calcium excretion by the
kidneys. Thus, thyrocalcitonin decreases blood levels of calcium. The four para-
thyroid glands secrete parathorome that increases the amount of calcium in the
blood.

Either over- or underactivity of the thyroid gland can mimic a variety of
psychiatric disorders (Hall, 1983). Patients with overactive thyroid glands (hy-
perthyroidism) often display symptoms associated with severe anxiety reactions
such as elevated heart rates (tachycardia), irregular heart beats (palpitations),
and excessive sweating (hyperhidrosis). Patients often report high levels of anx-
iety and display a high degree of emotional lability (i.e., spontaneous crying or
anger for no apparent reason). Severe hyperthyroidism may mimic manic-de-
pressive psychosis. Conversely, the symptoms of severe hypothyroidism often
resemble those of a variety of psychiatric disorders such as depression, para-
noia, and schizophrenia.

Either over- or underactivity of the parathyroid glands can also mimic psy-
chiatric disorders. Patients with severe hyperparathyroidism tend to show psy-
choticlike symptoms (hallucinations, paranoia, etc.), whereas depression is com-
monly observed in less severe cases (Peterson, 1968). Hypoparathyroidism is
characterized by muscle spasms, intellectual impairment, and tactile hallucina-
tions (i.e., insects crawling on the skin). Although a variety of psychiatric disor-
ders (anxiety, depression, agitated psychosis) have been observed in hypo-
parathyroid patients, symptoms associated with low calcium levels tend to be
idiosyncratic (Jefferson & Marshall, 1981).

3.1.4. Thymus Gland

The thymus gland is located in the upper chest at the base of the trachea.
Although specific thymic hormones have not been clearly identified, thymic
hormones appear to perform two important functions. Thymosin stimulates the
body’s immune system, and one or more thymic hormones appear to inhibit
pituitary production of growth hormone. Hans Selye’s (1956) research on the
physiological effects of stress suggests that the thymus gland may play a central
role in adaptation to stress. We will discuss Selye’s research in detail later in this
chapter.

3.1.5. Adrenal Glands

The two adrenal glands are located on top of each kidney. The outer glands
(adrenal cortex) secrete three classes of hormones: mineralocorticoids, glucocor-
ticoids, and sex hormones. Mineralocorticoids such as aldosterone are steroids
that help maintain the body’s balance of fluids and minerals. Glucocorticoids
such as cortisol are steroids that help control the metabolism of proteins and
sugars. The adrenal cortices of both sexes produce “male” hormones (an-
drogens) and “female” hormones (estrogens). Adrenal sex hormones promote
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the development of secondary sexual characteristics (breasts, body hair, etc.)
during puberty. The inner adrenal glands (medulla) are innervated by the sym-
pathetic nervous system. Excitation of these sympathetic fibers causes the adre-
nal medulla to release two hormones, epinephrine and norepinephrine, which
stimulate the cardiovascular system.

Jefferson and Marshall (1981) noted that because the adrenal cortices pro-
duce three different classes of hormones (aldosterone, androgen, and cortisol),
abnormal functioning of the adrenals may produce three distinct classes of disor-
ders. Although individuals with either aldosterone or androgen disorders may
experience psychosocial adjustment problems, neither class of disorders is asso-
ciated with abnormal emotional states. Cortisol disorders, however, may pro-
duce marked psychological changes that mimic psychiatric disorders.

Excess production of cortisol (hyperadrenalism, or Cushing’s syndrome) is
associated with severe depression, and about 10% of hyperadrenalism patients
attempt suicide. Psychotic reactions (paranoia, hallucinations, etc.) are also occa-
sionally reported. Paradoxically, depression is also the most commonly ob-
served psychiatric syndrome associated with a shortage of cortisol in the blood-
stream (hypoadrenalism). However, depression in hypoadrenal patients often is
episodic, and hypoadrenal patients may fluctuate between depression, symp-
tom-free periods, and anxiety and paranoid states.

3.1.6. Pancreas

The pancreas is located below the stomach and secretes two hormones,
glucagon and insulin. Glucagon stimulates the liver to convert stored sugars into
blood sugars. Insulin stimulates metabolism of blood sugar by the body’s cells.
Thus, insulin acts to decrease levels of blood sugar. Diabetes and other disorders
of the pancreas lead to abnormal blood sugar levels. Maniclike states are com-
monly associated with excessive blood sugar levels (hyperglycemia), whereas
shortages of blood sugar (hypoglycemia) are associated with anxiety states,
outbursts of anger, and fuguelike states.

3.1.7. Reproductive Glands

The gonads or reproductive glands of both sexes are identical up to the
fourth to sixth week after conception. If high levels of androgens are present in
the bloodstream, the gonads form into “male” testes glands that secrete an
androgen (testosterone) that stimulates the development of a male urinogenital
system (penis, scrotum, etc.) and development of a “male” reproductive system
occurs in either genetic sex. There are a number of rare disorders (e.g., the
androgenital syndrome) that are characterized by genetic females having a par-
tial or almost completely formed male phenotype. Conversely, low levels of
androgens prenatally produce the development of a female urinogenital system
(uterus, vagina, etc.) in either genetic sex. Again, there are a number of rare
disorders (e.g., androgen insensitivity syndrome) where genetic males are born
with female reproductive organs (Money & Tucker, 1975).

In normal adults, physiological activity of males’ testes and females’ ovaries
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are controlled through a complex interaction with the pituitary gland. Due to
prenatal effects of androgen on the development of the hypothalamus, the
release of sex hormones in males is relatively constant or tonic, whereas in
females, sex hormones are secreted cyclically (Pfeiffer, 1936; Goy, Phoenix, &
Young, 1962). We will discuss the male and female reproductive cycles later in
this chapter.

3.1.8. Neurohormonal Controls

The neurohormonal control system is continually modulating physiological
activity in the body. Some endocrine gland activity is directly influenced by
levels of chemicals in the blood. For example, parathyroid activity is controlled
by a simple negative feedback loop. Decreases in blood calcium levels stimulate
parathyroid secretion, whereas increases in blood calcium inhibit parathyroid
secretion. Conversely, a simple positive feedback loop controls secretion of in-
sulin by the pancreas. Increases in the levels of blood glucose produce increases
in insulin secretion.

Control of hormonal secretion of other endocrine glands is much more
complex. Although the hypothalamus and pituitary “control’” other endocrine
glands, hormones from the target glands also alter the activity of the hypoth-
alamus and pituitary. For example, at least three neurotransmitters (dopamine,
histamine, peptides) inhibit pituitary release of prolactin, whereas at least six
hormones and neurotransmitters stimulate prolactin release. These complex in-
teractions between the components of the neurohormonal system are best illus-
trated by examining specific hormonal cycles. Two endocrine cycles involved in
human emotions, the stress cycle and the reproductive cycle, will be examined
in detail later in this chapter.

3.1.9. Methodological Issues in Neurohormonal Research

The physiological characteristics of hormones present numerous problems
for researchers. First, human hormones are often secreted into the blood in
minute quantities, and concentrations of hormones may fall as low as a few
picograms (trillionth of a gram) per milliliter (Ryan, 1975). To further complicate
matters, hormones often quickly “disappear”” from the bloodstream. Some hor-
mones are quickly absorbed by target organs, whereas others are chemically
unstable. For example, epinephrine and norepinephrine have half-lives of less
than a minute. Low blood levels of a given hormone may mean that very little
hormone was secreted or that the hormone has already been absorbed by the
target organ or broken down into chemical by-products (metabolites). Oken
(1967) noted that delayed blood samples are worthless if we are interested in
acute hormonal reactions.

Second, hormones are highly related biochemically. For example, all adre-
nal steroids are derived from cholesterol (Ryan, 1975). Through biosynthesis,
cholesterol is converted into either progesterone or androstenedione. Pro-
gesterone can be converted into either aldosterone or cortisol. Androstenedione
is synthesized into testosterone that is a precurser of estrogens. Similarly, the
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body converts dopa into norepinephrine that is the precurser of epinephrine.
Moreover, changes in the level of one hormone may facilitate or inhibit the
production of other hormones. For example, cortisol speeds the biochemical
transformation of norepinephrine into epinephrine. Increases in cortisol levels
are accompanied by increases in epinephrine but decreases in norepinephrine.
Conversely, decreases in cortisol are accompanied by decreases in epinephrine
but increases in norephinephrine. Obviously, the release of multiple hormones
during stress reactions may produce complex patterns of hormonal changes.

Third, the same chemical, norepinephrine, serves the dual function of a
hormone and a neurotransmitter. Thus norepinephrine metabolites found in
urine may be either hormonal or neural in origin. Mass, Fawcett, and Dekirmen-
jiam (1972) estimated that between 25% and 60% of urinary norepinephrine
metabolites may originate from the CNS. Obviously, given a potential error rate
of 35%, measures of the levels of the “hormone” norepinephrine are always
suspect.

Fourth, hormonal activity varies as a function of circadian rhythms. For
example, blood concentrations of ACTH (Ney, Shimizu, Nicholson, Island, &
Liddle, 1963), GH (Taskahashi, Takahashi, Takahashi, & Honda, 1974), prolactin
and testosterone (Sassin, 1977) are highest during sleep and progressively de-
cline during waking hours. Thus blood or urine samples taken early in the
morning will differ from those taken from the same individual in the afternoon
or evening. Ryan (1975) argued that 24-hour samples are needed to accurately
estimate hormonal levels in a given individual. Although 24-hour sampling
techniques are employed in hospitals, they are less common in laboratory re-
search because they ““average out” acute hormonal reactions. Consequently, the
hormone levels reported by different researchers may reflect the time of day that
the samples were taken.

Despite the low concentrations and chemical instability of hormones in
body fluids, modern chemical assay techniques, such as gas chromatography,
can accurately detect hormones in blood samples and their metabolites in urine.
These chemical assays are relatively complex but can be performed in most
modern biochemistry laboratories. Obtaining samples of blood or urine to assay,
however, creates one of the major methodological problems in studying human
hormonal activity. Many people will not volunteer for experiments that involve
either extracting blood or giving urine samples. Obviously, the subjects who do
participate in hormonal research may not be representative of the general popu-
lation. Moreover, marked individual differences in emotional reactions to giving
blood or urine samples are often observed among volunteer subjects. For many
subjects, having a needle stuck in a vein or being handed a cup and asked to
urinate are highly emotionally arousing experiences. Thus, the collection of a
hormone sample may itself alter hormonal activity.

Another major methodological issue is the time intervals between assess-
ment of emotional states and hormonal levels. If hormonal levels are concep-
tualized as indices or biological markers of emotional reactions, then subjects’
emotional reactions of different time intervals prior to the collection of blood or
urine are of specific interest. Conservely, if hormones are conceptualized as a
component of emotional reactions, then subjects’ emotional reactions at differ-
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ent time intervals after sample collection are critical. Although neither hormonal
levels nor emotional states remain constant over time, few studies have exam-
ined the temporal relationships between emotions and levels of specific hor-
mones. For example, Ward and her associates observed that epinephrine levels
recovered quickly after stress, whereas norepinephrine levels often remained
elevated. Marked individual differences in recovery rates for epinephrine and
norepinephrine were also observed (Ward ef al., 1983).

The appropriate time interval between emotional states and the collection of
urine samples is also a difficult methodological issue. In order for hormone
metabolites to be detected in urine, the kidneys must first extract the metabolites
from the blood. Thus, urine samples collected during a stressor may reflect
prestress rather than stress hormonal levels. Although collecting a series of
urine samples from the same individuals might appear to be the ideal solution,
frequent urination may also alter hormonal measurements. Levi (1972) argued
that in order to make accurate estimates of blood levels of epinephrine and
norepinephrine a 2-hour delay is needed between urine samples. Forsman
(1981), however, found that accurate estimates of epinephrine and norepin-
ephrine could be made with only a 75-minute delay between samples.

3.2. EMOTION AND THE NEUROHORMONAL SYSTEM

Research on the role of hormones in emotional states has focused on three
general topics: neurohormonal stress reactions, reproductive hormones, and the
relationships between specific hormones and specific emotional states.

3.2.1. Neurohormonal Stress Studies

As discussed in Chapter 2, the sympathetic nervous system is activated by a
wide variety of physical stressors and emotional states. During SNS arousal, the
neurohormonal system reacts in a global fashion (Oken, 1967). Excitation by the
SNS stimulates the adrenal medulla to secrete epinephrine and norepinephrine
that raise heart rate and blood pressure. Excitation of the amygdalas and other
areas of the limbic system stimulate the hypothalamus to signal the pituitary to
release tropic hormones. The pituitary signals the adrenal cortex to release al-
dosterone, cortisol, and sex hormones into the bloodstream and the thyroid
gland to secrete thyroxin to speed metabolism. Thus, the endocrine glands help
mobilize the body for “fight or flight.”

Endocrine hormones also play an important role in terminating physiologi-
cal stress reactions. Adrenal corticoids stimulate the hypothalamus to inhibit the
pituitary. Excitation of the hippocampus and other areas of the limbic system
also produces inhibition of the pituitary. Thus, stress hormones act as a negative
feedback signal to the brain to terminate stress reactions. Other researchers,
however, postulate that stress hormones may exert more complex effects on
emotions. For example, Jacobs and Nadel (1985) hypothesized that cortisol may
facilitate learning and recovery of phobias by blocking neural activity in the
hippocampus.
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Researchers have repeatedly demonstrated that the hormonal stress re-
sponse may be elicited by a variety of physical and psychological stressors. For
example, Ward et al. (1983) measured hormone levels by continuous blood with-
drawal while male subjects were exposed to (a) passive painful stressors (veni-
puncture, immersing a hand in ice water), (b) active physical stressors (isometric
handgrip, knee bends), (c) a psychological stressor (mental arithmetic), and (d) a
standard physical examination procedure (blood pressure cuff readings). Blood
levels of epinephrine increased significantly from baseline to all stressors and
showed a marginal increase during blood pressure readings. Epinephrine
showed the largest increases during the psychological stress period. Nor-
epinephrine levels also increased from baseline in response to all stressors, but
the largest norepinephrine increases occurred during the passive stressor peri-
ods. Marked individual differences were observed in both hormonal stress reac-
tions and in recovery from stress (return to baseline).

In a review of endocrinological studies, Frankenhaeuser (1978) noted that
even after mathematically correcting hormone data for body weight, males show
more pronounced increases in epinephrine and cortisol in stressful situations
than females. However, this sex difference appears to be age-dependent. Aslan,
Nelson, Carruthers, and Lader (1981) tested endocrine reactions of 22- to 35-
year-old and 50- to 67-year-old females and males. Only the younger female
subjects failed to show marked epinephrine and norephinephrine responses to
stressors.

Numerous authors have noted that the observed sex differences in adrenal
responses parallel the sex differences in incidence rates of heart disease and high
blood pressure. Prior to menopause, women have lower incidence rates of car-
diovascular diseases than males. The observed sex differences in adrenal secre-
tion and cardiovascular disease led researchers to postulate that high estrogen
levels may inhibit the adrenals and thus, “protect” younger women from car-
diovascular disorders.

Empirical evidence to support the “estrogen-protection’” hypothesis, how-
ever, is equivocal. Numerous studies have found higher adrenal and car-
diovascular reactions in male than female subjects during stress. For example,
Forsman and Lindblad (1983) found that male medical students showed much
higher blood pressure and epinephrine responses to mental stress than female
medical students. Frankenhauser (1978), however, reported that women in
“nontraditional” roles (e.g., engineering school) tend to show neurohormonal
stress reactions similar to males their age. Moreover, epinephrine responses do
not fluctuate with the menstrual cycle (Patkai, Johannson, & Post, 1974).

Although the majority of research studies have focused on epinephrine and
norepinephrine, sex differences in other hormonal responses to stressors have
been reported. Studies of Finnish high-school students have found both sexes
showed elevation in urine levels of epinephrine, norepinephrine, cortisol, and a
norepinephrine metabolite, MHPG (3-methyoxy-4-hydroxy-phenylethylene
glycol) during a 6-hour matriculation examination. Males, however, showed
significantly greater increases in both epinephrine and MHPG during the exam-
ination (Frankenhauser 1978; Rauste-von Wright & von Wright, 1981).

Vaernes, Ursin, Darragh, and Lambe (1982) attempted to assess the patterns
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of relationships between emotional reactions during stress and endocrine gland
activity. The subjects were all nonswimmers who were required to jump from a
5-foot high platform into the deep end of a swimming pool as part of military
training. Subjects completed mood questionnaires and gave blood samples be-
fore and after the jump. A urine sample was also collected after the stress
experience, and subjects completed a questionnaire on psychological defense
mechanisms. Multiple hormonal assays were performed on the samples. Prior to
the jump, the nonswimmers showed elevations in all hormone levels. Cortisol
and prolactin showed moderate increases, pre- to postjump. No change was
observed in either growth hormone or testosterone. Only postjump measures
were taken of epinephrine-norepinephrine so no change scores were reported.

Vaernes et al. (1982) found no relationship between hormone levels and
subjects’ self-reports of fear or anxiety. However, they observed a number of
interesting relationships between self-reports of emotion, strategies for coping
with emotion, and hormonal levels. Specifically, hormone levels during stress
were related to three ego defense mechanisms: ignoring emotional significance
of a stimulus (isolation), childish reactions (regression), and statement of the
opposite motive (reaction formation). Subjects who scored high in isolation had
lower postjump epinephrine-norepinephrine levels. Subjects who scored high
in regression had lower testosterone levels. Subjects who scored high in reaction
formation had elevated cortisol levels. Significant interactions were also ob-
served between emotional states, degree of defensiveness, and hormonal levels.
Subjects who reported both high degree of fear or anxiety and defensiveness
showed elevations in prolactin.

Vaernes’s findings suggest that patterns of hormone activation during
stress may be related to both subjects’ affective reactions and their attempts to
psychologically cope with both the stressor and their affective states. Consistent
with this hypothesis, Bandura and his associates found that epinephrine and
norepinephrine levels were low when subjects perceive themselves as either
completely capable or totally incapable of coping with a stressor. The highest
levels of epinephrine and norepinephrine were found when subjects perceived
themselves as moderately capable of coping with the stressor (Bandura, Taylor,
Williams, Mefford, & Barchas, 1985).

The hormonal studies we have discussed up to this point all have employed
brief exposures to physical or physiological stressors. Selye (1956), however,
postulated that repeated SNS activation eventually produces psychophysiological
symptoms such as ulcers. He found that animals showed systematic changes in
their endocrine reactions when presented with repetitive stressors. Because
these hormonal changes could be elicited by a variety of noxious stimuli (heat,
cold, toxins, etc.), Selye labeled this process the general adaptation syndrome (see
Figure 3-2). During the initial arousal or alarm stage of the general adaptation
syndrome, the adrenals and other endocrine glands secrete large quantities of
hormones. If the stressor continues for a prolonged period or is presented re-
peatedly, the animal enters a resistance stage characterized by tonic (baseline)
elevation of hormone secretion. Selye postulated that the high levels of ACTH
are released during the alarm and resistance stages to maintain high levels of
blood glucose that increases energy and the repair of damaged tissues. Unfortu-
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Figure 3-2. The general adaptation syndrome. From The Stress of Life by H. Selye, 1956,
New York: McGraw-Hill. Copyright 1956 by McGraw-Hill. Reprinted with permission.

nately, high levels of ACTH also suppress the immune system and thus make
the animal more vulnerable to infection. If the stressor is intense or prolonged,
the animal enters the exhaustion stage where hormonal secretions cease. The
animals often died during the exhaustion stage, and autopsies revealed enlarge-
ment of the adrenal glands, atrophy of the thymus gland, and massive stomach
ulceration. Selye observed that stress appeared to weaken the animals’ re-
sistance to later stressors. Animals adapted to a given stressor (i.e., cold)
showed a lower tolerance for novel stressors (i.e., heat) and entered the exhaus-
tion stage more rapidly.

Selye noted that an epidemic of “air-raid ulcers” occurred in Britain during
World War II and argued that the general adaptation syndrome might account
for the development of psychophysiological disorders in humans. Normally, the
gastrointestinal system is protected from its own digestive enzymes by an in-
flammatory barrier. Excessive quantities of adrenal hormones suppress this pro-
tective coating and thus may produce ulcers. Selye postulated that other psycho-
physiological disorders such as high blood pressure may also be produced by
the general adaptation syndrome and that a given individual may be genetically
predisposed to develop a specific stress-related disorder.

Research on nonhuman species’ stress responses have consistently sup-
ported Selye’s model. For example, a number of studies have found that chronic
stress may produce rather permanent changes in an organism’s adrenal glands’
ability to synthesize and release the two catecholamine hormones, epinephrine
and norepinephrine. In a series of studies of rats, Kopin (1980) demonstrated
that chronic stress causes a marked increase in the release of adrenal cate-
cholamines that does not return to prestress baseline. Consistent with Selye’s
model, Kopin found that rats that had been previously stressed showed exagge-
rated levels of catecholamine release when later presented with a new stressor.
These findings suggest that chronic stress may sensitize the adrenals to overres-
pond to stressors. Kopin also noted that different strains of rats showed marked
differences in both the magnitude of the catecholamine response and in tissue
reactions to the catecholamines. Spontaneous hypertensive rats (SHR strain)
showed the greatest elevation of catecholamine during stress and the greatest
increase in blood pressure to a fixed dose of catecholamines. Thus this particular
strain of rats appears to be genetically predisposed to show exaggerated cate-
cholamine responses and tissue hypersensitivity.

Empirical support for Selye’s model of human physiological disorders, how-
ever, has been equivocal. The results of some human studies clearly parallel
Selye’s findings with nonhumans. Poteliakhoff (1981), for example, observed
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that medical patients who reported chronic fatigue had significantly lower blood
cortisol levels and were also more likely to report a history of severe and recur-
ring stress than other patients. Similarly, Rauste-von Wright and von Wright
(1981) reported that adolescent females’ and males’ self-reports of their histories
of psychosomatic symptoms were negatively related to their neuroendocrino-
logical reactions during stress. That is, subjects who reported the fewest psycho-
somatic complaints tended to show the strongest endocrine reactions. Both the
patients’ and adolescents’ lower hormonal responses after a history of stress are
obviously similar to Selye’s animals during the exhaustion stage.

The results of other hormone studies, however, clearly do not support
Selye’s model. For example, Bloom, Von Euler, and Frankenhaeuser (1963)
found no difference in either epinephrine or norepinephrine responses of vet-
eran and novice parachutists during jump periods. Thus, despite repeated ex-
posure to the stressor, the experienced parachutists showed no evidence of
either habituation or sensitization to the stressor. Frankenhaeuser and Rissler
(1970) observed that humans’ epinephrine reaction to electric shock varied inver-
sely with the degree of control subjects were given over the shocks. The more
control the subject had over the situation, the lower his or her epinephrine
response. Similarly, Bourne (1970) reported that American soldiers in Vietnam
showed lower hormonal stress reactions during combat than had been observed
in other wars and noted that the lower hormonal response was correlated with
higher levels of ego defense mechanisms (denial, projection, etc.).

Studies of psychiatric patients also only partially support Selye’s model. For
example, consistent with Selye’s model, anxiety patients (Miyabo, Asato, &
Mizushima, 1979) and reactive depression and acute schizophrenic patients
(Sachar, 1980) show elevated corticosteroid responses to stressors. Moreover,
many depressed patients also display a chronic elevation in cortisol levels that is
independent of either stressors or the sleep—wake cycle. Contrary to Selye’s
model, such chronic elevation in blood cortisol has rarely been observed in
either anxiety patients (Rosenbaum et al., 1983) or schizophrenic patients (Car-
roll, Curtis, & Mendels, 1976).

Carroll and his associates found that the abnormal cortisol secretion ob-
served in depressed patients could be traced to abnormal functioning of the
steroid-sensitive cells in the hypothalamus (Carroll et al., 1976; Carroll et al.,
1981; Carroll, Martin, & Davies, 1983). In healthy individuals, cortisol is nor-
mally secreted episodically during a 24-hour period, and peak secretion tends to
occur between 4 and 8 A.M. (Weitzman, 1980). High blood levels of cortisol and
other corticosteroids stimulate hypothalamic neurons to inhibit the pituitary’s
release of ACTH. Injections of the synthetic steroid, dexamethasone, mimic the
effects of high blood levels of corticosteroids and inhibits ACTH secretion. Sur-
prisingly, dexamethasone may have no effect on the abnormally high ACTH
secretion in many depressed patients. Specifically, dexamethasone inhibits
ACTH in about 90% of control subjects but in only about 51% of depressed
subjects (Carroll et al., 1981). Thus, it would appear that in a large number of
depressed patients, either the steroid-sensitive hypothamalic cells are malfunc-
tioning or that this feedback mechanism is being overridden by abnormal neural
signals from other regions in the limbic system.
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In summary, research on nonhuman species suggests that both physical
and psychological stressors may produce permanent changes in endocrine gland
activity that, in turn, may lead to the development of psychophysiological disor-
ders (high blood pressure, ulcers, etc.) and to increased vulnerability to physical
illnesses due to suppression of the immune system. In humans, however,
stressors often produce less dramatic effects on the neurohormonal system. This
species difference does not appear to be biological. Some psychiatric patients do
display hormonal changes similar to those observed in nonhumans. However,
in most healthy individuals and psychiatric patients, coping strategies appear to
play a major role in mediating their hormonal stress responses.

3.2.2. Reproductive Hormone Studies

The term sex hormone is misleading because the adrenal glands of both sexes
produce both “male” hormones (androgens) and ‘““female” hormones (es-
trogens). Adult males normally have much higher blood levels of androgens
than females due to the additional androgen (testosterone) produced by the
testes. Conversely, adult females normally have much higher blood levels of
estrogen than males due to additional estrogen produced by the ovaries.

3.2.2.1. Androgens and Emotion

The male reproductive hormone cycle is a classic example of a positive
feedback system. Starting at puberty, the pituitary releases relatively constant
amounts of FSH and interstitial cell-stimulating hormone (ICSH, the male equiv-
alent of LH) into the bloodstream. These gonadotropic hormones cause the
testes to produce both sperm and testosterone. Testosterone stimulates the hy-
pothalamus to stimulate the pituitary to release more FSH and LH into the
bloodstream. Thus, the male hormonal cycle is relatively constant or tonic.
However, the blood level of testosterone does follow a circadian rhythm. The
average male shows peak levels of testosterone after waking from sleep (Sassin,
1977). Other researchers have argued that males’ reproductive cycles may show
longer fluctuations or rhythms. Doering, Brodie, Kraemer, Becker, and Ham-
burg (1978) found that males tend to show 3- to 30-day cycles in testosterone
levels and that their self-reports of anxiety, depression, and hostility were relat-
ed to their testosterone levels.

Research with nonhuman species suggests that blood levels of testosterone
and other androgens may mediate specific motivational behaviors. Elevated
androgen levels are associated with high levels of aggression and increased
frequency in sexual behaviors. For example, removal of the testes (castration)
produces a gradual decline in both aggression and sexual responsiveness of
nonhuman males. Injecting castrated male animals with androgen can restore
aggressive and sexual behaviors to precastration levels (Bermant & Davidson,
1974).

Research on human males, however, has produced conflicting results.
Kreuz and Rose (1972) found that male prisoners with elevated levels of testos-
terone had a history of more violent crime than other criminals. However,
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testosterone levels did not predict which prisoners behaved violently while in
prison. Rada, Laws, and Kellner (1976) reported that testosterone levels were
higher in extremely violent rapists than in other rapists. Similar patterns of
contradictory findings have been reported with research on human males’ sexu-
al behaviors. After puberty, castration does not eliminate either aggressive or
sexual behaviors. Money and Erhardt (1972) noted that in some males, the
decline in sexual responsiveness may not occur until years after castration.

Adrenal androgens may play an important role in the sexual behavior of
human females. Removal of the ovaries (ovariectomy) has little or no effect on
women'’s sexual behaviors. However, removal of the adrenals (adrenalectomy)
produces a sharp decline in a woman'’s sexual behaviors. Conversely, injections
of androgens can produce increased sexual drive in women, but the effect ap-
pears to be most pronounced with sexually experienced women (Kennedy, 1973;
Norris & Lloyd, 1971).

Research on the role of naturally occuring androgen in females’ sexual
behavior is both sparse and equivocal. Perksy (1978), for example, found no
relationship between sex drive and blood androgen levels in a sample of college
women. Bancroft, Sanders, Davidson, and Warner (1983) reported that females’
androgen levels correlated with masturbation frequency but were unrelated to
the frequency of sexual behaviors with a partner. Schreiner-Engle, Schiavi,
Smith, and White (1981) found insignificant correlations between androgen lev-
els and sexual arousal. However, women with high levels of androgen did
report higher sexual drive than women with low levels of androgen.

The available literature suggests that in both men and women numerous
psychological and social factors may mediate the role of androgens in human
aggression and sex (O’Leary, 1977; Dolye, 1983). For example, male heterosex-
uals, homosexuals, and transsexuals do not differ in androgen levels (Rose &
Sachan, 1981).

As we will discuss later in Chapter 9, one of the major methodological
problems in sex hormone research is that researchers have often failed to differ-
entiate between behaviors, emotional states (feelings), and motives (desire to
engage in specific behaviors). Aggression may be physical or verbal, direct or
indirect, an attempt to reach a specific goal (instrumental), or a display of anger
(an emotional state).

3.2.2.2. Estrogens and Emotions

The release of female reproductive hormones is a more complex process
than the release of male hormones. In males, sex hormones are secreted rela-
tively constantly. In females, blood levels of both pituitary and ovarian hor-
mones vary over time in a distinct reproductive or menstrual “cycle.” Although
the ““textbook” menstrual cycles last 28 days, the length of actual cycles is highly
variable. The same woman may experience marked variation in length of her
cycles, and there are also large individual differences in cycle length between
women. “Normal”’ menstrual cycles range from 8 to 40 days in length. By
convention, the first day of menstrual bleeding is labeled Day 1 of the cycle.

On the first day of the cycle, the pituitary secretes small amounts of FSH
that stimulate the growth of one or more follicles in the ovary. As the follicle
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matures, it releases estrogen into the bloodstream. Estrogen stimulates the
growth of the lining of the uterus and signals the hypothalamus to stimulate the
pituitary to release more FSH. This positive feedback loop continues, and es-
trogen rises to a sufficient level to stimulate pituitary to begin releasing LH. On
about the fourteenth day, the pituitary releases a relatively large quantity of LH
into the bloodstream. This LH “surge” causes the follicle to rupture, releasing
the egg (ovulation), and causes the remaining cells of the follicle to form a special
structure called the corpus luteum. The corpus luteum acts as a temporary endo-
crine gland and releases the hormones estrogen and progesterone. Progesterone
helps maintain the uterine lining and signals the hypothalamus to inhibit FSH
and LH secretion.

If pregnancy does not occur, the corpus luteum dies. The resulting drop in
estrogen and progesterone levels causes the breakdown and expulsion of the
uterine lining (menstrual bleeding) and allows the pituitary to resume FSH
secretion. However, if pregnancy does occur, the fertilized egg secretes a hor-
mone (chorionic gonadotropin) that prevents the corpus luteum from degenerat-
ing. Soon after the egg is implanted in the uterine wall, the placenta develops.
The placenta also acts as a temporary endocrine gland and secretes estrogen and
progresterone. The continued high levels of progresterone prevent the pituitary
from releasing FSH and maintain the uterine lining during pregnancy.

Researchers have focused on two fascinating topics: the effects of estrogen
on emotions and the effects of emotions on the menstrual cycle.

3.2.2.3. Menstrual Mood Shifts

Numerous studies have found that between 50% to 75% of menstruating
women report periodic shifts in mood during the menstrual cycle. Reports of
positive moods (happiness, elation, etc.) tend to occur around ovulation when
estrogen levels peak. Conversely, reports of negative affect (anxiety, depression,
and hostility) tend to cluster during either premenstrual or menstrual phases,
when estrogen and progesterone are both at low levels (Gottschalk, Kaplan,
Gleser and Winget, 1962; Ivey & Bardwick, 1968; Moos et al., 1969). However, it
should be noted that across studies, at least 25% of the women tested do not
report experiencing menstrual mood shifts (Hyde & Rosenberg, 1976).

If mood shifts are hormonally induced, why do some normally menstruat-
ing women not experience them? One plausible explanation is that individual
differences in mood shifts may reflect individual differences in expectations.
Menstruation is the subject of numerous cultural stereotypes, folk myths, and
taboos (Weideger, 1976; Paige, 1977). For example, Clarke and Ruble (1978)
reported that 12-year-old girls who had not started menstruating expected nega-
tive moods and pain to accompany menstruation. Koeske and Koeske (1975)
observed that both female and male subjects attributed a menstruating females’
emotional reactions to menstruation rather than situational factors. Obviously,
such culturally acquired stereotypes may directly influence how an individual
woman may react to premenstruation and menstruation. Parlee (1973) observed
that many women often “adopt” stereotypical symptoms to appear “‘normal” to
others.

For sexually active women, premenstruation may also trigger a multitude of
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pregnancy fears and fantasies. Specifically, for women who want to become
pregnant, premenstrual symptoms signal ““failure” and thus may trigger depres-
sion. Conversely, premenstruation may be a highly anxious “waiting’”” period
for women who are terrified of becoming pregnant. For example, Birtchnell and
Floyd (1975) reported that many cases of “premenstrual suicide” attempts are
unmarried women who believe they are pregnant because of delayed menstrual
bleeding.

Consistent with this “expectation” hypothesis, a number of researchers
have found positive moods premenstrually or during menstruation. For example,
May (1976) asked 30 women not taking birth control pills to rate their positive
and negative moods at different phases of the menstrual cycle. Increased de-
pression premenstrually was reported by 50% of the sample. However, another
40% of the subjects reported their most positive moods premenstrually and
reported increased depression during the menstrual phase. Subjects’ reports of
mood changes were unrelated to either physical symptoms or the degree of
distress reported during premenstrual or menstrual phases. Similarly, Moos and
Leiderman (1978) observed that 13% of their sample reported only one pre-
menstrual or menstrual symptom—an increase in positive moods.

An alternative explanation for individual differences in mood shifts is that
they may reflect individual differences in the magnitude of hormonal changes.
Schildkraut (1965) noted that drugs that increased levels of norepinephrine in
the CNS (tricyclics, etc.) acted as antidepressants, whereas drugs that decreased
CNS norepinephrine (e.g., reserpine) produced depression. Thus, high levels of
norepinephrine are associated with elation, whereas low levels are associated
with depression. Grant and Pryse-Davies (1968) hypothesized that estrogen and
progesterone may alter CNS levels of norepinephrine and emotions by acting
upon monoamine oxidase (MAQO) levels in the CNS. MAO is an enzyme that is
found in many parts of the body, including inside neurons. MAO breaks down
epinephrine and norepinephrine. Drugs that inhibit MAO increase nor-
epinephrine and thus act as antidepressants. Grant and Pryse-Davis argued that
estrogen acts as a MAO inhibitor, whereas progesterone stimulates MAO ac-
tivity. Thus positive moods at ovulation may be due to increased levels of
norepineprhine, and negative premenstrual moods may be produced by nor-
epinephrine decreases.

A third explanation for individual difference in mood shifts is that they
reflect individual differences in premenstrual and menstrual symptoms. The
premenstrual drop in estrogen and progesterone may produce a variety of phys-
ical symptoms (backaches, breast tenderness, headaches, swelling, etc.) that in
turn may elicit negative moods (Paige, 1971). A minority of women report severe
physical symptoms either premenstrually or menstrually (dysmenorrhea). Al-
though most women do not experience dysmenorrhea, the majority of women
report some degree of physical discomfort premenstrually or menstrually (Rou-
se, 1978).

Birth control pills provided the ideal test of these three rival hypotheses.
First, because birth control pills help women avoid unwanted pregnancies, birth
control pills act as an “antianxiety’” medication for sexually active women. Sec-
ond, birth control pills differ in their hormonal composition. Combination birth
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control pills contain high levels of estrogen and progesterone and thus mimic
pregnancy. Sequential pills mimic the normal menstrual cycle. The pills for days
4 through 14 contain only estrogen, whereas the pills for days 20 to 24 contain
both estrogen and progesterone. Third, birth control pills help eliminate men-
strual irregularities or discomfort. If mood shifts are due to either psychological
expectations or physical symptoms, then both combination and sequential pill
users should show reduced mood swings. Conversely, if mood shifts are related
to shifts in estrogen levels, then the combination pill users should report more
stable moods than either normally menstruating women or sequential pill users.

Comparisons of birth control pill users and normally menstruating women
have produced a mass of conflicting reports concerning the relationships be-
tween birth control pills, physical symptoms, and emotions (Paige, 1971; Wor-
sely & Chang, 1978; Banks & Beresford, 1979; Ruble & Brooks-Gunn, 1979;
Slade, 1984). Across studies, some women report either expectation-induced,
symptom-induced, or hormone-induced mood shifts, whereas others do not.

Given this conflicting pattern of results, researchers have shifted their atten-
tion to a minority of women who report both hormone- and symptom-related
mood shifts. The term premenstrual syndrome (PMS) is commonly used to de-
scribe any regularly occurring set of severe premenstrual symptoms (congestive
dysmenorrhea, sudden mood shifts, asthma, headaches, etc.), and most re-
searchers argue that the incidence rate of PMS is between 2% to 8% of adult
women (Rose & Sachan, 1981; Clarke, 1985). Daiton (1979) argued that PMS
accounts for the higher incidence rates of abnormal behaviors (child abuse,
psychiatric admissions, suicide, violent crime, etc.) premenstrually than during
other phases of the menstrual cycle. Dalton postulated that PMS symptoms are
produced by excessive progesterone deficits and has claimed that she has suc-
cessfully treated 20,000 PMS cases with progesterone suppositories.

Studies of PMS patients have failed to support Dalton’s ““progesterone”
hypothesis. Zola and his associates reported that psychotic women were more
likely to report PMS symptomatology (Zola, Myerson, Reznikoff, Thornton, &
Concool, 1979). However, they found no difference between psychotic women
admitted to a mental hospital premenstrually and other psychotic women admit-
ted during other phases of their menstrual cycles. Sanders and her associates
noted that women who were receiving treatment for PMS, womeu with a history
of PMS, and women without PMS report similar mood shifts and physical symp-
tomatology during premenstruation (Sanders, Warner, Backstrom, & Bancroft,
1983). Comparison of women who report high or low degrees of mood shifts
revealed no differences in levels of androstenedione, estrogen, progesterone, or
testosterone (Backstrom et al., 1983). Andersch and Hahn (1985) found no dif-
ference in PMS symptom relief produced by progesterone and a placebo.

Carroll and Steiner (1978) proposed that individual differences in prolactin
levels may account for both menstrual mood shifts and PMS. They postulated
that prolactin interacts with estrogen and progesterone to produce specific emo-
tions. High levels of prolactin, estrogen, and progesterone presumably produce
elation. High levels of prolactin combined with low levels of estrogen presum-
ably produce depression, and high levels of prolactin combined with low levels
of progesterone presumably produce anxiety and hostility. Thus, both men-
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strual mood shifts and PMS would be experienced only by women with exces-
sively high levels of prolactin.

The Fava et al. (1981, 1982) studies of hyperprolactinemic patients would
appear to provide rather strong empirical support for Carroll and Steiner’s
model. However, reports on the effectiveness of the prolactin-suppressing drug,
bromocriptine, on premenstrual symptoms have been mixed. Early studies re-
ported that bromocriptine was effective in relieving both physiological (breast
and abdominal discomfort) and psychological (depression) premenstrual symp-
toms (Benedek-Jaszmann, & Hearn-Sturtevant, 1976; Horrobin et al., 1976).
Later research, however, failed to demonstrate that bromocriptine is more effec-
tive than a placebo (Ghose & Coppen, 1977; Tolis, 1980; Steiner, 1983).

3.2.2.4. The Effect of Emotions on the Menstrual Cycle

Primary amenorrhea or failure of a female to menstruate by 18 years of age
may be traced to a variety of organic causes. Interruption of the menstrual cycle
once it has begun is called secondary amenorrhea. The most common organic cause
of secondary amenorrhea is pregnancy. Other organic causes of amenorrhea
include hyperprolactinemia and a low percentage of fat in the body produced by
self-starvation (Frisch & McAuthur, 1974) or by strenuous physical activities
such as professional or Olympic-class athletics (Webb, Millian, & Stoplz, 1979).

Various psychological factors may also produce secondary amenorrhea. For
example, numerous studies have found that the emotional stress associated with
a novel or an institutional environment may produce amenorrhea. Specifically,
the following incidence rates of amenorrhea have been reported: 25% of young
women visiting a foreign country (Shanan, Brezezinski, Sulman, & Sharon,
1965), 73% of women entering the U.S. Military Academy (Anderson, 1979),
25% of female army recruits (Drillien, 1946), 16% of women entering a religious
order (Drew & Stifel, 1968), and 6% of student nurses (McCormick, 1975). Ob-
viously, it is difficult to separate the psychological effects of novel environments
from changes in diet and physical conditioning.

Emotional trauma has also been reported to produce amenorrhea (Russell,
1972), and spontaneous recovery from emotional trauma-induced amenorrhea
often occurs within 6 to 18 weeks (Jones & Jones, 1981). However, trauma-
induced amenorrhea may be quite prolonged. Fishkin and King (1982) cited a
case of a 22-year-old who had amenorrhea for a year and a half after a violent
argument with her mother-in-law and husband. Coldsmith (1979) described an
interesting case history of prolonged trauma-induced amenorrhea. The patient
was menstruating normally up until her first marriage. On their wedding night,
her husband savagely beat and abused her. During their 6 years of marriage and
2 years following their divorce, she had amenorrhea. After she became engaged
to her second husband, she immediately resumed a normal menstrual cycle.

Pseudocyesis, or false pregnancy, is a unique type of amenorrhea accom-
panied by enlargement of the abdomen and breasts. Pseudocyesis patients may
show other symptoms of pregnancy (e.g., morning sickness) and report fetal
movement or “labor” pains. Murray (1979) noted the following characteristics of
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cases of false pregnancy: about 75% are married; about 75% are of reproductive
age (15 to 39 years old); almost 50% have had a previous pregnancy that termi-
nated in a miscarriage or stillbirth, and, in about 50% of the patients, pseudo-
cyesis lasts 9 months. Conflicts between fear and desire for pregnancy, high
levels of sex guilt, and depression are commonly reported with women report-
ing false pregnancies.

Due to the complexity of the neurohormonal control system, identifying the
psychobiological mechanism that produces either amenorrhea and/or pseudo-
cyesis has proven to be extremely difficult (see Brown & Barglow, 1971; Stark-
man, Marshall, LaFerla, & Kelch, 1985). Specifically, altering the levels of any
CNS neurotransmitters (acetylcholine, dopamine, enkephalin, GABA, nor-
epinephrine, or serotonin) produces a unique pattern of stimulation and sup-
pression of pituitary hormones (Frohman, 1980). For example, GABA stimulates
the release of growth hormone and prolactin without effecting other pituitary
hormones. Conversely, sex hormones (androgen, estrogen, progesterone, and
prolactin) and stress hormones (cortisol, thyroxine) are each absorbed at differ-
ent sites in the limbic system and presumably influence different neurotransmit-
ters (McEwen, 1980).

3.2.3. Hormones and Emotional States

A number of studies have reported elevations in epinephrine in anxiety
states and elevation in norepinephrine during anger (Elmadjian, Hope & Lam-
son, 1957, 1958; Elamadjian, 1959; Silverman, Cohen, & Zuidema, 1957; Silver-
man, Cohen, Shmavonian, & Kirschner, 1961). Other researchers, however,
have reported that elevations in both epinephrine and norepinephrine occur in a
variety of emotional states (Levi, 1965; Patkai, 1971; Mathew, Ho, & Taylor,
1981). Low levels of epinephrine, norepinephrine, and cortisol are associated
with self-reports of boredom (Thackray, 1981). Increased blood levels of cortisol
have also been observed during anxiety, anger, and depression (Persky et al.,
1958). Thus, hormonal responses would appear to be relatively nonspecific
markers of the intensity of emotional states.

Rather than collecting hormone samples during emotional states, a number
of researchers have attempted to artificially produce emotional states by inject-
ing subjects with hormones. Maranon (1924) noted that about one-third of sub-
jects injected with epinephrine reported feeling ““as-if”” emotions, for example,
“I feel as if I'm anxious or as if 'm angry.” If these subjects were asked to talk
about personally emotional events (i.e., a recent death in the family), they
reported “‘real” rather than as-if emotional states. Maranon’s findings have been
basically replicated using epinephrine (Hawkins, Monroe, Sandifer, & Vernon,
1960), norepinephrine (Frankenhauser, Jarpe, & Matell, 1961), and combinations
of epinephrine and norepinephrine (Frankenhauser & Jarpe, 1962). One plausi-
ble explanation for these findings is that the physiological changes produced by
epinephrine or nonepinephrine may remind subjects of emotion-induced
arousal.

An alternative explanation for hormonally induced as-if emotions is that
hormones may not cause specific emotional experiences but rather produce
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global physiological arousal that subjects may or may not interpret as emotional.
Thus, as-if emotions observed with injections of epinephrine and norepin-
ephrine may not be produced by the effects of the hormones per se but rather are
due to the subjects’ perception of the testing situation as “emotional.”

Schachter and Singer (1962) examined the role of perception in hormonally
induced emotion by manipulating both the subjects’ physiological arousal and
their perception of the testing situation. Three groups of subjects were injected
with epinephrine to induce cardiac acceleration and systolic BP increases. One
group of subjects was correctly informed of the side effects of epinephrine (i.e.,
heart palpitation, muscle tremor, skin flush). A second group of subjects was
misinformed about the side effects (i.e., told to expect numbness in feet, itching,
headache), and the third group was given no information. To assess the effects
of epinephrine, a fourth group of subjects received a placebo injection (saline).
After receiving the injection, each subject was then placed in a room with a
confederate. Half of the subjects in each treatment group were assigned to
different induction conditions. In one condition, the confederate acted euphoric
and attempted to engage the subject in playful activities (i.e., flying paper air-
planes). In a second condition, the confederate displayed anger when asked to
complete a long questionnaire that contained a number of embarrassing ques-
tions (e.g., Do you bathe frequently?). The effects of the confederate’s behavior
on the subjects’ moods and behavior varied with the treatment conditions.
Placebo and informed subjects were relatively unaffected by the social induc-
tion. Subjects in the misinformed and no-information groups reported emotions
similar to those of the confederate. That is, subjects exposed to the euphoric
confederate felt euphoric and those exposed to an angry conferate felt angry.

Schachter and Singer argued that the failure of the social induction pro-
cedure per se to elicit emotions in placebo subjects indicates that physiological
arousal is needed to produce emotion states. However, the subjects’ cognitive
appraisal of physiological arousal rather than the arousal per se appears to pro-
duce specific emotional states. Subjects in the informed group showed car-
diovascular arousal but not emotional arousal. Only subjects that lacked an
appropriate explanation for cardiovascular arousal (misinformed and no-infor-
mation groups) used the situational cues to label their autonomic arousal as
specific emotions. Schachter and Singer postulated that autonomic arousal does
not directly elicit specific emotional states but rather elicits an evaluative need. If
the subject has a plausible explanation for arousal (e.g., my heart is pounding
because I've been running), no emotion is presumably experienced. However,
when arousal is unexplained, subjects may interpret their own cognitions (e.g.,
my heart is pounding because I was thinking about my final exam) or situational
cues (e.g., my heart is pounding because I am watching a basketball game) as
the “cause” of arousal. If the thoughts or situations are emotional, the individual
will then label arousal accordingly (I'm anxious, I'm happy).

Publication of the Schachter and Singer study acted as a catalyst for a series
of interesting studies on the role of cognition and autonomic perception in
emotional states that we discuss later in Chapter 4. It should be noted, however,
that a number of authors have raised serious methodological questions about
their original report (Plutchik & Ax, 1962). Moreover, two attempts to replicate
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Schachter and Singer’s findings with epinephrine injections have found that
epinephrine induces negative emotional reactions regardless of the situational
cues (Marshall & Zimbardo, 1979; Maslach, 1979). Schachter and Singer (1979),
in turn, have offered serious methodological criticisms of the latter two exper-
iments.

One of the major issues in the controversy surrounding the original
Schachter and Singer study is the physiological effects of the injection of differ-
ent dosages of epinephrine (Plutchik & Ax, 1962; Schacter & Singer, 1979). In
very low doses, epinephrine may produce decreases in BP, whereas in high
doses, epinephrine elicits BP increases. Moreover, epinephrine is only one com-
ponent of a complex neural-neurohormonal control system, and physiological
changes induced by epinephrine injections trigger other cardiovascular controls
(Oken, 1967).

The overall pattern of research on normal subjects suggests that cognitive
activity (coping, strategies, self-appraisal, etc.) may alter both hormonal re-
sponses and emotional states. In contrast, studies of patients with endo-
crinological disorders suggest that excesses or shortages of specific hormones
may induce specific emotional states (anxiety, depression, etc.).

One possible explanation for these apparently contradictory findings is that
hormones may exert different physiological effects when they are chronically
present than when they are episodically released. The neurohormonal control
systems of healthy subjects normally prevents their bodies from accumulating
excess levels of any single hormone. In endocrinological disorders, the abnormal
release of high levels of a single hormone may sufficiently alter the biochemistry
of the CNS to deactivate normal neurohoromonal controls and simultaneously
stimulate neural tracks associated with specific emotional states.

An alternative explanation for the apparent different effects of hormones on
the emotions of healthy individuals and endocrinological patients is that the
effects of hormones on the CNS are inverted U-shaped functions. Specifically, in
moderate levels, specific hormones may exert relatively little influence on neural
functioning. However, extremely high or low levels of hormones may directly
alter specific tracts in the CNS and thus mimic naturally occurring emotional
states.

Obviously, both interpretations of endocrine disorders are highly comple-
mentary. We will return to the fascinating issue of the role of CNS biochemistry
in emotional states in Chapter 12.
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II

Physiological Systems

Anatomically, the billions of living cells in the human body are organized in
structures called organs. Each individual organ performs a unique set of physio-
logical functions. Organs that perform similar functions are collectively labeled a
system. For example, the heart and blood vessels function as the primary system
for transporting chemicals throughout the body.

In Chapters 4 through 11, we will examine the role of each of the major
physiological systems in human emotions. Each of these chapters begins with a
brief review of the anatomy and physiology of the system and a brief discussion
of some of the methodological problems involved in studying its activity. We
will then focus on the central issue of whether the biological activity of the
system should be viewed as a cause, component, or consequence of specific
emotional states.



4

The Cardiovascular System

In order to maintain normal metabolic activity, the cells of the human body must
ingest oxygen and nutrients and excrete toxic chemical waste products. The
cardiovascular system serves the vital function of circulating oxygen and nu-
trients throughout the body and removing waste products. As we will discuss
later in Chapter 5, the cardiovascular system also plays a major role in maintain-
ing internal body temperatures.

4.1. ANATOMY AND PHYSIOLOGY

As its name implies, the two major components of the cardiovascular sys-
tem are the heart and blood vessels. These two subsystems are composed of
different types of muscle tissues. The heart is composed of specialized muscle
tissue that is not found in any other organ of the body. The anatomical structure
of cardiac muscle resembles that of the skeletal muscles. However, the physio-
logical properties of cardiac muscle are similar to those of the smooth muscle
tissue of the blood vessels and other internal organs. Both cardiac and smooth
muscles share the property of elasticity (i.e., the ability to stretch and contract
without tissue injury). Both cardiac and smooth muscles also contract rhyth-
mically without stimulation from the CNS. The heart muscle contains a built-in
pacemaker (sinoatrial node) that stimulates the heart to spontaneously contract
about 72 times per minute. The rhythmical contractions of smooth muscles are at
a much slower rate of about 5 times per minute. Cardiac and smooth muscles
also differ in the strength of contraction. Cardiac muscle displays rather strong
but brief contraction, whereas smooth muscles generally exhibit weak but pro-
longed contractions.

As shown in Figure 4-1, the human heart contains four chambers. The atria,
or upper two chambers, receive blood from the body and then force the blood
into the ventricles, or lower chambers. Oxygen-depleted blood enters the right
atrium and is pumped into the right ventricle. Contraction of the right ventricle
forces blood to the lungs to be reoxygenated. Oxygen-enriched blood returns to
the heart through the left atrium and then is pumped into the left ventricle. The
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Figure 4-1. The cardiac cycle.

contraction of the left ventricle forces the blood to flow throughout the entire
body. Four internal valves inside the heart normally insure that blood flows only
in the proper direction. The two atrial-ventricle valves (tricuspid and mitral) are
closed during ventricular contraction (systole) and open during ventricular re-
laxation (diastole). Conversely, the two ventricle valves (pulmonary and aortic)
are open during ventricular systole and closed during ventricular diastole.

The oxygen-enriched blood that leaves the heart from the left ventricle
circulates throughout the body through a complex network of blood vessels that
are divided into three anatomically distinct subsystems: arteries, capillaries, and
velns.

The arteries are a series of strong tubes that carry blood away from the
heart. Each artery is composed of three layers. The inner layer consists of an
elastic membrane. The middle layer of the artery consists of thick bands of
smooth muscle fibers arranged in a circular fashion. The outer layer of the artery
is composed of relatively inelastic connective tissue. This anatomical arrange-
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ment allows the arterial muscles to exert fine control over the diameter of the
internal vessel (lumen). When the muscles contract, the lumen is constricted.
When the muscles relax, the lumen is dilated, but the inelastic outer layer limits
dilation of the artery itself. As shown in Figure 4-2, the major arteries all sequen-
tially branch from the aorta. Each time an artery divides, the diameters of the
branches are smaller than that of the parent artery. Eventually, the branches
become extremely small and are called arterioles.

Arterial branching produces gradients in both blood pressure and blood
velocity that promote the flow of blood from the heart to the capillary system. In
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Figure 4-2. The vascular system. Darkened areas represent major veins and the light areas
represent major arteries.
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the aorta, the average blood pressure is equivalent to 100 to 120 millimeters of
mercury (mm Hg), and average blood velocity is about 400 mm per second. At
the arteriole—capillary junctions, average blood pressure drops to about 35 mm
Hg, and blood velocity decreases to about 1 mm per second. The differences in
aorta and arteriole blood pressure and velocity effectively prevent blood from
flowing backward in the arterial systems.

The capillary system consists of an extremely dense network of microscopic
passages between the body tissues. The slow movement of blood, coupled with
extremely thin capillary walls, maximizes the exchange of oxygen, nutrients,
and metabolic waste products between the blood and individual cells. If blood
flow to a region of the capillaries is inadequate for the metabolic demands of the
tissues (ischemia), cellular metabolism shifts from aerobic (oxygen-present) to
anaerobic (oxygenless). Cellular wastes (lactic acid and carbon dioxide) accumu-
late in the tissues, causing mild to severe pain. The muscle pains caused by
vigorous exercise or by cutting off blood flow with a tourniquet are examples of
ischemic pain.

Oxygen-depleted blood is collected from the capillaries by small tubes called
venules. Venules are the tributaries of small veins that, in turn, feed into pro-
gressively larger veins. Eventually, all the veins from the lower body empty into
the inferior vena cava vein, and all the veins in the upper body converge into the
superior vena cava vein. Blood enters the right atrium from the vena cava and
repeats its journey throughout the body.

Although anatomically veins resemble arteries, veins contain much less
smooth muscle tissue than arteries. Thus, venous contraction alone is insuffi-
cient to return blood to the heart from the extremities. Two anatomical features
of the human body prevent blood from pooling in the veins and inhibiting
circulation. The larger veins of the limbs contain a series of one-way valves that
prevent blood from flowing backward. Moreover, many veins are sandwiched
between skeletal muscles. Body movement effectively squeezes the veins and
forces blood toward the heart. For example, if you sit motionless for any length
of time, your hands, feet, or buttocks may “fall asleep.” Stretching the muscles
helps restore normal circulation.

The heart-artery-capillary-vein route is the primary pathway of blood
flow. There are also two secondary pathways that play important roles in dis-
tributing or shunting blood to areas of high metabolic demand and in maintain-
ing blood pressure. Anastomoses are small arteries that branch from an artery,
travel a short distance, and then rejoin the main artery. Anastomoses are com-
monly found in parts of the body (abdominal organs, brain, etc.) that show large
periodic shifts in metabolic demand. The anastomoses permit rather large quan-
tities of blood to be distributed to a localized region without producing a sharp
increase in the blood pressure of the main arteries. Another secondary pathway
for blood flow is the system of arteriovenous anastomoses, or shunts. These
vessels directly connect arterioles and venules and thus bypass the capillary
system. Arteriovenous shunts are commonly found near the skin and are quite
numerous in the ears, fingers, lips, nose, and toes. These vessels allow blood to
be diverted to and from the skin and play an important role in thermoregulation.

Given the importance of supplying cells with a continuous blood flow, it is
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not surprising that the body contains a complex system of both neural and
neurchormonal controls over the cardiovascular system. The vasomotor area in
the medulla is the primary neural control center for both cardiac and vascular
activity. The normal cardiac cycle (contraction of both artria followed by contrac-
tion of both ventricles) is controlled by a special conduction system embedded
inside of the heart. The medulla can override the heart’s own pacemaker
through excitation of either parasympathetic fibers of the vagus nerve or sym-
pathetic fibers of the chain ganglia. Parasympathetic excitation leads to a de-
crease in heart rate, whereas sympathetic excitation produces cardiac accelera-
tion. The medulla receives sensory information from stretch receptors located
within the walls of the heart, aortic and carotid arteries, and vena cava veins. If
blood pressure rises too high, these receptors signal the medulla to stimulate
cardiac deceleration and thus reduce blood pressure. If blood pressure drops too
low, these receptors signal the medulla to speed up cardiac activity.

The medulla also controls blood pressure by altering the amount of contrac-
tion of blood vessels through the sympathetic nervous system. Stimulation of
the muscle layers of arteries and veins constricts the vessels and causes an
increase in blood pressure. The medulla produces vasodilation by not stimulat-
ing the vascular muscles. Vascular constriction-dilation plays an important role
in maintaining blood pressure and in thermoregulation. It also allows the
medulla to divert or shunt blood to local areas of high metabolic demand. For
example, after eating a large meal, a large proportion of blood (25%-30%) is
diverted to the gastrointestinal tract. During vigorous exercise, the medulla
responds to the muscles’ increased demand for oxygen by increasing both heart
rate and blood pressure and by shunting about 80%—-85% of blood flow directly
to the muscles (Astrand & Rodahl, 1970).

As discussed in Chapter 2, the term neural control center should not be taken
literally. A complex network of neural tracts connects the medulla with the
limbic system and cortex. For example, the hypothalamus signals the medulla to
make the cardiovascular adjustments needed for the complex muscular activity
involved in emotional-motivational (digestive, sexual, and thermoregulatory)
behaviors. The hypothalamus, in turn, receives inputs from other areas of the
limbic system and from the cortex.

The neurohormonal system also exerts a direct influence on cardiovascular
activity. Sympathetic nervous system arousal causes the adrenal glands to re-
lease epinephrine and norepinephrine into the bloodstream. Epinephrine acts
directly on the neural and muscle tissues of the heart to increase heart rate.
Epinephrine also produces constriction of the small blood vessels in the skin and
dilation of arterioles to the muscles. Norepinephrine causes vasoconstriction in
almost all arterioles. The adrenal glands also help control blood pressure with
the hormone aldosterone. Aldosterone causes the kidneys to retain water in the
body and to release the hormone renin. Renin causes the blood to form the
chemical angiotensin that acts as a powerful vasoconstrictor. Thus the general
effect of stimulation of the neurohormonal system is increased blood pressure.

The interaction of the neural and neurohormonal systems gives the body
great flexibility in shunting blood between organ systems while maintaining
relatively constant pressure in the vessels. Blood pressure in the arteries is
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normally determined by three factors: heart rate, stroke volume (the amount of
blood pumped), and the degree of constriction of the arteries. Increasing any
one of these factors while the other two remain constant results in increased
blood pressure. For example, injections of norepinephrine do not directly alter
cardiac output but raise blood pressure through vasoconstriction. Paradoxically,
the body reacts to norepinephrine-induced BP increases by reflexively reducing
heart rate. Thus heart rate and blood pressure co-vary in a complex fashion.

4.1.1. Methodological Issues in Cardiovascular Research

Researchers employ a variety of different recording techniques and mea-
sures of cardiovascular activity. For example, tonic (baseline) and phasic
(change) heart rate in beats per minute (bpm) are both commonly used indices of
cardiovascular activity. Heart rate can be detected mechanically (manual pulse
or stethoscope), by electrical amplification of the electrical changes in the heart
(electrocardiogram, or EKG), by sound waves (Doppler Electrograph), and by
using light sensors to detect changes in blood density in the skin as blood pulses
through the vascular beds (photoplethysmography). Similarly, human blood
pressure (BP in mm Hg) can be measured directly in an artery (arterial cannuliza-
tion) or indirectly by using a pressure cuff (sphygmomanometer) or pho-
toplethysmography. Measures of vascular dilation-constriction (skin tem-
perature and infrared photography) will be discussed in Chapter 5.

Each recording technique produces its own characteristic errors or artifacts.
For example, in the pressure cuff method of BP measurement, an arm band is
placed above the elbow and inflated until arterial blood flow is cut off. The cuff is
then slowly deflated while the observer listens through a stethoscope to the
brachial artery for the sound of blood returning to the artery (Korotkoff sounds).
The first sound is recorded as maximum, or systolic blood pressure. As the cuff
continues to deflate, the sounds gradually fade. The last audible sound is re-
corded as minimum, or diastolic blood pressure. Given that the observer must
make a perceptual judgment of the points at which Korotkoff sounds begin and
end, even highly trained observers normally differ by 2 to 5 mm Hg in their
estimates of the BP of the same subject.

“Objective” electrical recording techniques such as EKG also produce ar-
tifacts. The powerful amplifiers used in physiological recording inadvertently
pick up extraneous electrical noise (e.g., radio signals, elevator motors, false
electrical signals produced by subject movement). Although modern physiologi-
cal recorders use sophisticated electronic filters to minimize artifacts, no instru-
ment is “‘error-free.” For a more complete discussion of the technical limitations
of various physiological recording techniques, see Martin and Venables (1980).

The intrusive nature of physiological recording techniques creates one of
the major methodological problems in the study of emotion, namely that the
subject may react emotionally to the testing situation itself. For example, Picker-
ing (1982) examined daily shifts in the blood pressure of individuals with normal
BP (normotensive), mildly elevated BP (borderline hypertensive), and high BP
(hypertensive) using a 24-hour monitoring device. Subjects also had their blood
pressure recorded in a physician’s office to provide a comparison with more
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traditional medical BP recording techniques. For normotensive subjects, blood
pressure recorded at home was equivalent to blood pressure recorded in the
physician’s office. The blood pressure readings of both hypertensive groups,
however, were much higher in the physician’s office than at home. Thus the
same testing situation (physician’s office) appears to have been a neutral stim-
ulus for the normotensive individuals and an emotional stimulus for the hyper-
tensive subjects.

Another problem in identifying cardiovascular correlates of emotion is that
tonic levels of cardiovascular activity partially determine both the direction and
magnitude of phasic activity. This phenomena is called the law of initial values
(Benjamin, 1963). If initial values or tonic levels are extremely high, then the
cardiovascular control system tends to resist any further increases in heart rate
or blood pressure. When a stressor is presented to individuals with high initial
values, they may display paradoxical decreases (rather than increases) in car-
diovascular activity. For example, both females and males have very high heart
rates (180 bpm) during sexual intercourse. However, if you have a live tarantula
dropped on your face during lovemaking, it is highly doubtful that you will
show phasic heart acceleration. Rather, you are likely to show a sudden cardiac
deceleration. Conversely, if tonic levels of cardiovascular activity are extremely
low, the neurohormonal control system resists decreasing heart rate and blood
pressure any further and may produce paradoxical increases in cardiovascular
activity.

Given the complex relationship between tonic and phasic responses, it
should be noted that tonic cardiovascular activity varies with the subject’s age,
sex, and race. Tonic heart rate tends to decrease with age, whereas tonic blood
pressure tends to increase with age. Prenatal heart rates average about 140 bpm.
Average heart rate is about 90 in children and about 72 in adults. At any given
age, females tend to have higher heart rates. The average systolic/diastolic ratio
(in mm Hg) for males is 128/75 for 20-year-olds, 132/81 for 40-year-olds, and
156/91 for 60-year-olds. For 20-, 40-, and 60-year-old females, average BP is
121/72, 132/80, and 158/90, respectively. Marked racial differences in BP have
also been reported. For example, black Americans tend to have higher BP than
white Americans (Voors, Bererson, Dalfere, Webber, & Schuler, 1979). An indi-
vidual’s physique and state of physical conditioning also influence tonic car-
diovascular activity. For example, normal resting heart rate is about 60 bpm for
the average adult, but it is often as low as 30 bpm in athletes (Sprague, 1981).
Tonic cardiovascular activity also fluctuates with postural changes (Victor,
Weipert, & Shapiro, 1984), diurnal rhythms (Luce, 1971), and the menstrual
cycle (Little & Zahn, 1974; Hastrup & Light, 1984).

In a series of experiments, Lacey and his associates found that even when
individual differences in tonic activity are eliminated, individuals show sharp
differences in phasic responses to physical stressors (Lacey, 1950; Lacey,
Bateman, & VanLehn, 1953; Lacey & VanLehn, 1952; Lacey & Lacey, 1958).
Regardless of the type of stimulation, some subjects consistently show large
cardiovascular changes. Other subjects display small cardiovascular reactions
but large changes in other physiological systems. This phenomenon is called
individual response specificity, or stereotypy. Lacy argued that such idiosyncratic
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patterns of physiological activity are due to genetic variability in the reactivity
(lability) of specific physiological systems.

To further complicate matters, intense levels of stimuli may produce a dis-
tinct physiological pattern in all individuals (response specificity or stereotypy).
For example, submerging a limb in ice water (cold pressor test) produces in-
creases in heart rate and blood pressure. Conversely, immersing the face in ice
water produces a sharp decrease in heart rate (diving reflex). Obviously, such
response stereotypy may mask individual differences produced by either the
law of initial values or by individual stereotypy.

4.2. EMOTION AND THE CARDIOVASCULAR SYSTEM

As we will disuss later in Chapters 12 through 16, almost all twentieth-
century theories of emotion postulate some type of linkage between human
emotional experiences and physiological activity. Materialists argue that specific
patterns of physical arousal cause the individual to experience specific emotional
states. On the opposite extreme, mentalists argue that specific thought pro-
cesses trigger specific emotional states and thus may be accompanied by a vari-
ety of physiological changes. Interactionists argue that emotional states, physio-
logical activity, and thought processes are related in a dynamic fashion. As you
will see in the following discussion of research, cardiovascular activity during
emotions partially supports all three views of emotions.

4.2.1. Laboratory Studies

In the typical laboratory study, the experimenters attempt to artifically elicit
specific emotions. For example, Ax (1953) examined the physiological patterns
associated with socially induced anger and fear. A total of 43 adult females and
males agreed to serve in a purported study of high blood pressure. Subjects
were attached to the polygraph and told to relax to music. The fear-induction
procedure consisted of a series of staged “accidents” intended to convince the
subjects that they were in danger of being electrocuted by the recording equip-
ment. In the anger-induction procedure, the polygraph operator verbally abused
the subjects. Subjects’ self-reports confirmed that both manipulations were ef-
fective in eliciting the appropriate emotions.

The major finding of Ax’s study was that different patterns of physiological
activities occurred during fear and anger. Increases in systolic and diastolic BP
and decreases in heart rate were observed with both emotions. However, phasic
diastolic BP increases and heart rate decreases were significantly greater in the
anger than in the fear condition, and phasic increases in systolic BP were slightly
higher in the fear condition. Ax noted that the cardiovascular correlates of anger
were similar to combined epinephrine-norepinephrine reactions, whereas the
fear pattern appeared more similar to an epinephrine response.

Ax’s findings appear to provide strong support for the materialist view that
specific patterns of physiological activity are yoked with specific emotions. To
help clarify this complex issue, we will briefly examine the cardiovascular corre-
lates of three sets of emotional states: anger, anxiety-fear, and happiness-
sadness.
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4.2.1.1. Anger

Anger is a complex negative emotional-motivational state characterized by
intense and unpleasant physiological arousal coupled with the desire to obliter-
ate the real or imaginary stimulus of arousal. Accordingly, anger can be legiti-
mately viewed as either an emotion or a motive.

Are there specific cardiovascular correlates of anger? Researchers have con-
sistently replicated Ax’s finding of anger-associated increases in BP (Schwartz,
Weinberger, & Singer, 1981)). However, empirical support for anger-induced
cardiac deceleration has been equivocal. Some studies have found heart rate
increases during anger, whereas other studies have found heart rate decreases.
For example, Weerts and Roberts (1976) instructed subjects to ““vividly imagine”
anger or fear stimuli. Consistent with Ax’s findings, their subjects showed in-
creases in systolic BP to both scenes and greater increases in diastolic BP to anger
than to fear images. However, contrary to Ax’s report, their subjects showed
increased heart rate to both anger and fear imagery.

Marked individual differences in the magnitude of anger-associated BP in-
creases have been consistently reported. Hokanson (1961) compared the car-
diovascular reactions of male college students who scored either extremely high
or low on self-reports of hostility. Both groups of subjects showed an increase in
systolic BP after being insulted by the experimenter, but the high-hostility group
showed BP increases that were almost twice as large as those of the low-hostility
group. Gentry (1970) compared cardiovascular reactions of female and male
college students to being insulted by the experimenter and to frustration (task
failure). Both sexes showed elevated systolic and diastolic BP to both manipula-
tions. Male subjects, however, showed larger systolic increases.

In a series of studies, Hokanson and his associates examined whether ag-
gression has a cathartic (emotion-releasing) effect upon the cardiovascular sys-
tem. The basic design employed in these studies was social induction of anger
followed by either an aggressive or nonaggressive task. The induction procedure
consisted of having subjects complete either a low- or high-frustration task. The
low-frustration task was counting backward from 100 by 3, and the high frustra-
tion task was being frequently interrupted by the experimenter while counting
backward. This manipulation is apparently quite effective. High-frustration sub-
jects showed marked increases in both systolic BP and in heart rate, whereas
low-frustration subjects did not. Subjects were then given outlets for emotional
arousal. For example, Hokanson and Burgess (1962a) allowed subjects to either
(a) physically retaliate (give electric shocks to the experimenter), (b) verbally
retaliate (fill out an evaluation of the experimenter), (c) retaliate through fantasy
(write a story), or (d) they were not given any opportunity to retaliate. Subjects in
the physical and verbal aggression condition showed a rapid decrease in BP to
prefrustration levels, whereas BP remained elevated in the fantasy and no-
aggression subjects. Thus it would appear that overt (physical or verbal) aggres-
sion produces decreases in cardiovascular arousal, whereas covert (fantasy or
cognitive) aggression does not.

Other researchers have found that viewing aggressive films may increase
rather than decrease BP. Geen and Stonner (1974) examined the effects of phys-
ical stress on later emotional reactions to an aggressive film. Half the subjects
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received an electric shock prior to viewing the film. The subjects who had
received the shock prior showed higher BP after the film than subjects who had
not been shocked. Thus it would appear that the physical arousal elicited by the
shock had an “anticarthartic” effect of producing stronger physiological reac-
tions to viewing aggression. In a second experiment, subjects who had been
shocked prior to viewing a film of “real” violence showed greater BP increases
than subjects who had received shocks but were presented with a film of “fic-
tional” violence (Geen, 1975).

The overall pattern of frustration-aggression studies suggests that the ca-
thartic effects of aggression are mediated by a complex combination of variables.
Subjects who retaliate against a low-status (student) antagonist show a decrease
in BP, whereas subjects who retaliate against a high-status (professor) antag-
onist do not (Hokanson & Shetler, 1961; Hokanson & Burgess 1962b). Aggres-
sion directed against a substitute (innocent) human target does not produce a
marked decrease in BP (Hokanson, Burgess, & Cohen, 1963). Moreover, the
cathartic effect of aggression appears to depend at least partially on the subjects’
characteristics. As a group, low-guilt subjects show postaggression BP de-
creases, whereas high-guilt subjects do not (Gambaro & Rabin, 1969). Similarly,
males are more likely to show a postaggression BP decrease, whereas females
are more likely to show a catharticlike BP decrease if allowed to make a friendly
counterresponse to aggression (Hokanson & Edelman, 1966; Hokanson, Willers,
& Koropsak, 1968).

The observed sex differences led Hokanson to postulate that postresponse
BP reductions may be conditioned responses to successful avoidance, rather
than “catharsis” in the traditional Freudian sense of the term. To test this hy-
pothesis, Hokanson (1970) rewarded subjects for making “unconventional”
avoidance responses. For example, in one study, female subjects could avoid
electric shocks by making aggressive responses to a confederate. After relatively
brief training, the women showed both an increase in aggressive responses and
postaggression decreases in BP. In another study, female and male subjects
were reinforced for “masochistic” (self-shock) behavior. Again, subjects showed
both an increase in targeted behavior and postmasochistic BP decreases.

4.2.1.2. Anxiety-Fear

Anxiety, distress, and fear are closely related negative emotional states
associated with physical or psychological harm. These three emotions can be
differentiated by the temporal relationship between the feeling and the potential
threat. Anxiety is characterized as the anticipation of harm in the future, where-
as fear is characterized as the anticipation of being harmed in the present.
Distress is characterized by the awareness of being harmed at this specific mo-
ment. Obviously, these three emotions may merge into a single diffuse state. For
example, if you are having a tooth extracted, you may simultaneously experi-
ence distress to the unpleasant physical sensations, fear that your discomfort
may suddenly increase, and anxiety over the anticipated bill.

In order to differentiate anxiety and fear from distress, researchers may
threaten but then not administer a painful stimulus such as electric shocks. If the
temporal delay before the anticipated shock is longer than 5 minutes, subjects
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tend to show a highly irregular pattern of heart rate acclerations-decelerations. If
“time of the shock” is less than 5 minutes away, subjects show a marked heart
rate acceleration (Folkins, 1970; Lundberg, Ekman, & Frankenhaeuser, 1971).
These findings suggest that heart rate acceleration may be characteristic of fear
but not anxiety.

Marked individual differences have been reported in fear-related heart rate
increases. Hodges and Spielberger (1966) recorded the heart rates of subjects
who reported high or low trait anxiety. After completion of a verbal learning
task, half of the subjects were told that they would receive several strong electric
shocks during the next block of trials, and bogus “shock electrodes” were at-
tached to their ankles. Both high- and low-anxiety groups showed a marked
increase in heart rate in the threat condition. Cardiac acceleration, however, was
directly related to subjects’ reports of fear of electric shock. Subjects in both the
high- and low-anxiety groups who had previously indicated moderate to ex-
treme fear of electric shock showed the greatest cardiac acceleration.

Numerous studies have found that the direction of phasic cardiac reactions
may differentiate individuals who experience high- and low-fear reactions to a
specific stimulus. For example, Hare (1973; Hare and Blevings, 1975) compared
the cardiac responses of a group of subjects who reported high-fear reactions to
spiders and a group that reported low spider fear. When presented with slides
of spiders, the high-fear subjects showed phasic cardiac acceleration, whereas
the low-fear subjects showed phasic deceleration in heart rate. Similar patterns
of cardiac acceleration-deceleration with high- or low-fear subjects have been
found with slides of homicide victims (Hare 1972), mutilated accident victims
(Klorman, Wiesenfeld, & Austin, 1975), and snakes (Klorman, 1974).

4.2.1.3. Happiness-Sadness

Happiness is commonly defined as a positive emotional state associated
with a real or imaginary gain, whereas sadness is defined as a negative emo-
tional state associated with a real or imaginary loss. Although these two emo-
tions would appear to be polar opposites, both emotions are accompanied by
increases in heart rate and blood pressure (Rusalova, Izard, & Simonov, 1975;
Schwartz et al., 1981; Ekman, Levenson, & Friesen, 1983). Happiness appears to
elicit smaller heart rate changes but larger diastolic BP increases than sadness.
Conversely, sadness elicits larger systolic BP increases and greater drops in skin
temperature than happiness.

In summary, distinct patterns of cardiac and vascular responses appear to
be characteristic of specific emotional states. Anger appears associated with the
largest increases in blood pressure. Distinct, but smaller, increases in BP are
characteristic of fear, happiness, and sadness. Irregular patterns of cardiac accel-
eration-deceleration have been observed with both anger and anxiety. Fear ap-
pears associated with marked heart rate acceleration.

4.2.1.4. The Role of Cognitions in Cardiovascular Responses

Depending upon your metaphysical biases, the observed patterns of car-
diovascular responses during anger, anxiety-fear, and happiness-sadness can be
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interpreted either as the cause of the emotions or as the emotions themselves or
as the consequences of the specific emotional states. Various researchers have
argued that at least four different types of cognitive processes may alter an
individual’s cardiovascular responses.

Lacey (1967) postulated that heart rate acceleration occurs when the indi-
vidual attends to his or her own thoughts and ignores external stimuli (environ-
mental rejection), and heart rate deceleration occurs when the individual attends
to external events (environmental intake). Thus the direction of phasic cardiac
activity may merely reflect shifts in attention. For example, the presentation of a
““fear’” stimulus appears to elicit environmental rejection (heart rate increases) in
high-fear subjects but environmental intake (heart rate decreases) in low-fear
subjects (Hare, Wood, Britain, & Shadman, 1971).

Obrist (1976) argued that different coping strategies would produce either
heart rate increases or decreases. Attempting to actively cope with a threatening
situation would lead to increases in muscle tension that would increase the
body’s metabolic demands. These metabolic changes, coupled with sympathetic
nervous system arousal, would produce marked heart rate acceleration (Wood &
Hokanson, 1965). Conversely, passively coping with an unavoidable aversive
event would lead to a decrease in physical mobility and in heart rate. Moreover,
if the event is perceived as nonaversive by the individual, then no “coping” is
required. Such indifference may also produce a decrease in physical mobility
and a subsequent decrease in heart rate. Thus the differential phasic responses
in high- and low-fear subjects may be at least partially an artifact of the degree of
somatic activation (Obrist, Webb, Sutterer, & Howard, 1970).

Both Lacey’s and Obrist’s models accurately predict the observed dif-
ferences in phasic cardiac activity of high- and low-fear subjects. Numerous
studies can be cited to support either the environmental intake-rejection or
active—passive coping hypothesis. Neither model alone, however, appears ade-
quate to account for the available empirical findings. For example, Rusalova et al.
(1975) instructed actors and nonactors to imagine and act out anger, fear, joy,
and sadness (environmental rejection with active coping), to imagine but not act
out these emotions (environmental rejection with passive coping), and to act out
but not imagine the emotions (environmental intake with active coping). The
highest heart rates were observed during environmental rejection-active coping
and the lowest heart rates were observed during environmental intake-active
coping. These findings suggest that attentional and coping strategies may in-
teract in a complex fashion. For example, environmental rejection and active
coping may occur concurrently when high-fear subjects are presented with
threatening stimuli. Conversely, presenting low-fear subjects with morbidly fas-
cinating stimuli may elicit both environmental intake and passive coping.

The Lacey-Orbist controversy has tended to obscure the major finding that
humans’ emotional reactions are often determined by the subjective meaning of
the stimulus to the observer and not the stimulus per se. For example, Gottschalk
(1974) reported an interesting self-case study. He imagined a variety of stimuli
(anxiety-dream content, fishing, numbers, sleeping, etc.) during physiological
recording. Increases in heart rate were observed only when he imagined or
remembered personally stressful events or images.
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Bennett and Holmes (1975) examined whether specific thought sequences
can reduce cardiovascular arousal and emotional reactions to affective situa-
tions. They informed one group of female undergraduates that they had failed
an important test (high threat) and a second group that they had passed (low
threat). Subjects from both groups were randomly assigned to one of four treat-
ment conditions. Subjects in the first treatment condition (prestress) were in-
structed to mentally “redefine” the test as unimportant before they received
their grades. In the second treatment condition (poststress), subjects were in-
structed to mentally “redefine” the meaning of the test after they had received
their grades. Subjects in the third treatment were instructed, after they received
their grade, to think about their friends’ performance on the test (projection),
and subjects in the fourth treatment received no cognitive instructions. Subjects
in the high threat, poststress, projection, and no-information treatments had
higher heart rates and subjective reports of anxiety than other subjects. Subjects
in the high-threat prestress condition, however, were indistinguishable from
low-threat subjects. Thus altering the subjective meaning of the stressor by
adopting a specific mental coping strategy (denial) before its onset appears to
reduce both cardiovascular and emotional reactions to the stressor.

As we discussed previously in Chapter 3, Schachter and Singer (1962) dem-
onstrated that the individual’s subjective interpretation of epinephrine-induced
cardiovascular responses may determine whether or not he or she experiences a
specific emotion. Similar findings have been reported using exercise-induced
cardiovascular arousal (Zillman, Kaycher, & Milavsky, 1972; Zillman, Johnson,
& Day, 1974; Cantor, Zillman, & Bryant, 1975; Clark, Milberg, & Erber, 1984).

Zillman (1972) postulated that recovery from the presentation of physical
stressors occurs in three distinct phases: initial decay in excitation, residual
excitation, and recovery. During the initial decay period, the subject correctly
attributes physiological arousal to the stressor and any emotional reactions (fear,
anger, etc.) are associated with the stressor. During the residual excitation peri-
od, physiological arousal has not yet returned to baseline, and the subject may
misattribute arousal to other situational cues and thus experience a different
emotional state. Zillmann et al. (1972, 1974) tested this hypothesis by inducing
physiological arousal through exercise and then angering the subjects. Subjects
given the opportunity to immediately retaliate against the experimenter re-
sponded much less aggressively than subjects who retaliated after a delay.

Other researchers have also reported exercise-induced emotional states.
Cantor et al. (1975) induced physiological arousal in male subjects through exer-
cise and then presented them with an erotic film in either the initial arousal,
residual excitation, or complete recovery periods. Subjects who viewed the film
during the residual excitation period reported the highest sexual arousal and
most positive evaluations of the film. Clark et al. (1984) examined whether re-
sidual arousal produced by exercise could alter subjects’ judgments of the emo-
tional reactions of others. In both laboratory and naturalistic studies, they found
that after exercise-induced arousal, subjects perceived others’ positive emotional
states as more positive but did not perceive negative stimuli more negatively.

Researchers have also attempted to manipulate subjects’ emotional states by
employing Valins’s (1966) “false feedback™ technique to give subjects the illu-



80 Chapter 4

sion of cardiac arousal. In this procedure, subjects have EKG electrodes at-
tached. They are informed that they will be given auditory or visual biofeedback
to their own heart rates but actually receive bogus EKG signals prerecorded by
the experimenter. Subjects are then simultaneously presented with affective
stimuli (nudes, snakes, etc.) and with bogus information about whether their
heart rate accelerates, decelerates, or shows no change. The results of the major-
ity of studies employing false feedback suggest that subjects react more emo-
tionally to stimuli paired with false feedback of phasic cardiac activity (accelera-
tion-deceleration) than stimuli paired with false tonic cardiac activity. Valins
(1970) interpreted these findings as indicating that the perception of autonomic
arousal rather than actual autonomic arousal may determine whether emotions
are experienced.

Critics of the false feedback procedure have argued that either the affective
stimuli or the false feedback may induce phasic cardiac responses (Harris &
Katkin, 1975). Goldstein, Fink, and Mettee (1972) found that when male subjects
were presented with mildly emotional stimuli (Playboy female nudes), subjects’
emotional reactions were positively correlated with false feedback. However,
when the male subjects were exposed to highly arousing stimuli (male nudes),
they disregarded the bogus feedback and showed marked cardiac and emotional
reactions to the stimuli. Similarly, Truax (1980) found that the intensity of physi-
ological arousal and situational cues may determine whether perceived or actual
autonomic arousal determines the type of emotion experienced. In instances
where physiological arousal is mild, situational cues such as false feedback or
the behavior of others may determine whether or not an emotion is experienced.
When physiological arousal becomes intense, actual autonomic arousal appears
to determine the type of emotion experienced.

In summary, cardiovascular and emotional arousal appear to be altered by
four different types of cognitive processes: attention, coping strategies, subjec-
tive appraisal of the stimulus, and subjective appraisal of physiological arousal.
Conversely, cardiovascular and emotional arousal may override cognitive pro-
cesses. For example, you may experience heart palpitations and terror during a
“horror” movie even though you are consciously aware that “it’s only a movie.”

4.2.2. Naturalistic Studies

One general criticism of laboratory studies of emotion is that the artificial
nature of the testing situation may produce only pseudoemotions. In everyday
life, the majority of aduits rarely receive (or give strangers) electric shocks or
stare at photographs of dead babies. Are the cardiovascular correlates of emo-
tion observed in the laboratory similar to cardiovascular changes during natu-
rally occurring emotional states? Studies of the physiology of emotion in natural
settings provide some rather interesting answers to this question.

Fenz and Epstein (1967) compared the physiological reactions and self-
ratings of fear of novice and experienced sport parachutists to an actual para-
chute jump. A portable physiological recorder was used to monitor the subjects’
heart rate and other psychological measures from the moment they arrived at
the airport. The data were analyzed for subjects’ reactions to different phases of
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the jump sequence (e.g., waiting to board the aircraft, at the jump aititude, and
after landing). Both novice and experienced subjects showed heart rate increases
from the point they arrived at the airport, checked their equipment, and boarded
the airplane. Once aboard the aircraft, however, the two groups showed mark-
edly different patterns of cardiovascular responses. The heart rates of the novice
parachutists continued to increase up to the actual jump and showed a sharp
decrease after landing. The heart rates of the experienced group showed only
mild acceleration during the taxiing—jump sequence and mild acceleration after
landing.

The authors noted that because the experienced group jumped at altitudes
2,000 to 13,000 feet higher than the novices, the heart rate increases observed in
the experienced jumpers might be due to altitude-induced shortages of oxygen
in the bloodstream (hypoxia). When the data were corrected for hypoxia effects,
the novice group still showed a sharp cardiac acceleration during the taxiing—
jump sequence. Experienced jumpers, however, show cardiac deceleration from
the takeoff to the jump altitude.

The cardiovascular data appeared to suggest that the experienced para-
chutists had extinguished their fear reactions. Analysis of the subjects’ self-
reports of fear, however, revealed that both novice and experienced jumpers
reported the same inverted-U pattern of fear. That is, over time, subjective fear
rose to a peak and then declined. The novice subjects’ fear reports paralleled
their cardiovascular reactions, that is, peaked at the point of the jump. The
experienced jumpers reported the highest levels of fear in the morning of the
day of the jump and then reported progressively less fear as the time for the
actual jump approached. Thus, during the preboarding period, the experienced
group’s self-reports of fear are negatively correlated with their cardiovascular
activity.

Fenz and Epstein argued that the observed differences between novice and
experienced subjects were due to differences in coping strategies. Presumably,
the experienced parachutists inhibited their fear during the actual taxiing—jump
sequence by learning to detect and inhibit fear-induced autonomic arousal at
progressively lower levels. Thus, the experienced jumpers used their own antic-
ipatory physiological reactions as cues to induce psychological coping mecha-
nisms that then inhibited later physiological arousal. The novice subjects pre-
sumably do not detect their autonomic arousal until it reaches much higher
levels and lack coping strategies (e.g., controlled breathing or thought patterns)
to reduce arousal. The failure to cope with arousal produces progressive in-
creases in both fear and arousal.

Solomon and Corbit (1974; Solomon, 1980) offered a radically different in-
terpretation of the parachutist data based on their opponent-process model of
emotion and motivation. As shown in Figure 4-3, they postulate that specific
events that initially produce a large physiological response such as a sharp
increase in heart rate are followed by a physiological overshoot in the opposite
direction (e.g., decrease in heart rate past baseline) when the event is termi-
nated. The emotion experienced during the rebound phase tends to be the exact
opposite of the emotion experienced during arousal. For example, the novice
parachutists showed sharp increases in both heart rate and fear up to the point
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Figure 4-3. Temporal relationship of physiological reactions to stimuli with (a) relatively
novel stimuli and (b) repeated presentation of the same stimulus. From “An Opponent
Process Theory of Motivation: 1. Temporal Dynamics of Affects” by R. L. Solomon and J.
D. Corbit, 1974, Psychological Review, 81, pp. 119-145. Copyright 1974 by American Psycho-
logical Association and Richard Solomon. Reprinted with permission.

of the jump. After landing, they showed heart rate deceleration and presumably
relief. Solomon and Corbit argue that, after repeated exposure to the event, the
initial arousal is lowered through habituation, but the magnitude of the rebound
response and its accompanying emotional state increases.

A third plausible interpretation of Fenz and Epstein’s findings is that self-
selection may account for the observed differences between novice and experi-
enced parachutists. Specifically, individuals who experience terror at the
thought of a parachute jump are highly unlikely to sign up for parachute train-
ing. Thus the novice group probably was composed of individuals who either
showed lower fear reactions or failed to anticipate their own fear response.
Individuals who show only mild reactions to their first parachute jump are more
likely to continue jumping and thus become experienced parachutists. Indi-



The Cardiovascular System 83

viduals who respond with strong fear reactions, however, may terminate
training.

Fenz and Epstein’s study nicely represents the relative strengths and weak-
nesses of naturalistic studies. Because naturalistic studies lack the careful con-
trols (internal validity) of laboratory research, their results are much more diffi-
cult to interpret. Conversely, emotional reactions observed in naturalistic
research are probably more representative of the individual’s reactions in real-
life settings (external validity). Other naturalistic studies have found cardiac
acceleration in response to a variety of real-life stressors. For example, elevation
in heart rate has been observed in undergraduates during debates (Murray,
1963), naval pilots on practice missions (Roman, Older, & Jones, 1967), physi-
cians during stressful work periods (Ira, Whalen, & Bogdonoff, 1963), scuba
divers underwater (Gooden, Feinstein, & Skutt, 1975), ship pilots maneuvering
ships in hazardous situations (Cook & Cashman, 1982), test pilots during land-
ings (Roscoe, 1980), and 12-year-old girls during immunization injections
(Shapiro, 1975).

Roth, Tinklenberg, Doyle, Horvath, and Kopell (1976) examined the car-
diovascular and emotional reactions of healthy adult females and males (age
range 20-37 years) to ordinary daily activities. A portable EKG was used to
record heart rate for a continuous 24-hour period. Subjects were instructed to
keep a log of ongoing activities and to rate their anxiety-tension level during
each activity. At the end of the 24-hour monitoring period, subjects completed
the Profile of Mood States (POMS) questionnaire. Individual subjects showed
marked fluctuations in heart rate during a day. For example, the difference in
one male subject’s sleeping and running heart rates was 72 bpm. Analysis of the
data also revealed marked sex differences. Although the men and women re-
ported similar levels of activities, heart rates for the female subjects were signifi-
cantly higher during both sleeping and waking hours. During sleep, the average
female’s heart rate was 68.6 bpm, whereas the male average was 56.1 bpm. The
relationships between cardiovascular activity and moods also differed between
the sexes. During sitting activities, male subjects’ heart rates were unrelated to
self-ratings of anxiety during a given activity. Male average heart rates, howev-
er, were positively correlated with the amount of tension they experienced
during the day. Female subjects’ heart rates during sitting activities were
positively correlated with self-ratings of anxiety. Average female cardiovascular
activity was unrelated to the amount of anxiety experienced during the day but
correlated with reports of depression and social discomfort.

Roth’s findings are highly suggestive and illustrate the need for monitoring
both physiological and emotional reactions to everyday events on a prolonged
basis. Unfortunately, there have been very few attempts to examine these rela-
tionships. One notable exception was a study reported by Epstein (1979). Forty-
five male and female undergraduates kept daily records of their pulse rates,
social behaviors, physical symptoms (i.e., headaches), and emotional states for
14 consecutive days. Self-reports of anxiety were positively correlated with daily
ratings of tension and negatively correlated with soundness of sleep and phys-
ical symptoms. Mean heart rate showed a high degree of stability across the 2-
week period (r = +.94) but was unrelated to self-reports of either positive or
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negative emotions. Heart rate range, however, correlated positively with self-
reports of both undercontrolled hostility and subjective distress over hostile
feelings. Thus, subjects who showed the greatest lability in heart rate tended to
report higher levels of anger and guilt.

Naturalistic studies not only allow us to observe spontaneously occurring
emotions, they also permit us to test whether laboratory results can be replicated
in the “real world.” Dutton and Aron (1974) attempted to replicate Schacter and
Singers’ situational effects on emotion by examining male subjects’ reactions to
conflicting fear and sexual situational cues. A high suspension bridge served as a
“fear’” stimulus. This bridge was constructed of wooden planks mounted on
steel cables suspended 230 feet over a river canyon. The bridge had very low
handrails and a tendency to sway in the wind. A second bridge served as a
“neutral” stimulus. This bridge was a solidly constructed wooden bridge about
10 feet above a small river. Male passersby were interviewed by physically
attractive female and male experimenters. Subjects tested on the neutral bridge
responded similarly to male and female experimenters. Subjects tested on the
high bridge by a female experimenter made more sexual responses on the TAT
projective test and made more sexual advances to the female experimenter.
Evidently, given two rival situational cues for arousal, these male subjects chose
the macho (sexual) interpretation over the more realistic (fear) interpretation. An
alternative explanation is that sympathetic arousal elicited by the fear stimulus
may have facilitated sexual arousal. As we will discuss later in Chapter 9, sexual
arousal may be associated with a variety of emotions, including terror.

4.2.3. Clinical Studies

The subjects in the laboratory and naturalistic studies discussed in the pre-
ceding sections were presumably “healthy”” adults (i.e., did not meet medical or
psychiatric criteria for abnormality). For example, an individual may report high
fear of a given object or event but his or her behaviors may not match DSM-III
(1980) criteria of phobic reaction. In the following section, we will examine the
cardiovascular activity of clinical populations, for example, samples of medical
and psychiatric patients.

4.2.3.1. Psychiatric Populations

One popular research strategy has been to test a sample of patients with the
same diagnostic label (anxiety reaction, unipolar depression, etc.) and compare
their physiological and emotional reactions to a group of “normal” individuals.
However, numerous methodological problems are inherent in such research.
For example, psychiatric patients often are receiving medications that alter both
physiological and emotional responses. Lader (1975) argued that when extra-
neous variables like drug use are controlled, the reactions of anxious and de-
pressed psychiatric patients differ quantitatively but not qualitatively from those
of normal subjects. For example, both normal subjects and anxiety patients
show the similar cardiovascular reactions to fear stimuli. However, when in-
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structed to relax, the anxiety patients had significantly higher tonic heart rates
than the normal subjects.

Grings and Dawson (1978) point out that individuals from different psychi-
atric diagnostic groups are often indistinguishable on any single physiological
measure but differ in their overall patterns of physiological reactions. Specifical-
ly, patients with anxiety reactions, depression, and schizophrenia all show ele-
vations in heart rate when compared with normal subjects. Anxiety patients also
show elevation in tonic BP, whereas schizophrenics’ BPs are either higher or
lower than normal.

A number of theorists have argued that psychiatric diagnostic criteria ignore
important individual differences in symptomatology. For example, DSM-II cri-
teria for generalized anxiety disorder require that the individual display symp-
toms from three of the following categories: (a) motor tension, (b) autonomic
hyperactivity, (c) apprehensive expectations, or (d) vigilance and scanning. Ex-
cluding diagnostic errors, the cluster of symptoms reported by anxiety patients
should be fairly homogeneous. Empirical evidence, however, suggests that the
converse may be true. Cameron (1944), for example, found that anxiety patients
reported either striate muscle (motor) symptoms or smooth muscle (autonomic)
symptoms or mixed striate-smooth muscle symptoms. However, patients within
each of these three categories could be divided into subgroups of patients with
similar symptoms. For example, patients in the smooth muscle category tended
to report either cardiovascular symptoms or gastrointestinal symptoms. Thus
patients within a single psychiatric category may report a heterogeneous pattern
of symptoms.

Other researchers have noted that anxious individuals’ reports of cognitive
anxiety (worry) are independent of their reports of somatic anxiety (Liebert &
Morris, 1967; Davidson & Schwartz, 1976; Davidson, 1978). Specifically, some
individuals report high levels of cognitive anxiety in the apparent absence of
somatic arousal. Conversely, other individuals report high levels of somatic
arousal (emotionality) in the absence of cognitive anxiety. A third group of
anxious individuals reports a mixture of cognitive and somatic symptoms.

Obviously, the observed patterns of anxiety symptoms may merely reflect
errors in the diagnostic process rather than flaws in the diagnostic criteria.
However, it is also quite plausible that DSM-III criteria may inadvertently
combine heterogeneous subsets of patients into homogeneous categories. For
example, Hare (1975) noted that the MMPI profiles of diagnosed psychopaths
clustered into three distinct subgroups. Type I individuals fit the textbook des-
cription of psychopathology. Type Il individuals reported both neurotic and
psychopathic symptoms, and Type Il individuals reported a mixture of para-
noid, psychopathic, and schizophrenic symptoms. Hare reported that these
three subtypes of psychopaths can be discriminated on the basis of their car-
diovascular response patterns. For example, when presented with an 80-db
tone, all three types of psychopaths show cardiac deceleration. When a 110-db
tone was presented, Type III pyschopaths showed cardiac acceleration. When
the intensity was increased to 120 db, Type II psychopaths also showed cardiac
acceleration, but Type I psychopaths still reacted with deceleration. Type III
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individuals also showed marked vasoconstriction with higher intensity tones,
whereas Types I and II psychopaths did not.

4.2.3.2. Psychophysiologic Populations

Cardiovascular diseases are the primary cause of death in the United States.
Almost 1 million Americans die each year from either heart attacks (myocardial
infarction) or strokes (destruction of brain tissue produced by the rupture of
cranial blood vessels).

Emotional reactions have been implicated as either precipitating or ag-
gravating factors in a variety of cardiovascular disorders. In this chapter, we will
focus on the role of emotions in high blood pressure and in heart disease.
Disorders that involve highly localized vascular activity (migraine headaches,
Raynaud’s disease, sexual dysfunctions, etc.) will be discussed in Chapters 5
and 9.

a. Essential Hypertension. Abnormally high blood pressure (hypertension) is
defined as tonic pressure in the brachial artery of the arm in excess of 140/90 mm
Hg. Estimates of the incidence rate of hypertension range from 10% to 30% of
the adult population (Stamler, Stamler, Reidlinger, Algers, & Roberts, 1976).
The uncertainty over the prevalence of hypertension is partially due to the
nature of the disorder. Because the symptoms of hypertension are difficult to
perceive, many hypertensive adults do not seek medical treatment.

Chronic hypertension can be produced by either elevations in tonic heart
rate or by chronic vasoconstriction (Taylor & Fortmann, 1983). In 10% to 15% of
all cases of hypertension, elevations in BP can be traced to specific physical
causes (arteriosclerosis, adrenal disease, kidney disease, etc.). For example, in
arteriosclerosis (hardening of the arteries), a layer of fat deposits narrows the
arterial lumen and reduces the elasticity of the arterial walls. The increased
resistance to blood flow produces abnormally high systolic pressure and abnor-
mally low diastolic pressure. In the remaining 85% to 90% of cases of hyperten-
sion, however, no physical cause can be discovered. These latter cases are diag-
nosed as essential (idiopathic) hypertension.

The failure to identify physical causes for essential hypertension has led
many authors to discuss the disorder as if it were purely psychogenic. However,
it should be stressed that physiological factors may also play an indirect role in
the development of hypertension. A number of life-style characteristics (high
salt and fat diets, heavy cigarette smoking, obesity, and sedentary leisure ac-
tivity) may contribute to the development of hypertension.

A number of researchers have postulated that hypertension may be a genet-
ic disorder and that individual response stereotypy may account for why only
some individuals develop hypertension in high stress situations (Biron,
Mongeau, & Bertrand, 1975; Manuck, Giordani, McQuaid, & Garrity, 1981).
Presumably, individuals with highly labile cardiovascular systems would repeat-
edly react to physical and psychological stress with increased BP that eventually
reduces the elasticity of the arteries and produces chronic hypertension. Support
for this model of hypertension, however, has been equivocal. Svensson and
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Theorell (1982), for example, found that hypertensive 18-year-old military draf-
tees showed much larger increases in systolic BP during an interview than
normotensives. Other researchers, however, have noted that normo- and hyper-
tensives often show extremely similar cardiovascular reactions to various
stressors and that hypertensives may show exaggerated lability only to specific
stimuli (Groen et al., 1982; Drummond, 1983).

Alexander (1950; Alexander, French, & Pollock, 1968) sparked the ongoing
debate over the role of emotional states in hypertension. He postulated that
hypertensives were characterized by overcontrolled hostility and nonasser-
tiveness and that conflicts over expressing anger led to chronic elevation in BP.
According to this view, suppressed anger plays both a causal and maintenance
role in essential hypertension.

The results of a number of the laboratory and naturalistic studies discussed
in the preceding section are consistent with Alexander’s position that anger is
associated with elevations in BP and that the expression of anger is associated
with “cathartic” reductions in BP. Holroyd and Gorkin (1983) examined the
relationship between suppressed anger and parental history of hypertension.
Suppressed anger and a parental history of hypertension were unrelated in their
sample, but both variables independently predicted which subjects showed the
strongest cardiovascular reactions to a social stress situation.

Alexander’s prediction that suppressed anger eventually causes hyperten-
sion, however, has received equivocal support from longitudinal studies of the
same individuals over a period of years. Thomas and Greenstreet (1973) found
that the level of anger, anxiety, or depression reported by college students did
not predict which individuals developed hypertension 16 years later. Converse-
ly, McCelland (1979) reported that college students’ scores on suppressed anger
did predict the development of hypertension 10 to 12 years later.

Equivocal support has also been found for Alexander’s view that anger
plays a critical role in the maintenance of chronic hypertension. Lynch, Long,
Thomas, Malinow, and Katcher (1981) reported that when asked to speak about
“your work,” both normotensive and hypertensive subjects show a marked
elevation in systolic and diastolic BP while talking. However, hypertensive sub-
jects showed much larger increases in BP. Whitehead, Blackwell, DeSilva, and
Robinson (1977) instructed a group of female and male hypertensives to rate
their emotions and take their own blood pressure four times per day for a period
of 7 weeks. Correlations between self-reports of anxiety and systolic and di-
astolic BP were consistently higher than the correlations between self-reports of
anger and either systolic or diastolic BP. Other researchers have noted that,
although difficulty expressing anger may be fairly common in hypertensive
samples, it is also frequently found in normotensives (Ford, 1983; Taylor &
Fortmann, 1983).

Since the early 1970s, there have been literally hundreds of attempts to
teach hypertensive patients how to lower their own blood pressure without
medication. Although different treatment programs have employed a wide vari-
ety of therapeutic techniques, the common emphasis of these programs has
been on teaching patients to reduce autonomic arousal through self-relaxation
(Stoyva, 1976; Luthe & Blumberger, 1977; Jacobson, 1938; Weiss, 1980).



88 Chapter 4

Reviews of hypertension treatment literature have consistently reported
that the various treatment programs are highly beneficial to some patients but
not others (Schwartz & Shapiro, 1973; Patel, 1977; Silver & Blanchard, 1978; Seer,
1979; Hart & Weiss, 1982). The reviewers note that patients who are willing to
continue practicing self-relaxation at home appear to derive the benefit from
treatment. One interpretation of this finding is that the various treatment pro-
grams may only be successful for patients willing to use relaxation as a coping
technique (see Goldfried, 1971; Goldfried & Trier, 1974). Such patients may also
be more willing to alter their life-styles or have higher expectations of success
(Wadden, 1984).

Green, Green and Norris’s (1980) report on the high success rate (75%-80%)
of the Menninger Foundation’s treatment program is consistent with the view
that treatment protocols that emphasize coping skills may be most beneficial for
hypertensives. Each patient is given training in a complex combination of self-
relaxation techniques (autogenics, BP and thermal biofeedback, controlled
breathing and visualization) and psychotherapy. The patients are also actively
encouraged to practice self-relaxation at home. After completing the training
program, the majority of patients have become normotensive without medi-
cation.

b. Heart Disease. Diseases of the heart are divided into two general catego-
ries: congestive and coronary. Abnormalities of the heart itself are labeled con-
gestive, and abnormalities of the arteries leading to the heart muscle are classified
as coronary. Congestive and coronary heart diseases are highly related, and both
are characterized by progressive damage to the cardiac muscle fibers.

In congestive heart diseases, the heart may beat normally, but structural
defects in the heart cause the congestion or pooling of blood in the veins. For
example, heart murmurs indicate that one or more of the heart valves is not
closing properly and allowing blood to leak back toward the veins. Congestive
heart failure occurs when the heart is weakened to the point where normal
circulation is impaired and a shortage of oxygen in the blood stream (anoxia)
occurs. Severe anoxia, in turn, produces additional damage to the cardiac
muscle.

In coronary heart diseases, the arteries supplying oxygen to the heart mus-
cle are narrowed or blocked. For example, arteriosclerosis produces both hyper-
tension and a reduction in blood flow to the heart. Arteriosclerosis also pro-
motes the formation of blood clots inside the cornonary vessels (thrombosis) that
further restrict blood flow. During everyday activities, the reduction in blood
flow may be sufficient for the metabolic needs of the heart. However, if cardiac
activity increases suddenly, the narrowed arteries are incapable of supplying
sufficient oxygen, and severe chest pain called angina pectoris is experienced.

A heart attack (myocardial infarction) occurs when a portion of the muscle
suffers a severe shortage of oxygen and dies. Because the area of dead tissue
cannot, contract, cardiac output drops suddenly, and congestive heart failure
may occur. If a large area of the heart muscle is destroyed, death may occur
almost instantly. If only a small area of the heart has been damaged, the neural
and neurohormonal control systems attempt to compensate for the sudden drop
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in cardiac output with sympathetic arousal. Both heart rate and contractile force
of the undamaged tissues increase, and vasoconstriction occurs. These compen-
satory changes in cardiovascular activity may be sufficient to restore circulation.
However, the heart has been weakened and hence is highly susceptible to
additional damage. If the individual ignores the symptoms of a heart attack
(angina, cold skin, fainting, nausea, and sweating) and continues placing stress
on the heart, a minor heart attack may escalate into massive heart damage and
death.

About 50% of all new cases of coronary disease can be traced to a sedentary
life-style accompanied by overeating, heavy smoking, and excessive use of alco-
hol (Jenkins, 1971; Russek & Russek, 1976). Freidman and Rosenman (1974)
proposed that an individual’s style of coping with stress may also increase the
risk of heart attack. They noted that individuals whose behaviors are charac-
terized by high achievement orientation, competitiveness, hostility, and a sense
of time urgency (Type A) have a much higher incidence rate of heart disease
than individuals who lack this pattern of behaviors (Type B). One plausible
interpretation of the higher rate of heart disease in Type A individuals is that the
Type A coping style is associated with poor health habits. Numerous studies,
however, have found that when physical risk factors are controlled statistically,
Type A individuals still have twice the incidence rate of Type B individuals
(Bakal, 1979).

A number of studies have examined Type A and Type B individuals’ car-
diovascular reactions to stress. For example, Blumenthal et al. (1983) measured
Type A and B subjects’ reactions to tasks with either no incentive or a monetary
reward for high performance. In the monetary reward condition, both Type A
and B subjects showed increased heart rate and systolic BP. In the no-incentive
condition, the Type A individuals also showed sympathetic arousal, whereas
Type B subjects responded with slight cardiac deceleration. Thus it would ap-
pear that Type A individuals may have highly labile cardiovascular systems.
Similar findings were reported by Siegel, Mattews, and Leitch, 1983. The blood
pressure of female and male adolescents was measured in two presumably
“nonstress” physical exams 8 months apart. Both the raw data and data ad-
justed for age, sex, and weight indicated that the Type A teenagers had signifi-
cantly higher systolic peaks and greater variability in systolic BP.

Other researchers have found that the Type A individuals’ cardiovascular
lability may be situationally determined. Van Egeren, Abelson, and Sniderman
(1983) found no difference in heart rate or the EKG waveform components of
Type A and B male and female undergraduates when they played a competitive
computer game. Holmes and his associates reported that Type A female and
male undergraduates had higher heart rates and systolic BP than Type B stu-
dents only on cognitively challenging tasks (Holmes, Solomon, & Rump, 1982;
Holmes, McGilley, & Houston, 1984). When tested with intellectually un-
stimulating stressors, no differences in cardiac activity were observed between
Type A and Type B subjects. Ortega and Pipal (1984) found that not only do
Type A male undergraduates show higher heart rates to challenging tasks, they
choose more difficult tasks than Type B individuals.

The challenge-seeking hypothesis provides a plausible explanation for the
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development of heart disease in managerial personnel. Indeed, the Type A
stereotype is the hard-driving executive, working 16 hours a day, 7 days a week.
However, other researchers have found that many blue-collar occupations (as-
sembly line workers, bus drivers, etc.) also have a high incidence rate of heart
disease (Karasek, Baker, Marxer, Ahlbom, & Theorell, 1981) and that the lack of
intellectual challenge at work was also associated with a higher incidence of
coronary disease. Thus it would appear that too much or too little opportunity
for selecting task difficulty may increase the risks of heart disease.

An alternative explanation for the development of heart disease in Type A
individuals is that the Type A’s only experience stress when they discover that a
given situation is uncontrollable. Glass (1977; Burnam, Pennebaker & Glass,
1975) argued that Type A behavior represents the individual’s need to maintain
a sense of control over events. When confronted with uncontrollable events
(e.g., death of a spouse), Type A’s experience higher levels of stress and initially
exert greater efforts to master the situation than Type B’s. Paradoxically, Type
A’s are more likely than Type B’s to stop coping and show learned helplessness
when it becomes apparent that the situation is uncontrollable. Glass (1977) hy-
pothesized that the neurohormonal reactions associated with high levels of
stress and with learned helplessness may trigger coronary disease.

Neither the challenge nor learned helplessness hypotheses appears capable
of explaining the marked sex difference in the incidence of heart disease. Tradi-
tionally, women have had less challenging occupations than men but much
higher incidence of learned helplessness (i.e., depression). Yet, males are twice
as likely as females to have heart disease. One plausible explanation for this sex
difference is that both male and female Type A’s have a high risk of heart
disease, but, because of sex role stereotyping, there are fewer Type A women
than men. The available data, however, only partially support a sex role ster-
eotype model. Waldron (1976) noted that Type A women do have a higher
incidence rate of heart disease than either female or male Type B’s. However,
Type A women also had a lower incidence rate of heart disease than Type A
males.

A commonly cited explanation for the lower rate of heart disease in women
is that female sex hormones protect women from heart disease until menopause.
Support for this position, however, is equivocal (Al-Issa, 1980). An alternative
explanation for lower heart disease in women is that women may cope with
events differently than men. For example, Witkin-Lanoil (1984) noted that al-
though women suffer the same or more severe levels of job- and home-related
stress as men, women also derive more social support from their co-workers and
families.

There have been a number of experimental treatment programs that have
attempted to reduce the Type A individuals’ risk of heart attacks by teaching
them to cope more effectively with anger and stress. Although these treatments
appear promising in reducing Type A behaviors, their effectiveness in reducing
the incidence rate of later heart attacks is currently unknown (Hart & Weiss,
1982; Rosenman & Chesney, 1982; Appel, Saab, & Holroyd, 1985).

In summary, the clinical literature on both high blood pressure and heart
disease is consistent with laboratory findings that anger and cardiovascular
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lability are closely yoked. However, as we will discuss in later chapters, both

expressed and suppressed anger may play important roles in the development
of disorders of other physiological systems.
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The Thermoregulatory
System

The living cells of the body produce (metabolize) energy from the chemicals
absorbed from food during digestion and oxygen absorbed by the lungs in a
complex series of relatively inefficient chemical reactions. Only about 20% of the
energy produced is used to perform work, and the remaining 80% is converted
to heat. Accordingly, metabolism is measured in units of heat called Calories or
kilogram calories (1 Calorie = 1,000 calories). A Calorie is the amount of heat
needed to raise the temperature of 1 kilogram of water 1°C.

A daily diet of 2,400 Calories produces about 1,900 Calories in excess heat or
enough heat to boil approximately 24 liters of water. In humans, the respiratory,
gastrointestinal, and urinogenital systems dissipate about 300 Calories daily in
excess body heat. These sources of heat loss, however, leave the body with a net
heat gain of about 1,600 Calories. Without additional heat loss, the cells of the
human body would quickly be destroyed by the heat produced by their own
metabolic processes (hyperthermia).

Paradoxically, an extreme drop in cellular temperature (hypothermia) is also
potentially lethal. As cellular temperatures decrease, metabolic processes slow
down and eventually stop. Moreover, at extremely low temperatures, ice
crystals will form within the cellular fluids and destroy the cell.

Obviously, all living organisms face the difficult task of balancing heat
gained through metabolic processes with heat gained from or lost to the external
environment. The survival of ““cold-blooded” animals (poikilotherms) depends
on their physiological ability to tolerate wide fluctuations in internal (core) tem-
perature. Conversely, the survival of humans and other “warm-blooded”” ani-
mals (homeotherms) depends on their ability to maintain relatively constant core
temperatures despite fluctuations in environmental temperature.

5.1. ANATOMY AND PHYSIOLOGY

The human thermoregulatory system has four major components: the skin,
cardiovascular system, sweat glands, and striate muscles. Each of these sub-
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systems plays an important role in helping to maintain constant body
temperatures.

The skin is a passive conductor of heat that absorbs and emits thermal
energy in the infrared range. The average adult has a large skin surface area and
thus, the skin functions as an effective radiator. Approximately 60% of the nude
body’s heat loss or gain to the external environment is in the form of infrared
radiation. The skin also passively gains and loses heat through conduction with
objects (clothing, furniture, etc.) in the external environment. Normally, con-
duction to objects accounts for only about 3% of all body heat loss.

In the cardiovascular system, blood absorbs excess heat from the cells of the
brain and other internal organs. When the blood passes near the skin’s surface,
heat is conducted through the skin and emitted into the environment. As shown
in Figure 5-1, the arteriovenous anastomoses regulate the amount of blood that
passes through the vascular beds under the skin’s surface. To maximize heat
loss, the arteriovenous shunts are closed, and blood flows freely to the surface
blood vessels. Vasodilation of the skin produces a series of temperature gra-
dients across the skin surface. Due to proximity to the internal organs, skin
temperatures of the head and trunk may approach core temperature. Skin tem-
perature progressively declines in the extremities so that hands and feet tem-
peratures are normally 5°F to 10°F cooler than core temperature.

If heat loss is too rapid, the arteriovenous anastomoses open and divert
blood away from the skin’s surface (see Figure 5-2). Vasoconstriction of the
surface vessels produces a drop in skin temperatures and thus, reduces infrared
radiation. In a cold environment, blood flow is diverted to the internal organs in
the head and trunk, and skin temperatures in the extremities drop dramatically.
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Figure 5-1. Vasodilation of the blood vessels of the skin.
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At environmental temperatures between 66°F and 87°F, the naked body can
successfully regulate internal body temperature through vasodilation and con-
striction alone. If environmental temperatures rise above 87°F or internal tem-
peratures increase due to sudden increases in metabolic activity, the sweat
glands of the body are activated. The body contains two different types of sweat

Figure 5-3. Sweat glands.
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glands, eccrine and apocrine (see Figure 5-3). Two to 3 million eccrine glands are
distributed irregularly over the skin surface and are highly concentrated in the
armpits, forehead, palms of the hands, and soles of the feet. The ducts of eccrine
glands terminate directly at pores on the skin surface. Eccrine sweat is ““odor-
less” and composed of 99% water and 1% organic salts. Apocrine glands’ ducts
terminate at the ducts of body hairs and are concentrated in the armpits and
pubic areas. Apocrine secretions produce body odors.

At temperatures between 66°F and 87°F, the sweat glands daily produce
about 1 pint of perspiration that evaporates too quickly to be visible. When
environmental temperatues rise above 87°F, “‘visible’” sweating occurs. In ex-
tremely dry air, sweat very quickly evaporates from exposed skin, and sweating
can produce up to 25% of the body’s heat loss. As the relative humidity in the air
increases, the rate of evaporation and of heat loss decreases. Similarly, clothing
traps sweat against the skin and thus reduces the amount of heat removed by
evaporation.

When environmental temperatures drop below 66°F, muscle activity helps
prevent a drop in core temperature by raising the level of metabolic heat pro-
duced by the body. Even in moderately warm environments, reflexive contrac-
tion and relaxation of muscles (shivering) may occur. If environmental tem-
peratures drop, the rate of shivering increases dramatically until the entire body
shakes and the teeth chatter. Extreme cold also elicits reflexive contraction of the
small muscles attached to body hairs (goose bumps) and voluntary motor move-
ments such as hand rubbing. The net effect of involuntary and voluntary motor
activities is an increase in core temperature that allows a naked human to suc-
cessfully balance heat loss with heat production in environments as cold as 50°F.
At colder temperatures, the naked human body has extreme difficulty prevent-
ing a drop in core temperature, and death may occur if core temperature falls
below 77°F.

The hypothalamus contains the primary neural control centers for global
thermoregulation. Neural impulses from temperature receptors located in the
skin and internal organs are transmitted to the anterior hypothalamus that also
contains temperature receptors that monitor the temperature of blood in the
brain. Sharp increases in skin or core temperature stimulate the hypothalamus
to increase the body’s heat loss. The anterior hypothalamus directly increases
sweat gland activity through sympathetic stimulation and also indirectly pro-
duces global vasodilation by inhibiting the posterior hypothalamus from elicit-
ing sympathetic vasocontriction.

The anterior hypothalamus also mediates the body’s reaction to a sharp
drop in skin or core temperatures by chemically stimulating the pituitary gland
to release thyroid-stimulating hormone (TSH). The thyroid gland responds to
TSH by releasing the hormone thyroxin that increases the level of cell metabo-
lism and, thus, core temperature. The anterior hypothalamus also stimulates the
posterior hypothalamus to increase sympathetic vasoconstriction and to trigger
the shivering reflex.

Many biology texts discuss the human thermoregulatory system as if it is a
simple heating-air-conditioning system with the hypothalamus serving as a
“thermostat.” Such simplistic descriptions ignore the fascinating complexity of
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the thermoregulatory system (Hensel, 1981). For example, presentation of a hot
or cold stimulus against the skin can elicit thermoregulatory responses in highly
localized areas of the human body. If you simultaneously place your left hand in
hot water and your right hand in cold water, you will produce vasodilation in
the left hand and vasoconstriction in the right. Zimny and Miller (1966) reported
that vasoconstriction can be elicited in a single finger by local application of a
cold stimulus. Such local thermal reactions are at least partially independent of
the hypothalamus. Paraplegics sweat on the lower halves of their bodies in
response to hot stimuli (McCook, Randall, Hassler, Mihaldzic, & Wurster, 1970)
but fail to react to cold stimuli until core temperature falls (Downey, Miller, &
Darling, 1969).

In humans without spinal injuries, local presentation of hot or cold stimuli
elicit both local physiological reactions and global thermoregulatory adjust-
ments. Vasodilation-constriction occurs in three distinct regions: the extremities
(ears, feet, hands, lips, and nose), the trunk and upper limbs, and the head.
Blood flow in the extremities is under CNS control. Vasodilation in the hands or
feet is produced by decreases in sympathetic stimulation. In contrast, the other
two regions show both passive vasodilation in response to decreased sym-
pathetic stimulation and active vasodilation induced by the sweat glands releas-
ing the chemical bradykinin. Within the upper limbs, trunk, and head areas,
there is also considerable variation in localized reactions to hot or cold stimuli.
Rate of sweating increases dramatically when the forehead is warmed and de-
creases dramatically as the forehead is cooled. Presenting the same stimuli to the
thighs produces much smaller sweat gland reactions. Thus stimulation of local
thermal receptors may induce either global thermoregulatory responses medi-
ated by the CNS or highly localized physiological responses.

5.1.1. Methodological Issues in Thermoregulatory Research

Techniques for recording the body’s thermoregulatory responses fall into
two general classes: cardiovascular measures and measures of sweat gland (elec-
trodermal) activity. Cardiovascular techniques provide information about vas-
odilation and constriction and internal metabolic activity, whereas electrodermal
recordings measure electrical (ionic) changes in sweat gland activity.

5.1.1.1. Cardiovascular Measures

Temperature measurement is one of the most common techniques for mea-
suring cardiovascular activity. Small temperature-sensitive probes can be taped
to various locations on the skin and provide a record of local vasodilation or
constriction. There are two major methodological problems with skin tem-
perature recording. First, recordings are highly localized and thus provide a
poor index of global skin vasodilation and constriction. Plutchik (1956) observed
that skin temperatures in the extremities are differentially effected by increases
and decreases in environmental temperature. When environmental tem-
peratures increase, skin temperature rises in the fingers before it increases in the
toes. Conversely, when environmental temperatures decrease, larger decreases
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in skin temperature are observed in the toes than in the fingers. Second, the
thermoregulatory system responds differently to changes in environmental tem-
perature and changes in metabolic activity. Thermal regulatory responses to a
drop in external temperature tend to be highly global. Blood flow is restricted to
both the skin and muscles in the limbs. However, during exercise, blood flow is
diverted from the skin to the muscles. Thus skin temperature provides only a
crude measure of global vascular activity. A drop in skin temperature may
indicate either global vasoconstriction or the shunting of blood to underlying
muscles.

One alternative method for measuring skin vasodilation and constriction is
photoplethysmography. This technique involves shining a small light against
the skin and using a light sensor to measure the amount of light reflected from
the tissues. Because the density of the skin varies with the amount of blood
passing underneath, photoplethysmography provides a beat-by-beat record of
vasodilation (see Figure 5-4). The number of peaks per minute represents pulse
rate, and the height of each wave represents blood volume (BV). Increases in BV
represent local vasodilation, and decreases in BV indicate local vasoconstriction.
Unlike skin temperature recording, photoplethysmography can differentiate be-
tween blood flow in the skin and blood flow in the underlying muscles. When
the sensor is attached to nonmuscular parts of the body (ear lobe or finger tips),
the photoplethysmograph detects primarily changes in cutaneous blood flow.
When the sensor is attached to skin over muscular parts of the limbs (forearm or
calfy blood flow to the muscles is primarily detected. Although pho-
toplethysmography has obvious advantages over skin temperature recording,
both techniques provide only highly localized measures of cardiovascular
activity.

Photo cell Light_source

Diffusion
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light

Figure 5-4. Photoplethysmographic recording of blood volume. Each large peak represents
the pulse of blood through the skin tissue.
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Internal temperature recordings (eardrum, mouth, nose, rectum, or vagina)
are used to produce measures of core metabolic activity. Each recording site
tends to produce slightly different estimates of core temperature. For example,
rectal temperature is usually about 1°F higher than oral temperature. Even at the
same recording site, temperature readings fluctuate between 1°F to 3°F during a
24-hour period. Moreover, shifts in body temperature also accompany the men-
straul cycle in adult women. Average body temperature is about 1°F cooler in the
preovulation phase of the cycle than in the postovulatory phase. Thus a core
temperature of 98.6°F (37°C) should be viewed as purely a statistical average
rather than “normal.”

One of the potential artifacts of thermal recordings is that the majority of
recording techniques require that thermal probes be attached to or inserted
within the subjects’ bodies. Although medical personnel may accept such phys-
ical contact with strangers as ““normal,” other subjects may react emotionally to
the recording techniques per se. Infrared photography is the only technique for
studying vasodilation and constriction that does not require direct physical con-
tact with the subjects. Because the skin absorbs and emits heat in the form of
infrared radiation, photographic equipment sensitive to infrared bandwidths
can detect thermoregulatory responses. Two different types of infrared pho-
tographic techniques are commonly used. The simplest type of infrared photog-
raphy uses a conventional 35-mm camera and special infrared-sensitive film. As
shown in Figure 5-5, this technique produces clear photographs of otherwise
“invisible” surface veins (Eastman Kodak, 1973). An alternative technique is
called thermography. A thermographic camera has infrared sensors that allow a
“heat” picture to be constructed (see Figure 5-6). Although both infrared record-
ing techniques can provide excellent records of global patterns of vascular ac-
tivity, it should be noted that infrared radiation is partially or completely blocked
by clothing. Obviously, asking subjects to partially or completely disrobe will
provide better infrared recordings but may elicit emotional responses.

The major disadvantage of all vascular thermoregulatory measures is that
compared with cardiac responses, vascular reactions are relatively slow and
diffuse. Heart rate shows sharp phasic responses to emotional stimuli. Vascular
reactions, however, occur more slowly over time. For example, skin vasodilation
is followed by a gradual rise in skin temperatures. Similarly, changes in core
temperature occur gradually. Thus vascular measures primarily represent
changes in tonic thermoregulatory activity during emotional states.

5.1.1.2. Electrodermal Measures

Changes in the electrical potentials of the skin due to local sweat gland
activity are called electodermal. As sweat gland activity increases, the electrical
resistance of the skin decreases, and the skin becomes a better conductor of
electiricty. As shown in Table 5-1, there are two common methods for measuring
electrodermal activity (EDA). In the Fere or ““galvanic skin reflex”” (GSR) meth-
od, a weak electrical current is run between two electrodes attached to the skin
surface, and skin resistance is directly measured. Accordingly, this technique is
called skin resistance (SR) or skin conductance (SC). (Note that although conduc-
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Figure 5-5. Vasodilation recorded with a 35-mm camera and Kodak infrared film. The
varicose pattern of the veins on the skin surface was invisible to the naked eye. Pho-
tographed by the author.

tance is the mathematical reciprocal of resistance, the two units are not equiv-
alent. For a more detailed discussion of this issue see Hassett, 1978.) In the
Tarchanoff method, fluctuations in the skin’s electrical activity or skin potential
(SP) are measured directly, and no external current is employed. Researchers
now use SR or SP to indicate which method of measuring EDA was employed,
and no longer use the older term GSR. Researchers also differentiate between
tonic or “level” of EDA, phasic or “response” EDA, and changes that occur in
the absence of external stimulation (spontaneous EDA).

Readers who are unfamiliar with electrodermal research may find the use of
six different measures of EDA at best confusing. However, researchers have
found that the EDA produced by the “simple” sweat gland is surprisingly
complex. During emotional states, electrodermal levels, responses and spon-
taneous activity often vary independently. Moreover, skin conductance and skin
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Figure 5-6. Vasodilation and constriction recorded with infrared thermography. Re-
produced by permission of Hughes Aircraft Company, Carlsbad, California.

potential recording techniques give different estimates of EDA. Although it
would greatly simplify our discussion to use a single generic term such as EDA,
the distinctions between tonic, phasic, and spontaneous EDAs are too important
for scientists to ignore. Nevertheless, readers who are overwhelmed by the
sheer complexity of electrodermal activity should feel free to substitute the ge-
neric label EDA for any of the specific measures of sweat gland activity.
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Table 5-1. Commonly Used Measures of Electrodermal Activity (EDA)

Physiological
activity Measure
Tonic Skin resistance level (SRL) or
skin conductance level (SCL)
Skin potential level (SPL)
Phasic response to Skin resistance response (SRR) or
external stimulus skin conductance response (SCR)
Skin potential response (SPR)
Phasic response, no Spontaneous skin resistance response (SSRR) or
external stimulus spontaneous skin conductance response (SSCR)

Spontaneous skin potential response (SSPR)

As with cardiovascular measures, large individual differences in both tonic
and phasic EDAs have been consistently reported. However, the physiological
basis of individual differences in sweat gland activity is very poorly understood.
For example, marked racial differences in EDA have been observed (Bernstein,
1965; Lazarus, 1967), but whether these differences are due to genetic dif-
ferences in the distribution of sweat glands, genetic differences in EDA, or
cultural differences is unknown. Similarly, conflicting sex differences in EDA
have been reported. Some researchers have found much higher EDA in females
(Aronfreed, Messick, & Diggory, 1953), whereas others report higher EDA in
males (Buck, Savin, Miller, & Caul, 1972). Again, whether these contradictory
findings are due to sample biases such as fluctuations in EDA with the men-
strual cycle (Little & Zahn, 1974), sex differences in physical conditioning
(Henane, 1981), artifacts of the testing situation (e.g., temperature of the testing
room), or sex differences in emotional reactions is unknown.

5.2. EMOTION AND THE THERMOREGULATORY SYSTEM

Thermoregulatory responses are commonly observed during various emo-
tional states. For example, anger, embarrassment, and sexual arousal are often
accompanied by skin vasodilation, that is, blushing or skin flush. Conversely,
skin vasoconstriction is often observed during anxiety or fear reactions. Specifi-
cally, cold hands and feet are commonly reported during anxjety reactions, and
terror is often characterized as “white from fear.”

Cannon (1934) argued that “emotional’” thermoregulatory responses were
indicative of the “flight-or-fight” reflex. According to his model, all emotional
states trigger global sympathetic arousal that aids the organism to escape (flight)
or defend itself (fight) from stressors. For example, suppose you are suddenly
confronted by a large snarling dog. Vasoconstriction of the skin serves two
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different adaptive functions. First, it reduces blood loss if you are bitten. Second,
it facilitates the divergence of blood into the muscles and, thus, increases mus-
cular efficiency to help you flee or fight.

Edelberg (1973) argued that sweat gland activity during emotions may also
serve a variety of adaptive functions. Vasoconstriction of the skin coupled with
increased metabolic activity of the muscles during emotions traps a large quan-
tity of heat inside of the body. “Cold sweat” allows the body to dissipate some
of this excess heat through evaporation. Moreover, the wetness (hydration) of
the skin determines the amount of friction between the skin and external sur-
faces. If the skin is extremely dry or extremely wet, there is relatively little
friction between the skin and other surfaces. Moderate hydration on the soles of
the feet and palms of the hands may facilitate flight-or-fight reactions by provid-
ing the optimal friction to run or grasp. High levels of skin hydration make the
human body a ““slippery” target. Hydration also protects the skin from abrasion.
Dry skin is easily torn, whereas wet skin resists ripping.

Although most researchers concede the merit of Cannon'’s view of the adap-
tive advantages of emotional responses, numerous authors have questioned
whether global sympathetic arousal can account for emotional thermoregulatory
responses. Specifically, emotional ““thermoregulatory”” responses clearly differ
from physiological reactions to hot or cold stimuli. For example, both emotional
and cold-induced shivering begin in the muscles of the lower arm and leg.
However, the locus of emotional shivering remains in the extremities, whereas,
after a brief period, cold-elicited shivering spreads to the thigh and upper arm
muscles (Golenhofen, 1981). Similarly, thermal-induced vasodilation is observed
primarily in the limbs, whereas during emotional blushing, vasodilation tends to
be restricted to the skin of the face, neck, and chest. Marked differences are also
observed between emotional- and thermal-induced electrodermal activities.
Emotional sweating occurs primarily in the palms of the hands and soles of the
feet (Herrmann, Prose, & Sulzberger, 1951), whereas heat-induced sweating
occurs rather diffusely across the surface of the body.

Given these different patterns of responses, it would appear that “emo-
tional” thermoregulatory responses do not simply represent global sympathetic
arousal. However, the “meanings” of emotional cardiovascular and electroder-
mal responses are still hotly debated. Proponents of a revised version of Can-
non’s model argue that although emotional- and thermal-induced responses
may be mediated by different neural circuits, both sets of responses represent
global sympathetic arousal. According to this position, thermoregulatory -re-
sponses may provide a valid index of the intensity of emotional states but pro-
vide relatively little information about which specific emotion an individual is
experiencing.

Critics of this global arousal position argue that the thermoregulatory sys-
tem is capable of producing a number of complex patterns of localized responses
and that different patterns of thermoregulatory activity may indicate different
emotional states. For example, sexual excitement is associated with vasodilation
of the genitals and chest while during embarrassment vasodilation is restricted
primarily to the face.
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As you will see in the following discussion, laboratory, naturalistic, and
clinical research all suggest that both views of emotional thermoregulatory re-
sponses may be correct. That is, the magnitude of thermoregulatory responses
generally reflects the intensity of emotional states while localized patterns of
responses may occur during specific emotional states.

5.2.1. Laboratory Studies

Using a variety of recording techniques, psychophysiological studies of
physically healthy adults have generally found that global vasoconstriction oc-
curs during a variety of emotional states. For example, decreases in peripheral
blood flow have been observed during discussions of anxiety-provoking topics
(Mittelmann & Wolff, 1943; Crawford, Friesen, & Tomlinson-Keasey, 1977;
Smith, Houston, & Zurawski, 1984), during socially induced anger (Ax, 1953),
and during distress or fear induced by the threat of electric shocks (Ax, 1953;
Boudewyns, 1976; Bloom & Trautt, 1977). Conversely, global vasodilation has
been commonly reported during relaxation (Boudewyns, 1976). Such findings
would appear to provide strong support for the flight-or-fight interpretation of
cardiovascular responses during emotional states. Specifically, emotional states
would appear to mimic the body’s reaction to cold (vasoconstriction), whereas
relaxation appears to mimic the body’s response to heat (vasodilation). Howev-
er, it should also be noted that laboratory studies have documented vasodilation
during at least one emotion—sexual excitement.

Masters and Johnson (1966) found that in both sexes vasodilation of the
genitals during sexual arousal was often accompanied by vasodilation of the
chest. Specifically, nipple erection and vasodilation of the skin of the chest and
upper abdomen (sex flush) commonly occurred in both men and women during
the early stages of sexual arousal.

Later researchers have repeatedly replicated Masters and Johnson's find-
ings. For example, Abramson and Pearsall (1983) used thermography to record
blood flow in the chests of three men and three women during masturbation.
Both sexes showed clear vasodilation of the chest, and vasodilation was much
higher in the right side of the chest than on the left in both sexes. This latter
finding would appear to contradict Galin’s hypothesis (discussed in Chapter 2)
that physiological arousal is higher on the left side of the body during emotional-
motivational behaviors.

The observation of sex flush during sexual excitement raises the interesting
question of whether patterns of localized vasodilation or constriction are charac-
teristic of any other emotional states. Unfortunately, laboratory research on this
issue is extremely sparse. For example, despite clear naturalistic and clinical
evidence that facial vasodilation (blushing) commonly occurs during embarrass-
ment, laboratory documentation of blushing is nonexistent. Similarly, research
on cardiovascular changes during positive emotional states such as humor or joy
is also extremely sparse. Schwartz and Logue (1977) used infrared thermogra-
phy to study facial blood flow during positive and negative affective thoughts.
They found highly localized patterns of blood flow changes were characteristic
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of different types of emotional thoughts. The area around the subjects’ mouths
was warmer during “happy thoughts” and colder during ““sad thoughts.”

Based on the available laboratory data, it would be fair to conclude that
global vasoconstriction appears to be the norm for at least four emotions (anger,
anxiety, distress, and fear) and that distinct patterns of localized vasodilation are
characteristic of at least one emotion (sexual excitement). Thus the global arousal
and pattern models may each account for cardiovascular changes during differ-
ent sets of emotions.

Paradoxically, laboratory research on EDA during emotional states has pro-
duced a conflicting mass of empirical findings that do not fit neatly into either a
global aroual or a pattern interpretation of thermoregulatory responses. For
example, consistent with the global arousal model, changes in EDA can be
elicited by a wide variety of “emotional”” stimuli including giving a brief speech
(Baker, Sandman, & Pepinsky, 1975), imagining fear-producing situations (Wa-
ters & McDonald, 1973), the physical approach of an experimenter (McBride,
King, & James, 1965), subliminal presentation of taboo words (Dixon, 1958),
reading ego-threatening sentences (Russell & Brandsma, 1974), or threats of
electric shocks (Katkin, 1966). Although these findings would appear to suggest
that EDA may be a valid index of “emotional arousal,” numerous researchers
have also failed to produce changes in EDA using identical stimuli. For example,
Aronfreed, Messick, and Diggory (1953) failed to find any difference in EDA to
taboo and neutral words presented subliminally. Rimm and Litvak (1969) failed
to find any difference in EDA when subjects read ego-threatening sentences.
Grossberg and Wilson (1968) observed no difference in EDA when subjects
imagined fear and neutral scenes. And so on.

Three explanations are commonly cited to account for the contradictory
EDA literature. The most obvious explanation is that EDA is an unreliable index
of “emotionality.” According to this position, “emotional” EDA can be traced to
the physiological linkage between EDA, respiration, and heart rate. For exam-
ple, taking a deep breath elicits a large SR or SP response. Thus, EDA may
provide only an indirect and therefore a less reliable index of emotions than
either cardiac or respiratory responses.

One major theoretical weakness of the “EDA unreliability’”” hypothesis is
that it fails to account for why EDA, respiration, and cardiac responses do not all
co-vary with emotional states. Specifically, if cardiac and respiratory activities
are reliable indices of emotionality and EDA is yoked to these physiological
systems, why would EDA reflect emotional reactions in only “some people,
some of the time”’? Lang and his associates postulated that Lacey’s environmen-
tal intake-rejection hypothesis (see Chapter 4) may account for apparent unre-
liability of EDA as an index of emotion (Lang, Kozak, Miller, Levin, & McLean,
1980; Lang, Levin, Miller, & Kozak, 1983). They argue that EDA is lower during
environmental rejection and higher during environmental intake. Task-related
environmental rejection (emotional thoughts, imagery, etc.) would minimize
EDA and make cardiac responses appear more salient. Conversely, both EDA
and cardiac responses would provide reliable indexes of emotional arousal dur-
ing environmental intake.
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Another commonly cited explanation for the contradictory EDA literature is
that only some measures of EDA may co-vary with emotional arousal. Kilpatrick
(1972), for example, reported that spontaneous electrodermal responses co-var-
ied with emotional or “hot” cognitions, whereas baseline or tonic EDA co-varied
with intellectual or “cold” cognitive activity. In Kilpatrick’s study, male under-
graduates’ SCs were measured during conditions of high and low ego threat.
Subjects in the low-threat condition were informed that the purpose of the
experiment was to examine the relationship between task preferences and phys-
iological responses. In the high-threat condition, subjects were informed that
they would be asked to complete a test of “brain damage” that was also a
reliable index of intelligence. Tonic SC increased while performing the cognitive
task, but these changes in tonic SC were unrelated to the stress manipulation.
Conversely, the number of spontaneous SC responses increased in the high-
threat condition and were unrelated to performing the cognitive task. Thus,
tonic sweat gland activity appears to be yoked to “cognitive activity,” whereas
phasic sweat gland responses appear to reflect subjects’ “‘emotional reactions.”

Inspection of the EDA literature would appear to provide at least moderate
support for Kilpatrick’s hypothesis. Phasic electrodermal responses (SRRs,
SSRRs, SPRs, and SSPRs) are more frequently reported to vary with the intensity
of emotional reactions than are measures of tonic EDA (SRL and SPL). However,
it should be noted that tonic and phasic physiological activities are not indepen-
dent but interact in a complex nonlinear fashion (Boucsein, Baltissen, & Euler,
1984). That is, changes in tonic EDA directly effect the magnitude of phasic
responses.

A third commonly cited explanation for the contradictory EDA literature is
that EDA may be yoked to the individual’s cognitive strategies for coping with
emotional arousal. Presumably, effective coping strategies should minimize
both subjective emotional arousal and EDA. Conversely, ineffective coping
strategies should lead to increased subjective emotional arousal and EDA.

Consistent with these predictions, Lazarus and his associates have found
that subjects’ cognitive appraisal of “emotional’” stimuli rather than the stimuli
per se mediated their emotional reactions (Lazarus, 1982). For example, in one
study, middle-level airline executives and undergraduates viewed a film entitled
Subincision (Spiesman, Lazarus, Mordkoff, & Davison, 1964). This film depicts
an Australian aborigine puberty rite during which adolescent males’ penes are
repeatedly slashed with a stone knife. The film was presented with either (a) no
sound track, (b) a trauma sound track (which emphasized the pain and cruelty of
the ritual), (c) an intellectualization sound track (which emphasized a detached
scientific attitude) or (d) a denial reaction formation sound track (which denied
the negative aspects of the film and emphasized how the adolescents were
looking forward to the benefits of adulthood). Across treatment conditions,
subjects reported marked distress and showed sharp increases in skin conduc-
tance during each of the operation scenes. During nonoperation scenes, both
ratings of subjective distress and measures of skin conductance dropped. Sub-
jects in the trauma condition showed much higher levels of skin conductance
than subjects in the other three conditions during the film. Both intellectualiza-
tion and the denial reaction formation narratives produced decreased levels of
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skin conductance. The executives showed the lowest EDA with the denial nar-
rative, whereas undergraduates showed the lowest EDA with the intellectualiza-
tion narrative.

Lazarus and Alfert (1964) examined whether presenting a denial reaction
formation set prior to the film Subincision would lead to reduced EDA during the
film. Male undergraduates were assigned to three condigions: (a) silent film, (b)
denial set and narrative, or (c) denial orientation (set and no narrative). Al-
though subjects in both denial conditions showed lower EDA during the film,
the denial orientation group showed the lowest level of EDA. Paradoxically, in
the silent condition, subjects who scored high on personality measures of denial
(repressors) reported less subjective distress but showed higher levels of EDA
than subjects who scored low on denial (sensitizers). The authors argue that
repressors may be more receptive to external denial messages and thus show
reductions in EDA when such cues are available.

An alternative explanation for the higher EDA of repressors is that denial
may be an effective short-term coping mechanism but fails to reduce autonomic
arousal if it is habitually employed. Mullen and Suls (1982) reviewed 26 studies
that had reported physiological correlates of attending to or rejecting (denial) of
a stressor. Studies that examined the immediate physiological reaction to
stressors found that rejection produces lower physiological arousal than atten-
tion. However, studies that measured long-term adaptation to stressors (3-week
to 3-year periods) found that attention produced a lower physiological arousal.

Another explanation for repressors’ elevated EDA is that the physiological
effects of denial may be mediated by whether denial is conscious or uncon-
scious. Conscious denial may produce decreases in physiological arousal,
whereas unconscious denial may produce increases. Consistent with this posi-
tion, numerous studies have found that repressors tend to show elevated physi-
ological reactions to a variety of stressors. For example, Learmonth, Ackerly,
and Kaplan (1959) examined the spontaneous SP responses of female student
nurses to a sentence completion test, a stressful interview, and to a series of
physical stressors (firing a gun behind the subject’s head, an electric shock, and
placing the subject’s foot in ice water). Regardless of the type of stressor, the
number of SP responses correlated positively with subjects’ scores on person-
ality measures of repression. That is, subjects who should report the greatest
tendency to deny negative affective states showed the highest EDA.

It should be noted that all three explanations of repressors’ elevated physio-
logical responses are highly complementary. Repressors may so habitually use
denial as a conscious coping strategy that they are no longer consciously aware
of their own denials. Moreover, their cognitive set of “‘nothing is wrong” may
predispose repressors to search for confirming evidence.

The EDA literature nicely illustrates the complexity of human emotions.
Changes in both tonic and phasic EDA can be reliably observed across a variety
of emotional states. However, EDA appears to be directly yoked to the complex
interaction of “hot” (emotional) and “cold” (attention, coping strategies) cog-
nitive processes. Although the average person usually displays a clear positive
relationship between the intensity of EDA and of emotions, repressors show the
exact opposite pattern. Such findings highlight the importance of individual
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variability in emotions. Any given individual may display an idiosyncratic pat-
tern of physiological reactions during emotions that may vary significantly from
the ““average” response. As you will see in the following discussion of natu-
ralistic and clinical studies, such individual response stereotypy appears to be
the rule rather than the exception in thermoregulatory research.

5.2.2. Naturalistic Studies

Naturalistic studies of cadiovascular activity during emotions have focused
on an easily observable response during embarrassment—blushing. Blushing is
produced by the sudden vasodilation of the capillaries of the skin. In Cauca-
sians, blushing usually causes the skin to appear flushed or bright red. In a
minority of individuals, blushing takes the form of rashlike red spots (erythema
fugax). Similar patterns of blushing also occur in members of other races but the
blushing response may be partially masked by skin pigmentation. Blushing
usually occurs in the skin of the face; however, some individuals also show
blushing on the upper abdomen, chest, and neck. Darwin (1872) noted that even
blind individuals blushed and postulated that because blind individuals could
not have learned the response through social modeling, then blushing must be
genetically determined.

Buss, Iscoe, and Buss (1979) examined the development of embarrassment
in 3- to 12-year-old children by asking their parents to complete a questionnaire
about their offsprings’ behavior over the previous 6 months. Although embar-
rassment was reported for 59% of the 5-year-olds and 73% of the 6-year-olds,
embarrassment was reported for only 26% of the 3- and 4-year-olds. In both
sexes, blushing was reported in 57% of the children during embarrassment. The
authors postulated that the development of blushing and embarrassment may
indicate the child’s development of the perception of a “social self.”

Abe and Masui (1981) investigated the incidence of anxiety and phobic
symptoms in 11- to 23-year-old females and males. Although there were no
observed sex differences in the incidence rate of blushing, females were more
likely to report fear of blushing (erythrophobia). For both sexes, the incidence of
erythrophobia reached a peak during adolescence. For females, the peak inci-
dence rate of erythrophobia (30%) occurred at age 15, whereas, for males, the
highest incidence of erythrophobia (20%) was found among 17-year-olds.

Due to our cultural norms of modesty, adults often report blushing and
feeling “naked” (vulnerable) and embarrassed when asked to disrobe for a
medical examination. Yet studies have documented a notable lack of blushing
and embarrassment by individuals at nudist camps. This apparent “lack of
shame” is often interpreted as evidence that nudists are exhibitionists. Howev-
er, studies of the personality profiles of nudists suggest that, except for their
attitudes about public nudity, social nudists may be indistinguishable from the
general population (Hartman, Fithian, & Johnson, 1970; Casler, 1971).

Weinberg (1965, 1968) argued that embarrassment associated with nudity is
situationally determined. For example, the situational norms of nudist camps
may help eliminate embarrassment associated with public nudity by encourag-
ing the beliefs that nudity is (a) unrelated to sexuality, (b) not inherently shame-
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ful, (c) associated with mental and physical health, and (d) an expression of
personal freedom. Weinberg noted that many social nudists report that they
would feel very embarrassed if other people saw them in the nude at home.
Thus, depending upon situational cues, even nudists may feel naked. Converse-
ly, many nonnudists may feel comfortable disrobing in front of strangers when
the situational cues (locker room, medical examining room, etc.) define public
nudity as “‘appropriate.”

Naturalistic studies have also documented changes in EDA during a variety
of emotional states. For example, Valone, Goldstein, and Norton (1984) exam-
ined the EDA of parents and adolescent females and males during discussions of
family problems. The parents were scored on the degree of negative emotions
(criticism, hostility, and overinvolvement) that they expressed toward their off-
spring. Prior to the discussion, increases in tonic SC occurred in adolscents who
were to talk with a parent who expressed high levels of negative affect. No such
“anticipation”” effect was observed in the parents’ EDA. During the discussion,
both highly negative parents and their offspring showed marked elevations in
SCL that increased as their discussion or, more accurately, confrontation pro-
gressed.

Grings and Dawson (1978) argued that the results of naturalistic studies like
Valones’s should be interpreted with caution. In such complex social situations,
changes in EDA and other physiological processes may reflect emotional states
or mental activity or muscle tension or a combination of these factors.

5.2.3. Clinical Studies

Based on the assumption that psychiatric disorders represent exaggerated
versions of normal emotional reactions, numerous authors have postulated that
psychiatric patients’ thermoregulatory responses should differ from those of
subjects drawn from the general population. However, researchers disagree
over exactly how psychiatric patients’ responses differ. Proponents of the global
“flight-or-fight”” view of emotional arousal argue that psychiatric patients’ ther-
moregulatory responses should be higher than ““normals” but should not differ-
entiate between psychiatric groups. Conversely, Lader (1975) and other propo-
nents of the pattern model of emotional arousal argue that some psychiatric
disorders may be characterized by elevated thermoregulatory responses, where-
as other psychiatric disorders may be characterized by lower than normal ther-
moregulatory responses. As we will see in the following section, research with
psychiatric patients appears to clearly support the pattern model.

5.2.3.1. Psychiatric Populations

Although panic attacks (spontaneous episodes of intense fear) are com-
monly reported in both the general and psychiatric populations, relatively little
is known about the physiological correlates of these naturally occurring emo-
tional states. Lader and Mathews (1970) observed three panic attacks while
conducting psychophysiological studies of anxious and phobic psychiatric pa-
tients. In all three cases, the cause of the panic attack was idiopathic (no external
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fear stimulus was present). Each of the panic attacks lasted 2 to 5 minutes, and
sharp physiological changes occurred at the onset of the attack. Heart rate in-
creased about 50 bpm. Vasoconstriction in the extremities was coupled with an
approximately 10-fold increase in blood flow in the forearm muscles. The level of
skin conductance increased dramatically, and numerous spontaneous fluctua-
tions in skin conduction were observed. No change in striate muscle activity was
observed in two patients, and the third patient showed a delayed increase in
forearm muscle tension. Thus the physiological markers of the onset of panic
attacks appear to be the autonomic components of the thermoregulatory system.
We will discuss panic attacks later in greater detail in Chapter 12.

Kelly (1966, 1971) reported that anxiety patients had higher resting forearm
blood flow but showed smaller increases in forearm blood flow during stress
than control subjects. For example, Kelly, Brown, and Shaffer (1970) found that
resting forearm blood flow correlated positively with both self-ratings (r = +.43)
and observer ratings (r = +.71) of anxiety but was unrelated to ratings of depres-
sion. Similarly, Kelly and Walter (1969) found that resting forearm blood flow
correlates with self-reports of anxiety but not depression in severely depressed
patients. Lader and Wing (1964) found that anxious patients showed higher
tonic SC and more frequent spontaneous SCRs than normals. When presented
with a series of 100-db tones, all normal subjects, but only 6 of 20 anxious
patients, showed habituation.

In general, the overall pattern of findings with psychiatric patients is con-
sistent with Lader’s (1975) hypothesis that highly anxious individuals have high-
er tonic levels of sympathetic arousal but smaller phasic responses to stress than
control subjects. Lader argues that the law of initial values may account for the
“fajlure” of physiological measures to differentiate high- and low-anxious indi-
viduals in stress situations.

Studies of phobic patients suggest that their fear reactions may be highly
specific. Geer (1966) reported that phobic patients showed increased EDA when
shown photographs of their specific fear stimuli. Lang et al. (1983) compared the
physiological reactions of snake phobics and speech phobics during a math test,
during exposure to a live snake, and while giving a speech to an audience. Both
groups of phobics showed higher heart rates preceding and during exposure to
their respective fear stimuli. EDA also increased in each group of phobics during
anticipation and exposure to their respective fear stimuli, but the observed dif-
ferences in EDA did not reach statistical significance. EDA paralleled subjects’
self-reports of fear during anticipation periods, whereas heart rate did not.
Conversely, during exposure periods, snake phobics showed accelerated heart
rates to both snake and speech tasks, whereas speech phobics showed heart rate
increases only during the speech. The subjects’ EDA did not match these heart
rate patterns.

A number of studies have reported that depressed patients may have lower
EDA than normal subjects. For example, Iacono and his associates reported that
depressed subjects “in remission” have significantly lower SCL and smaller
SCRs than normal subjects to a wide variety of stimuli (Iacono et al., 1983; Iacono
et al., 1984). Specifically, depressed subjects showed lower EDA to breath-hold-
ing exercises, blowing up a balloon until it burst, to a series of loud tones and
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loud familiar sounds such as a dog barking. Depressed and control subjects,
however, did not differ in the frequency of spontaneous SCRs. The reduced
EDA observed in lacono’s studies does not appear to be due to medication.
Drug-free samples of chronically depressed subjects show similar patterns of
reduced EDA (Donat & McCullough, 1983). Moreover, Lenhart (1985) found that
college students identified as at high risk for bipolar disorders showed lower
EDA to tones than control subjects.

Research with schizophrenic patients has produced a mixed pattern of
EDA. Some studies have reported elevated EDA in schizophrenics (Zahn, Rose-
nthal, & Lawlor, 1968), whereas other studies have found reduced EDA (Bern-
stein, 1970). One explanation for these apparently contradictory findings is that
schizophrenic samples may contain two distinct subpopulations—hyperreactive
patients and hyporeactive patients (Gruzelier & Venables, 1972; Rubens &
Lapidus, 1978). Other researchers have argued that the reduced EDA may be the
dominant characteristic of schizophrenic populations (Ohman, 1981; Bernstein et
al., 1982). Although the EDA of schizophrenics clearly differs from the EDA of
the general population, the available evidence suggests that observed dif-
ferences in EDA may not be physiological in origin but rather are due to dif-
ferences in attention. For example, about 40% of both active schizophrenics
(Ohman, 1981) and schizophrenics in remission (Iacono, 1982) are electrodermal
“nonresponders” to auditory tones. However, many schizophrenic “nonres-
ponders” show normal EDA activity when meaningful stimuli are substituted
for tones (Gruzelier & Venables, 1973; Bernstein, Schneider, Juni, Pope, & Star-
key, 1980).

Psychopathy is characterized by emotional “flatness,”” an inability to learn
to avoid punishments in avoidance tasks and, paradoxically, normal learning on
positively rewarded tasks. Numerous authors have proposed that psychopaths’
lack of emotion may be due to abnormal physiological responses to stress. For
example, Schachter and Latane (1964) proposed that a psychopath’s lack of
affect may be due to highly labile cardiovascular systems that

react sympathetically to events that are labeled frightening by others, but he
also reacts to events labeled as relatively harmless by others. Such gener-
alized, relatively indiscriminate reactivity is, we would suggest, almost
equivalent to no reactivity at all. If almost every event provokes strong auto-
nomic discharge, then, in terms of internal autonomic cues, the subject feels
no differently during times of danger than during relatively tranquil times.
Bodily conditions that for others are associated with emotionality are, for the
sociopath, his “normal” state. (pp. 266-267)

Research on criminal populations has consistently failed to support
Schachter and Latane’s hyperreactivity model of psychopathy. Hare and Quinn
(1971), for example, compared the physiological responses of psychopathic and
nonpsychopathic male criminals to positive (female nude) and negative (strong
electric shock) conditioned stimuli in a classical conditioning experiment. No
differences were observed between the groups in either cardiac or digit vascular
responses. The only vascular difference observed was that nonpsychopaths re-
sponded to shock with cranial vasoconstriction, whereas psychopaths showed
cranial vasodilation. The psychopaths showed lower EDA to both positive and
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negative stimuli. In a series of experiments, Hare and his associates found that
psychopathic criminals showed lower EDA and equal or slightly higher car-
diovascular responses than nonpsychopathic criminals to stressful stimuli (Hare
& Craigen, 1974; Hare, 1975; Hare, Frazelle, & Cox, 1978). However, the cause of
psychopaths’ reduced EDA is unknown. Hare (1972) injected psychopathic and
nonpsychopathic criminals with epinephrine and with saline. Both groups
showed similar cardiovascular, respiratory, and striate reactions to epinephrine.
However, the two groups differed in their electrodermal reactions to the injec-
tions. Nonpsychopaths showed sharp increases in SC following both injections,
whereas psychopaths showed much smaller SC increases. Both nonpsychopaths
and psychopaths showed much slower recovery in SC after epinephrine than
after saline injection, and no group differences in recovery rates were observed.
Thus the observed differences in EDA do not appear to be due to differential
sensitivity to epinephrine but rather to different psychological reactions to the
injection.

Hare (1975) noted that one of the major weaknesses in the literature on
psychopathy is the lack of information about psychopaths who avoid being
arrested. Research on the EDA of antisocial adolescents has produced conflicting
findings. Some studies have found psychopathic delinquents to have reduced
EDA, whereas others reported no differences between psychopathic and non-
psychopathic delinquents. Raine and Venables (1984) examined the EDA of 15-
year-old males who were rated by their teachers on antisocial behaviors (de-
structiveness, fighting, etc.). No difference in initial EDA to novel stimuli was
observed between subjects who scored high or low on measures of antisocial
tendencies. Approximately 78% of the subjects who scored high on antisocial
tendencies were electrodermally responsive, but 80% of nonresponders were
from the high antisocial subgroup. Subsequent analysis revealed that antisocial
nonresponders scored high on measures of schizoid tendencies. Thus the ado-
lescents who were electrodermally nonresponsive appear to be a high risk group
for later schizophrenia rather than psychopathy.

In general, the results of studies of psychiatric populations (Lader & Wing,
1964; Grings & Dawson, 1978) suggest that specific patterns of thermoregulatory
responses may differentiate between psychiatric patients and controls and be-
tween anxiety patients and other psychiatric disorders. Tonic levels of skin
conduction and the frequency of spontaneous skin conduction responses are
higher than normal in anxious patients and lower than normal in depressives,
psychopaths, and nonresponsive schizophrenics. Tonic peripheral vasoconstric-
tion and forearm blood flow are higher in anxious patients than in other psychi-
atric patients.

5.2.3.2. Psychophysiologic Populations

The global arousal (flight-or-fight) model of emotional thermoregulatory
responses predicts that emotional stress may initiate or aggravate global physio-
logical dysfunctions. Conversely, the pattern model of emotion argues that emo-
tions may produce or aggravate highly localized dysfunctions in the ther-
moregulatory system. As you will see in the following discussion, all of the
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psychophysiological thermoregulatory disorders involve highly localized dys-
functions of either the sweat glands (chronic perspiration) or the vascular system
(chronic blushing, chronic headaches, Raynaud’s disease).

a. Chronic Perspiration. Chronic perspiration or hyperhidrosis may be a
symptom of a wide variety of endorcrinological, metabolic, or neurological
organic disorders. For example, episodic hyperhidrosis is often a symptom of
CNS disorders of the corpus callosum (Lewitt et al., 1983). Holzle (1983) argued
that the pattern of eccrine gland hyperactivity is often indicative of specific
disorders. Endrocrinological and metabolic disorders commonly produce global
or generalized hyperhidrosis, whereas irregular patterns of sweating on the
head and trunk are characteristic of neurological disorders. Sweating localized in
the palms of the hands (palmar hyperhidrosis), soles of the feet (plantar hyper-
hidrosis), or armpits (axillary hyperhydrosis) is often idiopathic and presumably
psychogenic in origin.

Idiopathic or essential hyperhidrosis is characterized by chronic emotional
sweating (Engels, 1982). The onset of hyperhidrosis usually occurs before the
age of 20 and rarely after the age of 25. Patients often report concurrent auto-
nomic symptoms such as diarrhea, tachycardia and tremors, and a family histo-
1y of chronic sweating (Lerer, 1977). Oda (1983) reported that concordance rate
of hyperhidrosis is significantly higher in identical than in fraternal twins. Thus
it appears reasonable to assume that essential hyperhidrosis patients may have a
genetic predisposition to profuse emotional sweating.

Although emotions are commonly cited as producing or aggravating hyper-
hidrosis (Eller, 1974; Engels, 1982; Holzle, 1983; Lerer, 1977), there have been
relatively few studies of the emotional reactions of hyperhidrosis patients. Dos-
uzkov (1975) cited a case report of a 29-year-old male hyperhidrosis patient who
reported idrosophobia (fear of social encounters), preoccupation with his ap-
pearance, and delusions of physical offensiveness (i.e., body odor). Obviously,
idrosophobia and hyperhidrosis may interact in a reciprocal manner. The more
an individual worries about his or her appearance, the higher the rate of emo-
tional sweating. Conversely, the higher the rate of sweating, the more reason
the individual has to worry about physical offensiveness. Bar and Kuypers
(1973) also reported that hyperhydrosis patients display sudophobia (fear of
sweating) and an inability to express their emotions. Lerer, Jacobowitz, and
Wahba (1980) reported that hyperhidrosis patients’ and control subjects’ scores
on standardized personality tests differed significantly. As a group, hyper-
hidrosis patients tend to score lower in overall coping ability and anxiety but
higher on avoidance and impulsivity. The authors observed that 25% of the
hyperhidrosis patients had abnormally low anxiety scores. It should be noted
that the pattern of low self-reports of anxiety and high autonomic arousal is
characteristic of repressors. Other researchers have postulated that hyper-
hidrosis patients’ poor psychosocial adjustment may manifest itself in other
psychophysiological disorders. For example, Wabrek (1984) observed that 80%
of a sample of males being treated for premature ejaculation also had palmar
hyperhidrosis.

If hyperhidrosis is psychogenic in origin, then teaching patients to reduce
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their emotional arousal should produce symptom relief. Bolzinger and Ebtinger
(1971) reported that a combination of psychotherapy and hypnosis was suc-
cessful in eliminating the excessive sweating of an 11-year-old girl with palmar
hyperhidrosis. A 1-year follow-up confirmed prolonged symptom relief. Duller
and Gentry (1980) treated 14 hyperhidrosis patients with visual biofeedback
from a water vapor analyzer. Six weeks after the termination of training, 8
patients showed clinically significant reductions in sweating, and 3 additional
patients reported some degree of symptom relief. The patients who did reduce
sweating reported they did so through self-relaxation.

b. Chronic Blushing. Blushing is normally a brief reaction to embarrassment.
However, some individuals experience prolonged and exaggerated blushing in
presumably nonthreatening situations. Although there has been relatively little
research on chronic blushing, the available evidence suggests that chronic blush-
ing is psychogenic in origin.

Zimbardo, Pilkonis, and Norwood (1974) observed that 53% of high school
and college students who reported themselves as “shy” also reported chronic
blushing. Other autonomic responses (butterflies in the stomach, heart palpita-
tions, increased pulse, and perspiration) were also more commonly reported by
shy respondants. Zimbardo (1977) cited numerous case histories of chronic
blushing associated with shyness. Blushing was usually triggered by the sub-
jects’ feelings of social anxiety or embarrassment in social situations. However,
some individuals reported blushing in private when they recalled past embar-
rassments or anticipated socially stressful situations. It should be noted that the
specific types of social situations that elicited chronic blushing were idiosyncrat-
ic. Some shy individuals blushed only when interacting with strangers, whereas
other shy individuals blushed only when interacting with people they knew.
Zimbardo cited an interesting example of a 21-year-old female undergraduate
who could not speak in class without blushing. After classes she worked as a
nude model and purportedly never blushed while posing nude for strange
males.

Unfortunately, there is little information available on the relationships be-
tween normal blushing, chronic blushing, and erythrophobia. Tomkins (1963)
speculated that occurrence of blushing may increase the individual’s embarrass-
ment and thus lead to additional blushing and embarrassment. Thus habitual
embarrassment may produce both chronic blushing and erythrophobia. Other
researchers argue that intense emotional experiences may be needed to produce
chronic blushing. Van Pelt (1975) argued that superconcentration during intense
emotional states may trigger a self-hypnotic production of symptoms such as
chronic blushing. Consistent with Van Pelt’s position, a number of authors have
reported that chronic blushing can be cured through hypnosis (Welsh, 1978).
Schneck (1967) postulated that both repressed hostility and repressed sexuality
may produce chronic blushing. Zimbardo et al. (1974) provide some empirical
support for Schneck’s model. Specifically, repressed hostility, repressed sexu-
ality, chronic blushing, and erythrophobia were all commonly observed in shy
subjects.

Given the consistent finding that chronic blushing is a psychophysiological
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disorder, it is rather surprising that there are few reports on psychological treat-
ment of chronic blushing and erythrophobia. Salter (1950) reported successfully
treating one case of chronic blushing with assertiveness training. Case studies
have also reported that the technique of “paradoxical intention” may be suc-
cessful in controlling blushing (Lamontagne, 1978; Boeringa, 1983). With this
technique, the patients are encouraged to force themselves to blush (“Iam going
to look like a beet!”). Gotestam, Melin, and Olsson (1976) reported successful
treatment of blushing and erthrophobia of two patients with temperature bio-
feedback in conjunction with counterconditioning.

c. Chronic Headache. An estimated 10% to 15% of the population suffer from
chronic headaches (Bakal, 1979). Medical textbooks traditionally divided head-
ache sufferers into three general categories: organic, migraine (vascular), and
tension (muscle contraction). Organic headaches are symptoms of specific phys-
ical disorders such as brain tumors or hypertension and account for only 5% to
10% of all headache cases. In the remaining 90% to 95% of the cases, the head-
ache is the primary disorder. Because no physical causes for either migraine or
tension headaches were known, it was traditionally assumed that both types of
headaches were psychogenic in origin.

Our discussion will focus on migraine headaches, which account for approx-
imately 40% to 50% of all chronic headaches. Migraines are characterized by
debilitating head pain that lasts for between 2 and 24 hours. Two subtypes of
migraines are commonly reported. Classic migraines are characterized by the
occurrence of a variety of neurological symptoms (numbness, speech difficul-
ties, sensitivity to everyday sounds, vertigo, visual disorders, etc.) prior to the
onset of the headache. During the headache, pain is unilateral (localized in the
temporal area on one side of the head) and is usually accompanied by nausea
and vomiting. Common migraines occur without warning. During the headache,
pain may be experienced either unilaterally or bilaterally, and nausea and vomit-
ing may not occur. Often the same individual will report experiencing both
types of migraines at different times.

Although migraines may be triggered by a wide variety of stimuli (anxiety,
food allergies, glare, hunger, lack of sleep, menstruation, temperature changes,
etc.), most authors agree that all migraines are produced by a common physio-
logical mechanism—Ilocalized spasms of the extracranial arteries of the head (see
Graham & Wolff, 1938). Migraine attacks presumably develop in three stages. In
the preheadache stage, the superficial temporal artery and other extracranial
arteries show intense vasoconstriction. In the onset stage, the extracranial ar-
teries suddenly stretch and become excessively dilated. The pulsation of blood
through the distended arteries stimulates pain receptors in the arterial walls and
produces a “throbbing” pain sensation. The congestion of blood in the head
causes fluids from the blood to be forced into the arterial walls and the arteries
become swollen and rigid. This arterial edema helps maintain the headache.
During the edema stage, pain is often experienced as constant rather than
throbbing.

Why a given individual is susceptible to chronic headaches is currently
unknown. Nonchronic headaches are extremely common in the general popula-
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tion. In one survey, 87% of females and 74% of the males reported having had at
least one headache during the previous 6 months (Phillips, 1977). Moreover, the
headaches reported by the general population are often as severe and as de-
bilitating as those reported by chronic headache patients (Ziegler et al., 1977).
The two groups differ primarily in the frequency of headaches. Members of the
general population may report experiencing one migraine attack per year or per
decade or per lifetime, whereas chronic headache patients are experiencing
headaches once a month or once a day.

Traditionally, researchers assumed that specific personality characteristics
predisposed the individual to chronic headaches. Migraine sufferers were ste-
reotyped as ‘“‘obsessional perfectionists,” and tension headache patients as
“coping ineffectively with stress.” Empirical support for these stereotypes, how-
ever, is both sparse and contradictory (Martin, 1983).

Many authors have postulated that the development of specific types of
chronic headaches may be due to a genetic predisposition to headaches coupled
with repetitive stress. Presumably, individuals with highly labile vascular sys-
tems are susceptible to migraines and other vascular headaches, whereas indi-
viduals with highly labile striate musculature are suspectible to tension head-
aches. Empirical support for this view, however, is mixed. Studies that
compared the physiological responses of headache patients and control subjects
generally support the lability hypothesis. For example, compared with healthy
controls, migraine patients tend to have higher tonic levels of peripheral vas-
oconstriction (Appenseller, 1969; Price & Tursky, 1976; Werbach & Sandweiss,
1978; Price and Clark, 1979), show different patterns of extracranial vascular
responses to psychological stress (Drummond, 1982), and show different pat-
terns of peripheral, extracranial, and intracranial vascular responses to heat
(Sovak, Kunzel, Sternbach, & Dalessio, 1978). Similarly, tension headache pa-
tients tend to have higher tonic levels of muscle tension in facial and neck
muscles than controls (Martin & Mathews, 1978). Marked lability has also been
observed when headache patients are tested during headache-free periods and
during headaches. Migraine patients tend to show a sharp increase in pulse
amplitude in the superficial temporal artery during headaches (Allen & Mills,
1982), whereas tension headache patients show increases in neck muscle tension
and cephalic vasodilation (Haynes et al., 1983). Studies that have compared
different diagnostic groups of headache patients, however, have often failed to
find different patterns of lability. For example, Anderson and Franks (1981)
reported marked personality differences between migraine and tension head-
ache patients but could not discriminate between the two groups on the basis of
either cardiovascular or muscular activity.

Numerous theorists have postulated that specific emotions (anxiety, de-
pression, and hostility) may trigger headache attacks. The results of studies of
samples of the general population suggest that emotions may play an important
role in the etiology of headaches. Ziegler, Rhodes, and Hassanein (1978), for
example, asked 711 unselected adults to complete a battery of psychological tests
and a medical history as part of a ““medical project.” Regardless of age or sex,
subjects who reported a history of disabling or severe headaches scored signifi-
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cantly higher on measures of anxiety and depression than subjects who reported
mild or no headaches.

Studies of psychiatric patients also suggest that headaches may be related to
anxiety and depression. Headaches are relatively commonly reported by both
anxious and depressed patients, and antidepressant medications often provide
symptom relief (Lance, 1978; Raskin, 1982).

Paradoxically, studies of chronic headache patients have frequently failed to
find any relationship between emotional states and headache attacks. Arena,
Blanchard, and Andrasik (1984) asked migraine, tension, and mixed headache
patients to self-monitor their moods and headaches for 28 to 35 consecutive
days. No relationship was found between headache attacks and emotional states
on either the 2 days before or the 2 days after a headache attack. On the day of
the headache, only 23% of the patients reported increases in either anxiety,
anger, or depression. Thus the patients’ conscious emotional states appear to be
unrelated to headache onset.

Numerous explanations have been offered for the failure of researchers to
demonstrate a simple cause-and-effect relationship between emotions and
chronic headache attacks. Some researchers argue that all headaches are organic
in origin and that emotional states may play little or no role in triggering head-
ache attacks. Psychoanalytic researchers argue that suppressed emotions rather
than conscious emotional states may trigger headaches. Consistent with the
psychoanalytic position, headache researchers have consistently noted that a
significant minority of chronic headache patients are repressors who tend to
deny emotional stress (Martin, 1966; Featherstone & Beitman, 1984).

Literally hundreds of reports have been published on treatment programs
designed to teach chronic headache patients how to reduce the frequency and
severity of headaches without medication. The majority of these studies have
employed some form of biofeedback either alone or in conjunction with self-
relaxation techniques. The most popular treatments for vascular headache pa-
tients have been finger (digit) temperature biofeedback, cranial artery pho-
toplethysmography biofeedback, or a combination of these two techniques. Al-
though proponents of biofeedback have often reported impressive (75%) cure
rates with chronic headache patients, reviews of the headache treatment liter-
ature have consistently questioned the effectiveness of biofeedback training (Al-
exander & Smith, 1979; Surwitt, Williams, & Shaprio, 1982; Holmes & Burish,
1983). For example, Knapp (1982) found that 1 year after training, both cognitive
stress-coping training and photoplethysmographic biofeedback led to equal re-
ductions in headaches of chronic migraine patients.

d. Raynaud’s Disease. Raynaud’s disease is characterized by spasmodic vas-
oconstriction in the digits of the hands and feet that has no known organic cause
(see Krupp & Chatton, 1975; Surwitt, Williams, & Shapiro, 1982). At the onset of
an attack, the digits suddenly blanch as blood is diverted from the extremities.
The digits then turn blue (cyanosis) due to the oxygen shortages in the tissues,
and the patients report mild to severe pain. The vasospasm normally ends
spontaneously but often can be terminated by placing the affected extremities in
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hot water. During the recovery phase, the digits turn red as blood rushes back
into the fingers or toes (reactive hypermia). The recovery phase may last several
hours during which the patient often experiences burning sensations until nor-
mal circulation is restored.

The age of onset of Raynaud’s disease ranges from 15 to 45 years and
Raynaud’s patients often report a family history of vasospastic disorders (Krupp
& Chatton, 1975). Approximately 20% of adolescents and young adults suffer
mild to severe forms of Raynaud’s disease (Lewis, 1949). The incidence rate of
Raynaud’s disease is about five times higher in females than in males. The
average patient reports one to two attacks of varying severity per day. Global
exposure to cold and emotional stress are the two most commonly reported
triggers of vasopasms in Raynaud’s patients.

Mittelmann and Wolff (1939) examined the relative importance of cold tem-
peratures and emotions in triggering vasospasms in Raynaud’s patients. Ex-
posure to cold alone was not sufficient to trigger vasospasms, and attacks oc-
curred most frequently when cold temperatures and emotional stress were
present. For example, one subject consistently showed decreases in skin tem-
perature of 9.5°C when discussing emotional issues. In a latter study, Mit-
telmann and Wolff (1943) demonstrated that vasoconstriction in the skin could
be elicited by a variety of emotional states and that the degree of vasoconstric-
tion appeared to vary with the intensity of the emotion.

Other researchers have replicated Mittelmann'’s findings. Graham (1955)
noted that peripheral vasoconstriction occurred in both normal controls and in
Raynaud’s patients during interviews that elicited either anxiety or hostility.
Graham, Stern, and Winokur (1958) observed that digit vasoconstriction could
be induced in normal subjects through hypnotic suggestions of anxiety or hostil-
ity. Freedman and Janni (1985) found that both normal controls and Raynaud’s
patients displayed finger vasoconstriction to general stress images, but only
Raynaud'’s patients responded to images of cold stressors with a drop in finger
temperature. The results of these studies strongly suggest that Raynaud’s dis-
ease may represent an exaggerated version of the peripheral vasoconstriction
normally observed in anxiety states or in reaction to cold.

A number of researchers have attempted to teach Raynaud’s patients to
control vasospasms through the use of digit temperature biofeedback and self-
relaxation techniques. Blanchard (1979) reviewed 19 case histories of biofeed-
back treatments of Raynaud’s patients and noted that there was at least anec-
dotal evidence of improvement in 89% of the patients. More recent reviews of
the biofeedback literature noted that, after treatment, the average patient
learned to reduce the frequency of vasopasms about 50% to 93% (Freedman,
lanni, & Wenig, 1985).

5.2.3.3. Emotions and Thermoregulatory Disorders

The available literature on psychophysiological thermoregulatory disorders
nicely illustrates (a) our relative ignorance of the physiology of thermoregula-
tion; (b) the difficulty inherent in separating psychological and organic causes of
disorders and (c) the complex relationships between emotional states and ther-
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moregulatory responses. Given the sheer complexity of this literature, it is easy
to overlook three extremely important empirical findings. First, most physiologi-
cal disorders tend to be mutually exclusive. Patients who chronically blush, for
example, rarely report chronic headaches and vice versa. Second, a single emo-
tion may be associated with attacks of different psychophysiological disorders in
different individuals. Thus, anger may trigger a migraine headache in one pa-
tient, but it may trigger a Raynaud attack in another. Third, the symptoms of
psychophysiological disorders are only partially yoked to conscious experiences
of emotional states. As you will see throughout the remainder of the book, these
three features appear to be characteristic of a variety of psychophysiological
disorders.
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The Respiratory System

The term respiration refers to the exchange of gases. Biologists label the in-
terchange of gases within a cell as true respiration. During aerobic metabolism,
oxygen combines with carbon and hydrogen to produce carbon dioxide and
water. The exchange of oxygen and carbon dioxide between the blood cells and
body cells is called internal respiration. The exchange of gases between the
bloodstream and the external environment is labeled external respiration. Thus,
technically, the respiratory system consists of every living cell in the body. The
term respiratory system, however, is more commonly used to denote the lungs
and other organs involved in external respiration.

6.1. ANATOMY AND PHYSIOLOGY

The respiratory system consists of a series of tubes that form the air pas-
sages, the lungs, the skeletal bones of the chest (ribs and spine), and two major
groups of skeletal muscles (diaphragm and intercostal).

Four interconnected tubes form a passageway that connects the lungs and
the external environment (see Figure 6-1). Inhaled or inspired air passes from
the nasal cavities into the pharynx. The pharynx is a wide tube that connects the
nasal cavities, the oral cavity (mouth), the larynx (voice box), and the esopha-
gus. This anatomical arrangement allows the mouth to serve the dual functions
of digestion and respiration. Food entering the mouth passes to the esophagus,
whereas air entering the mouth passes to the larynx. The entrance to the larynx
is shielded by a leaf shaped cartilage structure called the epiglottis that blocks
food or fluids from entering the larynx during swallowing.

The trachea or wind pipe is a cartilage-lined tube that connects the larynx
with the large passageways, or bronchi, in the lungs. The lungs are two
spongelike organs contained in the upper two-thirds of the chest cavity. Air
enters the lungs through the bronchi, which progressively divide into small
tubes called bronchioles. Unlike the larynx, trachea, and bronchi, bronchioles are
not composed of cartilage but rather of rings of smooth muscle that can contract
or dilate. Parasympathetic stimulation causes the bronchioles to constrict,
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Figure 6-1. Major anatomical structures of the upper respiratory system.

whereas sympathetic stimulation causes the bronchioles to dilate. The bron-
chioles branch into finer tubes (alveolar ducts) that in turn terminate in 750
million sacs called alveoli (Best & Taylor, 1966). The walls of the alveoli are only
one cellular layer thick and are surrounded by beds of capillaries. Because the
blood is separated from the air only by the walls of the alveoli and capillaries,
oxygen can move rather freely from the lungs to the blood, whereas carbon
dioxide can move freely from the blood to the lungs.

The lungs are like balloons and cannot inflate or deflate themselves. The rib
cage (ribs, spine, and sternum) and muscles of the chest mechanically inflate the
lungs at sea level air pressure. Attached to the base of the rib cage is a strong
band of skeletal muscle called the diaphragm that acts like a piston. Contraction of
the diaphragm pulls the lungs downward and thus mechanically expands them.
Air pressure inside the lungs drops below atmospheric pressure and outside air
rushes into the lungs (inhalation). Exhalation is normally a much more passive
process. Both the diaphragm and the lungs are elastic and tend to “snap back”
to their original shape. Thus relaxation causes the diaphragm to move upward
and allows the lungs to collapse inward. This mechanical compression causes air
pressure inside the lungs to become higher than atmospheric pressure, and air
rushes out of the lungs. Under resting conditions, diaphragm movement (more
commonly called abdominal breathing) moves about one-half a liter of air (tidal
volume) in and out of the lungs during each inhalation—exhalation cycle.
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Although the tidal volume is adequate for metabolic needs at rest, it is
insufficient for the sudden increase in oxygen needed during strenuous physical
activity. The physical movement of the diaphragm is limited by the viscera in the
abdominal cavity. One method for increasing the volume of air exchanged dur-
ing respiration cycles is to increase the distance traveled by the diaphragm by
voluntarily forcing the abdominal muscles outward. This abdominal movement
pulls the viscera downward and outward and allows the diaphragm to contract
fully. Conversely, contraction of the abdominal muscles forces the viscera in-
ward and upward and thus helps compress the lungs. Such forced abdominal
breathing increases respiration volume to about 2 liters.

A second way to increase respiration volume is to increase the size of the rib
cage. Two pairs of muscles, the external and internal intercostals, are located
between each rib. Contraction of the external intercostal muscles causes the
ribcage to move upward and outward and thus facilitates inhalation. Converse-
ly, contraction of the internal intercostal muscles compresses the rib cage and
lungs, forcing exhalation. The external muscles of the chest (pectoralis major
and minor) and back (latissimus dorsi) can also assist the intercostals in expand-
ing and contracting the rib cage. Due to mechanical limits of the rib cage, inter-
costal breathing can increase respiratory volume by only about 1 liter of air.

Both in terms of the increase in respiration volume and in the amount of
physical effort required, abdominal breathing is more “cost-effective’”” than in-
tercostal breathing. Yet researchers have consistently found that a large percent-
age of adults in our culture habitually suppress abdominal breathing and show
intercostal breathing. A number of theorists have speculated on the psychologi-
cal significance of such ineffective respiration patterns, and these theoretical
positions will be discussed later in this chapter.

The skeletal muscles involved in respiration are commonly labeled as volun-
tary muscles and, to a degree, respiration is under voluntary control. Yet, para-
doxically, these same muscles also act as involuntary muscles and relax and
contract rhythmically without conscious effort. Researchers have discovered
that the CNS contains multiple interlocking control centers that stimulate the
respiratory muscles in a periodic fashion and thus produce an involuntary pat-
tern of rhythmical breathing.

The medulla contains both an inspiration and expiration center that func-
tion in an antagonistic fashion. Stimulation of the inspiration center stimulates
the respiratory muscles and temporarily inhibits the expiratory center. Con-
versely, stimulation of the expiration center simultaneously causes contraction
of the expiration muscles and the temporary relaxation of the inspiration mus-
cles by inhibiting the inspiration center. This oscillatory inhibition produces a
crude pattern of rhythmical breathing. However, if the brain stem is cut above
the medulla (leaving the inspiration—expiration centers intact), breathing be-
comes an abnormal pattern of gasps.

The second set of respiratory control centers is found in the pons. The pons
inhalation (apneustic) and exhalation (pneumotaxic) centers act as “timers” to
produce smooth rhythmical patterns of respiration.

The hypothalamus provides the third level of respiratory control. The hypo-
thalamic nuclei can trigger either sympathetic arousal that produces deeper and
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faster breathing or parasympathetic arousal that produces shallower and slower
breathing. Given that a number of limbic structures stimulate the hypothalamus,
it should be stressed that the term hypothalamic control center should not be taken
literally.

Broca's area and the motor areas of the cortex are the fourth level of respira-
tory control. Speech production involves a complex pattern of expiration, vocal
cord contraction, and tongue movements. Activation of Broca’s area temporarily
overrides the rhythmical respiration cycle produced by subcortical control cen-
ters. Similarly, behaviors such as holding your breath or playing a wind musical
instrument demonstrate that the motor cortex can also temporarily supercede
subcortical control centers. It should be noted that such cortical control is quite
transient and is inhibited by either an excess or a shortage of carbon dioxide in
the bloodstream.

The respiratory centers in the CNS are stimulated by a wide variety of
sensory receptors. Specifically, CNS respiratory centers receive input from pres-
sure and chemical receptors in the carotid artery and the aorta; from stretch
receptors in the lungs, the skeletal joints, and the anal sphincter; from blood
temperature receptors in the hypothalamus; and from pain and cold receptors
located in the skin. These various sources of sensory feedback allow the respira-
tion control centers to produce reflexive adjustments in respiration rate and
depth. For example, despite the importance of oxygen to true respiration, the
CNS control centers are surprisingly hyposensitive to blood oxygen levels but
are hypersensitive to blood levels of carbon dioxide. Even large changes in blood
oxygen levels have rather delayed effects on respiration, but sudden small shifts
in blood carbon dioxide levels induce reflexive changes in respiration. Increasing
carbon dioxide levels elicits increased respiration, whereas decreasing carbon
dioxide levels inhibits respiration.

The sensitivity of the brain to carbon dioxide levels is extremely easy to
demonstrate. If you lie down and force yourself to breath very deeply (hyper-
ventilate) for about 2 minutes, you will expel an excessive amount of carbon
dioxide and produce a shortage of carbon dioxide in the blood called acapnia. As
carbon dioxide levels drop, you will become dizzy and experience sensory hallu-
cinations such as tingling in the limbs. Your breathing will involuntarily stop
temporarily (apnea), which allows your blood levels of carbon dioxide to return
to normal. If you repeat the demonstration while breathing into a paper bag,
however, the symptoms do not occur because you are reinhaling carbon dioxide
that you expelled during hyperventilation.

Hyperventilation is normally inhibited by acapnia-induced apnea. Howev-
er, some individuals may react emotionally to the symptoms of hyperventilation
and thus inadvertently prolong hyperventilation. We will discuss panic (anx-
iety)- and asthma-related hyperventilation attacks later in this chapter.

6.1.1. Methodological Issues in Respiration Research

Respiration volume can be measured directly by having subjects breathe
through a gas mask and by recording the amount of air inhaled and exhaled.
Although this spirometer technique is still employed in medical research, subjects
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often report that breathing through a mask for any prolonged period of time is
extremely uncomfortable. Thris spirometer recording may, itself, act as a stressor.
To minimize stress to the subjects, psychophysiologists commonly employ indi-
rect recording techniques such as thermal recording and pneumography.

In thermal respiration recording, a sensitive electronic thermometer is taped
or held in place in a mask next to the nostrils. Inhalation draws environmental
air past the thermometer producing a temperature decrease, whereas exhalation
releases air that has been warmed in the lungs and thus produces a temperature
increase. These temperature changes can be plotted by a chart recorder to pro-
duce an accurate record of respiration rate but not depth.

Pneumography is another commonly used indirect technique for recording
respiration. In this technique, air-filled rubber bellows are strapped around the
chest and/or abdomen. A small tube connects the bellows with a pressure trans-
ducer. As the chest or abdomen expands suring inspiration, air pressure de-
creases in the bellows. Conversely, as the chest or abdomen contracts during
expiration, air pressure increases inside the bellows. The plot of these pressure
changes appears similar to that produced by thermal recording. However, with
the pneumographic method, the height of each wave does reflect respiration
depth if both chest and abdominal recordings are made simultaneously (Hassett,
1978). The need for simultaneous recording at both the chest and abdomen
reflects individual differences in breathing “style.” Subjects who habitually
breathe abdominally may show marked increases in respiration depth with little
change in chest diameter. Conversely, subjects who breathe intercostally may
show marked increases in respiration depth with little change in abdominal
diameter.

Kovats, Kiss, Naszlady, and Nemeskeri (1981) have experimented with the
use of different photographic techniques (projection of rectangular grids, virtual
prisms, mirrors, and stroboscopic lighting) to measure respiration rate and
depth in freely moving human subjects. Although photographic techniques may
eventually provide a nonintrusive method for quantifying respiration, such
methods are not currently employed by most respiration researchers.

Due to the relative simplicity of recording techniques, respiration research is
less prone to equipment artifacts than other physiological research (Stern, Ray,
& Davis, 1980). The most common artifacts in respiration research are reactive
effects and sample bias.

Reactive effects are due to the intrusive nature of the recording techniques
and are of particular concern because subjects have a higher degree of voluntary
control over respiration than most other physiological responses. Moreover,
subjects may react emotionally to discomfort produced by the recording equip-
ment (e.g., “‘I can’t breathe normally with this damn mask on”) or to the sexual
connotations of the chest bellows in pneumographic recording.

Sample biases are another major source of artifacts in respiration research.
Like cardiovascular activity, respiration activity varies with a number of subject
variables (age, body size, physical conditioning, sex, etc.). For example, the
average respiration rate (inspiration-expiration cycles per minute) is 44 for in-
fants, 26 for children, 17 for young adults, and 20 for elderly adults. The higher
respiration rates of infants and children are partially due to their higher meta-
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bolic rates. Another contributing factor to higher respiration rates during infancy
and childhood is that the total volume of air that can be inspired varies with
body (and therefore lung) size.

Sex is another potential source of sample bias. Although no sex differences
in respiration are observed prior to puberty, after puberty women consistently
show lower oxygen consumption but higher pulse rates during exercise than
men (Astrand & Astrand, 1978). When respiratory data are adjusted for body
weight, women still average about 80% of the oxygen consumption of men. This
sex difference appears to be due to a number of physiological factors (Falls,
Baylor, & Dishman, 1980). First, given that the average adult male is physically
larger than the average adult female, it is not surprising that lung capacity of the
average male is 1.4 liters greater than the average female. Second, adult women
have a higher percentage of body fat and a smaller percentage of active muscle
mass than adult men. Because muscle absorbs more oxygen than fat, the ob-
served sex difference in respiration may be due to sex differences in body com-
position. Third, an adult woman’s blood has lower oxygen-carrying capacity
(hemoglobin concentration) than a man’s blood. Fourth, women’s respiration
and heart rates vary with the menstrual cycle and are slower during preovula-
tion than postovulation (Little & Zahn, 1974). It should be noted that the ob-
served sex differences in respiration do not imply that males have a biological
advantage. Indeed, Hannon (1978) found that females adapted faster than males
to the respiratory stress of high altitudes.

Sex differences in clothing may also partially account for the observed sex
differences in respiration. Although “’sticking your chest out and pulling your
stomach in” is stereotyped in our culture as “‘good posture” for both sexes, the
use of girdles and other restrictive clothing to achieve this posture has tradi-
tionally been stereotyped as feminine. Not surprisingly, the higher incidence of
intercostal breathing patterns has been reported in women rather than in men
(Clausen, 1951). Simply removing the subjects’ clothing may not eliminate the
sex differences in clothing-related respiration patterns. Women who habitually
wear girdles adapt their breathing to restricted abdominal movement. Although
removing the girdle theoretically allows the individual to breathe abdominally,
she may continue breathing intercostally due to habit.

6.2. EMOTIONS AND RESPIRATION

During the early 1900s, a number of researchers reported that specific emo-
tional states such as anger could be distinguished on the basis of respiration
patterns alone. Contradictory findings, however, soon led researchers to con-
clude that respiration was an unreliable index of emotional states (Woodworth &
Schlosberg, 1952; Hassett, 1978). Accordingly, prior to the early 1970s, laborato-
ry research on the relationship between respiration and emotion was extremely
sparse. For example, Ax (1953) reported that respiration rate increased during
fear and decreased during anger. Such reports, however, were generally ig-
nored as researchers focused upon ““more” reliable physiological indices of emo-
tional arousal such as EDA and cardiovascular activity.
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Over the past two decades, research on the issue of ““voluntary versus
involuntary responses” has led to a mild resurgence in interest in the rela-
tionship between respiration and emotional states. Scientists have debated
whether humans are capable of learning to consciously control “involuntary”
autonomic responses either directly (e.g., mentally lower your heart rate) or
indirectly by consciously manipulating other physiological responses such as
decreasing heart rate by decreasing skeletal muscle tension. Given that respira-
tion is paradoxically both an involuntary and voluntary response, it is not sur-
prising that respiration has played a central role in the “self-control”” debate.

6.2.1. Respiration as an “Involuntary” Response

Critics of the “self-control” position argue that humans, like other animals,
are genetically programed to display specific involuntary responses during emo-
tional states. For example, crying consists of an inspiration followed by a series
of short convulsive expirations accompanied by vocal cord vibrations. Laughter
involves an almost identical pattern of respiration as crying, and often the two
responses merge into an indistinguishable pattern (e.g., “I laughed so hard that
I cried”). Sobbing involves a series of convulsive inspirations followed by a
single long expiration. Screaming involves a long forced expiration accompanied
by high-pitch vocalizations. Such emotional respiratory behaviors are found
cross-culturally and, thus, are presumably genetically determined.

Although such emotional respiratory behaviors can be both voluntarily sup-
pressed and “faked,” such attempts at self-control may themselves produce
distinct involuntary changes in respiration. To examine this issue, we will focus
on two fascinating research areas—lie detection and humor.

6.2.1.1. Lie Detection Research

The lie detector, or field polygraph, exam is based on the assumption that
humans have little conscious control over the physiological correlates of emo-
tional states. Presumably, both guilt associated with lying and fear of detection
elicit distinct patterns of autonomic arousal that can be detected by simul-
taneously recording EDA, pulse rate, BP, and chest and abdominal pneumogra-
phy (Smith, 1967). The actual polygraph exam consists of a structured interview
in which the subject is instructed to answer “yes” or “no” to a series of carefully
constructed questions.

The most commonly used form of lie detection interview is called the con-
trol question technique. Some of the questions are “neutral,” items, such as “Is
your name John [Jane] Doe?”” Mixed in with neutral questions are “critical”
(crime-related) questions, such as “Did you steal X dollars from your em-
ployer?” Presumably, higher physical arousal to the critical rather than neutral
questions is indicative of lying. One potential problem with this technique is that
an innocent individual may also respond emotionally to critical questions.

A less commonly used polygraph interview technique is called the guilty
knowledge test. The subject is asked a series of highly related questions, such as
“did you stab her with a knife? Scissors? An icepick?”” Presumably, only the
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guilty party has specific information about the details of the crime and thus
should show higher physiological arousal to the actual murder weapon. An
emotionally aroused but innocent subject should respond equally to all three
weapons.

The use of field polygraph exams in criminal investigation dates back to the
1890s with the pioneering work of the Cecsare Lombroso (Hassett, 1978). Al-
though the average person associates lie detection with criminal investigations,
American courts rarely accept polygraph exams as evidence. Polygraph exams
are more commonly used to screen employees in both government and indus-
try. Lykken (1974) estimated that several million polygraph exams are given
every year in the United States alone.

Laboratory researchers have long suspected that the field polygraphers’
claims of “95% to 99% accuracy’” were highly inflated (Munsterberg, 1908).
Empirically testing the accuracy of polygraph exams, however, is extremely
difficult. In order to determine whether the results of the polygraph were correct
or in error, one must know the individual’s absolute guilt or innocence.

One approach used to estimate the validity of polygraph exams is post hoc
analysis. Court cases are selected in which the defendants were administered
polygraph exams prior to trial. Individuals who later confessed or were convicted
are classified as guilty, and individuals who were later acquitted are classified as
innocent. The court outcome can then be compared to polygraphers’ judgment
of guilt or innocence. Across studies, the accuracy rate of polygraph exams
(defined by later convictions or acquittals) ranges from 88% to 94% (Grings &
Dawson, 1978). Lykken (1979) noted that when the field polygraph operators
score the charts blindly (i.e., without interviews), their accuracy rates drop to
64% to 71%. Similarly, Kleinmuntz and Sczuko (1984) found that when six
professional polygraph operators were asked to score the physiological records
blindly, they misclassified 39% of the innocent individuals as guilty. One “pro-
fessional”” operator misclassified 62% of the innocent subjects.

The major flaw with the post hoc analysis approach is that the individual’s
guilt or innocence is never absolutely known. Innocent people confess (for what-
ever reason) to crimes they did not commit. Moreover, juries convict some
unknown percentage of innocent people and free some unknown percentage of
guilty people. Indeed, if human judgments were infallible, there would be no
need for polygraph exams.

In order to control subjects’ guilt or innocence, researchers attempted to
reproduce the testing situation of field polygraph exams in the laboratory by
employing a social induction technique called the mock crime (Lykken, 1959).
Each subject is given a “role” (spy, police officer, hardened criminal, etc.), and
an elaborate script of a “crime” to act out. For example, the subject may be
instructed to “’steal” an object from a faculty member’s office. Commission of
the mock crime and, thus, each subject’s ““guilt” or “innocence” can be objec-
tively documented.

One methodological problem laboratory researchers face is how to score
physiological data for “lying.” Field polygraph operators use a variety of scoring
systems and many rely on a global, or Gestalt, pattern of sympathetic arousal
(Smith, 1967). In order to establish a more standardized scoring system, re-
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searchers have attempted to identify the types of physiological changes that field
operators intuitively use. For example, field operators commonly interpret sud-
den stoppage (respiration blocks) or slowing of respiration rate as indicative of
lying (Reid & Inbau, 1977). Although respiration blocks are unambiguous,
“slowing” is not. How much does respiration rate have to decrease to indicate
lying? To avoid intuitive judgments, laboratory researchers employ statistical
criteria such as scoring respiration rate as “slowed” when it drops below the
mean respiration rate for neutral items or for the 30-second period preceding
presentation of a critical item.

Perhaps the most interesting finding to emerge from the mock crime liter-
ature was that respiration changes may be reliable indices of lying. A number of
studies have found that either respiration depth, respiration rate, or both pro-
vide a valid clue to guilt or innocence (Ellson, Davis, Saltzman, & Burke, 1952;
Barland & Raskins, 1972, 1975a,b; Cutrow, Parks, Lucas, & Thomas, 1972). For
example, Ellson et al. (1952) obtained an accuracy rate of 77% when decreases in
respiration depth were used as the sole criterion of guilt in a mock crime situa-
tion. Similarly, Szucko and Kleinmuntz (1981) found that both chest and abdom-
inal respiration measurements were significantly related to guilt and innocence.
These findings raise a puzzling question, namely if lie detection is based on
discovering subjects’ involuntary physiological responses to lying, why does
respiration (which is partially voluntary) often provide a more valid clue to
deception than other autonomic responses?

One plausible explanation for the importance of respiration data in lie detec-
tion is that respiration changes may themselves be valid indices of deception.
Smith (1967) noted that subjects’ attempts to “fake” answers are often accom-
panied by distinct changes in respiration. Given that other respiratory behaviors
(crying, laughing, screaming, etc.) accompany emotional states, it is highly plau-
sible that the “breath-holding” type of behavior observed during polygraph
exams may represent an involuntary response elicited by the guilt and/or fear
that may accompany conscious deception.

An alternative explanation is that respiration changes per se may not indicate
deception. However, guilt-related respiration changes may trigger changes in
BP, EDA, and HR that, in turn, are easily detected in the polygraph record. For
example, Stern and Anschel (1968) reported that changes in respiration depth
and rate elicit reflexive adjustment in finger pulse volume, heart rate, and skin
resistance. Thus respiration changes may allow the operator to distinguish be-
tween respiration- and nonrespiration-induced autonomic changes. Consistent
with this view, a number of researchers have noted that combinations of physio-
logical measures are more accurate at determining deception than any single
response measure (Cutrow et al., 1972; Szucko & Kleinmuntz, 1981).

The results of post hoc analysis and laboratory studies of lie detection are
remarkably similar. In both cases, the polygraph exams accurately identified an
average of about 90% of the guilty subjects and about 82% of the innocent
(Grings & Dawson, 1978). Although these statistics appear impressive, it should
be noted that most researchers have ignored the base rates of guilt and inno-
cence. For example, suppose 10 out of 1,000 employees are dishonest. If we use
a polygraph to decide who to dismiss, we might successfully identify 9 of the 10
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thieves. However, we would also inadvertently fire at least 190 innocent em-
ployees. In such situations, the use of a polygraph to detect dishonest em-
ployees is analogous to using a howitzer to kill flies. Both approaches are “effec-
tive” but raise serious ethical questions about their social implications.

6.2.1.2. Humor Research

Emotion researchers have the reputation of being preoccupied with nega-
tive emotions (anger, anxiety, depression, embarrassment, guilt, etc.). Howev-
er, most researchers also have a sense of humor and occasionally we even study
it. As early as 1916, researchers observed that laughter was associated with
unique patterns of respiration (Feleky, 1916). For example, “belly laughs” are
associated with spasmodic contractions of the abdominal muscles.

Numerous studies have documented respiration changes during humor.
Averill (1969), for example, randomly assigned 54 male subjects to either a
comedy film, a sad film, or a control film and recorded their chest respiration
during the film. Subjects’ self-reports confirmed that the respective films elicited
mirth, sadness, and no emotion. Subjects who viewed the comedy showed
significantly more respiration irregularities and higher respiration rates. Com-
parison of the subjects’ respiration records with tape recordings of the noises
they made during the film revealed that respiration irregularities correlated
significantly with laughter (+.86), whereas respiration rate did not (+.11).

Sveback (1975) compared the chest and abdominal responses of 12 men and
13 women to a “candid camera”-type comedy film. Increases in abdominal
respiration depth were associated with laughter in the female subjects but not in
the male subjects. Sveback speculated that the observed sex differences may be
due to sex differences in habitual breathing patterns. However, it is also equally
plausible that the females found the film “funnier” than the males.

Sveback’s study nicely illustrates many of the methodological problems
inherent in studying humor. “What's funny?”’ varies with cognitive develop-
ment (McGee, 1979), personality (Eysenck, 1942), and a variety of other factors.
For example, depending upon the social context, at least seven distinct types of
laughter (apologetic, anxious, derisive, humorous, ignorant, social, and tickle-
induced) can be discriminated (Giles & Oxford, 1970). An individual who would
respond with humorous laughter to a ““dirty joke” in private may display anx-
ious or social laughter if the same joke were told in public.

6.2.2. Respiration as a “Voluntary” Response

Proponents of self-control argue that both the lie detection and humor
literatures suggest that at least a significant minority of individuals can success-
fully ““fake” emotional behaviors and inhibit displays of emotional states. Re-
searchers, however, disagree over how such physiological self-regulation could
be achieved. As we will discuss in greater detail in Chapter 10, actors commonly
use two techniques for reproducing emotional behaviors. In “nonmethod” act-
ing, the actor attempts to consciously produce the desired response such as
crying. In “method” acting, the actor concentrates on a memory or mental
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image associated with the appropriate emotional state and thus attempts to
consciously trigger an “involuntary” response. Researchers examined whether
either of these acting techniques may be effective in controlling “involuntary”’
autonomic responses.

Researchers who adopt the “nonmethod” approach simply instruct subjects
to consciously produce a specific physiological response. For example, Engel
and Chisms (1967) instructed subjects to either increase or decrease their respira-
tion rate by 20% for a 10-minute period. In both conditions, heart rate remained
constant and finger pulse volume decreased. However, respiration rate pro-
duced differential changes in the beat-by-beat variability in heart rate. Slow
breathing increased heart rate variability, whereas fast breathing decreased it.
Similarly, Sroufe (1971) found that changes in respiration rate produced changes
in the beat-by-beat variability in heart rate, whereas changes in respiration depth
produced changes in both heart rate level and variability. Deep breathing pro-
duced an increase in heart rate and variability. Conversely, shallow breathing
produced decreases in heart rate and variability. Thus the common advice of
“take a deep breath and relax”” may produce (not reduce) cardiac arousal.

The observed yoking of respiration and other autonomic responses led
researchers to explore whether teaching subjects to breathe at specific rates
(paced respiration) would be effective in reducing autonomic arousal to stress-
ors. Harris, Katkin, Lick, and Habberfield (1976) randomly assigned male sub-
jects to either a paced respiration condition (8 inspirations per minute) or one of
two control groups. Subjects in the paced respiration group were presented with
a light that blinked on and off and were instructed to inhale when the light was
turned on. After the experimental subjects were given 10 minutes of training
synchronizing their breathing with the light, all subjects were informed that
they would be presented with two tones that might be accompanied by an
electric shock. Three minutes later, the tone was presented and followed by a
painful electric shock. After another 90 seconds, the second tone was presented
but was not followed by an electric shock. Subjects in the paced respiration
group showed lower EDA to the electric shock than control subjects. However,
no reduction in cardiac responses to shock was observed in the paced respiration
group.

Il?lolmes, McCaul, and Solomon (1978) examined whether teaching subjects
to maintain a normal resting breathing rate and depth would reduce their reac-
tion to stressors. Experimental subjects were given a record of their own resting
respiratory patterns and instructed to attempt to duplicate the model with the
movement of the polygraph pen by controlling their breathing. This biofeedback
procedure allowed subjects to duplicate both respiration rate and depth. How-
ever, the respiration biofeedback training had no effect on either subjects’ emo-
tional or cardiac arousal to the threat of electric shocks. In a second experiment,
subjects were assigned to either slow respiration (8 inspirations per minute),
normal respiration (16 inspirations per minute), or control conditions (McCaul,
Solomon, & Holmes, 1979). Slow respiration produced reductions in EDA and
pulse volume responses to the threat of electric shock but had no effect on heart
rate. Subjects in the slow respiration group also reported lower anxiety than
subjects in the other two conditions. In a third experiment, male and female



132 Chapter 6

subjects were taught to inhale quickly but to exhale slowly in order to slow
respiration to about 6 inspirations per minute (Cappo & Holmes, 1984). Again,
slow respiration produced reductions in both EDA and subjective arousal to the
threat of electric shocks.

One of the major criticisms of the paced respiration studies is that subjects
are given minimal training at controlling respiration prior to the presentation of
the stressors. Clinical stress-reduction programs that incorporate breathing exer-
cises (autogenics, progressive relaxation, etc.) generally encourage clients to
practice their exercises on a daily basis for weeks before attempting to use their
exercises to cope with stressful situations. In sharp contrast, laboratory studies
have often given subjects 10 minutes of practice at paced respiration. Obviously,
the degree of mastery of respiration that subjects acquire after such brief training
is highly questionable. For example, in one paced respiration study conducted in
my laboratory, we noted that a large percentage of subjects who received brief
training “forgot”’ to breathe regularly when presented with stressors (Beck,
Thompson, & Adams, 1981). Such observations suggest that paced respiration
may be ineffective as a ““brief” form of stress-reduction training. Whether pro-
longed training would improve subjects’ abilities to pace their respiration in
stressful situations is currently an open question.

Fenz and Epstein’s (1967) naturalistic study of experienced and novice para-
chutists strongly suggest that paced respiration may be an effective self-control
technique. Novice parachutists showed a marked increase in respiration rate
from the time they arrived at the airport until the time they jumped from the
plane. In contrast, experienced parachutists showed only a modest increase in
respiration rate during takeoff and then reductions in respiration rate (despite
increasing altitude) until the point of the jump. These respiration changes oc-
curred prior to changes in EDA and HR in the experienced jumpers. The authors
speculated that

if the assumption is made that an inhibitory process is responsible for the
decline in response of experienced parachutists, then respiration is inhibited
first and skin conductance last, with heart rate more similar to skin conduc-
tance. It is noteworthy that the order corresponds to the degree to which
conscious control of, and feedback from, the different system is possible.

(p. 41)

The overall pattern of results of the paced respiration studies suggests that
in stressful situations respiration appears to be yoked with EDA but only par-
tially yoked with cardiac activity. These findings are puzzling only if we con-
ceive of sympathetic arousal as a unitary phenomenon. Numerous researchers
have argued that the complex system of interlocking CNS controls causes physi-
ological systems to function in a quasi-independent fashion (Lacey, 1959; Obrist,
Howard, Lawler, Galosy, Meyers, & Gaeblein, 1974). As discussed previously in
Chapter 4, the coupling-decoupling of cardiac activity and other physiological
responses appears to be dependent on both attention (environmental intake
rejection) and on the active-passive coping behaviors used to deal with the
threat.
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Given that both attention and active-passive coping behaviors reflect sub-
jects’ cognitive coping strategies, it would appear that cognitive activity and
physiological arousal may be intimately related. Not surprisingly, numerous
authors have argued that techniques such as “method” acting that focus on
consciously manipulating cognitions may be effective means of physiological
“self-control.” For example, studies have consistently found that respiratory
changes may accompany emotional images. Lang, Melemed, and Hart (1970)
reported that subjects showed higher respiration rates visualizing fear than
neutral scenes. Similarly, Craig (1968) noted that respiration rate decreased dur-
ing a cold pressor test but increased when subjects imagined or witnessed an-
other subject taking a cold pressor.

Clearly, “hot” (emotional) cognitions can elicit distinct changes in respira-
tion. However, researchers disagree over what constitutes a “hot” cognition.
Specifically, are “hot” cognitions vivid representations of external events, or are
they codes for emotional physiological responses, or both?

Carroll, Marzillier, and Merian (1982) examined whether imagery instruc-
tions that focus on stimulus characteristics (mental pictures) or that emphasize
response characteristics (somatic sensations such as vomiting) were more effec-
tive at eliciting emotional arousal. A total of 24 female and male subjects were
divided into stimulus imagery or response imagery conditions. Each subject was
instructed to vividly imagine three relaxing scenes and three arousing (anxiety
or excitement) scenes. In the response condition, the mean respiration rate
increased 5 cycles per minute (cpm) with arousal images and decreased 2 cpm
with relaxation images. In the stimulus condition, arousal images produced only
a 2-cpm increase, and relaxation images produced only a 1-cpm decrease. Thus
response imagery instructions appeared to have had a much greater effect on
respiration than did stimulus imagery instructions.

Other researchers, however, have failed to demonstrate the importance of
response components of “hot” cognition. Kantner and Ascough (1974), for ex-
ample, examined the physiological effects of two cognitive techniques (focusing
and induced affect) for eliciting emotional states in psychotherapy. In the focus-
ing technique, the subject is instructed to concentrate on a specific emotion (i.e.,
anxiety) or ongoing emotions and then try to mentally deepen the emotional
experience. In the induced affect technique, the subject is first instructed to
concentrate on a specific emotion and then is reinforced for any appropriate
emotional behavioral display or self-report of the emotional state. Forty female
subjects were assigned to focusing instruction, induced affect instructions, and
no-treatment conditions. Subjects in the two treatment groups received three 8-
minute periods of relaxation, anxiety, and relaxation instructions. During the
anxiety period, subjects in the focusing condition reported the highest anxiety
and had the highest respiration rates. Thus the focusing procedure appeared to
be more effective than the induced affect technique at eliciting emotional
arousal.

Current literature on respiration suggests that respiration changes during
emotions may be paradoxically either “involuntary”” or “voluntary”” responses.
For example, the same individual who is incapable of inhibiting screaming on a
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rollercoaster may easily inhibit screaming during a horror movie by focusing his
or her attention on the artificial aspects of the special effects.

6.2.3. Respiration in Psychiatric Populations

If you ask any group of psychotherapists to name a single common charac-
teristic that their patients share, a surprisingly large proportion will respond that
“they breathe funny.” Scattered throughout the clinical literature are literally
hundreds of anecdotal comments about patients with a variety of diagnoses who
showed rapid shallow respiration, excessive sighing, or hyperventilation.

Psychophysiological studies of psychiatric patients tend to support the va-
lidity of clinical observations. As a group, psychiatric patients tend to have
shallower respiration depth but higher respiration rates than normal subjects.
Roessler, Bruch, Thum, and Collins (1975), for example, recorded a variety of
physiological responses from a 23-year-old female patient during four psycho-
therapy sessions. Ratings of the intensity of her expressed emotions were
positively correlated with respiration rate (mean r = +.40) and negatively corre-
lated with respiration depth (mean r = —.33).

Consistent with case reports, abnormal respiration patterns have also been
documented in large samples of psychiatric patients. Balshan-Goldstein (1965)
tested three groups of psychiatric patients (psychotics, anxiety reactions, and
personality disorders) and a control group of “normal” subjects. All four groups
were matched on sex and race and were drug-free at the time of testing. A
number of physiological responses (including respiration rate but not depth)
were recorded while subjects rested and while they were presented with loud
“white” noise, that is, a combination of sound waves from all frequency bands
that is commonly described as meaningless hissing. All three groups of psychi-
atric patients showed a slight elevation in tonic resting respiration rate (about 1.5
cpm faster than normals). When the white noise was presented, psychotic and
anxiety reaction patients showed the largest increase in respiration rate (about 3
cpm), whereas normal subjects showed the smallest increase (1 cpm). Person-
ality disorder patients showed an intermediate (1.5 cpm) increase in respiration
rate.

Clinical researchers have also found that psychiatric patients are more likely
to experience difficulty breathing (dyspnea). For example, Dudley, Martin, and
Holmes (1968) found that anger- and anxiety-induced dyspnea were related to
hyperventilation, whereas depression-induced dyspnea was associated with
hypoventilation.

Burns (1971) compared a sample of depressed patients who complained of
dyspnea with patients with obstructive airway disease (OAD) and noted numer-
ous differences in the symptoms reported by these two groups of patients. For
example, OAD patients complained primarily of difficulty exhaling, whereas the
depressed patients complained of difficulty inhaling. Approximately 91% of
OAD patients’ respiratory distress was positively correlated with their level of
physical exertion. In contrast, only 9% of the depressed patients reported exer-
cise-related dyspnea, and 88% reported rest-related dyspnea attacks. About 63%
of the depressed patients reported experiencing a ““weight” on their chest at rest
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that fluctuated with their depressed mood. About 82% of the depressed patients
also reported panic attacks accompanied by hyperventilation and a fear of death.

Steinhardt (1970) argued that separating psychogenic and organic respirato-
ry dysfunctions is often extremely difficult. Patients with organic lung disease
such as emphysema frequently report emotion-related respiratory distress. Con-
versely, patients with conversion or psychophysiological respiratory disorders
may consciously deny any connection between respiratory distress and their
emotional states.

One commonly cited explanation for the abnormal respiration patterns of
psychiatric patients is that, because respiration depth is highly dependent on
posture, psychiatric patients may simply be more likely than normal individuals
to adopt postures that restrict respiration. Mechanically, the respiratory systems
of animals function optimally in an quadruped posture (i.e., on all fours). In this
position, gravity pulls the viscera outward and thus allows the diaphragm to
move freely. Upright postures place a greater mechanical strain on the respirato-
ry system. When you stand in an upright posture, gravity pulls downward on
both the viscera and the diaphragm. Thus gravity impedes deep breathing by
compression of the diaphragm against the viscera during inhalation and by
opposing the elastic return of the diaphragm during exhalation. In order to
breathe deeply, you must force your abdomen forward to increase the amount of
diaphragm movement. Standing in either a military “chest-out” posture or in a
“gorilla” posture with your shoulders hunched forward further increases the
mechanical effort needed to breathe deeply. Abdominal movements are similar-
ly restricted in sitting postures.

Alexander and his followers argued that, due to learned postural irreg-
ularities, abnormal respiratory patterns are common in both psychiatric patients
and in the general population (Metheny, 1952; Alexander, 1969; Barlow, 1973;
Jones, 1976). Alexander systematically examined individual differences in the
body movements involved in performing everyday activities. He noted that the
average person habitually performed simple motor acts, such as rising from a
chair, in an awkward and mechanically inefficient manner. That is, due to pos-
tural irregularities, the average person expended much more energy than was
needed to perform the task. Alexander and his followers observed that simple
physical exercises designed to teach clients how to correct postural irregularities
also produced symptom relief from a variety of somatic and psychological disor-
ders (Tinbergen, 1974).

Observational studies of psychiatric patients have consistently supported
Alexander’s hypothesis of posture-induced respiration irregularities. As a
group, psychiatric patients are more likely than normal individuals to habitually
adopt postures that impede respiration. For example, exaggerated gorilla pos-
tures are commonly observed in depressed patients, where contorted postures
are often displayed by psychotic patients. (We will discuss these observational
studies in Chapter 11.)

Reich and his student, Lowen, proposed an alternative theoretical explana-
tion for both respiratory and postural abnormalities in psychiatric patients
(Reich, 1961; Lowen, 1967, 1973, 1974, 1976). They argued that somatic symp-
toms are physical manifestations of unconscious psychological conflicts. For
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example, an individual who feels a strong but socially unacceptable impulse to
scream obscenities as his or her boss may consciously deny the impulse (ego
defense) while simultaneously inhibiting the emotional behavior by tensing the
neck muscles to choke off the scream (body armor). Reich (1961) observed that
when individuals were induced to relax abnormally tense skeletal muscles, they
frequently experienced a cathartic release of specific emotional or motivational
impulses. That is, the individual may spontaneously cry, laugh, scream, become
sexually aroused, and so forth. Conversely, Reich observed that patients’ psy-
chological improvement was often paralleled by decreases in muscle tension.
(We will discuss these findings in more detail in Chapter 11).

Both Alexanderian and Reichian therapies are fascinating attempts to ex-
pand respiration research beyond the simplistic concept of “‘sympathetic
arousal.” Unfortunately, both approaches share a common methodological flaw,
namely the overreliance on clinical observation. If improvement in posture or
psychological functioning does produce improvements in the depth of respira-
tion, then such changes could be easily documented by recording respiration
patterns before and after therapy. Yet after 100 years of Alexanderian therapy
and about 50 years of Reichian therapy, no such documentation of the efficacy of
therapy has been reported.

6.2.4. Psychophysiological Respiratory Disorders

Prior to DSM-III, only one respiratory disorder (bronchial asthma) was con-
sidered psychosomatic. Recently, researchers have identified a second psycho-
physiological respiratory disorder, the hyperventilation syndrome or HVS.

6.2.4.1. Bronchial Asthma

The incidence rates of asthma during childhood range from 0.7% (Sweden)
to 4.9% (USA), and in adults they range from 0.6% (United Kingdom) to 5.7%
(United States). The incidence of asthma also varies with age and sex (Weiner,
1977). During childhood, male asthmatics outnumber females two or three to
one, whereas during adolescence, the sex ratio approaches 1:1. In females, the
incidence rate of asthma increases with age, and women over the age of 45 have
two to three times the incidence of asthma than do younger women. In males,
asthma is most common in boys under the age of 5 and men over the age of 45.

Bronchial asthma attacks are characterized by the narrowing of the air pas-
sages inside the lungs. A number of different physiological mechanisms are
involved in asthma attacks. The smooth muscles in the walls of the bronchioles
and bronchi constrict spasmodically. The walls of the bronchioles swell with
fluid (edema) and increase the amount of mucous secreted into the air passages.
These three physiological mechanisms interfere primarily with exhalation rather
than inhalation. Air flows rather freely into the lungs as they expand but then
becomes trapped in the alveoli as the lungs contract. Exhalation of air through
the narrowed air passages produces the wheezing and coughing characteristic of
asthma attacks. In severe asthma attacks, inhalation may also be impeded by the
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distension of the lungs by air trapped in the alveoli ahd by the partial collapse of
the walls of the bronchi and trachea.

Hypersensitivity to environmental antigens (allergy-triggering agents such
as pollen) accounts for between 30% and 50% of all asthma cases (Holman &
Muschenheim, 1972). However, researchers have also found that, in any given
patient, asthma attacks can be induced by a wide variety of other physical
stressors (cold, exercise, hyperventilation, infections, odors, smoke, etc.) and by
psychological stressors, including emotional states. Although a given asthmatic
patient may be more likely to react to antigens or infections or psychological
stress, about 70% of all asthma attacks are triggered by a combination of stimuli.

The documentation of ““psychophysiological” asthma attacks has unfortu-
nately led to the development of the dangerous folk myth that asthma is ““in the
patient’s head” (Purchell & Weiss, 1970). Regardless of whether the triggering
stimuli are physical or psychological, asthma is a potentially life-threatening
disease, and it accounts for about 0.6% of all deaths (Rees, 1956). In the most
severe form of asthma (status asthmaticus), the patient suffers a continuous attack
that is extremely resistent to medical treatment, and he or she may die from
either heart or respiratory failure.

Mathis (1964) cited an interesting case of lethal “psychophysiological”” asth-
ma. A 59-year-old man decided to sell his business against the wishes of his
domineering mother. His distraught mother repeatedly warned him that “some-
thing dire will happen to you" for being a disobedient son. Although he had no
history of respiratory disease, he suffered a mild asthma attack 2 days later.
Over the following 8 months, he suffered a series of violent asthma attacks after
arguments with his mother. Despite repeated medical and psychiatric treat-
ments, he died from his “imaginary” symptoms.

The most obvious approach to identifying which specific emotions trigger
asthma attacks is to interview asthmatics. Surprisingly, the asthmatics’ re-
sponses sound like a list of human emotional states. Common responses include
anger, anxiety, depression, disgust, embarrassment, excitement, fear, guilt,
humor, jealousy, joy, sadness, shame, and sexual arousal. Based on asthmatics’
self-reports, it would appear that emotional arousal per se rather than specific
emotional states triggers asthma.

Consistent with the emotional arousal hypothesis, researchers have con-
firmed that a variety of emotional states may trigger impaired respiration in
asthmatics. For example, Clarke (1970) found that hypnotic suggestions of asth-
ma and anger or asthma and fear elicited greater decreases in forced expiration
volume than suggestions of asthma alone. Similarly, Tal and Miklich (1976)
reported that instructing asthmatic children to imagine either anger or fear stim-
uli produced decreases in expiration flow rates. Levenson (1979) found that
asthmatics displayed an empathic increase in respiratory resistance in response
to a film about hospitalized asthmatic children. Stevenson and Ripley (1952)
observed that adult asthmatic patients showed prolonged expiration to a variety
of emotional themes, including anger, anxiety, depression, and guilt. Six of their
15 asthmatic subjects apparently experienced attacks at the beginning of, or
during, the interview. Thus it would appear that any emotional state may trigger
asthma attacks in susceptible individuals.
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Purchell and Weiss (1970), however, voiced four objections to the emo-
tional-arousal hypothesis. First, asthma attacks may be triggered by specific
emotional behaviors (crying, laughing, screaming, etc.) rather than by specific
emotional states. A patient who reports that depression and joy trigger his or
her attacks may be ignoring a common emotional behavior (crying). Second,
asthmatics may have been repeatedly told by physicians that their attacks are
triggered by emotions and, thus, may mistakenly associate any concurrent emo-
tional state with their asthma attacks. Third, asthmatics may confuse their emo-
tional states during or after attacks with emotional triggers. Between attacks,
asthmatics often react to their disease with anxiety, disgust, and embarrass-
ment. During attacks, asthmatics often report (rather realistically) anxiety and
fear. Fourth, asthmatics, like other humans, may deliberately misreport their
emotional states. Moreover, a number of studies suggest that a significant mi-
nority of asthmatics are alexithymics or repressors (Dahlem & Kinsman, 1978;
Kleiger & Dirks, 1980).

Purchell and Weiss (1970; Purchell, 1963) do not dispute that emotions can
trigger asthma attacks. Indeed, based on clinical observations, they argued that
only three negative emotional states (anger, anxiety, and depression) appear to
be distinct triggers of asthma attacks. Although the results of a number of other
clinical studies would appear to support this hypothesis, additional research is
clearly needed to identify which emotions may elicit asthma attacks.

Researchers have experimented with biofeedback, muscle relaxation, and
other self-control techniques to teach asthmatics to voluntarily inhibit their asth-
ma attacks. Various reviews of these treatment programs have concluded either
that they are highly promising (Knapp, 1977; Fritz, 1983) or useless (Richter &
Dahme, 1982). Given the heterogenity of asthma populations, both conclusions
may be valid. It is highly plausible that self-control treatment may be highly
effective with asthmatics whose attacks are primarily triggered by emotions and
ineffective with asthmatics whose attacks are primarily triggered by antigens or
infections.

6.2.4.2. Hyperventilation Syndrome

As discussed earlier in this chapter, voluntary depletion of blood carbon
dioxide levels by forced deep breathing (hyperventilation) produces a variety of
symptoms that mimic the symptoms of a number of physical and psychological
disorders. Specifically, hyperventilation produces cardiovascular symptoms
(chest pain, rapid and irregular heartbeat), CNS symptoms (dizziness, fainting,
visual problems), gastrointestinal symptoms (belching, flatulence), motor symp-
toms (numbness, pain, tremor, or stiffness) and respiratory symptoms (exces-
sive sighing, shortness of breath). Hyperventilation may also produce psycho-
logical symptoms such as intense anxiety or fear or fuguelike states (Lum, 1975;
Grossman & DeSwart, 1984). The physiological mechanism believed to produce
both physical and psychological symptoms is reflexive vasocontriction of the
peripheral and cerebral arteries in response to the low levels of blood carbon
dioxide (Sim, 1963) and the resulting increase in blood pH (alkalinity).

Involuntary hyperventilation produces symptoms identical to those of vol-
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untary hyperventilation and can be triggered by a variety of physical diseases,
psychological stressors, emotions, or respiratory habits (Pfeffer, 1978). This dis-
order is called the hyperventilation syndrome, or HVS.

Currently, little is known about HVS. The incidence rate of HVS in medical
patients is estimated to be in the range of 6% to 11%. However, the similarities
between HVS and other disorders make misdiagnoses common (Lum, 1975;
Grossman & DeSwart, 1984). The frequency of HVS in the general population or
in psychiatric populations is unknown. Numerous researchers have reported
high incidence rates of psychiatric disorders in HVS patients, including agora-
phobia and other assorted phobias, anxiety reactions, character disorders, con-
version disorders, depression, malingering, and schizophrenia (Pfeffer, 1978;
Brodtborg, Sulg, & Gimse, 1984; Singh, 1984).

Given that respiration abnormalities are common among psychiatric pa-
tients, why are only a subset of patients prone to hyperventilation? Singh (1984)
tested the hypothesis that hyperventilators may be hypersensitive to carbon
dioxide. Three groups of psychiatric patients (anxiety, depression, and anxiety
hyperventilators), a group of transcendental mediators, and a normal group
were tested for CO, sensitivity using a rebreathing test. (The subjects reinhale
their own breath so the concentration of CO, increases). Unexpectedly, all three
groups of psychiatric patients were found to be hyposensitive to CO,. However,
inspection of the respiration record revealed that all three groups of psychiatric
patients were hyperventilating prior to the CO, test. Singh speculated that psy-
chiatric patients perceived the testing situation itself as a stressor.

Grossman, DeSwart, and Defares (1985) examined the effectiveness of pace
respiration training with two groups of HVS patients. Control subjects were
instructed to breathe abdominally at their normal resting rates, and experimen-
tal subjects were paced at a slower, more regular rate. At the end of 10 weeks of
training, both groups showed some reduction in HVS symptoms but a much
higher percentage of the experimental subjects showed “marked improvement”
in respiratory function and in reduction of HVS symptomology. Although these
findings appear promising, it should be noted that these HVS patients were not
tested in a psychologically stressful situation.

The clinical literature nicely illustrates the paradoxical involuntary-volun-
tary nature of respiration. Both asthmatics and HVS patients’ respiratory symp-
toms may be involuntary reactions to emotional states. Yet both asthmatic and
HVS patients may learn to consciously control their respiration to abort their

symptoms.
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The Gastrointestinal System

Both aerobic (with oxygen) and anaerobic (without oxygen) cellular metabolisms
require simple hydrocarbons. Although the tissues of both plants and animals
are composed of hydrocarbons, these organic compounds are too complex
chemically for use in cellular metabolism. The two basic functions of the gas-
trointestinal (GI) system are to chemically break down the complex hydrocar-
bons contained in food into simple hydrocarbons and to expel chemical wastes
such as fiber that cannot be digested.

7.1. ANATOMY AND PHYSIOLOGY

The gastrointestinal system is a complex series of specialized organs and
glands (see Figure 7-1). The alimentary canal, or GI tract, is a coiled hollow tube
that stretches an average of 7.6 to 9.1 m from your mouth to your anus. The
walls of the GI tract are composed of smooth muscles that rhythmically and
sequentially contract (peristalsis) to propel food toward the anus. The GI tract is
also segmented by valves or sphincters that help prevent food from moving
backward.

The mouth, pharynx, and esophagus form the first segment of the GI tract.
The mouth contains six salivary glands that secrete saliva to lubricate the food.
Chewing aids the digestive process by helping crush solid foods into a semili-
quid mass called a bolus. Swallowing involves a complex mixture of voluntary
and reflexive motor acts. The tongue lifts the bolus backward toward the phar-
ynx and against the roof of the mouth (soft palate). The soft palate moves
upward to block off the nasal cavities, and the bolus passes through the pharynx
into the esophagus.

The esophagus is a 25- to 30-cm-long tube that connects the pharynx with a
valve called the cardiac sphincter that separates the esophagus and stomach.
The muscle walls of the esophagus produce relatively weak contractions that
help propel the bolus toward the cardiac sphincter. The pressure of the bolus
against the esophagus walls causes the cardiac sphincter to relax and the bolus
enters the stomach. This process is reversed during the vomiting reflex.

141
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K A Figure 7-1. Major anatomical structures of the
gastrointestinal system.

The stomach is the second segment of the GI tract. Its primary function is to
chemically and mechanically convert food into a liquid form (chyme). The stom-
ach is composed of three layers of smooth muscle. Contractions of the stomach
walls produce both peristalsis and mixing movements. Peristalic movements
force the stomach contents to gradually move from the cardiac sphincter to the
pyloric sphincter at the base of the stomach. Mixing movements circulate and
expose food to the digestive juices. A mucus coating normally protects the inner
lining of the stomach from damage by its own secretions of hydrochloric acid
and pepsin (an enzyme that breaks down proteins). Ulcers occur when gastric
juices penetrate the mucus coating and begin digesting the walls of the stomach
itself.

The small intestine forms the third segment of the GI tract. The name small
intestine is based on its diameter (about 2.5 to 5 cm) rather than its length (about
6.7 to 7.6 m). The primary function of the small intestine is to absorb minerals
and nutrients from the chyme produced by the stomach. Two anatomical fea-
tures help protect the inner walls of the small intestine from damage by stomach
acid. First, three glands (the liver, gallbladder, and pancreas) secrete alkaline
substances into the upper small intestine (duodenum) that help neutralize stom-
ach acid. Second, irritation of the small intestine reflexively inhibits stomach
contractions. Unfortunately, neither anatomical mechanism may be sufficient to
prevent ulceration of the duodenum.

The large intestine or colon is the fourth segment of the GI tract and is
separated from the small intestine by the ileocecal sphincter. The large intestine
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follows a rather curious anatomical route from the ileocecal sphincter to the
rectum. The large intestine first ascends, then traverses across the abdomen and
then descends. Although this 1.7-m journey may appear rather illogical, it
serves the important physiological function of delaying expulsion of waste prod-
ucts while the large intestine reabsorbs water. The contents of the large intestine
are gradually converted from fluid into a semisolid mush and then into a solid
mass of waste products called feces. Slow movement of the contents through the
large intestine causes constipation, whereas rapid movement produces diarrhea.

The rectum is a 15-cm-long tube that forms the final segment of the GI tract.
The rectum is separated from the large intestine by the internal sphincter and
from the environment by the external sphincter, or anus. Although the anus is
commonly referred to as the only “voluntary” sphincter of the GI tract, it should
be stressed that defecation is normally an involuntary reflex. In most animals
(including human infants), pressure from feces against the walls of the rectum
causes the opening of the anus and contraction of the rectal muscle. Humans are
among the few species that can be trained to inhibit defecation.

Like cardiac muscle, the smooth muscles of the GI tract can function inde-
pendently of the CNS. If the GI tract is surgically separated from the nervous
system, the walls of the GI tract will continue to rhythmically contract and relax.
However, normally the two branches of the autonomic nervous system control
GI tract activity in an antagonistic fashion. Parasympathetic stimulation in-
creases the rate of secretion of digestive juices (saliva, pepsin, etc.) and the rate
of peristalic muscle contractions. Conversely, sympathetic stimulation inhibits
the digestive processes. The two primary Gl-tract control centers are located
subcortically (medulla and hypothalamus). However, the cortices play an impor-
tant role in exciting and inhibiting digestion. For example, simply fantasizing
about your favorite food may produce both salivation and audible stomach
contractions.

7.1.1. Methodological Problems in GI-Tract Research

Both the anatomical and physiological characteristics of the GI tract create
numerous technical difficulties in recording its physiological activity. Recording
devices attached to tubes can be inserted down the pharynx into the stomach or
through the rectum into the descending large intestine. However, the con-
voluted shape of the GI tract effectively limits the insertion of recording devices
beyond these points.

The physiological characteristics of the GI tract also make skin surface re-
cording difficult. Compared with electrical signals produced by other internal
organs, the voltages produced by Gl-tract activity are extremely weak. Thus the
electrical activity of the heart and skeletal muscles tends to mask the biopoten-
tials produced by the GI tract. Moreover, the frequency of Gl-tract contractions
is extremely low compared with skeletal or cardiac muscle. Unfortunately, the
slow waveforms produced by the GI tract are often difficult to discriminate from
equipment artifacts (electronic drift, etc.).

Gl-tract researchers have invented a number of ingenious recording tech-
niques to circumvent the anatomical and physiological barriers to studying GI-



144 Chapter 7

tract activity. Because internal and external recording techniques each create
their own unique methodological problems, we will discuss these two classes of
techniques separately.

The oldest internal recording devices were balloons that were inserted into
the stomach or rectum and then inflated. Mechanical contraction of the stomach
or rectum increases the air pressure in the balloon that then can be detected by
an external pressure transducer. For example, Whitehead, Engels, and Schuster
(1980) used a series of three balloons to simultaneously record activity of the
large intestine, internal sphincter, and external sphincter. The major meth-
odological criticism of the balloon technique is that the balloon itself may stimu-
late abnormal contractions of the walls of the stomach or rectum.

To avoid internally stimulating the walls of the GI tract, smaller internal
recording devices have been invented. For example, muscle tension sensors can
be mounted inside a small plastic tamponlike probe and inserted into the rec-
tum. Orr (1983) described a rather clever device for simultaneously recording
pressure at different points of the esophagus. Three pressure transducers are
mounted at different intervals inside a narrow plastic tube. The tube is inserted
down the subject’s nose until the transducers enter the stomach. The tube is
then slowly withdrawn producing a series of simultaneous recordings of pres-
sure gradients along the esophagus.

The major methodological problem produced by insertion recording devices
is that the recording techniques are “intrusive” and therefore may cause the
subject to experience both physical and psychological discomfort. For example,
many subjects report feeling apprehensive about “choking to death” when re-
cording devices are mechanically inserted into the esophagus. Similarly, due to
our cultural taboo about anal intercourse, both men and women commonly
report feeling ““sexually violated” when recording devices are inserted into their
rectums. Such emotional reactions to the recording procedures clearly constitute
a major artifact in studies of the role of emotion in Gl-tract activity.

An alternative technique for internally recording Gl-tract activity is to have
the subject swallow a target (radioactive dye, magnet, radiotransmitter, etc.)
that can be tracked by external sensors. For example, Jacobson (1938) used
radioactive dye to demonstrate the role of skeletal muscles in psychophysiologi-
cal disorders of the GI tract. Like other soft tissues, the muscles of the GI tract
are translucent in X-ray records. Ingestion of radioactive dye, however, makes
the GI tract clearly visible on X-rays. Jacobson documented that teaching pa-
tients to relax skeletal muscles also produced relaxation of the underlying GI
muscles. Although the ingestion technique is less intrusive than insertion tech-
niques, it should be stressed that, due to individual differences in Gl-tract
motility, the researcher has limited control over the location of the target. Averill
(1969), for example, intended to study stomach movements during sad and
comic films by having subjects swallow a small plastic-covered magnet. Magne-
tometer readings, however, indicated that the magnet passed too quickly
through the stomach to provide a valid record of stomach activity during a film.

A less intrusive technique for recording GI activity is commonly called the
electrogastrogram (EGG) because it is most often used to record stomach
motility. However, the same technique is employed to measure small and large
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intestine activities. Surface electrodes are pasted to the skin surface over specific
organs to detect the electrical signals produced by GI-muscle contractions.

The main technical problem with EGG recording is locating electrodes di-
rectly over the target organ. The location of the stomach and other components
of the GI tract shifts radically, depending on whether the organ is empty or full
and whether the subject is standing, sitting, or reclining. A number of re-
searchers have reported that the use of multiple recording sites minimizes the
problem of organ displacement and that EGG records show a relatively good
correspondence to muscle contractions recorded by internal probes (Abell,
Tucker, & Malagelada, 1983; Holzle, 1983; Koch & Stern, 1983).

One of the major problems in Gl-tract research is that the recording tech-
niques themselves may produce subject self-selection and thus biased samples.
Ethically, participants in experiments are supposed to give their “informed con-
sent.” However, once informed that internal recording techniques will be used,
many potential subjects may refuse to consent.

Another major methodological problem in Gl-tract research is that subjects’
expectations may alter Gl-tract activity. Sternbach (1964) recruited six under-
graduate subjects for a “drug”’ experiment. The subjects were informed that
they each would be given three different drugs at different times. One drug was
a stimulant that would increase stomach contractions; the second drug was a
relaxant that would reduce stomach contractions, and the third drug was a
placebo. All three drugs were plastic-coated magnets used to record stomach
movements. Four of the six subjects showed the “expected” pattern of stomach
motility. That is, they showed increased stomach contractions to the “stim-
ulant” and decreased stomach contractions to the ‘“relaxant.”

7.2. EMOTIONS AND GI-TRACT ACTIVITY

Although many of our subjective descriptions of emotional states (lumps in
the throat, knots in the stomach, etc.) clearly refer to sensations of changes in
Gl-tract activity, laboratory research on GI activity of healthy humans during
emotional states is extremely sparse. Indeed, many psychophysiology books
simply omit the GI tract completely. As you will see in our following discussion,
the available literature clearly indicates that specific emotional states may either
excite or inhibit the activity of specific components of the GI system.

7.2.1. Mouth and Esophageal Activity

Although salivation is relatively easy to measure, relatively few researchers
have attempted to use salivation as an index of emotion. In a series of recent
studies, Morse and his associates reported that both the volume and chemical
characteristics of saliva differ during anxiety and relaxation (Morse, Schacterle,
Furst, & Bose, 1981; Morse, Schacterle, Esposito, Furst, & Bose, 1981; Morse,
Schacterle, Furst, Brokenshire, Butterworth, & Cacchio, 1981; Morse, Schacterle,
Furst, Goldberg, Greenspan, Swiecinski, & Susek, 1982). Specifically, salivary
volume and pH decreased during stressful situations (dental surgery, classroom
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exams), whereas salivary proteins increased. Conversely, salivary volume and
pH increased and salivary proteins decreased during relaxation (anesthesia,
meditation, hypnosis). Borgeat, Chagon, and Legault (1984), however, failed to
replicate Morse’s findings using stressful intellectual tasks to induce anxiety.
They found that salivary characteristics did not vary before and after stress or
relaxation manipulations but rather differed between stress and relaxation test-
ing sessions. They argued that salivary characteristics reflect “general apprehen-
sion” rather than state anxiety.

Spasmodic nonpropulsive contractions of the esophagus have been fre-
quently observed in medical patients during periods of emotional stress.
Stacher, Schmierer, and Landgraft (1979) found that esophageal contractions
could be elicited by loud tones. Stacher, Steinringer, Blau, and Landgraft (1979)
repeated this experiment but included measures of heart rate, respiration, and
skeletal muscle tension. Because the tone-induced esophageal contractions
roughly paralleled heart rate increases, the authors concluded that esophageal
contractions were a component of the defense reflex.

7.2.2. Stomach Activity

The earliest documentation of stomach (gastric) changes during emotional
states was reported by Beaumont (1833). One of his patients had suffered a
gunshot wound in the stomach that healed incompletely creating a fistula (ar-
tificial hole). Beaumont observed that the patient showed increased gastric ac-
tivity (blood flow and contractions) when angry. Over a century later, Wolf and
Wolff (1947) confirmed Beaumont's findings and noted that specific emotions
such as depression and fear produced decreases in gastric activity (acid secre-
tion, blood flow, motility), whereas anger and resentment produced increases.

Despite the clear evidence that different patterns of gastric activities may
reflect different emotions, the bulk of the available literature has focused on the
relationships between the perception of gastric activity, emotions, and eating
behaviors. In a series of experiments, Stunkard and his associates attempted to
isolate the relationship between the perception of stomach contractions and
obesity (Stunkard, 1959; Stunkard & Koch, 1964; Griggs & Stunkard, 1964). In
these experiments, stomach contractions were recorded by an intragastric bal-
loon while the experimenters periodically asked subjects if they felt “hungry”’ or
“not hungry.” Normal-weight individuals’ self-reports of hunger were posi-
tively correlated with stomach activity. That is, hunger was generally reported
during periods of stomach contractions. Obese individuals’ self-reports of hun-
ger, however, were almost randomly related to stomach contractions.

Based on Stunkard’s findings, Schachter hypothesized that obese indi-
viduals were hypersensitive to external hunger cues (food smells, food taste,
time of day, etc.) but hyposensitive to internal hunger cues such as stomach
motility (Schachter, 1967, 1968, 1971). Schachter and other researchers have
conducted a series of experiments that generally support the hypothesis that
obese individuals’ eating patterns may be controlled by external stimuli. For
example, Schachter, Goldman, and Gordon (1968) manipulated the stomach
load (empty or full) and emotional state (fear, no fear) of normal-weight and
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obese subjects. The threat of a painful electric shock was used as a fear stimulus.
All subjects were given a “cracker-tasting” task and informed that they should
eat as many crackers as they needed to make the perceptual judgment. Normal-
weight subjects in either the full stomach or fear condition ate significantly fewer
crackers. The obese subjects ate approximately the same amount of crackers
regardless of whether their stomachs were empty or full or whether they were
anxious or nonaxious. However, the obese subjects ate about 15% more in the
fear condition, which suggests that they misperceived the physiological arousal
associated with fear as “hunger.”

Rodin, Elman, and Schachter (1974) found that obese subjects may be hy-
perresponsive to external cues to emotion as well as to food. After listening to
audiotapes with either neutral content (rain) or emotional content (i.e., atomic
bombing of Hiroshima), obese subjects reported that they were much more
upset by the emotional stories than normal-weight subjects. In a second study,
the maze learning of normal-weight and obese subjects was tested under low
threat (mild electric shock) and high threat (strong electric shock) conditions.
Performance of the obese subjects was most disrupted by the threat of strong
shock.

Other researchers have basically replicated Schachter et al.’s (1968) finding
that obese subjects may misperceive the physiological arousal associated with a
variety of affects as “hunger” (McKenna, 1972; White, 1973; Slochower, 1976).
However, clinical studies do not support the view that obese individuals are
more likely than normal-weight individuals to confuse hunger and emotional
states. Leon and Chamberlain (1973), for example, conducted a 1-year follow-up
of a group of 49 females and 7 males who had successfully completed a diet
program. About two-thirds of these subjects had regained more than 20% of the
weight that they had originally lost. The authors compared the self-report re-
sponses of these “regainers” with the remaining subjects (maintainers) and a
control group of normal-weight nondieters. Approximately 29% of the re-
gainers, 23% of the maintainers, and 8% of the control subjects reported hat
eating was elicited by a variety of positive and negative emotional states. In
addition, approximately 26% of the regainers, 36% of the maintainers, and 28%
of the control group reported that eating was primarily triggered by “boredom
and loneliness.” Clearly, a sizable minority of all three groups recognized that
their eating patterns were yoked to “labeled”” emotional states.

Pine (1985) found that stress-related eating occurred in both obese and
nonobese Native Americans. He argued that the observed differences in stress-
related eating patterns between Caucasian and Native American samples may
reflect cultural rather than genetic differences toward food consumption.

One of the most puzzling findings in the clinical literature on dieting is that
regardless of weight, some individuals eat more when they are emotionally
upset, whereas other individuals eat less. Herman and Polivy (1975) proposed
that individual differences in emotionally induced appetite may be mediated by
an individual’s biological “’set point.” According to the set-point model of hun-
ger, the number of fat cells in the body mediate daily caloric demand. If actual
caloric intake falls below the fat-determined set point, the individual presumably
feels hungry. Herman and Polivy hypothesized that regardless of body weight,
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individuals who report ““unrestrained”” eating patterns are at or above their
biological set points. Such individuals should behave like Schachter's normal-
weight subjects and lose their appetite when emotionally upset. Conversely,
individuals who report high levels of self-control of eating (restrained style) are
presumably below their biological set points and therefore should behave like
Schachter’s obese subjects and eat more when emotionally upset.

Consistent with these predictions, Polivy and Herman (1976) found that
both anxiety and depression produced weight losses in unrestrained subjects
and weight gains in restrained subjects. Similarly, Ruderman (1985; Ruderman,
Belzer, & Halperin, 1985) reported that both mood and anticipated food intake
differentially influenced the eating behaviors of restrained and unrestrained
eaters.

The overall pattern of findings of obesity research suggests that the “sim-
ple” motive of hunger is a complex product of hypothalmic activation, gastric
motility, perception of gastric motility, emotional arousal, the salience of exter-
nal cues to eating and to emotions, and a host of other factors. Perception of
gastric motility appears to play a key role in mediating eating behaviors but only
for unrestrained normal-weight individuals. For these individuals, negative
emotional states appear to influence eating patterns indirectly by reducing gas-
tric motility. For restrained obese individuals, gastric motility appears to play a
minor role in eating behaviors, and emotions may play a more direct role in
triggering eating. These individuals are more likely to both confuse emotional
arousal with hunger and paradoxically to attribute their eating behaviors to
specific emotional states.

7.2.3. Intestinal Activity

Studies of intestinal activity during emotional states are relatively sparse.
Almy, Hinkle, Berle, and Kern (1949) observed colon motility with a proctoscope
during discussions of emotionally stressful topics. (A number of authors have
noted that the observational technique alone may have been highly stressful to
subjects.) They reported that the discussion of topics that elicited anger or fear
produced increases in colon motility. In a more recent study, Latimer and his
associates recorded colon motility with a pressure transducer and observed
marked individual differences in colon activity during emotional states (Latimer,
Sarna, Campbell, Latimer, & Daniel, 1981). Some subjects showed a marked
increase in colon motility, whereas other subjects showed a sharp decrease.
Such individual stereotypy may account for why some individuals experience
diarrhea when stressed (high motility), whereas other individuals experience
constipation (low motility).

7.3. CLINICAL STUDIES

7.3.1. Psychiatric Populations

Given the sparse literature on Gl-tract correlates of emotion in healthy
subjects, it is hardly surprising that little information is available on Gl-tract
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activity in psychiatric patients. However, the readers should be reminded that
psychophysiological recording with psychiatric patients is also at best difficult.
First, psychiatric patients’ self-reports are of dubious value. For example, pa-
tients who report abdominal cramps may be reporting legitimate physical symp-
toms. Unfortunately, they may also be reporting delusions (e.g., they believe
snakes live in their intestines), illusions (misperceptions of normal Gi-tract ac-
tivity), or hallucinations (e.g., “devils keep poking my abdomen with pitch-
forks”). Second, psychiatric patients tend to be highly reactive to physiological
recording. Patients often express fears that the recording apparatus will “elec-
trocute them” or “read their minds.” The intrusive nature of most Gl-tract
recording techniques simply aggravates such reactive effects. Third, disruption
in Gl-tract activity is one of the most frequent side-effects of psychoactive medi-
cations. For example, a psychiatric patient's dry mouth may be medication-
induced and be totally unrelated to his or her emotional state.

7.3.1.1. Mouth and Esophageal Activity

Although salivation is a relatively unintrusive measure, relatively few stud-
ies have reported salivation data on psychiatric patients. Toone and Lader (1979)
measured salivation volume in anxious, depressed, and schizophrenic patients
and found no relationship between salivation and psychiatric diagnoses. Sali-
vation, however, was positively related to subjective appetite ratings. Thus it
would appear that salivation provides an index of global GI-tract activity rather
than the patient’s emotional state.

Two spasmodic esophageal disorders, globus dysphagia (difficulty swal-
lowing) and cardiospasm (blockage to the esophageal-stomach valve), were tra-
ditionally regarded as forms of conversion disorders. However, later researchers
have documented organic causes for both disorders (Jacobs & Kilpatrick, 1964;
Smith, 1970).

Diffuse esophageal spasm (involuntary constriction of the esophagus) is
most commonly observed in anxiety patients. However, the experimental evi-
dence suggests that this disorder is not psychogenic but rather psychophysio-
logical. Kronecker and Metzer (1883) observed that spasmodic (nonpropulsive)
contractions of the esophagus occurred during emotional arousal. Later re-
searchers have repeatedly documented that esophageal spasms can be elicited
by discussions of emotional topics (Jacobson, 1938; Falkner, 1940; Wolf & Almy,
1949; Rubin, Nagler, Sprio, & Pilot, 1962).

7.3.1.2. Stomach Activity

Research on gastric activity in psychiatric patients has focused primarily on
two related research topics, eating disorders (anorexia nervosa, bulimia) and
psychogenic vomiting. Although some eating-disorder patients do vomit chron-
ically, these patients consciously induce vomiting to avoid gaining weight. Thus
vomiting by eating-disorder patients should be viewed as irrational but “pur-
poseful.” In contrast, psychogenic vomiters either lack conscious control over
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the behavior, induce vomiting to “prove” they are physically ill, or intentionally
regurgitate so they can rechew and reswallow the same food (rumination).

a. Eating Disorders. Anorexia nervosa is a severe psychiatric disorder char-
acterized by delusions and illusions of obesity, bizarre eating behaviors intended
to lose (imaginary) excess weight, the refusal to eat, and low sexual drive. Until
the 1960s, the incidence rate of anorexia was extremely low, and anorexia was
considered an “exotic” psychiatric disorder. However, during the 1960s and
1970s, the incidence rate of anorexia increased dramatically (Duddle, 1973), and
by the early 1980s had reached epidemic proportions. In a survey of nine British
schools, Crisp, Plamer, and Kalucy (1976) found incidence rates of anorexia
averaged 1 per 100 female students over the age of 15. Anorexia is most common
in Caucasian adolescent and young adult females. For example, in one study of
the demographics of 30 anorexic patients being treated at an outpatient clinic, 30
were Caucasian, 29 were female, and the patients’ ages ranged from 14 to 32
years (Herzog, 1982).

Anorexia is an extremely life-threatening disorder. The patients suffer a
variety of malnutrition-induced disorders, including heart failure. An average of
about 9% of anorexics die from their disorder or commit suicide. Because of both
the physiopathologies and high suicide risk associated with anorexia, neither
medical nor psychiatric treatment alone is adequate. Unfortunately, the long-
term prognosis for anorexics after medical treatment coupled with psycho-
therapy is also extremely poor. Approximately 40% show long-term recovery,
and an additional 30% show “improvement’’ (Garfinkel & Gardner, 1982).

Bulimia is characterized by secretive eating binges of large quantities of food
that are terminated by abdominal pain, sleep, self-induced vomiting, or con-
sumption of massive dosages of laxatives. Unlike anorexics, bulimics report
average levels of sexual drive and behaviors. Bulimics are consciously aware that
their eating patterns are abnormal and frequently go to great lengths to hide
their binges. They often binge in private or migrate from restaurant to restaurant
eating only a “normal” amount of each location. During binges, bulimics often
report experiencing guilt, shame, and the fear that they have lost control and
cannot voluntarily stop eating. After the binge is terminated, bulimics frequently
report depression.

The incidence rate of bulimia, like anorexia, is currently at epidemic levels.
For example, Halmi, Falk, and Schwartz (1981) reported that 13% of the college
sample they tested were bulimic. Other studies have found incidence rates of
bulimia ranging from 5% to 20% in samples of 13- to 23-year-old American
females. Like anorexics, the majority of bulimics are Caucasian females. Most
researchers attribute the sudden epidemics of anorexia and bulimia to the devel-
opment of the cultural ideal that slenderness is attractive and healthy (Bruch,
1973, 1978; Palazzoli, 1978).

Unlike anorexics, bulimics often “‘maintain” normal or obese body weights.
However, weight fluctuations greater than 10 pounds are relatively common
due to alternating fasts and binges. Common medical complications of bulimia
include cardiac abnormalities and failure, hernias, loss of tooth enamel (from
regurgitating stomach acid), and ulcers. Estimates of the mortality rate of



The Gastrointestinal System 151

bulimia range from 1% to 10%. Thus, like anorexia, bulimia is a life-threatening
disorder.

Researchers currently disagree about whether anorexia and bulimia are two
separate disorders or simply different behavioral manifestations of the same
disorder. A significant minority of anorexics display bulimiclike behaviors (ha-
bitual vomiting), and an estimated 65%-75% of anorexics later develop bulimia.
Moreover, both anorexics and bulimics frequently report the symptoms of de-
pression. For example, Ben-Tovin, Marilov, and Crisp (1979) compared 12
anorexic “food abstainers” and 9 anorexic “‘habitual vomiters.” They found no
personality or symptom differences between the two samples and noted that
depression and obsessions were common in both groups of patients. Herzog
(1982) reported that 75% of his sample of bulimics met at least three DSM-III
criteria for depression.

One plausible explanation for the observed overlap in symptoms between
anorexics, bulimics, and clinically depressed patients is that eating disorders
may cause later depression. Anorexics often report becoming increasingly dis-
satisfied with their (imaginary) “inability” to lose weight and their (imaginary)
overweight bodies. Thus, the onset of anorexia may precede self-reports of
symptoms of depression. Similarly, bulimics commonly report feeling depressed
after eating binges and not before them. Williamson and his associates com-
pared personality self-report data of groups of bulimic, normal-weight, and
obese women. The bulimics reported higher levels of anxiety, depression, and
distortions in body image. Interestingly, both the bulimics and the obese sub-
jects reported elevated levels of guilt (Williamson, Kelley, Davis, Ruggiero, &
Blouin, 1985).

An alternative explanation for the concordance between anorexia, bulimia,
and depression is that depression may cause both eating disorders. Consistent
with this view, researchers have found that psychoactive drugs commonly used
to treat depression may be beneficial in the treatment of eating disorders
(Herzog, 1982; Halmi, 1983). However, if anorexia and bulimia are both variants
of depression, why do anorexics, bulimics, and clinically depressed patients
show different behavioral patterns? One possible explanation is that the three
groups differ in their awareness of gastric activity. Specifically, anorexic-prone
individuals may be hyposenstive to internal hunger cues, whereas bulimic-
prone individuals may be hyposensitive to internal satiation cues.

Consistent with the self-perception hypothesis, Striegel (1981) found that
both obese and anorexic subjects had lower correlations between self-ratings of
hunger and stomach contractions than normal-weight subjects. When the sub-
jects were given a stomach load (liquid diet formula), self-ratings of satiation
were positively correlated with internal sensation for anorexic and normal-
weight subjects but negatively correlated for obese subjects. Striegel’s findings
suggest that anorexia may be characterized by hyposensitivity to internal hunger
cues coupled with slightly heightened sensitivity to internal satiation cues.

b. Psychogenic Vomiting. Psychogenic vomiters lack both the food phobias
of anorexics and the food compulsions of bulimics and do not use vomiting as a
“weight control” technique. However, like anorexia and bulimia, psychogenic
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vomiting is an extremely life-threatening disorder. Psychogenic vomiters suffer
the same malnutrition disorders as anorexics and the same medical complica-
tions of regurgitation as bulimics. Not surprisingly, the mortality rate of psycho-
genic vomiting is estimated at between 15% to 20%. In their review of the
psychogenic vomiting literature, Pazulinec and Sajwaj (1983) noted that research
on psychogenic vomiting is extremely sparse and has generally consisted of
individual case histories. Incidence rate, sex ratios, and/or demographic infor-
mation about psychogenic vomiting are simply unavailable.

The term psychogenic vomiting is commonly used to denote three distinct
syndromes of childhood disorders: rumination, chronic vomiting, and cyclical
vomiting.

Rumination is most commonly observed in infants and is characterized by
habitual regurgitation of small quantities of food that is rechewed and re-
swallowed. The infants display no discomfort and apparently enjoy the act.
Ruminating infants also often display a variety of other self-stimulationg behav-
iors such as genital manipulation, head banging, and rocking (Richmond, Eddy,
& Green, 1958).

Two explanations are commonly cited for rumination. Psychoanalytic theo-
rists argue that rumination is a symptom of anxiety and depression produced by
pathological mother-child relationships. They note that the mothers of ruminat-
ing infants often have a history of psychiatric disorders and tend to be highly
immature and emotionally unresponsive. Moreover, although infants cannot
report their emotional states, older ruminators can. Ruminating children do tend
to report anxiety, depression, and poor social relationships. Behavioral theorists
argue that rumination is a learned habit that can be extinguished. Consistent
with the behaviorist position, researchers have found infants can be quickly
taught not to ruminate by punishing the behavior with electric shocks to the leg
(Lang & Melamed, 1969) or injecting lemon juice into the mouth (Sajwaj, Libet,
& Agras, 1974) or by rewarding nonrumination behaviors by training the moth-
ers to cuddle the children (Richmond et al., 1958).

Chronic vomiting is characterized by vomiting episodes that may occur as
frequently as 10 times per day. Chronic vomiting usually begins in childhood
and adolescence and may continue for a period of years. Kanner (1972) observed
that chronic vomiting is often self-induced by hypochondriacs who use vomiting
as “proof” that they are physically ill. A number of cases of self-induced chronic
vomiting have also been reported with mentally retarded and psychotic adoles-
cents and adults (Pazulinec & Sajwaj, 1983). In such cases, vomiting is clearly
voluntary.

Chronic vomiting may also be an involuntary response to emotional stress
(Morgan, 1985). For example, Lang (1965) reported the case of an anxious 23-
year-old nurse who lost her appetite and vomited only when she was placed in
new situations or received social disapproval. Similarly, Burgess (1969) reported
a case of an 18-year-old woman who vomited only on the “morning after”
heterosexual dates. Her vomiting initially appeared as a symbolic reaction to
being sexually propositioned but thereafter occurred after all of her heterosexual
dates.

Cydlical vomiting is characterized by 2- to 6-day vomiting episodes that
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recur at intervals of weeks or months. During the vomiting episode, the indi-
vidual exhibits marked personality changes (depression, hostility, etc.) and
often displays regressive behaviors (Davenport, Xrull, Kuhn, & Harrison, 1972).
The episodes may occur without warning but are often precipitated by anger,
disappointment, or other strong emotional states. Unlike chronic vomiting,
cyclical vomiting tends to terminate during adolescence (Feldman & Fordtran,
1978).

Psychoanalytic and behavioral theorists disagree about the causes of chronic
and cyclical vomiting. Psychoanalytic theorists note that psychogenic vomiters
often show anxiety, depression, and poor social adjustment and hypothesize
that the vomiting is a symptom of pathological family relationships. Behavioral
theorists argue that self-induced vomiting is often socially reinforced. For exam-
ple, if a child vomits, then his or her parents are likely to let the child stay home
from school. Behavioral theorists argue that involuntary vomiting may also rep-
resent a classically conditioned response to emotional stressors. It should be
noted that both the psychoanalytic and behavioral explanations of psychogenic
vomiting are highly compatible. Pathological family relationships may increase
the probability that the child will learn maladaptive behaviors such as vomiting.

7.3.1.3. Intestinal Activity

Cameron (1944) observed that intestinal complaints (constipation, diarrhea,
excess gas) were commonly reported by anxiety patients. Later researchers refer
to these symptoms as the irritable bowel syndrome (IBS) that we will discuss later
in this chapter.

Coprophilia is a rare psychiatric disorder characterized by experiencing sex-
ual excitement during the act of defecation or sexual arousal associated with
feces. We will discuss coprophila with related disorders in Chapter 8.

7.4. PSYCHOPHYSIOLOGICAL POPULATIONS

Psychophysiological research has focused on two major disorders of the GI
system: ulcers and the irritable bowel syndrome.

7.4.1. Ulcers

The term ulcer denotes a localized wound in the surface of the skin or a
mucus membrane. If the wound is deep enough to produce bleeding, it is
labeled a perforated ulcer. Ulcers can develop at any point of the GI tract. Howev-
er, the two most common sites for ulceration are the interior walls of the stom-
ach (gastric ulcer) and proximal segment of the small intestine (duodenal ulcer).
The term peptic ulcer is commonly used to refer to either disorder. Although
ulcers are commonly believed to be a “’stomach” disorder, duodenal ulcers are
actually four times more common than gastric ulcers.

The most commonly cited estimate of the incidence rate of ulcers in the
United States is that 1 out every 10 Americans will suffer an ulcer during his or
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her lifetime. Every year, about 4 million Americans have ulcers, and between
6,000 to 10,000 die from the disorder (Weiner, 1977). Although the peptic ulcer
mortality rate is relatively low in comparison to eating disorders, it should be
noted that perforation can produce potentially lethal internal bleeding.

In his review of the cross-cultural incidence rates of peptic ulcers, Pflanz
(1978) observed that both incidence rates and sex ratios of ulcers have fluctuated
wildly within any given country over the past 150 years. He noted that statistical
artifacts such as rates of hospital admission, autopsies, or changes in diagnostic
procedures could not account for these changes. Similar patterns of changes in
ulcer incidence and sex ratios were found in European countries, Canada, and
the United States. Specifically, between 1850 and 1900, perforated ulcers were
twice as common in women than in men, and women under the age of 25
accounted for approximately 50% of all cases. Between 1900 and 1940, the inci-
dence rate stabilized for women but increased dramatically for men. During
World War II, there was an increase in the incidence of ulcers in males but not
females. After World War II, however, incidence rates gradually stabilized for
males but increased dramatically for women. For example, the female/male sex
ratio of ulcer mortality was 1:4.3 in 1951 but only 1:1.9 in 1972. Pflanz noted that
radically different incidence rates and sex ratios of ulcers have been observed in
non-Western countries during the same time periods. For example, in 1978,
young African black males were nine times more likely to develop ulcers than
their female peers. Pflanz argued that both intracultural and cross-cultural shifts
in incidence and sex ratios of ulcers reflect cultural changes in sex role ster-
eotypes and employment-related stress.

Pflanz’s hypothesis that psychosocial stressors (e.g., employment) account
for sex differences in ulcers is based on the assumption that psychological
stressors can precipitate or aggravate peptic ulcers. Before we discuss the em-
pirical validity of this assumption, it is important that the reader be aware of the
current terminological confusion in the stress literature. Early researchers such
as Hans Selye carefully distinguished between external noxious stimuli (stress-
ors) and the organism'’s response (stress). Unfortunately, many later researchers
have used the terms stress and stressor interchangeably. The terminological dis-
tinction between stressors and stress, however, is nontrivial. In the case of
phobias, both humans and nonhuman species show stress reactions to presum-
ably harmless stimuli. Conversely, in the case of masochism, both humans and
nonhumans show nonstress reactions to harmful stimuli. Thus the presence of a
stressor does not automatically imply that the organism is experiencing stress,
nor does the absence of a stressor insure the absence of a stress response. For the
purpose of clarity, we will use the term stressor to denote external noxious
stimuli and the term stress to denote the organism’s behavioral, physiological,
and psychological responses.

As discussed previously in Chapter 3, Selye (1956) demonstrated that re-
petitive presentation of various physical stressors produces a hormonal stress
response that eventually leads to the destruction of the animal’s immune system
and to massive gastric ulcers. Weiner (1977) noted that similar “stress ulcers”
often occur in humans after severe physical injuries or ingestion of large quan-
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tities of aspirin or other medications. Thus both laboratory and clinical evidence
indicate that physical stressors can produce gastric ulcers.

Animal research indicates that psychological stress may also play an impor-
tant role in ulceration. Porter, Brady, Conrad, Mason, Galambos, and Rioch
(1958) conducted an experiment on avoidance learning in monkeys. Each
monkey was strapped in a restraining chair and received a brief electric shock to
its feet every 20 seconds, unless it pushed a lever to postpone the shock for
another 20 seconds. Surprisingly, a number of the monkeys died of ulceration
during training.

In a subsequent experiment, Brady, Porter, Conrad, and Mason (1958) at-
tempted to isolate the effects of physiological and psychological stresses on
ulceration. Four pairs of monkeys were strapped into adjacent chairs and re-
ceived electric shocks every 20 seconds. One member of each pair (the “work-
er’”) was given a disconnected lever and thus could not prevent the occurrence
of the shock. The other monkey (the “executive’”) was given a working lever that
postponed the shocks that both monkeys received. If the executive failed to push
the lever, both monkeys received equal electric shocks. This experimental yok-
ing procedure was cleverly designed to insure that both monkeys experienced
equal physiological stress (identical shocks) while experiencing different psycho-
logical stresses. Presumably, the executive monkeys experienced the psycholog-
ical stress of decision making, whereas the workers experienced the psychologi-
cal stress of helplessness. Within 25 days from the beginning of training, three of
the four executives died. All four executive monkeys showed extensive GI ul-
ceration, whereas no GI abnormalities were found in the worker monkeys. The
original report did not indicate the location of the ulcers, but, in a later paper,
Brady (1958) commented that at least one of the executives had died from a
perforated duodenal ulcer.

Serious questions were raised about the validity of Brady’s study when
other researchers failed to replicate his findings (Foltz & Miller, 1964; Natelson,
1977). Weiss (1968) hypothesized that Brady’s results may have been an artifact
of subject bias. He noted that Brady’s executive monkeys had not been ran-
domly selected but rather picked because they had made a high number of
avoidance responses on a pretest. Thus the “executives” may have been more
emotional than the “workers.” Weiss tested his hypothesis by randomly assign-
ing 14 trios of rats to avoidance (executive), helpless (yoked worker), and no-
shock conditions. Surprisingly, the avoidance rats had significantly fewer gastric
ulcers than the helpless rats, and the most severe ulceration was observed in the
helpless group.

Weiss (1971a) postulated that the conflicting results of active coping on
ulceration might be due to the animals’ certainty or uncertainty about receiving
the shock. He repeated his experiment but gave the trios of animals either a
warning beeping tone, a progressive (ascending) warning tone, or no warning.
In all three conditions, the avoidance groups developed less ulceration than the
helpless animals. The presence of the warning signals, however, reduced ulcera-
tion in both avoidance and helpless animals. Weiss theorized that stress ulcera-
tion varied as a function of both the number of coping responses the animal
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made and the amount of relevant feedback it received. Situations (such as
Brady’s study) where the avoidance animals make a high number of coping
responses but receive only negative feedback (shocks for mistakes) should pro-
duce high degrees of ulceration. Conversely, situations where the animal makes
few responses but receives a large amount of positive feedback (safety signals)
should produce little ulceration. In a series of experiments, Weiss (1970, 1971b,¢)
demonstrated that both coping behaviors and feedback mediated ulceration. For
example, in one study, the animals received negative feedback (a shock) every
time the avoidance animal made the correct response. In this conflict situation
(high response rate-negative feedback), the avoidance animals suffered more
severe gastric ulceration than the helpless animals (Weiss, 1971b).

Weiss’s findings suggest that both attempts to cope and feedback on the
success or failure of coping efforts may play an important role in the develop-
ment of gastric stress ulcers. Whitehead and Schuster (1982) have questioned the
relevance of such animal studies in understanding human ulcers. Their major
objection is that 80% of human ulcers are duodenal, whereas the majority of
ulcers found in animal studies were gastric. Although this objection is valid, it
misses the key finding in animal research, namely that the combination of phys-
ical and psychological stressors may play a key role in the development of gastric
ulcers and that even “physiological stress” ulcers may be mediated by psycho-
logical factors. For example, research with human subjects suggests that smok-
ing and ingestion of specific drugs (alcohol, coffee, pain killers) greatly increase
the risk of peptic ulcers. However, research also suggests that neither smoking
or drinking alone