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Preface 

There is a lot of interest in studying the minds of nonhuman animals and 
in the need for interdisciplinary connections between empirical and theo
retical approaches. The importance of interdisciplinary discussion means 
that philosophers who would like their theorizing to appeal and be relevant 
to scientific colleagues must spend an increasing amount of time keeping 
up with the empirical literature, perhaps even going out to gain firsthand 
experience of the ordeals of fieldwork. And scientists who have not read 
technically difficult philosophical papers and books must do so if they are 
to stay abreast of developments. We hope that this book contributes to the 
understanding of what can be achieved by direct collaboration between 
philosophers and scientists. 

Our book has the title it does not only because we want to stress the 
interdisciplinary nature of the field called cognitive ethology but also 
because we want to emphasize how essential are comparative inquiries 
into animals' minds. Defined briefly, cognitive ethology refers to the com
parative, evolutionary, and ecological study of animal thought processes, 
beliefs, rationality, information processing, and consciousness. Cognitive 
ethology can trace its beginnings to the writings of Charles Darwin, an 
anecdotal cognitivist, and some of his contemporaries and disciples. Their 
approach incorporated appeals to evolutionary theory, interests in men
tal continuity, concerns with individual and intraspecific variation, inter
ests in the mental worlds of the animals, close associations with natural 
history, and attempts to learn more about the behavior of animals in con
ditions that are as close as possible to the environments in which natural 
selection has occurred or is occurring. When needed, research on captive 
animals also can inform the comparative study of animal cognition. But 
cognitive ethologists are resistant to suggestions that field studies of 
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animal cognition are impossible (they are difficult, yes, but certainly not 
impossible), that they should give up their attempts to study animal minds 
under natural conditions, and that studies of learning and memory alone 
are sufficient for a complete understanding of animal cognition. In addi
tion to being concerned with the diverse solutions that living organisms 
have found to common problems, they emphasize broad taxonomic com
parisons and do not focus on a few select representatives of a limited num
ber of taxa. 

Typically, philosophers of mind have developed their theories anthro-
pocentrically and have applied those theories only secondarily to questions 
about animal mentality. We believe a more thoroughly naturalistic 
approach that begins with a consideration of the evolution and biological 
continuity of human and nonhuman mentality has the potential to pro
duce a more nearly complete understanding of the nature and the evolu
tion of mind. A basic assumption of our approach is that some 
organisms—humans, at least—are accurately described as having mental 
states. In making this assumption we are setting aside the worries of "elim-
inativists" who argue that all talk of minds is hopelessly confused and 
should be eliminated from the behavioral sciences. Perhaps the elimina-
tivists are right. But, while we are ready to concede that there is confusion 
about concepts such as belief and consciousness, we do not yet think that 
the situation is hopeless. It is our view that the best way to understand 
mental-state attributions across species boundaries is within the compar
ative, evolutionary, and interdisciplinary framework provided by cogni
tive ethology. One goal of this book is to make that framework as explicit 
as possible. Where there are shortcomings in our account, we hope to con
vince our readers that the difficulties are tractable within the interdisci
plinary approach. Ultimately, cognitive ethology will be viable only if a 
mentalistic approach to the study of animal behavior is capable of sus
taining a viable, empirical research program. A major goal that we have 
in writing this book is to indicate how such a research program might be 
sustained. 

Although there is a great deal of activity by empirical researchers in the 
comparative study of animal minds, many research programs are nar
rowly primatocentric, giving only passing attention to animals other than 
nonhuman primates. We are not the first to urge a broader taxonomic 
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approach to the study of animal minds. It has, for example, been suggest
ed that, in order to learn more about human social behavior and cogni
tion, it is worthwhile to study social carnivores. These animals may 
provide excellent models for the evolution of cognitive capacities. Many 
social carnivores are subject to changing environmental conditions, social 
and nonsocial, that require individuals to show flexible behavior depend
ing on the social composition of their group and the nature of their food 
supply (Schaller and Lowther 1969; Tinbergen 1972). These carnivores' 
groups are also characterized by complex networks of social relationships 
and divisions of labor that may change unpredictably. Complex social and 
environmental conditions also appear to have been operating in the evo
lution of cognition in birds. Our attempt to broaden cognitive ethology is 
only a beginning, and some might even find our concentration on birds 
and mammals to be narrower than they like. For example, a good deal of 
interesting work is already being done on cephalopods (Mather 1995), and 
a mature cognitive ethology will have to consider the full range of verte
brates and invertebrates. Thus, we hope to correct the primatocentric trend 
by encouraging our readers to consider the behavior of many of the other 
animals with whom we share this planet. A "speciesist" cognitivism will 
impede progress in this exciting and challenging area of inquiry, and it will 
preclude the amassing of a database that would allow sufficiently moti
vated claims about mental continuity and animal minds. 

We stress the importance of conducting empirical, evolutionary, com
parative, and ecological studies of animal minds. (See also Yoerg 1991; 
Yoerg and Kamil 1991; Shettleworth 1993.) We believe that arguments 
about evolutionary continuity are as applicable to the study of animal 
minds and brains as they are to comparative studies of kidneys, stomachs, 
and hearts. We also stress how important it is for those interested in the 
study of animal minds to make their ideas tractable to empirical research. 
Cognitive ethology can raise new questions that may be approached from 
various levels of analysis. For example, detailed descriptive information 
about subtle behavior patterns and neuroethological data may inform fur
ther studies in animal cognition, and may be useful for explaining data 
that are already available. Such analyses will not make cognitive ethology 
superfluous, because behavioral evidence is necessary for the interpretation 
of anatomical or physiological data in assessments of cognitive abilities. 
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We also hope to show that debates about animal minds and cognition 
really do not come down to a confrontation between "us" (people who 
argue that many animals have rich cognitive lives) and "them" (method
ological or radical behaviorists who view animals as mere stimulus-
response machines). We favor pluralism in all areas. Our view is 
underscored by the assertion that some animals sometimes need to deal 
with changing social and nonsocial environments, and the best way for 
them to do this is to store information when it is available so as to be able 
to extrapolate from it later (Toates 1995). In other situations, it might be 
better to respond more mechanically, using time-tested responses that have 
worked in the past. 

We come to the study of animal minds with the perspective that many 
animals have minds and rich cognitive lives. Some researchers who come 
from the behaviorist side of the fence, including Toates, also remain open 
to the idea that single-minded appeals to a particular explanatory frame
work are unpromising. Maintaining that one type of explanation is always 
better than the other is stifling and, we believe, incorrect. If nothing else, 
ideological and narrow appeals lead us to devalue animals (and this has 
serious moral implications—see Rachels 1990 and Bekoff 1994a); much 
more important, this type of closed-minding thinking can impede the work 
that is sorely needed if we are to improve our understanding of the behav
ioral capacities of individuals of many species. 

Cognitive ethologists and comparative or cognitive psychologists can 
learn important lessons from one another. On the one hand, cognitive psy
chologists who specialize in highly controlled experimental procedures can 
teach something about the importance of experimental design and control 
to those cognitive ethologists who do not perform such research. On the 
other hand, those who study humans and other animals under highly con
trolled and often contrived and impoverished laboratory conditions can 
broaden their horizons and learn more about the importance of more nat
uralistic methods: they can be challenged to develop procedures that take 
into account possible interactions among stimuli within and between 
modalities in more natural settings. 

We have chosen the topics that we consider in detail not only to empha
size the need to go beyond primates but also because we want to discuss 
some behavior patterns that do not typically receive detailed discussion in 
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the comparative literature. In a much longer book we could also have con
sidered bee communication; studies of language in primates, cetaceans, 
and psittacines; tool use; food caching and recovery; teaching; imitation; 
and self-recognition. (For ample reviews of these topics see Byrne and 
Whiten 1988; Cheney and Seyfarth 1990,1992; Allen and Hauser 1991; 
Ristau 1991; Griffin 1992; Bekoff and Jamieson 1990a,b, 1996a; Dawkins 
1993; Kamil 1987; Byrne 1995; Roitblat and Meyer 1995; Bekoff and 
Allen 1996; Bekoff 1996; Galef 1996b; Nicol 1996; Vauclair 1996; 
Cummins and Allen 1997.) Griffin, with his broad-based approach to ani
mal cognition and consciousness, considered numerous topics, some of 
which do not appear to fall squarely within what we view to be the primary 
domain of cognitive ethology: the study of behavior patterns in natural (or 
close-to-natural) settings from an evolutionary and ecological perspective. 
(Of course, this view does not discount entirely the importance to cogni
tive ethology of research on captive animals.) With respect to ape language, 
for example, only future research will tell if the behavior of the few cap
tive individuals who have been intensively studied is related to the behav
ior of wild members of the same species (see e.g. Savage-Rumbaugh et al. 
1996), or if the data demonstrating behavioral plasticity and behavioral 
potential in captive animals are more significant. For similar reasons we 
have had little to say about the studies in which mirrors have been used to 
study self-recognition. 

We have chosen to focus on social play and on antipredatory (vigilance) 
behavior for a number of reasons. First, it seems to us that these are impor
tant areas because there are many points of contact with philosophical dis
cussions of intentionality and representation. Second, we want to discuss 
areas in which there is a good database but one that needs to be filled out 
by additional comparative field studies. A return to basics is needed, for 
many studies have been conducted using simplistic and misleading pre
suppositions. So, for example, in our discussions of social play and 
antipredator behavior, we want to learn in detail about what the animals 
are doing and also to compare different sorts of explanations (e.g., those 
that appeal to intentionality and representation versus those that appeal to 
stimulus-response contingencies). In regard to both social play and vigi
lance, we will argue that noncognitive rule-of-thumb explanations (e.g., 
"Play this way if this happens or if this happened" and "Play that way if 
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that happens or if that happened," or "Scan this way if there are this num
ber of birds in this geometric array" and "Scan that way if there are that 
number of birds in that geometric array") are cumbersome and do not 
seem to account for the data and the flexibility in animals' behavior as well 
or as simply as explanations that appeal to cognitive capacities of the ani
mals under study. Of course, more research is needed in these and other 
areas. 

Methodology must also be given serious attention, for it is highly 
unlikely that the same methods can be used to study cognition and theo
ries of mind in fishes, birds, carnivores, and nonhuman primates. There is 
a need to develop and implement species-fair tests that tap the sensory and 
motor worlds of organisms belonging to different taxa. Furthermore, indi
vidual differences must be taken seriously. Sweeping generalizations at the 
species level of explanation can be misleading, and they are often based 
on studies of a very few individuals or on small data sets. It is important 
to know as much as possible about the sensory world of the animals whose 
behavior one is studying. Experimenters should not ask animals to do 
things that they are unable to do because they are insensitive to the exper
imental stimuli or unmotivated by them. The relationships between nor
mal ecological conditions and differences between the capabilities of 
animals to acquire, process, and respond to information are in the domain 
of a growing field called "sensory ecology." Many good ethologists begin 
by attempting to develop an awareness of the senses that the animals use 
singly or in combination with one another. It is highly unlikely that indi
viduals of any other species sense the world in the same way we do, and it 
is unlikely that even members of the same species sense the world identi
cally all the time. It is important to remain alert to the possibility of indi
vidual variation. 

We begin chapter 1 with a difficult question: How widely are mental 
phenomena distributed in nature? We also stress the importance of a seri
ously motivated interdisciplinary approach to this question, and as part of 
our attempt to argue convincingly for this view we discuss intentionality 
and consciousness and how interdisciplinary and naturalistic approach
es to these topics will help us to make progress. Different ideas abdut 
philosophical naturalism and about how to naturalize cognitive ethology 
are presented. The project of studying animal minds should be broadly 
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naturalistic, although there are various formulations of naturalism that 
might prove satisfactory and deserve independent investigation. We see 
Darwinian continuity as one plausible route to a naturalistic theory of 
mental phenomena and ethology, and cognitive ethology as essential to the 
pursuit of this route. (We recognize our debts to Darwin and Griffin here 
and elsewhere.) Our project, then, is to explore how evolutionary accounts 
of mental phenomena can inform and be informed by philosophical 
accounts. The current philosophical literature on mental phenomena is 
dominated by discussions of two major aspects of mentality: intentional-
ity (in Franz Brentano's sense) and consciousness (in who knows what 
sense!). The common strategy of treating these phenomena as independent 
is not unanimously applauded. Throughout this book, we shall be con
cerned with the benefits and risks of a divide-and-conquer strategy. We 
shall come out on the side of careful division. 

It is important to know about some of the historical underpinnings of 
cognitive ethology. In chapter 2 we briefly consider the historical roots of 
classical and cognitive ethology and how these two fields may be related. 
We discuss Darwin's anecdotal cognitivism and the importance of his ideas 
about mental continuity between humans and other animals. We then dis
cuss various forms of behaviorism, the rise of classical ethology, and 
Griffin's emphasis on consciousness and the versatility of behavior. We 
conclude that cognitive ethology does not represent a major departure 
from the practices of classical ethologists such as Konrad Lorenz and Niko 
Tinbergen, but that the explanatory constructs provided by the applica
tion of cognitive science to ethology are conceptually richer than Lorenzian 
constructs such as "action-specific energy" and "drive." Careful observa
tion, description, interpretation, experimentation, and explanation form 
the raw material for just about all analyses of behavior, regardless of one's 
position on matters of mind, and advances in the philosophical analysis of 
cognitive concepts provide good prospects for empirical investigation of 
the applicability of these concepts to animal behavior. 

In chapter 3 we ask "What is behavior?" We discuss some general but 
very important methodological topics, including the difference between 
actions and other movements (that is, between what an animal does and 
what happens to it) and how behavior patterns are categorized. We also 
consider the natures of various types and levels of description (for example, 
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acontextual description with reference to muscular contractions and 
description with reference to function or consequence), and we come down 
on the side of pluralism. Descriptions can come in many different flavors— 
none is always correct and none is always incorrect. Rather, the questions 
being asked (and perhaps the animals being studied) drive the selection of 
the type of description (and other methods) that should be used. 

A balanced view of cognitive ethology requires consideration of critics' 
points of view. We attempt to give serious attention to various critics' chal
lenges in chapter 4, and also in other chapters as the need arises. Criticisms 
of cognitive ethology come in many forms but usually center on the notion 
that nonhuman animals do not have minds; on the idea that (many, most, 
all) animals are not conscious, or that so little of their behavior is conscious 
(no matter how broadly defined) that it is a waste of time to study animal 
consciousness; on the inaccessibility to rigorous study of animal mental 
states (they are private) and whatever (if anything) might be contained in 
them; on the assumption that nonhuman animals do not have any beliefs 
because human language is incapable of expressing anything other than 
the contents of human beliefs; on the belief that there is too much human 
subjectivity about animal subjectivity; on the rigor with which data are 
collected; on the lack of large databases (anecdotes are far too prevalent); 
on the nature of explanations that rely too heavily on theoretical constructs 
(e.g., minds and mental states) that are regarded as anthropomorphic, folk-
psychological, and merely instrumentalistic; and on the reliance on behav
ior to the exclusion of neurological or physiological explanations of 
behavior. 

Much of the criticism of cognitive ethology comes from those who 
ignore its successes, those who dismiss it in principle because of strong and 
radical behavioristic leanings, or those who do not always appreciate some 
of the basic philosophical principles that inform it. The more mechanistic 
approaches to the study of animal cognition are not without their own 
faults. Kamil (1987), a comparative psychologist himself, faults many of 
his colleagues for disregarding external validity (i.e., how relevant a study 
is to the natural existence of the animals under study) and for paying too 
much attention to internal validity (i.e., the logical structure of the exper
iments being performed). 

In our response to critics, we introduce the notions of stimulus-bound 
behaviors (i.e., behavior patterns that occur almost invariably in response 
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to some stimulus, with external stimuli predominating over internal fac
tors) and stimulus-free behaviors (where internal factors predominate over 
external stimuli). There are different ways of conceiving these internal fac
tors, ranging from interoceptive phenomena to representational accounts 
of mental states. Here interdisciplinary input is necessary, and Jerry Fodor 
shakes hands with Niko Tinbergen. For much of the twentieth century, 
psychology, especially comparative psychology, was on a behavioristic 
track that explicitly denied the possibility of a science of animal mind. We 
argue that this halving of psychology depends on unsound arguments 
about the privacy of mental phenomena and on unsound views about the 
relationship between observation and theory. The appearance of the ade
quacy of behavioristic explanations to account for any observed behavior 
may be an artifact of the way in which comparative psychologists identi
fy behaviors to be explained. When the full complexity of the behaviors is 
considered, behavioristic explanations can seem rather less straightfor
ward than cognitive or mentalistic ones. 

Other challenges to cognitive ethology center on the use of folk-
psychological explanations—appeals to animals' desires and beliefs. In 
chapter 5 we consider what folk psychology is, consciousness and content, 
the semantic properties of mental states, and evolutionary explanations of 
content. We discuss the possibility of traveling smoothly from folk psy
chology to science and transforming folk psychology into something 
respectable. We also consider serious criticisms of the notion of belief, con
cluding that they do not threaten the enterprise of cognitive ethology— 
that intentional explanations are alive and well and can be used to explain 
behavior. We argue that a notion of content is essential to the explanato
ry project of cognitive ethology in that it provides a level of abstraction 
that is important for comparative accounts of behavior. A common objec
tion to the use of mentalistic terms to explain animal behavior involves 
both a mistaken understanding of what such terms are best at explaining 
and an overoptimistic assessment of the scope of nonmentalistic explana
tions of behavior. We also argue that there are fewer grounds for pessimism 
about the precise specification of the content of animal beliefs than critics 
have supposed. The fact that the conceptual schemes of nonhuman ani
mals do not exactly correspond to classifications that are of anthropocen-
tric interest does not mean that more precise specification of content is 
impossible for the cognitive states of animals. 
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Our first case study, presented in chapter 6, concerns social play behav
ior, especially in canids (members of the dog family). Darwin thought that 
playful behavior indicated pleasure, and many observers would agree that 
animals play because it is fun for them to do so. It also is fun to watch ani
mals at play! This aside, there is much of directly cognitive interest in the 
study of play, including the requirement to communicate intentions about 
play and the possibilities that the study of play may afford for the devel
opment of understanding the context in which various actions may occur 
in order to distinguish playful actions from their nonplayful counterparts. 

In addition to the fact that social play exemplifies many of the theoret
ical issues faced by cognitive ethologists and philosophers, empirical 
research on social play has benefited and will benefit further from a cog
nitive approach, because social play involves communication, intention, 
role playing, turn taking, and cooperation. Furthermore, social play occurs 
in a wide range of species and thus affords a good opportunity for a com
parative investigation of cognitive abilities. Finally, our choice of social 
play is in keeping with our major goal of discussing behavior patterns— 
tractable, evolved behavioral phenotypes—that lend themselves to detailed 
empirical study. Because the social play of canids and other animals 
involves the use of behavior patterns from other contexts, such as preda-
tion, aggression, and reproduction, it is important that when the same pat
terns are used in play they are not misinterpreted. Thus, in this chapter we 
concentrate on how individuals communicate that they want to play with 
others, rather than to eat, fight, or mate with them. 

Our second case, study presented in chapter 7, centers on antipredatory 
behavior, mainly in birds—how individuals scan their social and nonso-
cial surroundings looking for predators or looking at who is nearby and 
what they are doing. Many of our observations about social play as a cog
nitive domain also apply to the study of vigilance. However, perhaps even 
better than play, the vigilance behavior of animals lends itself to broad tax-
onomic comparisons and is amenable to neurobiological studies and to 
studies of perceptual abilities. Many vertebrates and invertebrates show 
minute-by-minute, daily, and seasonal changes in their vigilance behavior. 
In many cases, the causes of these changes, which are not amenable to sim
ple, single-factor explanations, seem amenable to cognitive analysis. 
Studying vigilance could allow cognitive ethologists to break away from 
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the tendency to focus on a few select representatives of a few taxa. In short, 
vigilance studies might allow cognitive ethologists to escape the primato-
centrism that plagues much of comparative psychology, and also might 
make possible real comparative studies of a variety of taxonomic groups. 
In chapter 7 we use a study of western evening grosbeaks to illustrate the 
application of cognitive approaches to vigilance behavior. This study con
cerned the sorts of information accessible to these birds as they feed in 
small to medium-size groups and scan for potential predators and the 
expectations they might have about the behavior of other flock members. 

In chapter 8 we turn to the topic of consciousness. Although some of the 
classical ethologists (especially Tlnbergen) were skeptical or hostile toward 
the idea that animals' subjective experiences could be investigated rigor
ously (Burkhardt 1997; van den Bos 1997), Griffin placed the topic at the 
top of his agenda for cognitive ethology. We wait so long to get to this 
important but highly controversial and muddled area because we wish to 
illustrate that there is much of interest in cognitive ethology that can be 
pursued even in the absence of a completely satisfying account of con
sciousness. We try in chapter 8 to reorient the debate about animal con
sciousness away from Thomas Nagel's famous question "What is it like to 
be a bat?" and back toward the question of which creatures possess con
sciousness. We discuss the lack of a need to provide a stipulative definition 
of consciousness; we consider qualia, sensations, and information; and we 
stress the importance of learning about how animals detect misinforma
tion. We hope to convince our readers that some questions about animal 
consciousness may be empirically tractable, even if others seem at present 
intractable. 

Without a doubt, the difficulty of understanding consciousness is the 
single biggest bludgeon used to bash cognitive ethology. We think that to 
focus on this difficulty is to be very unfair to cognitive ethologists, for 
many interesting questions about the evolution of mentality can be pur
sued in the absence of solutions to all the problems of consciousness. Many 
philosophers have focused on how one can know what it is like for anoth
er organism to be in a particular conscious state. We argue that the more 
fundamental epistemological question concerns which organisms have 
conscious states, not what it is like to be those organisms. For many 
philosophers, however, the epistemological problems of consciousness pale 
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in comparison to the ontological problem of saying just what conscious
ness is. We do not think that the project now facing cognitive ethologists 
and comparative psychologists requires us to say anything explicit about 
the ontological problem of consciousness. For present purposes it is 
enough to point to cognitive and behavioral capacities that exhibit some 
of the characteristics associated with consciousness and to target those for 
further empirical investigation and philosophical analysis. Only this kind 
of interdisciplinary research will tell whether those capacities are the ones 
.to which we should be pointing. 

In chapter 9 we attempt to provide a synthesis of philosophical, psy
chological, and ethological approaches to the study of animal minds. We 
directly head off the attempt by Cecilia Heyes and Anthony Dickinson 
(1990, 1995)—severe but cogent critics of cognitive ethology—to argue 
that only in the laboratory is it possible to rigorously test hypotheses about 
the intentionality of animal behavior. Heyes and Dickinson's arguments 
are flawed, we believe, by an excessively narrow dedication to Daniel 
Dennett's (1983,1987) conception of intentionality and by a lack of atten
tion to the natural history of their laboratory subjects. 

In summary, we argue that the following should figure prominently in 
cognitive ethological studies: 

remaining open to the possibility of surprising findings about animals' cog
nitive abilities 
concentrating on comparative, evolutionary, and ecological questions 
sampling many different species, including domesticated animals—going 
beyond primates, and avoiding talk of "lower" and "higher" animals (or 
at least laying out explicit criteria for using these slippery and value-laden 
terms) 
naturalizing the methods of study by taking the animals' points of view 
(communicating with them on their terms) and studying them in condi
tions that are close to the conditions in which they typically live 
trying to understand how cognitive skills used by captive animals may 
function in more natural settings 
studying individual differences 
using all sorts of data, ranging from anecdotes to large data sets 
appealing to a variety of types of explanation in the search for the best 
explanations of the data under scrutiny. 

Cognitive ethology need not model itself on other fields of science, such 
as physics or neurobiology, in order to gain credibility. Envy of the "hard" 
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sciences is what led to the neglect of animal and human minds in the early 
part of the twentieth century. 

All in all, we hope that our readers will come away from this book rec
ognizing that the comparative and evolutionary study of animal minds is 
a most exciting and challenging interdisciplinary field of inquiry that is 
worthy of respect from those who think it a soft science: it is not. 
Interdisciplinary research is difficult, and it becomes even more so when 
impassable boundaries are established between academic disciplines 
(Bekoff 1994b; van Valen 1996). Our hope is that traditional academic 
territories will be abandoned in areas where friendly overlap is essential 
to the advancement of knowledge; cognitive ethology is such an area. We 
recognize that not everyone will be satisfied. Some may wish to see more 
experimentation and less theorizing. We agree that more experimentation 
is desirable, but a solid theoretical approach is equally important. Most of 
all, we hope that our critics will come forth and mount serious challenges 
to what we have written, for in this way we can continue to develop and 
to refine ideas that will make the worlds of other animals more under
standable to us. 
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1 
Cognitive Ethology and Philosophy of Mind: An 

Interdisciplinary Approach 

If no organic being excepting man had possessed any mental power, or 
if his powers had been of a wholly different nature from those of the 
lower animals, then we should never have been able to convince our
selves that our high faculties had been gradually developed. But it can 
be shewn that there is no fundamental difference of this kind. We must 
also admit that there is a much wider interval in mental power between 
one of the lowest fishes, as a lamprey or lancelet, and one of the higher 
apes, than between an ape and a man; yet this interval is filled up by 
numberless gradations. 

—Charles Darwin (1871, p. 445) 

Only the most benighted of evolutionary gradualists could be sanguine 
that the apparently radical intellectual discontinuity between us and 
other creatures will prove to be merely quantitative. 

—JerryFodor(1994p.91) 

How widely are mental phenomena distributed in nature? Are the capac
ities for thought and feeling unique traits of humans, or are these and other 
mental states also found in nonhuman animals? If they are found in non-
human animals, how similar are the mental states of those animals to the 
mental states of humans? Are human mental states different in kind, or are 
there "numberless gradations" filling the interval between humans and 
lampreys (as Darwin hypothesized)? Answers to questions such as these 
about continuity between the minds of humans and those of other animals 
are central for understanding both the evolution and the nature of mental 
capacities. But many scientists have been reluctant, for various reasons, to 
take seriously the attribution of mental states to nonhuman animals. 
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Unless this reluctance can be overcome, it will not be possible to assess 
Darwin's gradualist hypothesis scientifically. 

Many nonscientists find the reluctance of scientists to admit the exis
tence of nonhuman mentality to be contrary to common sense. Common 
sense does not always, however, provide clear intuitions about the men
tality of nonhuman animals. On the one hand, it is normal to talk about 
companion animals and other familiar animals in mentalistic terms: it is 
not uncommon to hear of cats who are angry when their owners return 
after a weekend away, or of dogs who think they are going for a walk. 
Starting as young children, humans attribute mental characteristics to a 
variety of objects, both animate and inanimate. But these common-sense, 
"folk-psychological" judgments are typically taken more seriously when 
applied to animals, and as such they seem to support the view that men
tal states are not uniquely human traits. On the other hand, it is also com
monly recognized that there are large gaps between the mental abilities 
of humans and those of other animals; for example, many people talk to 
their pets but do not expect them to understand much of what is said. The 
existence of these gaps raises questions about the extent to which other 
animals really are like us. And it is common sense to many people that 
the psychological dissimilarities of other animals from humans are suffi
cient to permit farming, hunting, various types of research, and other 
practices that would be considered unacceptable if applied to humans. 
Furthermore, unmitigated appeals to common sense are unlikely to be 
effective in changing the attitudes of scientists toward animal mentality. 
Science has a history of overturning the opinions of common sense. 

From a psychological or an epistemological point of view, differences 
between humans and other animals make it difficult for us to imagine or 
know what the subjective experiences of other organisms might be like. 
From an evolutionary point of view, there are difficult questions about 
how such gaps could have arisen by natural selection. The task of bridg
ing these gaps and understanding the bases for mental-state attributions 
is at the same time a philosophical project and a scientific project. It is a 
philosophical project because it requires philosophical investigation of 
mentalistic concepts and of the aims and methods of cognitive ethology; 
it is a scientific project because impoverished knowledge of animal 
behavior results in impoverished arguments and faulty conclusions. 
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Cognitive ethology provides a tractable approach to obtaining such 
knowledge. 

Our approach is to assume that at least some organisms (minimally, 
humans) do have mental lives and that the best way to understand mental-
state attributions across species boundaries is within the comparative, evo
lutionary, and interdisciplinary framework provided by cognitive ethology. 
A goal of this book is to make that framework as explicit as possible. 
Where there are shortcomings in our account, we hope to convince our 
readers that the difficulties are tractable within the interdisciplinary 
approach. By assuming a realist attitude toward mental states, we choose 
to set aside the worries of "eliminativists," who believe that talk of minds 
is hopelessly confused and will be dispensed with in the future. Although 
ordinary mentalistic talk may be confused, we will work with the assump
tion that it is not hopelessly confused. Of course, much ordinary mental
istic language is bound up in cultural practices, such as determining 
innocence, guilt, or responsibility for various actions. For this reason, we 
also accept that it may be necessary to reconceptualize much of folk psy
chology if we are ever to have a clear view of the cognitive similarities 
among different species. 

In the course of the book we shall address a variety of arguments that 
have been put forward to establish the hopelessness, misguidedness, or 
sheer impossibility of studying the minds of animals. All these arguments— 
even those given by scientists—have something of a philosophical charac
ter, but they differ with respect to the degree of attention they pay to 
empirical research on animal behavior. Not so long ago, undergraduate 
philosophy majors were taught that if a question had an empirical com
ponent it was not a philosophical question. Many science undergraduates 
were also taught that if a question could not be directly answered empiri
cally then it was of no concern to scientists. Although these attitudes per
sist in some quarters, there is now much greater understanding of 
relationships between theory and evidence, especially the fact that theo
ries are always underdetermined by evidence because there are many the
ories that are compatible with the same set of evidence (Quine 1953). 
There is consequently more respect for interdisciplinary efforts such as the 
one undertaken here. However, there is still much to be learned about the 
relationships between theory-motivated philosophical arguments and 
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empirical work. In this book, we hope to contribute by example to the 
understanding of what can be achieved by direct collaboration between 
scientists and philosophers. 

Although Darwin proposed his ideas about mental continuity more than 
120 years ago, the dominant present-day view among animal-behavior 
researchers is that such issues are beyond the pale of respectable scientific 
research. Related developments in both philosophy and psychology have 
much to do with this prevailing attitude. In philosophy, empiricism is the 
a class of views that maintain that all human knowledge must ultimately 
be derived from sensory experience. In the early twentieth century empiri
cism reached its zenith in the movement known as logical empiricism (or 
logical positivism) which emphasized that the meaningfulness of any con
cept depended on its reducibility to logical constructions from observable, 
verifiable experiences. In psychology, the behaviorists implemented the 
positivist program with a strict operationalism that allowed the use of 
mentalistic terminology only insofar as individual terms could be 
"defined" strictly using observable relationships between stimuli and 
responses. These "definitions" were not intended to capture the ordinary 
meanings of terms, but to replace the ordinary terms with a "more scien
tific" vocabulary. 

Donald Griffin, in a series of books and articles dating back to 1976, has 
urged that the comparative, evolutionary study of animal behavior cannot 
be completed if issues of animal mind are ignored, and has urged the devel
opment of the field for which he invented the label "cognitive ethology." 
Griffin's writings have been attacked as anecdotal and anthropomorphic, 
as bad science, and as just plain muddled thinking. Some of the critics of 
his work in particular and of cognitive ethology more generally bring 
behavioristic presuppositions to their arguments; thus, it is our view that, 
in defending cognitive ethology, it is not feasible to ignore the behavioris
tic challenge. 

Cognitive ethology, however, requires more than a convincing response 
to the behaviorists. Behaviorism is no longer the force that it once was, 
even within comparative psychology. But even those who are sympathet
ic to cognitive ethology worry that, hard as it is to make progress on dif
ficult issues of mind when the subjects are human, it is many times harder 
when one is working with nonhuman animals, with whom linguistic com-
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munication is either impossible or highly limited. Although human cogni
tive psychology relies very little on verbal introspective reports by research 
subjects, the ability of subjects to respond to complex verbal instructions 
is nonetheless essential to the design of many experiments. Cognitive ethol
ogy will be shown viable only if it can be shown that a mentalistic 
approach to the study of animal behavior is capable of sustaining an empir
ical research program despite the challenges presented. A major goal of 
this book is to indicate how such a research program might be sustained. 

Naturalism about the Mind 

In contributing to the development of cognitive ethology, we believe our
selves to be contributing to the philosophical project of naturalizing the 
mind. Naturalism is a broad philosophical stance that denies either the 
existence of supernatural or nonphysical entities or their relevance for 
understanding any given phenomenon. Another major strand in philo
sophical naturalism (see Quine 1953) is that the methods of science and 
philosophy are intertwined. When naturalism is concerned with what kinds 
of entities exist, it is part of the philosophical subdiscipline of ontology— 
the theory of existence. ("Ontology" should not be confused with "ontoge
ny," the development of individual organisms.) When naturalism is 
concerned with how a phenomenon can be understood, then it is part of 
the philosophical subdiscipline of epistemology—the theory of knowledge. 

The phrase "naturalizing the mind" has a variety of meanings to dif
ferent authors. We take the central idea behind naturalism about the mind 
to be an ontological view to the effect that mental phenomena are in some 
sense a part of the physical world. Naturalism in this sense is opposed to 
the Cartesian view that mind is substantially distinct from the rest of 
nature, and it is generally opposed to theories of mind that link mental 
properties with notions such as the possession of an immaterial soul or 
spirit. (See Shapiro 1997 and the discussion below for a disagreement with 
this characterization of naturalism.) 

Of what consequence is this issue about naturalism for cognitive sci
entists in general, and cognitive ethologists specifically? One can do 
good work on memory or planning without worrying about the philo
sophical underpinnings of these concepts, just as one may do excellent 
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experimental work in particle physics that is not affected by one's opin
ion about the relative merits of the "Copenhagen" and "many-worlds" 
interpretations of quantum mechanics. But whether or not a particular 
scientist is personally attracted to such issues, the discipline as a whole 
is affected by them. Theories are accepted both for their ability to 
account for observations and for their coherence with the rest of science. 
In this vein, the notion of a mental representation is puzzling because 
mental representations have features that are hard to account for in ordi
nary causal terms. Consider planning, which requires the ability to rep
resent future events that have not yet occurred and may never occur. 
Clearly such events cannot be causes of their representations. So how is 
it possible to understand representation of future goals from within a 
causal perspective? This is one aspect of the problem of naturalizing rep
resentation, which if not resolved leaves cognitive scientists with an 
unpaid debt no matter how empirically successful their theories are (von 
Eckardt 1993, especially p. 197). 

In order to assess the prospects for naturalism about the mind, it is nec
essary to get clear about what would satisfy the desire for a naturalistic 
theory. 

Three Forms of Reductionism 

Opinions vary on what must be done to establish naturalism with respect 
to mental phenomena. We ultimately reject the suggestion that it means 
showing how mentalistic terms or predicates (the language of mentalistic 
psychology) can be reduced to nonmental predicates. According to the 
strongest versions of reductionism, the successful reduction of a mentalis
tic term, M, requires a definitional analysis of M in nonmentalistic terms. 
This would be achieved if one could complete the schema ux has mental 
property M if and only if x is F" in such a way that F provides a definition 
of M. Under a very strong conception of definition, the defined term (the 
definiendum) and the defining phrase (the definiens) must be completely 
synonymous. But this very strong requirement is extremely unlikely to be 
met by any suggested definition. For example, it is extremely unlikely that 
one could find a statement about neural states with exactly the same mean
ing as a statement about mental states that it is intended to analyze. For this 
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reason, most naturalists do not believe that it is necessary to provide this 
kind of analysis to support naturalism. 

A weaker version of reductionism requires the nondefinitional analysis 
of mentalistic terms or predicates. That is, one must specify necessary and 
sufficient conditions for the application of a mentalistic term M in non-
mentalistic, naturalistic terms, but the analysandum (the expression being 
analyzed) need not be equivalent to the analysans (the expression provid
ing the analysis). Thus, it is still required that the schema "x has mental 
property M if and only if x is F" be completed, but the stronger require
ment of synonymy between M and F is dropped. For example, it has often 
been suggested that possession of a particular brain or neural state is both 
necessary and sufficient for possession of a particular mental state. The 
standard philosophical example, almost certainly wrong, is that x is in pain 
if and only if x's C fibers are firing. If successful, this analysis would pro
vide identity conditions for pain—the mental state of being in pain would 
be identified with (or reduced to) the neural state of C fibers' firing—even 
though, for linguistic and historical reasons, no one would suppose that 
"John is in pain" and "John's C fibers are firing" had the same meanings. 
Unfortunately for those who favor this version of reductionism, it has been 
remarkably difficult to provide successful analyses (Stich 1992; Tye 1992). 
Consequently, many naturalists have favored weakening the requirements 
for naturalism still further. 

One obvious move is to drop the joint requirement for necessary and 
sufficient conditions in favor of an approach that allows naturalists to get 
by with specifying, in naturalistically acceptable terms, merely sufficient or 
merely necessary conditions for the application of mentalistic terms. If suc
cessful in doing this, a naturalist would have managed to establish con
nections that, although weaker than equivalence or identity, would still 
support the naturalistic claim that mental phenomena are not inherently 
supernatural. For example, if C-fiber stimulation turned out to be suffi
cient (in the context of a functioning nervous system) although not neces
sary for pain, then it would be known that at least some cases of pain do 
not depend on anything supernatural. In such a case, the notion of pain 
would not have been completely reduced (other cases of pain might occur 
without C fibers' firing), but the partial reduction would nonetheless pro
vide some support to naturalism about pain. 
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Emergent Properties and Reductionism 

So much for the cold touch of technical philosophy. Much of the broader 
scientific debate about the status of mental properties is conducted in terms 
of the notion of an emergent property. One is told that consciousness and 
other mental properties "emerge" in an unpredictable way from the 
actions of neurons. Such claims are sometimes taken to have antireduc-
tionistic consequences. But is emergence an antireductionistic notion? With 
respect to ontology, we believe that the correct answer to this question is 
negative. An emergent property is, very roughly, a property that belongs 
to an aggregate of entities but is not a linear sum of the properties of the 
parts. This means that the mass of a large object would not count as an 
emergent property of the object, as the total mass is simply the sum of the 
masses of all its parts. 

Uncontroversial examples of emergent properties are harder to find. 
The solvent property of water is one candidate, for neither hydrogen atoms 
nor oxygen atoms in isolation possess this property and neither do they 
possess scaled-down versions of the property. Solvent action seems to 
emerge from a nonlinear combination of the properties of hydrogen and 
oxygen. One can, of course, produce a solvent using nothing more than 
hydrogen atoms and oxygen atoms in the ratio 2:1, so from an ontologi-
cal standpoint nothing more is required. In this sense, chemical combina
tion of these atoms is sufficient for producing a solvent. Thus, a naturalistic 
stance toward the solvent property of water is justified. 

The nonlinear relationship between the properties of hydrogen and oxy
gen and the properties of water (if typical for emergent properties) might 
be taken to entail that the doctrine of emergent properties supports an epis-
temological version of antireductionism. If one could not infer the prop
erties of the brain from the properties of its neurons and glial cells, then, 
it would seem that one could not fully understand a reductionistic expla
nation of the brain's properties in terms of the properties of its cellular 
parts. Connections between reduction and understanding often lead 
philosophers of science to characterize reductionism as having an episte-
mological component, because epistemology is concerned with questions 
of knowledge and understanding. We prefer to avoid this characterization 
of reductionism, however, for it depends on rather vague claims about 
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what one could or could not understand on the basis of given information. 
Who is the "one" whose understanding is at issue here? Trying to take a 
God's-eye view is fruitless. From the point of view of a mere mortal, what 
one may or may not understand can change. Though it was puzzling in the 
past, scientists now have a pretty good understanding of how the polari
ty of a water molecule accounts for water's ability to act as a solvent, and 
of how that polarity is due to the electron structure of a water molecule's 
component atoms. Thus, what seems irreducible today may not seem 
irreducible tomorrow, and it would be shaky to pin one's views about 
the understandability of mental properties on the limitations of current 
theories. 

The common thread in all the varieties of ontological reductionism is 
the idea that it should be possible to show how mental phenomena arise 
from or are constituted by suitable arrangements of the basic materials 
that make up the rest of the natural world. Because science purports to tell 
us about the natural world, naturalistically inclined philosophers com
monly turn to science as the source for necessary or sufficient conditions 
relevant to mental phenomena; computer science, cognitive psychology, 
the neurosciences, evolutionary biology, and quantum mechanics have all 
been enlisted for support. Stich (1992) and Tye (1992) both suggest that 
such appeals to science have been unsuccessful in supporting reduction
ism as a viable approach to naturalism about mental phenomena. We do 
not wish to go into the details of their arguments, but their general point 
is easy to state: Despite a long history of attempts to provide reductionis-
tic accounts of mental phenomena, there is not even one case of a widely 
accepted partial reduction—for example, of a neurally specific sufficient 
condition for a specific mental property. Although we think ontological 
reduction is a worthy goal, in view of this miserable history it seems that 
naturalists would be well advised to consider alternative approaches. 

Alternative Approaches to Naturalism 

Tye (1992, p. 436) states his own version of naturalism as follows: 
"Mental states participate in causal interactions which fall under scientific 
laws, and are either ultimately constituted or ultimately realized by micro-
physical phenomena." This view has two components. The second part— 
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concern for the ontological issue of what mental states are "constituted" 
or "realized" by—is a feature (shared by most reductionistic approaches) 
that, in accordance with Shapiro (1997), we will label ontological natu
ralism. Shapiro also labels such views, somewhat disparagingly, as "Lego 
naturalism," because of their concern with the nonmentalistic building 
blocks of mental phenomena. Tye's version of ontological naturalism dif
fers from others by being less optimistic about the likelihood of providing 
analyses of mental terms in terms of either necessary or sufficient condi
tions. The first part of Tye's view—insistence on the place of mental states 
in law-governed causal interactions—has much in common with Shapiro's 
(1997) methodological naturalism, according to which naturalism about 
mental states requires only that there be a productive, systematic, empiri
cally tractable theory that includes mental-state predicates within its the
oretical vocabulary. 

Shapiro's view lacks the ontological component of Tye's. For Shapiro, 
it doesn't matter what mental states are made of so long as they can be 
studied by methods that are acceptable to scientists. Indeed, whereas Tye's 
view combines ontological and methodological components, Shapiro 
explicitly rejects an ontological component to his naturalism; he thinks 
that the ontological approach is unable to make the distinction that, on 
his view, really matters to naturalism. Shapiro believes that naturalists are 
not really concerned with whether mental phenomena are natural or super
natural. Rather, he writes (1997, p. 11), "we should expect of a naturalis
tic thesis that it allows us to distinguish scientific kinds and properties from 
nonscientific kinds and properties." 

We agree with Shapiro that methodological unity between the study of 
mental phenomena and other natural sciences would provide support for 
naturalism. We disagree, however, with Shapiro's rejection of ontological 
concerns. On our view, both the ontological and the methodological strand 
of naturalism provide useful characterizations of criteria that might be sat
isfied by a naturalistic theory of mind. In our view it is premature to decide 
now what is likely to be the best approach to naturalizing the mind. 
Neither ontological nor methodological approaches to naturalism require 
reductionism (although they are compatible with it), and the fact that there 
are alternative approaches to naturalizing the mind is valuable. There are 
various ways in which mental phenomena might be assimilated to other 
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natural phenomena, and naturalism gains support whether that assimila
tion is reductionistic, ontological, or methodological, or if it takes some 
other form that we have yet failed to consider. 

For scientists, most philosophical attempts to characterize naturalism 
do not provide adequate advice on how to achieve the goal of a naturalis
tic theory of mind (other than "Keep doing whatever you are doing"). In 
general, knowing what would count as satisfying some goal is not the same 
thing as knowing how to achieve it—one might well know that one would 
be rich if one had a million dollars yet have no clue how to make that much 
money. Likewise, many philosophical views about naturalism purport to 
specify what scientists are or should be aiming at but do not give much 
help with the practicalities of taking aim. It is fair to respond that most 
philosophical discussions do not aim to provide practical suggestions for 
scientific research. But the naturalist's cause could be advanced if such sug
gestions were forthcoming. It is not entirely surprising that suggestions are 
infrequent. Philosophers often do not know enough about the relevant sci
ences to be able to make practical suggestions and the task is difficult even 
for those who are relatively knowledgeable. For example, after visiting the 
Kenyan research site of Dorothy Cheney and Robert Seyfaith (Cheney and 
Seyfarth 1990), Daniel Dennett (1987) admitted that his earlier method
ological suggestions for cognitive ethology (1983) did not take account of 
the complexities and difficulties presented by ethological fieldwork. 
Similarly when one of us (C.A.) was given the opportunity to conduct field 
studies of bird behavior (described in chapter 7) with the other (M.B.), 
the sheer practical difficulties of implementing certain research ideas 
meant that many ideas were shelved. Conversely, scientists often do not 
know enough about the intricacies of philosophical theories of mind to be 
able to identify the ways in which their work is relevant to those theories. 
In view of the difficulties for any individual of becoming completely con
versant in two fields, a collaborative, interdisciplinary approach seems 
necessary. 

By pushing cognitive ethology as an approach to naturalizing the mind, 
we do not suggest that it is the only possible approach, or even that it is the 
only approach that is likely to succeed (and perhaps we should not sug
gest that it is likely to succeed at all). Rather, we intend this book as an 
extended investigation of the prospects for understanding naturalism 
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about mind within an ethological framework. In particular, we shall 
attempt to show that achieving a thorough understanding of the evolution 
and the phylogenetic distribution of mental phenomena might facilitate 
the assimilation of mental phenomena to other natural phenomena. 
Although we shall often be somewhat critical of those who insist that only 
in the laboratory can one conduct properly controlled experiments, this is 
not to say that we reject the relevance of laboratory investigations of ani
mal behavior; it is only to say that they alone cannot provide a complete 
picture of the comparative and evolutionary aspects of animal cognition. 

Cognitive Ethology and Naturalism 

The idea that mental phenomena are found in nonhuman organisms is not 
essential to a naturalist position with regard to mind; one might, for exam
ple, identify mental properties with a level of computational complexity 
not found in nonhumans. Nevertheless, skepticism about animal minds is 
one of a number of pieces of the Cartesian legacy whose defeat would go 
some way toward vindicating naturalism. In this context, the Darwinian 
idea of mental continuity between the species provides a framework for 
constructing a naturalistic view of mind. 

Using Darwin as his guide, Griffin has argued persistently for the claim 
that ethological observations of animals support attributions to them of 
thought, consciousness, and other mental states. Griffin does not, howev
er, provide a clear account of the grounds for attributing mental states on 
the basis of behavioral observations other than in his metaphor that com
munication provides a window on animal minds. For this he has been crit
icized both by those who are sympathetic toward cognitive ethology 
(including Allen and Hauser (1993), Jamieson and Bekoff (1993), and 
Bekoff and Allen (1997)) and by those who are not sympathetic (e.g., 
Heyes (1987a,b)). A number of unsympathetic critics, including Premack 
(1988) and Heyes and Dickinson (1990), have suggested that ethology, 
which relies heavily on observing animals in their natural habitats, simply 
cannot support the kinds of mental-state attributions that interest cogni
tive ethologists, and that progress on issues of comparative cognition can 
be made only under laboratory conditions. We favor the more pluralistic 
view that both laboratory work and fieldwork are important to the study 
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of comparative cognition, but fieldwork is essential to the proper inter
pretation of the results of laboratory experimentation. In chapter 9 we will 
illustrate this point with respect to the argument of Heyes and Dickinson. 
Here we will provide a more general argument for the centrality of ethol
ogy in studies of comparative cognition. 

Natural selection generally acts on the functional properties (in the 
sense of Cummins 1975) of organismic traits; the material properties of 
an organism or its traits are important only insofar as they affect the 
functional capacities of those traits. Nervous systems of animals are no 
exceptions—the functions for which they are selected include the control 
of behavior. Nervous systems are also, at least in humans, the organ of the 
mind. Thus, in trying to understand the evolution of mentality it is rea
sonable to consider the evolution of nervous systems. The branch of ethol
ogy specifically concerned with relationships between behavior and 
neurobiology is known as neuroethology. If selection acts on traits in virtue 
of their functional characteristics, then it acts on nervous systems in virtue 
of the behavioral functions they support. Thus, in order to understand 
nervous-system function from an evolutionary perspective, it is essential to 
understand the functional aspects of behavior. This is one of the tasks clas
sically taken to define ethology; therefore, ethology is a cornerstone of any 
attempt to understand the evolution of mentality. Ethologists study ani
mal behavior from a variety of perspectives, including the examination of 
relationships between behavioral phenotypes and selective pressures. Thus, 
ethologists favor observations and experiments on animals under condi
tions that are as close as possible to the environments in which selection 
occurs—that is, they favor fieldwork. 

Theories of Mind: A Pluralistic Approach 

No one knows whether mentalistic terms provide the right vocabulary 
for cognitive ethology, or whether evolutionary accounts of behavior 
provide the key to a naturalistic account of mentality. Potentially, 
philosophers have as much to learn from ethologists as vice versa. 
Philosophical theories of mind, insofar as they are empirically tractable, 
can provide suggestions for empirical investigation. In return, etiologi
cal research into cognition provides data points for the refinement of 
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philosophical theories—for example, with respect to the importance or 
unimportance of language for mentality. Much of the rest of this book will 
explore specific examples of this two-way interaction. 

Our approach is pluralistic. Owing to the complexities involved, the 
more points of departure available the greater will be the chances of suc
cess. Thus, we are less concerned with producing a complete theory of 
mind than with showing how different theories of mind have different con
sequences for making the scientific study of animal mind empirically 
tractable. 

Two aspects of mentality have been the major targets of contemporary 
philosophical theorizing. Both are important to cognitive ethologists. One 
is consciousness, particularly in the sense that some mental states feel like 
something to their possessors. A puzzle that worries many philosophers is 
how the machinations of neurons could add up to such feelings. Some 
philosophers, including Nagel (1974), put this in terms of wonder at how 
it could be that events in the cortex could give rise to the subjective quali
ty of experience. Others, such as Jackson (1986), put the point in terms of 
the existence of knowledge that is not available from a purely physical (or 
neurological) description. Clearly, anyone who wonders about the experi
ences of nonhuman animals must hope to find some philosophical clarity 
on the notion of consciousness. 

The other major target of contemporary philosophers of mind is the 
intentionality of mental states. Owing to the nineteenth-century psychol
ogist Franz Brentano (1874), the use of the term "intentional" and its cog
nates by philosophers has a special sense that differs from the ordinary 
sense of the term. In ordinary language the term "intentional" can be used 
as a synonym for "purposeful," but in the philosophy of mind it has come 
to have a broader but more technical meaning. Although there is dis
agreement about exactly how the term should be defined, the general idea 
it is intended to capture is that mental states have semantic or representa
tional content, sometimes described by saying that they represent (or are 
"directed toward," or "about") other states of affairs. 

Intentional notions, in this sense, appear in several topics that are of 
concern to cognitive ethologists. For instance, an ethologist who consid
ers the possibility of planning in nonhuman animals is wondering about an 
intentional notion, for a plan involves the representation of future actions. 
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Many of the terms that appear in folk psychology are also intentional in 
Brentano's sense. For example, beliefs and desires are intentional, for to 
have a belief one must have a belief about something and to have a desire 
one must have a desire for something. Intentionality, in Brentano's sense, 
is not limited to the so-called propositional attitudes, such as belief and 
desire, found within folk psychology. Mental representation, information, 
and other notions widely used by cognitive scientists are also intentional 
in the sense that one cannot have information without its being informa
tion about something and one cannot have a representation without its 
being a representation of something. 

Why is intentionality puzzling? One reason is that it appears to fall out
side the usual causal order of the world. Consider an organism that is capa
ble of formulating a plan. The plan represents future actions, yet these are 
actions that have not yet occurred and can therefore not be causes of that 
plan or of its content. Thus, although it might be tempting to think that a 
belief is about a leopard because it was caused by a leopard, this cannot be 
a completely general account of intentionality. 

Within recent philosophy of mind it has been common to follow a 
divide-and-conquer strategy of treating consciousness and intentionality 
independently. Not all philosophers who agree that it is appropriate to 
consider intentionality independent of consciousness. Searle (1992) is 
among those who disagree, on the grounds that genuine intentionality 
requires the subject's awareness of the contents of his or her own mental 
states. We shall address this concern in chapter 8. 

During the last quarter of the twentieth century, philosophers have gen
erally moved away from attempts to provide language-based criteria for 
understanding mental phenomena and toward approaches that are more 
grounded in scientific practice. A number of these approaches will be cov
ered in later chapters. For the moment, we wish to illustrate some conse
quences of this trend by briefly introducing the work of Ruth Millikan 
(1984), which is of special interest to ethologists because it attempts to 
provide an evolutionary analysis of intentionality that is divorced from the 
notion of consciousness. According to Millikan, intentionality is a prop
erty derived from the biological or "proper" functions of those things that 
possess it. Millikan uses bee dances as examples of what she calls "inten
tional icons." According to her account, bee dances are about the location 
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of nectar because (presumably) the ancestors of current bees were able to 
pass on the behavioral trait of dancing to current bees as a consequence of 
the selective advantage afforded to those who exploited correlations 
between features of dances and the locations of nectar. 

Millikan's account is historical in the sense that a thing's intentionality 
depends not on its present characteristics but on its being the product of a 
selective process that allows us to say what the thing is for. For example, 
her theory leads her to say (1984, p. 93) that an exact duplicate of a human 
being produced by a random process (e.g., an extremely unlikely quantum 
accident), although it might be conscious or have other mental states, 
would not have any intentional states (beliefs, desires, etc.), since (initial
ly at least) the creature's brain states would lack the right selectional his
tory to explain their existence. It is also a consequence of Millikan's theory 
that certain features of the behavior of plants exhibit intentionality. These 
consequences of her theory might at first seem to make it of questionable 
relevance to an investigation of the nature of minds. We shall return to this 
issue; here we only want to point out the extent to which the notion of 
intentionality has been divorced from the notion of consciousness. This is 
not to the liking of some philosophers of mind—especially John Searle 
(1992)—who believe that the separation of issues of consciousness from 
issues of intentionality is symptomatic of what is wrong with current phi
losophy of mind. 

Empirical Approaches to Intentionality 

Different notions of intentionality have the potential to cause confusion 
about the role of intentional terms in the description and explanation of 
animal behavior. But rather than see disagreement about the correct 
account of intentionality as a problem for cognitive science, we see it as 
an opportunity for developing an empirical account of intentionality. This 
attitude may seem to present a problem. We are a long way from being 
able to give an uncontroversial definition of intentionality, but many 
behavioral scientists believe it is not possible to study a phenomenon with
out a rigorous (preferably operational) definition of that phenomenon. 
That this idea is false should be obvious from the early investigations of 
the chemical natures of gold, carbon, and other elements. Before gold's 
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atomic structure was understood, overt properties such as density, hard
ness, color, and reactivity were used to determine whether a given speci
men was indeed gold. It would have been premature to define gold in 
terms of those properties, since, like carbon, gold could have turned out 
to occur in more than one form. A precise definition of "gold" formulat
ed before comparative work had been done on numerous putative exam
ples of gold would have begged certain questions about the nature of gold, 
since by definition things that shared the overt properties would have been 
gold and things that lacked the properties would not have been gold. 
Rough characterizations in terms of overt properties provide an initial 
classificatory scheme which is then revised by careful comparative work 
(such as the work that led to revisions in the concept of gold to include 
ideas about atomic structure within an empirically productive theoretical 
framework). (See Kripke 1972 for a general account of scientific terms on 
which these considerations are based; see Crick 1994 for an application 
to the notion of consciousness.) 

The motivation for a comparative approach to the study of intention
ally should now be clear. The empirical utility of a notion of intention-
ality will depend on whether it can be fit into an appropriate theoretical 
framework. This cannot be decided a priori by philosophers any more 
than philosophers could have decided whether gold, carbon, etc. was a 
better classification scheme than earth, air, fire, water. Cognitive scien
tists would be ill-advised to look to philosophers for a crisp and empiri
cally rigorous definition of intentionality (even if some philosophers 
promise to provide it). Philosophical conceptions of intentionality distin
guish a certain class of phenomena from others. Given a particular clas
sification scheme based on a particular philosophical conception, further 
investigation may show whether there is a scientifically useful theoretical 
basis for including all the phenomena initially characterized in this way. 
Phenomena initially included may come to be dropped from the catego
rization scheme, and some phenomena initially omitted may be usefully 
included. Or the phenomena picked out by the philosophical categories 
may turn out to be so heterogeneous that no useful theory can be built 
around them. From this perspective, the variety of philosophical views 
about intentionality is a good thing insofar as they suggest different bases 
for comparative studies. 
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The question whether to treat intentionality as a property of minds, as 
a property of sentences, as an aspect of biological function, or in some 
other way takes on a different significance from this perspective. Brentano, 
Millikan, and other authors of theories of intentionality provide criteria 
for distinguishing some phenomena (intentional ones) from others (non-
intentional ones). Some of these criteria are more easily applied than oth
ers. The resulting categorization schemes may not agree in all cases, but 
they may provide equally useful starting points for more detailed com
parisons of the phenomena. The results of comparative work may lead to 
refinements in the notion of intentionality, or to its abandonment, but this 
cannot be predicted reliably when the empirical work has not been done. 
The main point here, though, is that choosing to start from a particular 
categorization scheme does not commit one to accepting that it is the cor
rect scheme. Indeed, investigation of conflicting categorization schemes 
might even hasten convergence on a more useful scheme. 

Ethology, Intentionality, and Consciousness 

Griffin has placed the issue of animal consciousness firmly in the center of 
cognitive ethology. Somewhat ironically, those philosophers who have 
turned their attention to cognitive ethology have had rather little to say 
about consciousness, and rather more to say about intentionality in 
Brentano's sense and about the associated phenomena of representation 
and meaning. Because "intentionality" in this sense is a technical term 
within philosophy, it has received comparatively little attention from ethol-
ogists, although there are notable exceptions, including Cheney and 
Seyfarth (1990) and Beer (1991) (also see Bekoff and Allen 1992). It is also 
the case that although not explicitly discussed in these terms, much of the 
current research on deception and self-recognition is about intentionality 
(see Byrne 1995). 

We believe that to elucidate the relationship between consciousness 
and intentionality is the most difficult task facing all existing attempts 
to naturalize the mind. It is a task that we do not expect to accomplish 
fully within these pages. However, we will try to indicate how a com
parative, ethological approach may have something to contribute to the 
project. 
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Many recent philosophical discussions of consciousness have stressed 
the heterogeneity of the notion. For some, including Wilkes (1984,1995), 
this has called into question its scientific utility; for others, including 
Dennett (1991), Flanagan (1992), and Nelkin (1993), it suggests that 
empirical progress may be possible if one is careful to treat different aspects 
of consciousness independently. Most recent discussions of intentionality 
specifically dissociate it from consciousness, as we have already indicated 
with respect to Millikan's account. 

According to Searle (1980, p. 454), intentionality requires "some 
awareness of the causal relation between the symbol and the referent." 
This appeal to awareness requires further elucidation. Searle's claim that 
this awareness probably arises from the biochemical properties of nervous 
systems does not help to elucidate the idea. He draws an analogy to the 
biochemistry of digestion, but because digestion is identified as the 
mechanical and chemical breakdown of ingested substances it is clear why 
biochemistry is important to digestion. It is less clear why it should be 
important to consciousness, which is not identified in chemical terms. We 
shall argue (in chapter 8) that a comparative approach with cognitive 
ethology as a major component has the potential to demystify the notion 
of awareness to which Searle appeals. We believe that progress is possible 
by paying attention to the cognitive ability to detect perceptual errors. 

Concluding Remarks 

Our aim in this book is to promote an interdisciplinary approach to theo
ries of mind. The perspective should be broadly naturalistic, although there 
are various senses of naturalism that might prove satisfactory and deserve 
independent investigation. We see Darwinian continuity as one plausible 
route to a naturalistic theory of mental phenomena and ethology, and cog
nitive ethology as essential to the pursuit of this route. Our project, then, 
is to explore how evolutionary accounts of mental phenomena can inform 
and be informed by philosophical accounts. Wherever possible, we will 
concentrate on available data or suggest studies that will promote under
standing of animal minds. 



2 
A Brief Historical Account of Classical Ethology 

and Cognitive Ethology 

Every realm of nature is marvellous . . . so we should venture on the 
study of every kind of animal without distaste; for each and all will 
reveal to us something natural and something beautiful. If any person 
thinks the examination of the rest of the animal kingdom an unworthy 
task, he must hold in like disesteem the study of man. 

—Aristotle (Parts of Animals 645 a 17-27, quoted on p. 44 of Robinson 1989) 

Concepts such as "play" and "learning" have not yet been purged com
pletely from their subjectivist, anthropomorphic undertones. Both terms 
have not yet been satisfactorily defined objectively, and this might well 
prove impossible... 

—Niko Tinbergen (1963, p. 13.) 

We are not like other animals; our minds set us off from them. 

—Daniel Dennett (1995, p. 371) 

In this chapter we consider some major strands in the history of approach
es to the study of animal behavior and cognition. These range from the 
"anecdotal cognitivism" of the late nineteenth century to present-day cog
nitive ethology via behaviorism and classical ethology. Our aim is to pro
vide a historical context for understanding the origins of certain views 
about the attribution of mental states to animals and the continuing con
troversy surrounding those views. The incipience of different points of 
view can be attributed to attempts to repair apparent deficiencies in earli
er views. The return to a form of anecdotal cognitivism that came with the 
publication of Donald Griffin's book The Question of Animal Awareness: 
Evolutionary Continuity of Mental Experience (1976) seemed to many to 
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be a return to past ills. Nonetheless, Griffin's work too can be seen as a 
necessary antidote to overly narrow views about the nature of scientific 
theorizing about animal minds. 

We have not aimed to provide a comprehensive historical review (for 
that, we recommend Burghardt 1973, Burghardt 1985, Thorpe 1979, 
Burkhardt 1981, Burkhardt 1983, Boakes 1984, Richards 1987, 
Dewsbury 1989, and Lorenz 1996). Rather, our brief historical analysis 
serves to underline our point that cognitive ethology is truly an interdisci
plinary enterprise with a broad agenda that is very much grounded in clas
sical biological thought. 

Darwin, Continuity, and Anecdotal Cognitivism 

A number of people contributed to the foundations of animal-behavior 
studies, but it seems to be little disputed that Charles Darwin's ideas were 
the most important contributions of the third quarter of the nineteenth 
century (Burkhardt 1983; Boakes 1984; Krushinsky 1990). Indeed, 
Donald (1991, p. 25) claims that "modern theories of our mental origins 
should really be dated from the publication of Charles Darwin's landmark 
book The Descent of Man." 

Darwin, as we saw in chapter 1, stressed mental continuity between 
humans and other animals. There are two aspects of Darwin's ideas about 
mental continuity that deserve separate discussion. The first is a commit
ment to mental continuity over evolutionary history. This has its basis in 
a theoretical commitment to the idea of modification by descent and selec
tion of physical and behavioral phenotypes. The second is Darwin's com
mitment to mental continuity among extant organisms, which is based on 
attributing mental states by the method of observing animals. 

Darwin's general ideas about continuity among the species were not 
always well received by his contemporaries. His claims about mental con
tinuity were especially controversial because they were taken to undermine 
the idea that humans are uniquely rational beings and therefore to under
mine the moral separation between humans and animals (Rachels 1990). 
Even today, some champions of Darwinian thinking emphasize the division 
between humans and other animals. For example, Dennett (1995, p. 371) 
writes of "a huge difference between our minds and the minds of other 
species, a gulf wide enough even to make a moral difference." 
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Against the background of Darwin's theory, the default assumption for 
any heritable characteristic of any organism is that it developed by a 
process of gradual change from the characteristics of ancestral organisms. 
If one imagines a design space of possible organismic phenotypes (Dennett 
1995), then this assumption amounts to the view that life has evolved by 
walking its way through that space, rather than by jumping. This distinc
tion between walking and jumping is somewhat fuzzy, for even walkers do 
not touch every part of the ground they traverse. Nonetheless, the guiding 
idea behind the default assumption is that large jumps in design space are 
very unlikely and demand special explanation. A kangaroo's producing an 
offspring that sprouted wings and took to the air would have radical impli
cations for the Darwinian view of evolution by gradual modification, for 
most of our understanding of the fossil record is based on the extreme 
improbability if not the downright impossibility of such an occurrence. 
For any flying organism, we expect there to have been a series of interme
diate forms with limbs that were less adapted for flying and perhaps more 
suited to gliding. 

Thus, for any trait Tthat is supposed to be an ancestral form of anoth
er sufficiently different trait T', the Darwinian idea of continuity presumes 
that there are viable intermediate forms between T and T'. It is possible, 
of course, that no extant organisms display those intermediate forms, for 
the possessors of those traits may have all died a long time ago. But if it is 
to be maintained that T' evolved from T, the possibility of those interme
diate forms must be recognized. Whether one thinks that the sequence 
from T to T' was gradual or that it was punctuated by short periods of 
rapid change followed by long periods of relative stability doesn't matter. 
As long as one believes that naturam non facit saltum (nature does not 
make jumps), one accepts a version of Darwin's continuity hypothesis. 

But there is another sense of continuity that is sometimes associated 
with the theory of evolution, and it too is suggested by Darwin's writings. 
This is the idea that all extant organisms, taken together, constitute a con
tinuous lineage (from lamprey to ape to human, as Darwin suggests in the 
passage we quoted as an epigraph to chapter 1). It is reminiscent of the 
ancient idea of a scala naturae, according to which all species may be 
arranged from higher to lower. But there is no justification for such a view. 
Although it is true that between any two extant species there must be at 
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least one continuous sequence of relatively small modifications (through 
a common ancestor), it is not necessary that any such path pass through 
other extant species. 

Nonetheless, Darwin did write as if there is continuity among extant 
organisms of nonmental and mental characteristics. He argued for mental 
continuity of extant organisms in a fashion that is appropriately labeled 
"anecdotal cognitivism" (Jamieson and Bekoff 1993). He thought that sci
entists often underestimated the mental abilities of nonhuman animals, 
and he freely used anecdotes to make his case. Darwin attributed cognitive 
states to many animals on the basis of observations of particular cases 
rather than controlled experiments. In addition to making a strong case 
for mental continuity (along with Herbert Spencer) between humans and 
nonhumans ("There is no fundamental difference between man and the 
higher animals in their mental faculties"—Darwin 1871, p. 448), in 
Darwin's writings we also see the clear attribution of feelings and emo
tions to nonhumans. (For a discussion of how Darwin's anthropomor
phism informed his ideas about continuity, see Crist 1996.) For example, 
Darwin (1871, p. 448) claimed that "the lower animals, like man, mani
festly feel pleasure and pain, happiness, and misery." He also observed that 
monkeys are capable of elaborate deceit, and he even studied problem solv
ing in insects (1896). Furthermore, Darwin used behavioral evidence, such 
as pausing before solving problems, to support his contention that even 
animals without language are able to reason (Donald 1991; see also 
Krushinsky 1990). 

Anecdotal cognitivism also found a home in the work of Darwin's dis
ciple George Romanes (1883). For both Darwin and Romanes, Boakes 
(1984, p. 51) writes, "the potential science of animal behavior was a form 
of natural history, with methods and theories not very different from those 
of mid-century anatomy or geology." Although Romanes collected and 
classified anecdotes concerning cognitive abilities and the nature of ani
mal minds, he was more critical than many of his contemporaries, includ
ing Darwin (Boakes 1984). Romanes also believed that the ability to 
reason was important in helping animals adapt to novel situations, espe
cially during first encounters with novel environments (Krushinsky 1990). 
Griffin (1984, 1992; see also Dawkins 1993) also believes that adaptive 
versatility in behavior is a strong indicator of animal thinking. 
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Darwin did not rely solely on anecdotal evidence, and in several ways 
his methodological suggestions presaged the field of comparative etholo
gy. He appears to have been the first person to apply the comparative phy-
logenetic method to the study of behavior, having done so in his attempt 
to answer questions concerning the origin of emotional expression 
(Darwin 1872). Darwin used six methods to study emotional expression, 
some of which did not work well and others of which seem naive nowa
days (Burghardt 1973, p. 326): observations of infants, observations of 
the insane (who were less able than normal adults to hide their emotions), 
judgments of facial expressions created by electrical stimulation of facial 
muscles, analyses of paintings and sculptures, cross-cultural comparisons 
of expressions and gestures (especially of non-Europeans), and observa
tions of animal expressions (especially those of domestic dogs, Canis famil-
iaris). According to Thorpe (1979, p. ix), by using the comparative method 
Darwin "showed the way forward"; however, his ideas were slow to catch 
on, possibly because his other contributions overshadowed his efforts in 
the comparative study of behavior. 

Conway Lloyd Morgan, a contemporary of Romanes who also was very 
interested in animal minds, is well known for his canon: "In no case may 
we interpret an action as the outcome of the exercise of a higher psychical 
faculty, if it can be interpreted as the outcome of the exercise of one which 
stands lower in the psychological scale" (Lloyd Morgan 1894, p. 53). 
Although Lloyd Morgan did not give much credence to anecdote, it is 
important to note that he largely accepted Darwin's and Romanes's views 
of the continuity of mental phenomena. Indeed, Lloyd Morgan's canon 
presupposes animal mentation: "lower" psychological states are, after all, 
psychological states (for discussion see Rollin 1989 and Rollin 1990). (On 
what Lloyd Morgan meant by "lower" and "higher" psychological facul
ties, see Sober 1997.) 

Psychological Behaviorism: The Common Sense of Science and the 
Shrinking of the Mind 

Behaviorism in psychology arose as an attempt to bring rigor to the study 
of animal behavior. The much-discussed case of Clever Hans, a horse who 
was reputed to be able to solve arithmetic problems (Boakes 1984; Fernald 
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1984; Smith 1986; Wilder 1996), provides a prime example of what was 
perceived to be wrong with anecdotal cognitivism. Many Germans sus
pected fraud, but in September 1904 a commission of thirteen men, includ
ing the prominent scientists Oskar Heinroth (Konrad Lorenz's mentor) 
and Wilhelm Stumpf, put their names to a report that failed to find any 
evidence that Clever Hans was being cued by his trainer. Later that year, 
however, Stumpf and Oskar Pfungst issued a report showing, by the use of 
proper experimental controls, that Hans was in fact responding to unin
tentional cues from the people around him. For many psychologists, the 
initially mistaken conclusions about Clever Hans were taken as indicative 
of the nature of behavioral studies as "soft science" and led to attempts to 
bring psychology more in line with "hard sciences" such as physics and 
chemistry (Boakes 1984; Smith 1986). 

By insisting on replicable, controlled experimentation that manipulat
ed only measurable stimuli and recorded only observable behavior, behav-
iorists such as J. B. Watson (1930) and B. F. Skinner (1974) sought to apply 
the methods of the hard sciences to psychology. Many behaviorists went 
further and adopted the logical positivists' insistence on operationalizing 
all theoretical terms by reducing them to observable or measurable phe
nomena. The hope was that by these methods it would be possible to con
trol behavior and to provide explanations that covered the behavior 
patterns that animals (including humans) display under a wide variety of 
conditions. 

Philosophical Behaviorism: The Interpretation of Mind Talk 

Psychological behaviorism should be carefully distinguished from philo
sophical behaviorism, which is most associated with Gilbert Ryle (1949). 
Although these two movements arose contemporaneously, their objectives 
and their philosophical outlooks were rather different. Philosophical 
behaviorism was first and foremost a doctrine about the meaning of ordi
nary mentalistic language, not about scientific method. Whereas the psy
chological behaviorists were heavily influenced by logical empiricist (or 
positivist) views of science, the philosophical behaviorists were often 
more influenced by Ludwig Wittgenstein's (1953) rejection of positivism. 
Proponents of philosophical behaviorism often regarded the attempt to 
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bring science to bear on philosophical issues about the mind as a form of 
scientism—exaggerated trust in the power of science to answer questions 
in any domain of enquiry. Philosophical behaviorism is no longer a popu
lar view among philosophers, although many regard the work of Dennett 
(1969, 1987, 1991; see also Dahlbom 1993) as a continuation of some 
major aspects of its tradition, albeit within the framework of cognitive sci
ence. Psychological behaviorism has proved more durable, partly because 
its methods and goals have remained more flexible (it is thus much hard
er to pin down exactly what behaviorism amounts to besides skepticism 
about the appropriateness and utility of mentalistic notions for the pur
poses of science) and partly because it is often promoted as a theory about 
the boundaries of science (thus it contains an internal critique of alterna
tive attempts to theorize about animal behavior). The roots of these atti
tudes lie in positivism. 

During the years just after the First World War, a group of scientists and 
philosophers (including Ernst Mach and Rudolf Carnap) met regularly in 
Vienna and became known as the "Vienna Circle. This group wedded newly 
developed techniques of formal logic to philosophical empiricism (the view 
that all human knowledge is derived from experience). This logical empiri
cism later was called logical positivism, and its practitioners positivists. 
The positivists looked to science, particularly to physics and chemistry, for 
their ideal model of human enquiry. Using verifiability by empirical means 
as their test of meaningfulness for any statement, they sought to draw a 
hard distinction between the meaningful statements of empirical science 
and the unverifiable and therefore nonsensical statements of pseudo-
science, metaphysical philosophy, religion, and ethics. Philosophy owes 
much to positivism insofar as it encouraged rigorous standards of argu
mentation and clarity of expression in philosophical discussions. But per
haps positivism did too much to encourage scientists to ignore of a variety 
of important issues, including ethical concerns (Rollin 1989). 

Another effect of positivism was that questions about consciousness 
and other aspects of mind came to be regarded as unscientific. The Darwin-
Romanes approach to mental continuity virtually vanished from the sci
entific mainstream, because the new breed of psychologists regarded 
Darwinian hypotheses about animal mentality as completely untestable by 
empirical means. Rollin (ibid., p. 51) points out a curious aspect of this 
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state of affairs when he asks: "Why, by 1930, had the Darwin-Romanes 
approach to mind virtually vanished from mainstream scientific activity, 
whereas Darwinian biology has flourished?" Many of those who are crit
ical of mentalistic explanations on the ground that they appear to be mere
ly "just-so" stories nonetheless readily accept evolutionary explanations 
that, in many cases, are also just-so stories based on confidence in our abil
ity to reconstruct the past. Some may think "so much the worse for evo
lutionary explanations," but we think that this would represent an 
excessively narrow view of science. Rollin (p. 106) puts it this way: 
"Behaviorism was both a cause and effect of... the common sense of sci
ence. It is an outcome of the fact that the common sense of science ignores 
moral and value questions, that it stresses observables as the only materi
al of science, that it is ahistorical and has a simplistic positivistic bias, that 
it values science that leads to control, and exalts nineteenth-century physics 
and chemistry as the model to which all science should aspire, and empha
sizes laboratory experiments." The important point here is that the devel
opment of a fully evolutionary cognitive ethology may be hampered by 
comparisons to physics that do not respect fundamental differences in the 
complexity of the phenomena studied. 

Behaviorism in its strictest stimulus-response incarnation has few 
adherents today, but many present-day psychologists urge a behavioris-
tic theoretical outlook and behavioristic methods, and even adopt the 
label "behaviorist." These neobehaviorists are willing to theorize about 
unobserved processes internal to an organism ("intervening variables" 
in behavioristic jargon) in order to explain the organism's behavior. 
Different approaches to these ideas can be traced back to Clark Hull 
(1943) and Edward Tolman (1951), two early proponents of the utility 
of intervening variables for psychological explanations who differed on 
the types and the theoretical status of these variables. Hull, a strict mech
anist, recognized only a very small set of intervening variables, such as 
thirst and habit (about eight in all, according Bower and Hilgard 1981). 
Hull also sometimes wrote as though the intervening variables were 
merely convenient fictions, not to be accorded any real status in the psy
chology of the organism. Tolman recognized a much richer set of inter
nal processes, and he is now sometimes credited with being the first of the 
modern cognitivists. 
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One effect of behaviorism in the study of animal behavior was that, as 
Rollin (1990) colorfully puts it, animals lost their minds. Another signifi
cant effect was that psychology became debiologized. Neither of these 
effects is fully mitigated by neobehaviorist acceptance of the importance of 
internal processes for explaining behaviorists. Organisms treated as black 
boxes were the domain of the behavioristic psychologists, whose task it 
became to find general learning rules or other rules relating environment 
to behavior that could be generalized across species. (In practice, howev
er, the application of behavioristic experimental techniques has not gone 
much beyond the study of laboratory-reared rats and pigeons, which are 
typically many generations removed from the wild.) The biology of an 
organism, including its evolutionary history, was important to psycholo
gists only insofar as it was necessary to keep animals healthy and moti
vated for the duration of the experiment. 

The Rise of Classical Ethology 

The growth of classical ethology signified a return to some of the ideas of 
Darwin and the early anecdotal cognitivists, especially with respect to 
appeals to evolutionary theory, close associations with natural history, and 
the use of anecdote and anthropomorphism to inform and motivate more 
rigorous study. Eibl-Eibesfeldt (1975, p. 8) defines ethology as "a natural 
science, a branch of biology, from which it took the comparative method 
for the study of behavioral morphology and the analytic method for the 
causal analysis of behavioral physiology." "Its philosophical stance," Eibl-
Eibesfeldt continues, "is critical realism. Its orientation is neo-Darwinistic. 
. . . " Thorpe (1979, p. 3) also notes that one may think of ethology as one 
of two main aspects of natural history (the other being ecology). According 
to Burghardt (1973), ethologists try to separate description and interpre
tation, each of which is a part of observation. However, description and 
interpretation cannot readily be separated—it is difficult, if not impossible 
to describe without engaging in some interpretation, because observation 
depends on theory (Popper 1959; see also Enc 1995). 

According to Eibl-Eibesfeldt (1975), classical ethology emerged pri
marily in Europe, from zoology, mainly through the work of Konrad 
Lorenz and Niko Tinbergen, and it is based on the notion of phylogenetic 



30 Chapter 2 

adaptations in behavior. The direct forerunners of ethology are Charles 
Darwin, Charles Otis Whitman, Oskar Heinroth, and Wallace Craig (see 
also Dewsbury 1989). Lorenz once claimed that ethology could be defined 
as "the subject that Heinroth invented" (Thorpe 1979, p. 54). 

Lorenz, trained as a physician, comparative anatomist, psychologist, 
and philosopher, was among the first to appreciate fully the importance of 
behavioral characters for taxonomic endeavors. He stressed that, because 
animals perceive only parts of their environments (key stimuli), their 
behavioral responses are due to perceptual filtering (Lorenz 1996). 
Tinbergen (1963, p. 430) wrote: "The central point in Lorenz's life work 
thus seems to me his clear recognition that behavior is part and parcel of 
the adaptive equipment of animals...." Lorenz's contributions are also 
important for their emphasis on how innate and acquired components of 
behavior are integrated ("innate-learning intercalation"), perhaps most 
famously in his studies of imprinting in geese. (Lorenz's conceptualization 
of the nature-nurture problem was not readily accepted among his col
leagues; see, e.g., Lehrman 1953,1970.) 

Lorenz did little fieldwork, but his knowledge of animal behavior was 
enormous (Dewsbury 1990). Mainly he watched various animals, both 
domestic and wild, who lived near his homes in Austria and Bavaria. He 
freely used anecdote and anthropomorphism, stressed that it was impor
tant to empathize with nonhumans, and believed that animals had the 
capacities to love, be jealous, experience envy, and be angry. Lorenz 
focused mainly on description rather than experimentation. "The empha
sis on blind, quantitative experimentation without prior observation is 
based," he wrote, "on the erroneous assumption that scientists already 
know the questions to ask about the natural world" (Lorenz 1991, p. 7). 
Lorenz also believed that human emotion and intuition were important in 
understanding animals, and that natural science could not be pursued to 
the exclusion of human emotion "in the belief that it is possible to be objec
tive by ignoring one's feelings" (ibid., p. 259). In his recent biography— 
which lacks even one table or graph of data—Lorenz (1991, p. xiii) 
claimed, "without modesty," that "this represents the most complete inves
tigation to date of the ethology of a higher organism and its social system." 

Lorenz is not without his critics. Beer (1982, p. 326) claims that in his 
1981 book The Foundations of Ethology Lorenz "adopts an attitude of 
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isolation so splendid that he assumes himself absolved from having to keep 
up with his subject or maintain even minimum standards of scholarship in 
writing about it." But Lorenz's lack of concern for careful experimenta
tion was more than compensated for by his theoretical contributions and 
by his relationship with the more careful experimentalist Niko Tinbergen, 
with whom he would share the Nobel Prize for physiology or medicine in 
1973. (The prize was also shared with Karl von Frisch, who worked on 
the dance language of bees.) 

Tinbergen, often called "the curious naturalist" (see Tinbergen 1969 
and Dewsbury 1990), complemented Lorenz's more naturalistic and anec
dotal approaches by doing elegant, simple, and usually relatively non
invasive field experiments. He was adept at "finding simple problems 
which he could put to his animals in the wild without disturbing them 
unduly" (Thorpe 1979, p. 75). Whereas Lorenz took a "naked ape" 
approach to the study of human behavior, Tinbergen believed that the 
method (but not the results) of animal studies should be applied to the sys
tematic study of humans (Dewsbury 1990)—and indeed he and his wife 
conducted a classical study of autism in young children (Tinbergen and 
Tinbergen 1972). Despite their differences, Tinbergen worked with Lorenz 
on a number of classical problems, including egg rolling in geese. While 
Tinbergen and Lorenz made substantial contributions to the study of ani
mal behavior, their emphasis on instincts, internal drives, and energy mod
els of motivation (see, e.g., Lorenz 1981)—on behavior's being driven from 
within until being released, usually but not necessarily by external stimuli 
(Kennedy 1992, p. 34)—fell out of favor with subsequent generations of 
ethologists as it became clearer and clearer that explanations of behavior 
based on forces such as "outward-flowing nervous energy" (Lorenz) or 
"motivational impulses" (Tinbergen) were too simplistic. Tinbergen also 
believed that teleological reasoning (explaining causation by appealing to 
animals' desires to attain future goals) was "seriously hampering the 
progress of ethology" (1951, p. 4). He thought it idle to speculate on the 
possibility of subjective experiences because it was impossible to know 
whether nonhumans had feelings or thoughts of the future. 

Lorenz and Tinbergen established ethology as a recognized subdisci-
pline of biology with its own journal, Ethology (originally called 
Zeitschrift fiir Tierpsychologie), professional meetings, and a body of 
researchers who considered themselves specialists in ethology. 
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Donald Griffin's Agenda for Cognitive Ethology: Consciousness and 
Versatility 

Interest in what has come to be called cognitive ethology was rekindled by 
Donald Griffin's 1976 book The Question of Animal Awareness: 
Evolutionary Continuity of Mental Experience and by the precis (Griffin 
1978) and the commentaries that appeared in the journal Behavioral and 
Brain Sciences. The precis and the associated commentaries provide a valu
able historical record of Griffin's early efforts in the field of cognitive ethol
ogy. By writing in the same stroke about conscious awareness, mentality, 
and cognition, Griffin sometimes contributed to the failure to distinguish 
among various ideas associated with these terms. Indeed, he and many of 
his supporters and critics have often used these terms interchangeably. For 
a number of reasons, including this one, Griffin's work has not provided 
a solid theoretical foundation for cognitive ethology. However, Griffin did 
provide the stimulation that reopened an important field of inquiry. 

In his early works Griffin placed the issue of animal consciousness at 
the forefront of cognitive ethology, and he has continued to do so in his lat
est book, Animal Minds (1992). Although Lorenz and Tinbergen had 
already appealed on theoretical grounds to internal states that are not 
directly observable respectable within ethology, it is Griffin's emphasis on 
consciousness that has generated some of the harshest criticisms of his 
work. 

All Griffin's writings show the influence of Thomas Nagel, whose 1974 
paper "What is it like to be a bat?" stimulated Griffin and many others to 
ask the corresponding question for many other animals. On page 3 of 
Animal Minds Griffin notes that the aim of the book is "to reopen the basic 
question of what life is like, subjectively, to nonhuman animals," and on 
page 233 he says "We want to understand what the lives of these other 
creatures are like, to them." Although we do not think that Nagel's ques
tion is the most suitable starting point for investigating animal conscious
ness, its historical role as a starting point for cognitive ethology cannot be 
denied. 

Griffin has always been a realist concerning animal minds; he believes 
that animal minds are not merely theoretical constructs that are of instru
mental value for informing ethological investigations. He and many oth-
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ers accept that many nonhumans are conscious according to the common 
usage of the word. For example, animals are conscious in the ordinary 
sense that they are sometimes awake and they respond and switch atten
tion between various stimuli. Griffin, however, wants to go beyond such 
minimal attributions of consciousness. Building on Natsoulas's (1978) def
initions of consciousness, which allow that there are different kinds and 
degrees, Griffin (1992, p. 10) maintains that many animals experience per
ceptual consciousness (which "entails memories, anticipations, or think
ing about nonexistent objects or events as well as immediate sensory 
input") and reflective consciousness (an "immediate awareness of one's 
own thoughts as distinguished from the objects or activities about which 
one is thinking"). Although the states listed under perceptual conscious
ness may at times be nonconscious, it is not clear how interested Griffin is 
in investigating nonconscious mental states. Controversy might also be 
reduced if a clear distinction were drawn between animals' having mental 
states and animals' being aware of their mental states (Beer 1992, p. 79)— 
a point with which Griffin agrees. However, even the claim that animals 
have mental states is contentious to many skeptics. If cognitive ethology is 
to be advanced, it will be necessary to bring some clarity to the various 
sorts of cognitive and mental states that are under investigation. 

Griffin (1992, pp. 4-5) takes it for granted that "behavior and con
sciousness in both animals and men result entirely from events that occur 
in their central nervous systems." He claims to operate on the basis of 
emergent materialism, from which "it follows that conscious thoughts and 
subjective feelings are caused by events in the central nervous system" (p. 
255). He rejects the epiphenomenalist view that causation flows only in 
one direction: from the neural to the mental. It is not clear, but his view 
about the causation of mental phenomena by neural events may preclude 
the claim that mental states are themselves neural states. When Dennett 
(1995, p. 370) writes "Of course our minds are our brains, and hence are 
ultimately just stupendously complex 'machines,'" he is asserting an iden
tity between minds and brains that is popular among philosophers of mind 
who accept some kind of ontological naturalism. Griffin (1992, p. 259) 
views consciousness as an emergent property that "confers an enormous 
advantage by allowing animals to select those actions that are most likely 
to get them what they want or to ward off what they fear." He stresses the 
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importance of continuity in structure and function of nervous systems 
across diverse taxa in making such claims. He discusses how brain size 
may be related to cognitive competence; however, he maintains that size is 
not the most important criterion for an organism's ability to perform com
plex cognitive tasks, and he (somewhat curiously) argues that flexible cog
nition may actually compensate for limited neural machinery. This view is 
hard to reconcile with the naturalistic view that complex cognition is a 
function of complex neural machinery. Although Griffin provides rela
tively undetailed analyses of difficult concepts such as consciousness, inten-
tionality, rationality, and emergent properties, to focus on his shortcomings 
in this area is to divert attention from his major goal and from the impor
tance of his work. 

Griffin's objective is to show, by marshaling evidence from a very wide 
range of sources, that mental continuity between extant species cannot be 
dismissed out of hand. Dennett (1995, p. 371) explains his claim about 
the difference between humans and other animals, quoted above, as fol
lows: "the difference between us and other animals is one of huge degree, 
not metaphysical kind." Griffin, like Darwin before him, does not accept 
that there is a "huge degree" of difference between human minds and ani
mal minds. Griffin provides a wide-ranging natural historical account of 
the behavior of diverse taxa within a broad comparative perspective. He 
goes to great lengths to find examples of possible cognition and con
sciousness in a wide range of organisms spanning many taxa. Griffin is not 
surprised that what are sometimes called "lower" animals can outperform 
"higher" animals on some tasks that suggest cognition, especially when 
these performance differences can be related back to the evolution of 
behavior under different ecological conditions. Along these lines, Whiten 
and Ham (1992) note that rats and mice seem to outperform monkeys and 
perhaps chimpanzees on some tests of the ability to imitate. The conclude 
(p. 270) that "it would seem that a century's assumptions about the 
supremacy of primate imitation have still to be experimentally confirmed." 
(See also Beck 1982 and chapter 3 below.) 

Griffin's Animal Minds is a comprehensive and comparative review of 
evidence from a variety of sources. Gee-whiz stories, anecdotes, data from 
careful observations, and experimental findings are all brought to bear on 
questions of animal consciousness and animal thinking. Griffin discusses 
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how animals find food, how individuals avoid being taken as food, food 
caching, mate choice, habitat selection, mental maps, language acquisi
tion, artifact construction, deception, and manipulation. By including 
information from a range of sources, Griffin hopes to continue to develop 
support for a sophisticated cognitive ethology in which explanations based 
on appeals to cognition and more reductionistic and behavioristic expla
nations find a comfortable home. Griffin's openness to the possible utility 
of both behavioristic and cognitive explanations in the study of animal 
behavior stands in contrast to the often more single-minded views of his 
critics. Nonetheless, because his emphasis is on establishing the plausibil
ity of mentalistic explanations, his pluralism is easily ignored or dismissed. 

To support his objective of promoting mentalistic explanations of ani
mal behavior, Griffin offers three criteria by which consciousness can be 
inferred: versatile adaptability to novel challenges, neurophysiological cor
relates, and the richness of animal communication (1992, p. 27). Griffin 
claims that many examples of animal communication provide a "window 
on animal minds." Griffin maintains that animals do not merely utter 
"groans of pain" that indicate the physiological state of the individual (see 
also Marler and Evans 1995). Rather, in many cases, animals provide 
information about their thoughts and feelings. Nonetheless, there is a limit 
to which analyses of animal communication can provide the kinds of sup
port that Griffin needs to bolster his notion of animal consciousness; com
munication is not a perfectly transparent window that permits access to 
other individuals' subjective states. (For an attempt to cash out the 
metaphor of the window in terms of information communicated, see Allen 
and Hauser 1993.) 

A strong point of Griffin's agenda is that it is clearly interdisciplinary. 
For example, with respect to the importance of neurobiology in informing 
and motivating research in animal cognition, Griffin is of the mind that 
advances in neurobiology and behavior will provide convincing answers to 
many of the questions that scientists now have about animal conscious
ness and minds (see also Klemm 1992). Appeals to a future containing a 
more mature neuroscience can be dangerously vacuous, for the future can 
always be put off until we like what it brings (Bekoff 1995a). And even 
when we know a lot more about nervous systems, this knowledge will not 
necessarily replace appeals to explanations of behavior that use a more 
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psychological vocabulary, perhaps even including folk-psychological terms 
(Saidel 1992; chapter 4 below). From a comparative perspective too, 
attempts to infer functional similarity from neurological similarity will 
always be insecure, because similar structure is no guarantee of similar 
function (consider bat wings and human hands) and because the mappings 
between nervous systems in different species will never be exact. (We thank 
Kim Sterelny for reminding us of these points.) 

Because of his critics' strong and in some cases personal attacks on his 
views, Griffin often comes across as defensive. Defensiveness may have 
been necessary in his earlier works, but it is not necessary now. We believe 
that Griffin weakens his case by being so defensive. The plethora of data 
and the volumes of work that are available now indicate that many scien
tists are very much interested in animal minds and that they are following 
Griffin's courageous lead in attempting to study animal cognition more 
rigorously than has been done in the past. 

Another justifiable criticism of Griffin's work is that he does not suggest 
how we may go about rigorously testing his and others' ideas about ani
mal minds or animal consciousness. Part of Griffin's agenda concerning 
the question "What is it like to be a ?" is "to outline how we can begin 
to answer this challenging question by analyzing the versatility of animal 
behavior, especially the communicative signals by which animals some
time appear to express their thoughts and feelings" (1992, p. 3). But Griffin 
often does not tell us how to go about empirically testing his and others' 
ideas. Rather, he primarily tries to convince readers of the possibility of 
animal cognition by citing numerous examples that indicate consciousness 
and thinking and by appealing to the notion that cognitive explanations 
are often more parsimonious than are behavioristic explanations. It is up 
to others to pick up where Griffin leaves off by using his collection of anec
dotes, his discussion of empirical research, and his ideas to motivate new 
and highly innovative studies, the bases for which might not have been 
obvious before his work. 

There are those who assert that reductionistic approaches in ethology 
have been more fruitful in furthering our understanding of animal behav
ior than have other lines of inquiry, especially cognitive investigations. For 
example, Colgan (1989, p. 67) claims: "There can be no historical doubt 
that behaviorism has advanced ethology as a science, whereas the methods 
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advocated by cognitivists have yet to prove their worth. Until mental con
cepts are clarified and their need justified by convincing data, cognitive 
ethology is no advance over the anecdotalism and anthropomorphism 
which characterized interest in animal behavior a century ago, and thus 
should be eschewed." To suggest that cognitive ethologists should hang 
up their field glasses and have nothing to do with talk about nonhuman 
intentional behavior (Heyes 1987a) is premature. If we hang up our field 
glasses, we give up one of the basic pieces of equipment with which we and 
others inform our knowledge of the behavior of other animals. Reasons 
for our disagreeing with these pessimistic assessments will be brought for
ward in the rest of this book. 

Concluding Remarks 

Despite the great interdisciplinary interest in cognitive ethology, there is 
no reason why cognitive ethology cannot or should not concern itself with 
the four areas that Tinbergen (1951,1963) suggested ethology should be 
concerned with: evolution, adaptation (function), causation, and devel
opment (Jamieson and Bekoff 1993). Thorpe (1979, p. 169) maintains that 
ethology is an integrative science and is "in many respects essential for the 
full and satisfactory development of all other disciplines which are con
cerned with the whole animal." Cognitive ethology is also an important 
extension of ethology because it explicitly licenses hypotheses about the 
internal states of animals. In this respect, cognitive ethology does not rep
resent a major departure from the practices of classical ethologists such as 
Lorenz and Tinbergen. In practice, however, the explanatory constructs 
provided by the application of cognitive science to ethology are conceptu
ally richer than Lorenzian constructs such as "action-specific energy" and 
"drive." Careful observation, description, interpretation, experimentation, 
and explanation form the raw material for just about all types of analyses 
of behavior, regardless of one's position on matters of mind; there are no 
substitutes for detailed ethological investigations. Also, advances in the 
philosophical analysis of cognitive concepts provide better prospects than 
older analyses for empirical investigation of the applicability of these con
cepts to animal behavior. 



3 
What Is Behavior? 

One does not become familiar with animals by enclosing them in a 
cramped laboratory cage and providing them only with opportunity to 
exhibit quite specific responses to stimuli that are determined by the 
rationale of an experiment. On the other hand, it is also impossible to 
become fully familiar with animals, if. . . they are observed exclusive
ly in their natural habitat.... Approach the animal as closely as possi
ble without producing a significant disruption of its behavior that 
cannot be controlled Observation in the field is equally indispens
able as a control for results obtained in captivity. 

—Konrad Lorenz (1996, p.221) 

Of course, it can always be maintained that there were publicly observ
able differences in the dog's behavior from one occasion to the next, if 
only I had been very careful in conducting my observations. But... the 
number of different individual beliefs attributed to dogs would fill 
tomes, and it is simply implausible to contend that there is always a nice 
difference in their behavior from one occasion to the next... because, 
if other dogs are like my dog, the behavioral repertoire of dogs is itself 
limited; and wagging its tail, barking and jumping back and forth com
prise a large part of this repertoire. 

—Raymond Frey (1980, p. 115) 

The ethologist Adrian Kortlandt once pointed out to Colin Allen how the 
invention of field glasses had made ethology possible by enabling thousands 
of budding ethologists to develop their interests at an early age. In these 
days of big-budget, high-technology science, the idea that field glasses 
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could launch a science seems almost laughable. Yet many of today's ethol-
ogists, if they carry more than field glasses and notebooks, still rely large
ly on relatively low-tech items such as audio recorders and cameras. 
Because of this low-tech approach, studying animal behavior can appear 
to be a relatively simple scientific endeavor. How hard could it be just to 
sit and watch a few animals? 

Those who make a living studying animal behavior already know that 
it is in fact rather difficult. (For general guides see Martin and Bateson 
1993 and Lehner 1996; on what it is like to be an ant watcher see Gordon 
1992.) Interdisciplinary progress requires a solid appreciation of these 
difficulties by those who are not trained ethologists. One set of problems 
are associated with learning to recognize and describe just what it is that 
animals are doing. We humans little realize how much of our own appre
ciation for the subtleties of human behavior is rooted in a biological pre
disposition to notice them. Despite the proclamations of untrained 
observers, dogs and other animals have rather large behavioral reper
toires. Fifty or more different actions might easily be recognized in a sin
gle study of canid behavior (Bekoff 1978a). Thus, to turn to the behavior 
of members of another species and to proclaim (as Frey does in the quo
tation above) that their behavioral repertoires are limited is to express an 
uninformed opinion, but one that is not surprising for an untrained 
observer. 

Behavioral studies usually start with the observation and categorization 
of animals' behavior patterns. The result of this process is the development 
of an ethogram (a behavioral catalog that presents information about an 
action's morphology and gives the action a name). Descriptions can be 
based on visual information (what an action looks like), auditory charac
teristics (sonograms, which are pictures of sounds), or chemical con
stituents (output of chromatographic analyses of glandular deposits, urine, 
or feces, for example). Great care must be given to the development an 
ethogram, for it is an inventory that anyone else should be able to replicate 
without error. Thus, for example, if one is to call an action a "bow," then 
others interested in this motor pattern will need to know what it looks like 
so they will not mistake bowing for another action, such as stretching. 
Permanent records of observations allow others to check their observa
tions and descriptions against original records. Usually, after a period of 
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training, there is reliable agreement among different observers about the 
identification of specific behaviors. However, differences in training mean 
that reliability across different studies can be problematic. 

Of course, people differ on how they categorize and distinguish among 
behavior patterns—for example, when they split one behavior pattern into 
two and when they lump two behavior patterns into one. The problem of 
individuation is at the root of the construction of an ethogram for a given 
species. The number of actions and the breadth of the categories that are 
identified in a behavioral study depends on the questions at hand, but gen
erally it is better to keep actions separate in the early stages and to lump 
them together only when the questions of interest have been carefully laid 
out. Many good ethologists begin with the attempt to develop an aware
ness of the senses that the animals use (singly or in combination). It is high
ly unlikely that individuals of any other species sense the world the same 
way we do. Indeed, it is unlikely that even members of the same species 
sense the world identically all the time. It is important to remain alert to 
the possibility of individual variation. 

To go beyond the mere observation of behavior requires one to record 
what has been observed. This in turn requires the selection of a vocabulary. 
Terminological choices, often made unconsciously at the very beginning 
of a study, can seriously affect what is subsequently learned. An unfortu
nate choice of descriptive terms may cause the observer to focus on some 
aspects while unwittingly excluding other equally important aspects of the 
many behavior patterns that animals perform under diverse conditions. 
As the quotation from Frey reveals, an impoverished vocabulary for 
describing behavior can lead to a failure to appreciate relevant differences. 

Behavior vs. Action 

Terminological difficulties begin with the very notion of behavior. What 
is behavior? What should ethologists be looking for if they wish to study 
it? Most behavior involves observable movements or products of these 
movements (such as vocalizations, glandular secretions, or excretions). 
But it would be incorrect to make movement a necessary condition of 
behavior, for sometimes the suppression of movement is a significant fea
ture of an animal's behavioral repertoire (as when an organism freezes 
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upon detecting a predator). Conversely, not all movements are behaviors; 
some movements may be due to the direct application of external physical 
force. One would not, for instance, expect an ethological explanation for 
the motion of an armadillo dragged 50 meters along a highway by a speed
ing pickup truck. The common-sense distinction implicit in these exam
ples is between something that an animal does and something that happens 
to an animal. But, as with many common-sense distinctions, it is hard to 
make this distinction rigorous. 

Philosophers have traditionally discussed a related distinction under the 
auspices of action theory. Actions are often defined as deliberate (or intend
ed), or as resulting from what Aristotle described as practical reasoning. In 
a relatively early interdisciplinary attempt to apply philosophical theory 
to ethology, Purton (1978) argued for the importance of the distinction 
between actions and other movements. She cited winking at someone as an 
example of an action, and blinking in response to an air puff as an exam
ple of mere movement, and she implicated the same distinction in the dif
ference between raising a limb and a limb's going up. Apparently 
unmindful of examples of deliberate freezing, Purton erroneously claimed 
that "logically" an animal cannot perform an action without making some 
kind of movement. Let us, however, set aside this objection and attend to 
the issue of whether the distinction between action and mere reflexive 
movement is significant for ethology, as Purton claimed. 

The first thing to note is that the philosophical distinction is not quite 
the same as the common-sense distinction between what an animal does 
and what happens to it. Things that merely happen to animals require no 
input of energy on their part. The kinetic energy of the pickup truck is suf
ficient to account for the movement of the unfortunate armadillo down 
the highway, whereas the kinetic energy of the puff of air may be consid
erably less than is required to move the eyelid down and up. The eyeblink 
reflex is an "energy-added" system—it depends on energy contributed by 
the organism beyond the external forces that were immediately applied. 
In general, an adaptive explanation is required only when energy is added 
(although perhaps not always when energy is added). Typically, an energy-
added system can be given an adaptive explanation when it is possible to 
say why the cost to organisms of expending this energy is, on average, 
worth paying. In the case of the eyeblink it may seem obvious that pro-
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tecting the eyes is a good thing for the organism. In fact, it is not so obvi
ous. Aside from the energy required to contract the muscles involved, the 
organism suffers a potential cost from being momentarily blind while the 
eyelid is closed. Providing an explanation of why the organism blinks in 
some circumstances and not in others lies within the domain of ethology. 
Thus, the philosophical distinction between action and mere movement 
does not delimit the proper domain of ethology. 

So much for the role of the distinction with respect to classical etholo
gy. What about cognitive ethology? After all, intentionality in the sense of 
purposiveness is considered to be a defining characteristic of action, and 
purposeful behavior is also within the domain of cognitive ethology. 
Certainly the extent to which organisms may deliberate, plan, and act on 
the basis of those deliberations is one of the interests of cognitive etholo-
gists. But it is by no means the only topic of interest. The broader notion 
of intentionality that is due to Brentano plays an important explanatory 
role even in cases where deliberation is not an issue. 

The distinction between deliberate behavior or action (on the one hand) 
and reflexive behavior (on the other) is closely related to the distinction 
between voluntary and involuntary behavior that is commonly discussed 
by psychologists. However, the latter distinction is not as clear cut as it 
may initially appear. With varying degrees of difficulty, humans and per
haps other animals find it possible to learn to control many bodily respons
es, including bowel movements, eyeblinks, heart rate, and other responses 
that would typically be considered "hard-wired" or reflexive (or perhaps 
even "wireless" in the sense that in many species the heart will beat myo-
genically). There may be differences among species and among individu
als in the degree of difficulty involved in bringing different tasks under 
voluntary control. This blurs the distinction between voluntary and invol
untary in a complicated way. Nonetheless, all these responses are energy-
adding, so even those toward the reflexive or involuntary end of the scale 
are going to fall within the domain of ethology. Insofar as cognition affords 
increasingly sophisticated control of behavioral responses all along the 
scale from involuntary to voluntary, however, there is going to be no clear 
point where classical ethology ends and cognitive ethology begins. (There 
is, of course, a question about whether and when cognitive explanations 
are most appropriate for various kinds of behavioral systems; we will 
address this below.) 
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Purton's distinction between raising an arm and an arm's going up 
prompts the question of how observed behavior should be described. If all 
that an observer strictly sees is a limb going up, perhaps the conscientious 
ethologist should never record that an organism raised its limb. A similar 
controversy arises over so-called functional descriptions of behavior (Hinde 
1970)—for example, "threat display" versus "bared teeth" (Millikan 
1993; Lehner 1996). Should an ethologist describe a dog as performing a 
play bow (thereby indicating the function of the bow as a part of a play 
sequence), or merely as performing a bow? Or should a movement nota
tion that records only relative positions of the dog's anatomical features— 
e.g, feet on ground, shoulders below hips—be preferred (Golani 1992)? 

Function vs. Form 

Hinde (1970) notes that in practice there are two broad categories of 
behavioral description. One involves reference to muscular contractions— 
patterns of limb or body movements (their strength, degree, and pattern
ing, for example); the other makes reference to the broader context of these 
contractions—their consequences and their causes. The former scheme 
involves grouping actions on the basis of similar spatiotemporal patterns 
of muscular contractions. Phrases such as "head extension," "tail 
upright," and "bent neck" may be used (see also Golani 1992). The sec
ond category involves reference to causes and effects that may lie beyond 
the organism. Hinde notes that behavior patterns can be classified in terms 
of consequence, immediate causation, function, or by appeals to history. 
Classification by consequence allows such phrases as "approaches nest," 
"picks up nest material," and "rolls eggs." Classification in terms of imme
diate causation entails grouping activities that share causal factors; for 
example, all actions that are increased by testosterone can be called "male 
sexual behavior," and all actions that are influenced by rivals might be 
called "agonistic behavior." Functional classification involves grouping 
together behavior patterns that share an adaptive consequence, such as 
threat, courtship, or hunting. Historical classification can refer to the 
grouping of patterns that share a common historical origin or to grouping 
on the basis of a common method of acquisition (e.g., learning or ritual-
ization that has occurred during ontogeny or evolution). 
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Hinde argues that the second kind of description has the following 
advantages: 

A multitude of variable motor patterns, such as hopping, flying, walking, 
running, and sidling, can be covered in a brief description when those pat
terns have common causes or effects. 
It allows behavioral units to be described unambiguously in terms of envi
ronmental changes. Whether a bird placed grass in her nest, or whether a 
pigeon pecked at a lever, usually does not lead to disagreements. 
Contextualized descriptions are usually more informative than mere phys
ical descriptions. When identical or highly similar actions are used in dif
ferent contexts (say, hammering with the beak by great tits either to open 
nuts or to attack rivals), description by consequence calls attention to 
essential features of the behavior (in this example, the objects to which 
they are directed). 

Hinde stresses that, while descriptions by consequence and other contex
tualized descriptions are very useful (in general more so than are physical 
descriptions), there is the danger of overinterpretation. Description and 
interpretation are intimately linked. When we say that an animal "escaped 
from a predator" or "avoided the color red by running away," we are not 
only describing by consequence what happened, but also imputing moti
vation by suggesting why it happened. The rationales are sometimes 
regarded as provided by evolution (Dennett 1995) and sometimes thought 
to be provided by the individual performing the behavior. (Ordinary talk 
of reasons often mixes adaptive or ultimate reasons with proximate or psy
chological reasons.) The danger of overinterpretation lies in the fact that 
seemingly compelling rationales often have no basis in reality. Another rea
son the classification or grouping together of behavior patterns demands 
careful scrutiny is that it can lead to spurious claims about common caus
es or common functions. 

Despite Hinde's (1970) arguments, whether there is a proper description 
of behavior for ethology continues to be controversial. Golani (1992) 
argues in favor of an acontextual reporting scheme, called Eshkol-
Wachmann (EW) notation, that records spatial relations between major 
anatomical features. Golani claims that EW movement notation is better 
than ordinary language at revealing commonalities and differences in 
behaviors. EW descriptions concentrate on the kinematic features of 
behaviors, and they clearly provide a means for identifying similarities and 
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differences between behaviors with respect to trunk orientation, freedom 
of movement, and other features that Golani mentions. Golani argues that 
these features are significant for understanding the neurological organiza
tion of behavior. We agree that this is an important goal, but it is not the 
sole goal of ethological research. Hinde (1970) claims that ethology shares 
with the rest of biology an interest in questions of "immediate causes" and 
development. But, following Tinbergen (1951,1963), he identifies two fur
ther questions of special interest to ethologists: What is the function of 
behavior? How did it evolve? Golani concentrates on neurological mech
anisms and ontogeny, and his attention is consequently drawn to the first 
two questions—questions that Hinde identifies as generic to biology. 
Although there is some discussion of phylogeny, there is little discussion of 
function. Golani's use of the EW system plays down the significance of the 
questions Hinde identifies as characteristically ethological. EW descrip
tions also seem limited with respect to understanding the evolution and 
the immediate causes of behavior. The notation does provide one way of 
assessing similarity across the phylogenetic tree (as Golani illustrates). But, 
again, complete understanding requires more than EW can provide. 
Functional demands for a particular behavior can drive the evolution of 
neurological mechanisms to support that behavior, as well as driving the 
use of the mechanisms in appropriate circumstances. For example, know
ing that play involves maximum freedom of movement does not help us 
understand why the nervous system provides for such freedom, or why 
animals play when they do play. A danger of EW notation is that it 
obscures the function-driven nature of both the evolutionary process and 
the moment-to-moment expression of behavior. 

Coming from a background of philosophical considerations about the 
nature of psychology, Millikan (1993) argues that ethologists (and psy
chologists) are interested in explaining behavior only insofar as it is func
tionally described. A blink involves a motion of the eyelashes toward the 
toes, but, she claims, it is not the job of ethologists or psychologists to 
explain why eyelashes move toward the toes. Rather, the eyeblink is of 
interest to ethology only insofar as it has one or more functions. Millikan 
(1984,1993) provides a detailed theory of biological function that explains 
how a particular behavioral, anatomical, or physiological trait of an organ
ism may possess a function even if it fails to perform that function (Allen 
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and Bekoff 1995a). Whereas Hinde's description by consequence is focused 
on the actual outcomes of particular behaviors, and his characterization of 
function refers to "adaptive consequences," Millikan's functional classifi
cation scheme depends on facts about evolutionary history. 

Although our criticism of Golani's view should make clear that we are 
sympathetic to Millikan's emphasis on the importance of functional con
siderations, we think Millikan tends in places to overstate the case against 
the importance of alternative categorization schemes for ethology. We 
favor a pluralistic approach according to which it is an empirical question 
which schemes for categorizing behavior will turn out to be empirically 
most productive. We doubt that it is possible to predict in advance whether 
the patterns identified by classifying behavior kinematically will be more 
helpful for understanding behavior than the patterns identified by classi
fying behavior functionally. In view of this, the best approach is the plu
ralistic one of allowing studies to proceed using a variety of classification 
schemes (Bekoff 1992). 

A pluralistic attitude can also be extracted from Purton's (1978) obser
vation that the various frameworks in which behaviors are conceptualized 
(Purton suggested form, function, causality, and motive or purpose, among 
which there can be links) lead to the organization of data in different ways. 
As Hinde (1970, p. 3) noted, behavioral events have to be grouped into 
classes "by abstracting properties which, to a degree of precision appro
priate to the task at hand, recur in more than one event." Some lumping 
together of distinguishable actions is essential, because each action is prob
ably unique in its exact form. It would simply be cumbersome to deal in 
any meaningful way with every single action that is performed by any sin
gle animal, and composite categories could not be developed for practical 
purposes. Hinde also suggests that there is no single level of abstraction 
that provides a single correct method of study for ethologists. 

Concluding Remarks 

Cognitive science comprises a number of disciplines, including cognitive 
psychology, neuropsychology, psycholinguistics, artificial intelligence, 
and cognitive ethology. What, if anything, do practitioners of these dis
ciplines have in common that makes them all cognitive scientists? An 
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often-suggested answer is that they share a willingness to theorize about 
the role of internal representations in the production of behavior. 

This answer is vague enough to be uncontentious. Trouble arises when 
one tries to get precise about the notions of representation and behavior 
that are involved. We shall return to the topic of representation in later 
chapters. In this chapter we have argued that there is no simple answer to 
the question "What is behavior?" At one extreme, one might classify 
behavior in physical terms as changes of position of objects with respect 
to some frame of reference. At another extreme, one might classify it in 
the fully intentional terms familiar from philosophical action theory. How 
one proceeds in this matter is important for psychology, for the two 
schemes may be completely orthogonal. A certain physical movement of 
the hand may in one case constitute the action of signing a contract; in 
entirely different circumstances the very same movement could constitute 
a breach of contract. Conversely, two entirely different physical move
ments could both constitute the same action of greeting a friend. The way 
one chooses to classify these behaviors will affect the way one explains 
them, for one expects the same explanations for the same behaviors and 
different explanations for different behaviors. 

Because we do not expect there to be a way to decide this choice a pri
ori, we favor a pluralistic attitude toward behavioral classification 
schemes—an attitude that should be sensitive to the questions at hand. An 
appreciation of methods that are used in the study of animal behavior is 
necessary. It is important not to be misled by the deceptive simplicity of 
the question "What is behavior?" 



4 
But Is It Science? 

The awakenings of the 1960s led most psychologists to a search for rel
evance and to commerce with such concepts as cognition, volition, and 
consciousness. For many of them, positivism and operationism became 
dirty words because of the gossip that, back home in philosophy, they 
were in trouble. This development did psychology great harm. 
—Gregory Kimble (1994, p. 257) 

There can be no historical doubt that behaviorism has advanced ethol
ogy as a science, whereas the methods advocated by cognitivists have yet 
to prove their worth. Until mental concepts are clarified and their need 
justified by convincing data, cognitive ethology is no advance over the 
anecdotalism and anthropomorphism which characterized interest in 
animal behavior a century ago, and thus should be eschewed. 
—Patrick Colgan (1989, p. 67) 

Cooperation merely depends upon the behavior of one animal serving 
as a stimulus that elicits a certain response from the other. 

—John Pearce (1987, p. 261) 

Must cognitive ethologists rely forever on anecdotal cognitivism and face 
the ensuing charge of anthropomorphism? Is it possible to investigate men
tal phenomena in nonhuman animals under natural conditions? Some crit
ics believe that any attempt to investigate the minds of animals must fail 
to be scientific. Others object specifically to the methods of cognitive ethol
ogists, especially the limitations inherent in fieldwork. Griffin's books have 
failed to reassure critics that the problems facing cognitive ethology can 
be solved. Although he provides many examples of behaviors that are 
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suggestive of mental processing, Griffin does not present an adequate the
oretical framework for the attribution of mental states. 

Here we consider a number of objections to the aims of studying animal 
cognition and mind that have been raised from within psychology. It is our 
view that some of these objections are based on differences in vocabulary, 
but where there are substantive disagreements we hope to make them clear. 
Later in this chapter we shall outline a framework for the attribution of 
mental states. 

Cognitive Awakenings 

Kimble (1994, quoted above) reports as gossip the idea that in the 1960s 
positivism and operationism were in trouble back home in philosophy. But 
it was not mere gossip. Quine (1953) had already argued that the logical 
positivists' theory of meaning relied on principles that were not justifiable 
from within the positivist framework, and that empirical science and the
oretical philosophy are strongly intertwined. Quine revived the following 
thesis, which he attributed to Pierre Duhem: No scientific hypothesis is 
ever tested independent of an ensemble of mathematical, logical, theoret
ical, and empirical beliefs; consequently, the results of any experiment can 
never be taken as logically refuting any specific hypothesis, only as logically 
refuting the ensemble as a whole. 

These troubles for positivism resulted in a broader conception of the 
relation between theory and evidence than is allowed by strict opera
tionism. According to strict operationism, any theoretical term must be 
directly defined in terms of observable phenomena. But if no hypothesis is 
ever tested in isolation, the failure of an experimental prediction can 
always be attributed to any of the numerous assumptions that were used 
to generate the prediction. Any particular theory may be implicated in a 
large number of predictions, and the rejectability of the theory does not 
depend on its involvement in the failure of any single prediction. In view 
of the logical structure of this situation, as elaborated by the Quine-Duhem 
thesis, there is no objective reason for denying scientific status to theoret
ical terms that are not directly operationalized. 

This view of the relationship between theory and evidence suggests that 
there are not likely to be any behavioral litmus tests for the attribution of 
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mental states to animals, and that such attributions can be evaluated only 
in the context of a broad set of observations. Such a view is fully compat
ible with a thoroughly naturalistic account of mental phenomena that com
pletely rejects dualist ideas about immaterial souls and other supernatural 
substances. Nonetheless, the idea that there is any room for such notions 
in science continues to provoke a vigorous negative response from a broad 
range of psychologists. 

It is easy for philosophers of mind to label these responses "behavior-
ist" and to dismiss them all as results of a conditioned association of men-
talistic terms with dualism. Unfortunately, the label "behaviorist" obscures 
some important distinctions among psychologists. In many cases, howev
er, it does seem that scientists who resist the use of mentalistic terms are 
reacting against a perceived return to mysterious immaterial causes rather 
than responding to the careful suggestions that naturalistically inclined 
philosophers are making. This represents an unfortunate miscommunica-
tion about what is really at stake in this dispute. 

Such miscommunication is apparent in Howard Rachlin's (1991) dis
cussion of cognitive ethology in his textbook of behavioristic psychology. 
Rachlin specifically discusses Dennett's (1983) methodological sugges
tions for cognitive ethologists. Dennett suggests that ethologists frame 
hypotheses within a hierarchy of intentional attributions. Zero-order 
explanations of behavior involve only stimulus-response mechanisms. 
First-order explanations invoke representations of non-intentional facts 
about the world to explain behavior; for instance, a monkey's ascent into 
a tree might be explained by the first-order belief that a leopard is pre
sent. Second-order explanations involves representations of first-order 
intentional facts, such as the belief that a leopard wants to eat me. Third-
order intentionality involves representation of second-order facts. And so 
on. Rachlin reports this proposal as a suggestion about levels of con
sciousness, thus obscuring the distinction between intentionality and 
consciousness that is so important to much contemporary philosophy of 
mind (including Dennett's). Rachlin proceeds to reject Dennett's propos
al on the ground that the ordinary notion of consciousness is of no scien
tific value. But Dennett (1991) would agree that the ordinary Cartesian 
notion of consciousness is of no scientific value, so this critique misses its 
target by a wide margin. 
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Cognitive ethologists need not be particularly embarrassed if they are 
unsure how to pursue questions about animal consciousness. The strate
gy of condemning cognitive ethology because it has trouble with con
sciousness is about as creditable as the strategy of so-called creation 
scientists who seek to undermine astronomy by pointing out that 
astronomers can't explain what caused the Big Bang. There is much more 
to astronomy than that, and there is much more to cognitive ethology than 
questions about animal consciousness. 

It is all too easy for participants on both sides of this debate to lapse 
into name calling, and drawing analogies with religious arguments seems 
to be a favored strategy. Indeed, the charge of anthropomorphism 
(Humphrey 1977; Colgan 1989; Kennedy 1992) often leveled against 
those who would attribute mental states to animals hearkens back to the
ological disputes about attributing human characteristics to divine beings 
(Mitchell 1996). Blumberg and Wasserman (1995) also play the religion 
card against Griffin. They claim that his argument from the complexity of 
animal behavior for animal mind is analogous to the argument from design 
for the existence of a creator. But the analogy fails: creators are outside 
nature (almost by definition), but neither Griffin nor other cognitive ethol
ogists are opposed to naturalistic accounts of mental phenomena. Thus, 
there is less prima facie reason to be suspicious of inferences from appar
ently intelligent behavior to the intelligence of the actors. 

We shall do our best to avoid these religious wars and instead examine 
the arguments offered by critics of attempts to study animal mind to see 
whether they really do support the conclusions that are claimed. 

Mental Privacy 

Many scientists who are sympathetic to the idea that nonhuman animals 
possess mental states are nonetheless skeptical of cognitive ethology. 
Underlying this view is the worry that we can never know about the men
tal states of others. In its most general form, this worry is the same as that 
traditionally known to philosophers as the problem of other minds. 
Psychologists concerned with human behavior effectively shelve skepticism 
about other minds in just the same way that physicists shelve skepticism 
about the mind-independent existence of physical objects. But many 
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behavioral scientists believe that knowledge of nonhuman minds poses 
special problems. While they admit that knowledge of other human minds 
is possible, they regard the mental states of other animals as closed to us 
forever. To distinguish this from the general problem of other minds, we 
will refer to this as the other-species-of-mind problem. 

The other-species-of-mind problem underlies the frequent complaint 
that attributing mental states to nonhumans is unjustifiable anthropo
morphism—defined as an interpretation of what is not human in terms of 
human characteristics (see Fisher 1996 for a sophisticated analysis of this 
complaint). The charge of anthropomorphism clearly invokes the other-
species-of-mind problem rather than the generic problem of other minds, 
since attributing mental states to other humans cannot, by definition, be 
considered anthropomorphic. 

A very general argument against scientific knowledge of other minds 
can be reconstructed as follows (see Williams 1992 and Kimble 1994 for 
examples that follow this pattern): 

Mental phenomena are private phenomena. 
Private phenomena cannot be studied scientifically. 
Thus, mental phenomena cannot be studied scientifically. 

The first thing to note about this argument is that its premises depend on 
a particular conception of mental phenomena, namely that they are "pri
vate," and one might ask what this amounts to. Clearly, none of us is capa
ble of directly seeing, touching, hearing, tasting, or smelling the mental 
states of others. But neither can any of us directly sense quarks. Thus, if all 
that "private" means is "not directly sensible," quarks are private phe
nomena too. Scientific understanding of quarks is based on what philoso
phers call inference to the best explanation: the selection of the most 
plausible hypothesis among competing alternatives for the explanation of 
observable phenomena. In the absence of further reasons against taking a 
similar approach to mental phenomena, the argument from privacy is not 
convincing. If "private" means "directly sensible only by the individual 
having the experiences," then inference to the best explanation would still 
seem to be a viable strategy. Indeed, it would fail to be a viable strategy 
only if the privacy of a mental state meant that it had no effects whatso
ever beyond the individual subject possessing the state. Even if there is no 
conceptual reason why mental states must have effects (as Strawson (1994) 
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has argued), it does not follow that there are no effects. And if they do have 
effects, it should be possible to discover the characteristics of mental states 
by an inference to the best explanation of those effects. 

The first premise of the argument is probably untrue if "private" means 
"having no effects whatsoever," yet the second premise is true only if "pri
vate" is given that meaning. Thus, either the first premise is false or the 
second one is, and either way the argument is unsound. Because this ver
sion of the argument says nothing specifically about nonhuman animals, 
it would also rule out attempts to study human mental states—a view that 
is strongly at odds with contemporary cognitive science. A more restrict
ed version of the argument must be considered for application to nonhu
man subjects, viz.: 

Mental phenomena are private phenomena. 
Private phenomena cannot be studied scientifically in nonhuman animals. 
Thus, mental phenomena cannot be studied scientifically in nonhuman 
animals. 

In this version, the second premise makes special appeal to the fact that 
our subjects are nonhuman animals. Perhaps, a proponent of it might 
argue, one can infer the presence of mental states in humans, but one can
not do so for nonhuman animals. A commonly stated basis for this view 
is that, in the absence of language use by nonhumans, their behavior is 
not discriminating enough to allow the attribution of mental states. (For 
examples of this claim see p. 115 of Frey 1980 and p. 40 of Rosenberg 
1990.) 

We do not intend to get embroiled in the dispute about what constitutes 
a language and whether nonhuman animals meet the criteria for language 
possession. In fact we shall have very little to say about attempts to teach 
artificial languages to nonhuman animals (although in later chapters we 
shall discuss natural systems of animal communication and the role of 
human language in specifying mental content). Our aim here is simply to 
point out that in view of our diagnosis of the state of the discussion, it is 
up to cognitive ethologists to explain the grounds on which a mentalistic 
explanation might be considered the best explanation of some aspect of 
animal behavior. Griffin, relying on little more than the methods of anec
dotal cognitivism, has not been entirely successful in doing this (Bekoff 
and Allen 1996). Progress will be made by identifying various aspects of 
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mentality and showing how each of these aspects might be made amenable 
to scientific investigation. This, however, is the project of later chapters. 
Here we shall continue to examine the arguments of critics. 

The Behaviorist Challenge 

Often philosophers to whom we talk about cognitive ethology are sur
prised to learn that behaviorism is alive and well in studies of animal 
behavior. Yet it is. For example, Blumberg and Wasserman (1995, p. 142) 
chide Allen and Hauser (1991) for having "prematurely announced the 
demise of behaviorism." McFarland and Bosser (1993, p. 289) write that 
"the problem for the ethologist is that for every cognitive account of an 
animal's behavior there is always an equally valid behaviorist account." 
Coupled with the presumption that considerations of simplicity and par
simony favor behavioristic accounts, prospects for mentalistic explana
tions can be made to appear quite bleak. There are many of our readers, 
including philosophers and scientists, who will not have much sympathy 
with behaviorism. But despite the impression of many that behaviorism 
collapsed under its own weight, many of its methodological presupposi
tions continue to exert an influence on the thinking of many scientists 
about issues of animal mind. We will take some time to clarify these issues. 

There is a tendency by philosophers of mind and others outside of psy
chology to lump all the variants of behaviorism together. Within psychol
ogy, however, the differences among followers of Pavlov, Watson, Skinner, 
Hull, and Tolman are very important. Arguments endorsed by one group 
would not necessarily be endorsed by the members of another group 
(Smith 1986; Kamil 1987). We will attempt to tread carefully by discussing 
the arguments of individual authors on their own merits. 

In the passage quoted at the beginning of this chapter, Kimble (1994) 
self-consciously portrays the second coming of J. B. Watson. We have 
already mentioned that the demise of positivism in the philosophy of sci
ence cannot seriously be dismissed as "gossip." Yet Kimble's main argu
ment for why psychology must be behavioristic (1994, p. 258) is based on 
just this dismissal: 

If psychology takes the scientific road to truth, it will discover that the 
only observables available are stimuli and responses. That reality means 
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that, at bottom, psychology must be behavioristic. After that, it can be 
as biological, cognitive, or even humanistic as it wants to be. But disci
plines that study something else—like brain, mind, or human potential— 
without connections to stimuli and responses may occasionally be 
science—even elegant science—but they are not psychology. Psychology 
is the science of behavior. 

The transition from what is observable to what may be theorized is not 
justified. Although cognitive or biological approaches to mind may employ 
theoretical notions that are not operationally connected to observable 
stimuli and responses, this is not the same as saying that they have no con
nection to observables. To suggest otherwise is to attack a straw man, for 
few present-day theorists deny that there are connections. At issue is the 
nature of the connections between theoretical terms and observable phe
nomena. Positivist theories of the nature of science and meaning were 
beautiful theories; they were, however, ultimately indefensible (Quine 
1953), and no amount of lamenting that fact can change it. Once it is real
ized that few theoretical notions can be strictly operationalized, the infer
ence from what is observable to what is acceptable as a theoretical posit 
must be seen in terms more sophisticated than Kimble's. What applies to 
psychology in this regard applies also to cognitive ethology. 

We have already stated our view that mental-state attributions, when 
justified, are justified by inference to the best explanation. To understand 
any such inference, it is necessary to understand what is being explained 
and what the alternative explanations are. In human psychology, it is some
times possible to take the existence of mentality for granted and to make 
the mental states themselves targets for explanation (Shapiro 1994). 
However, ethologists are not in a position to take mental states of animals 
for granted. Furthermore, because ethology is traditionally the compara
tive study of behavioral phenotypes, it is not surprising that cognitive 
ethologists regard behavior as their main target for explanation. 

Animals face a variety of environmental conditions that change over a 
range of time scales. Conceivably it could be advantageous for a given piece 
of behavior to be "stimulus bound" in the sense that it occurs invariably 
(or almost invariably) in response to some stimulus. However, in many 
cases stimulus-bound behavior will not be to an organism's best advan
tage. For example, it does a sated animal no good to continue to eat when 
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its visual and olfactory systems are being stimulated in a way that nor
mally corresponds to the presence of food. Thus, organisms have internal 
states that modulate their responses to such stimuli. Indeed, laboratory 
researchers must often take account of this in the design of their experi
ments. Many laboratory protocols involve lowering the body weight of 
animals in order to produce the proper state of "motivation" to work for 
a food reward. 

In admitting the notion of "motivation," one agrees that explanations 
of behaviors must take into account factors that are internal to the organ
isms in question. Grounds for disagreement lie in the questions of how 
complex these internal factors may be and how they are best described. In 
chapter 2 we touched on the controversy between Hull and Tolman about 
the status of intervening variables in the explanation of animal behavior. 
Those who are sympathetic to the Hullian line tend to regard internal fac
tors either as further "internal stimuli" or as simple threshold mechanisms 
that are relatively isolated from one another. However, in some organisms 
at least, these internal factors seem to be very complicated indeed. For 
example, an organism's response to a given stimulus may change as a result 
of a single experience with an entirely different stimulus at a different time 
and location. Humans provide clear examples; for instance, a news report 
about a natural disaster close to home may make an individual more like
ly to pick up the next telephone he or she encounters. Comparative stud
ies of the extent to which the behavior of nonhuman organisms toward a 
given stimulus may be affected by stimuli of a rather different type are 
needed; however, tests of observational learning are of particular interest 
in this respect, for in such cases an organism may acquire a new behavior 
on the basis of no direct reward. 

The degree of interaction between external and internal factors can be 
conceptualized as falling along a scale. Toward one end of the scale, exter
nal stimuli predominate over internal factors and the behaviors can be con
sidered relatively "stimulus bound"; toward the other end, internal factors 
predominate over external stimuli and the behaviors may be considered 
relatively "stimulus free." Behavioristic explanations are to be preferred at 
or near the end of the scale where external factors predominate over inter
nal factors in the causation of behavioral responses. "Predominate" has 
two senses here, referring both to the extent to which external stimuli that 
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reliably produce a given response can be identified and to the extent to 
which explanations of behavior tend to focus on the adequacy of those 
external factors in accounting for the observed behavior. 

Toward the stimulus-free end of the scale, it is necessary to invoke inter
nal factors to account for the observed behaviors. These internal factors 
may be of varying degrees of structural complexity, understood both in 
terms of the number of different types of internal events and in terms of the 
types of possible interactions between tokens of these internal event types. 
Some relatively stimulus-free behaviors, such as quasi-diurnal cycles, may 
be explained by relatively simple and relatively isolated internal mecha
nisms, such as a physiological "clock." Cognitive and mentalistic expla
nations, by adopting typologies of internal states drawn (respectively) from 
computational theory and folk psychology, provide models for under
standing types of complex interactions between internal states. As the 
example of an internal clock shows, we do not argue that every stimulus-
free behavior should be explained cognitively or mentalistically. Rather, 
we argue, cognitive or mentalistic explanations may be preferred for 
stimulus-free behaviors that involve integrating inputs from various con
texts over extended time scales. 

Fodor (1994, p. 90) uses the term "stimulus free" in a way that is relat
ed to our use of it. Fodor is concerned, as we are, with the question which 
behaviors are best explained by attributing mental representations (with 
meaningful content) to organisms. According to Fodor, intentional states 
are causally intermediate between stimuli (p. 89: "the currently impinging 
environmental forces") and behavior, and can therefore be used to account 
for behavior that is relatively "autonomous" from environmental condi
tions. It is important to note here that stimulus conditions and environ
mental conditions should be strictly distinguished. The presence of a coral 
snake or a king snake will, under certain conditions, produce the same 
stimuli in an organism, yet these should be considered different environ
mental conditions because one snake is deadly and the other is not. This 
serves to make the point that organisms face the problem of using proxi
mal stimuli to guide their reactions to more distal causes of those stimuli. 

Fodor simply asserts that some human and some nonhuman behaviors 
are stimulus free. However, there is a long tradition in behavioristic circles 
of denying or downplaying the occurrence of behaviors that are not stim-
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ulus bound. Stimulus-bound phenomena prove to be especially suitable 
for laboratory investigation because of the ease with which the relevant 
stimulus conditions, and hence the behavioral responses, can be replicat
ed. Indeed, the demands of statistical significance and repeatability tend 
to favor the study of stimulus-bound behaviors in laboratory settings over 
the observation of animals in natural habitats. Furthermore, behavioris-
tic learning theory is essentially a theory of how behaviors are bound to 
stimuli, either by being paired with another stimulus (the unconditioned 
stimulus) to which the behavior was previously bound, as in classical con
ditioning, or by subsequent reinforcement of a contingent pairing of stim
ulus and behavior, as in instrumental or operant conditioning. 

Although the terminology of stimulus-bound and stimulus-free behav
iors is not found in ethology, the concept of stimulus boundedness is 
implicit in ethological research. The classical ethological concepts of 
releasers and sign-stimuli (Tinbergen 1951; Hailman 1967; Hinde 1970; 
Eibl-Eibesfeldt 1975) were used to explain and describe the tight link 
between the occurrence of a particular stimulus and the performance of 
a specific response. Numerous examples of behavior studied by classical 
ethologists count as relatively stimulus bound. The stereotyped respons
es of sticklebacks to moving red objects, hatchling gulls to beak models, 
and ants to objects daubed in oleic acid all provide good examples of rel
atively stimulus-bound behaviors that have been extensively studied by 
ethologists. These phenomena are especially suitable for laboratory inves
tigation because of the ease with which the relevant stimulus conditions, 
and hence the behavioral responses, can be replicated. Classical ethology 
made the turn toward recognizing internal factors with the Lorenzian 
notions of "action-specific energy" and "drive," which, like Hullian inter
vening variables, seem to be modelable as simple accumulator-threshold 
devices. Although such notions are capable of explaining relatively simple 
internally motivated behaviors, the interactions they permit are far less 
complex than those suggested by the application of cognitive or mentalis-
tic notions to the description of the internal states of animals. 

For cognitive ethologists, however, behaviors that appear relatively 
stimulus free are often of great interest. For example, vervet monkeys 
whose behavior indicates that they have detected a predator do not auto
matically emit an alarm call. The existence of this "audience effect" has 
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been used to argue in favor of a cognitive "referential" account of vervet 
communication (Seyfarth et al. 1980; Dennett 1983; Cheney and Seyfarth 
1990). Likewise, the fact that rhesus macaques appear to scan for group 
members before deciding whether to give a food signal shows that they are 
not bound to call when they detect food (Hauser and Marler 1993a,b) and 
suggests (but requires further empirical investigation to establish) that 
these animals are aware of the informational content of their signals (Allen 
and Hauser 1993). Another example is provided by research showing that 
bees appear to take stored information about physical features of their 
environment into account in their responses to the dances of hive mem
bers (Gould 1986); this degree of freedom in bees' responses has been cited 
as evidence for cognitive maps in bees (see Gould and Gould 1994). The 
interest in behavioral "novelty"—for example, macaques' washing pota
toes (Galef 1996a) and vervets' soaking acacia pods in order to extract edi
ble parts (Hauser 1988)—can also be understood as interest in 
stimulus-free behavior. 

Some researchers have tended to downplay the importance of behavior 
that appears to be stimulus free, often by one of the following strategies: 

denying that the behavior in question is really stimulus-free Heyes, for 
example, has argued that many behaviors described in the literatures of 
cognitive ethology and comparative psychology can be explained by the 
presence of stimuli that were not controlled for in the experiments. In 
response to a study by Povinelli et al. (1990; see also Povinelli 1994a, 
1996) showing that chimpanzees could look at photographs depicting 
humans trying to solve problems and select items that would enable the 
problems to be solved, Heyes (1994c; see also Heyes 1994d) suggests that 
the chimps' performance might be explained by matching to sample. In 
other words, the photographs contained a sample of the right response, 
which is the stimulus that elicits the response. Another example of the 
same strategy applies to the observation that a lone vervet monkey con
fronted with a predator is much less likely to give an alarm call than one 
in a group (Cheney and Seyfarth 1990). The common response is to sug
gest that alarm-call production is actually under the control of a com
plex stimulus involving the conjunction of predator and conspecifics. We 
do not deny that in specific cases one may be able to provide a sound 
empirical case to support the claim that a behavior may be bound to a 
specific stimulus. However, many critics of cognitive accounts mount 
their criticism without making the relevant empirical case, relying on the 
fact that for any behavior it is always possible to imagine some (possibly 
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complex) stimulus to which the behavior is bound that has escaped the 
notice of the researchers whose cognitive inferences are being questioned. 
Heyes (1994a) seems committed to the view that there must be such a 
stimulus even if we do not know what it is. This view can also be found 
in the writings of several earlier comparative psychologists (see Hearst 
1975 for a discussion citing Konorski and Miller 1937a,b and Guthrie 
1952). In the absence of the relevant empirical data, this could be viewed 
as a questionable methodological bias. 

attributing the behavior to chance With respect to the much-discussed 
case of potato washing in Japanese macaques (Galef 1996a), Heyes 
(1993) suggests that the alleged discovery that washed potatoes are bet
ter to eat may in fact have arisen when a potato was accidentally dropped 
by an individual who had entered the water for other reasons. Heyes then 
explains the fact that this individual adopted the practice of washing 
potatoes in terms of operant conditioning. Furthermore, she argues that 
it is a plausible explanation for the subsequent spread of the practice to 
other troop members that each of them went through a similar serendip
itous process, perhaps accelerated by the tendency of monkeys to con
gregate (in this case, in the water). She uses this line of argument to deny 
the suggestion that observational learning was important in spreading 
the potato-washing technique. Observational learning presents a puzzle 
to some learning theories because it involves modification of a subject's 
behavior by processes that do not involve direct reinforcement of that 
behavior. The appeal to chance is an attempt to avoid those puzzles. 
Indeed Heyes (1994b, p. 229) argues that it is possible to subsume vari
ous categories of social learning under standard paradigms for asocial 
learning, and that "perhaps . . . it is time also to reexamine the 'special' 
status of social learning." 

ignoring the variations in behavior as a consequence of statistical aver
aging This third way in which stimulus-free behaviors tend to get 
downplayed is a consequence of the common methodological practice of 
pooling data, a practice that serves to meet the demand that results be 
statistically analyzable. Many studies establish a statistically reliable con
nection between a given stimulus condition and a response, in the sense 
that (for example) subjects produce the response in 90 percent of stim
ulus presentations. The 10 percent of cases where the stimulus fails to 
produce the response tend to be ignored in the analysis. (Labeling obser
vations as "anecdotes" and then dismissing them is also symptomatic of 
this concern with statistical reliability.) Yet, for really understanding the 
causal complexity underlying the production of behavior, we argue 
(chapter 7) that it is a mistake to dismiss these data as noise. Here interest 
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in causal and evolutionary explanations converge. For selection to oper
ate, there must be variance in the expression of a given phenotype. 
Therefore, it is crucial for ethologists not to dismiss such differences just 
because they are hard to treat statistically. Even if the number of indi
viduals that make up the "noise" is small, there are ways to handle them 
rigorously. 

Concluding Remarks 

Psychology, according to a standard dictionary definition, is the study of 
mind and behavior. For a major part of the twentieth century, psychology, 
especially comparative psychology, was on a behavioristic track that 
explicitly denied the possibility of a science of animal mind. This halving 
of psychology depended on unsound arguments about the privacy of men
tal phenomena and on views about the relationship between observation 
and theory that should be rejected. Although many contemporary studies 
of animal learning and memory adopt a cognitive approach, the influence 
of behaviorism is still evident in the writings of a number of behavioral 
scientists. The appearance of the adequacy of behavioristic explanations to 
account for any observed behavior (McFarland and Bosser 1993) may be 
an artifact of the way in which the behaviors to be explained are identified. 
When the full complexity of the behaviors is considered, behavioristic 
explanations can seem rather less straightforward than the cognitive or 
mentalistic alternatives. Byrne (1995, p. 134) makes this point forcefully: 

. . . for the 18 cases [of deception] that seem intentional, any one of them 
can still be challenged and an explanation devised that is based on a 
hypothetical series of coincidences in the past that might have given rise 
to learning by association. However, as the hypothesized coincidences 
become more and more far-fetched, and the histories of possible events 
that just might have reinforced these tactics grew longer and longer, we 
decided at some point it was simpler to accept that some primates can 
understand intentions. 



5 
From Folk Psychology to Cognitive Ethology 

A plausible and familiar reason for wanting to talk about beliefs would 
be: because we want to explain and predict human (and animal) behav
ior. That is as good a reason as any for wanting to talk about beliefs, but 
it may not be good enough. It may not be good enough because when 
one talks about beliefs one implicates oneself in a tangle of philosoph
ical problems from which there may be no escape—save giving up talk
ing about beliefs. 

—Daniel Dennett (1987, p. 117) 

Granting, however, that the theory fails from time to time—and not just 
when fairies intervene—/ nevertheless want to emphasize (1) how often 
it goes right, (2) how deep it is, and (3) how much we do depend upon 
it. Commonsense belief/desire psychology has recently come under a lot 
of philosophical pressure, and it's possible to doubt whether it can be 
saved in face of the sorts of problems that its critics have raised. 

—JerryFodor(1987,p.2) 

Did President Truman authorize the use of an atomic bomb because he 
believed it would shorten the war against Japan, or because he wanted to 
send the Russians a message about the superiority of American military 
technology (or, perhaps, both)? In attempting to answer this question 
about Truman's intentions, historians reflexively adopt the framework of 
psychological explanation (ubiquitous among normal human adults) with
in which actions are understood as caused by the mental states of actors, 
and mental states are taken to interact the way they do because of their 
representational properties. For example, a belief that using the bomb 
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would shorten the war would interact with the desire to shorten the war, 
because these mental states have overlapping representational content. 
This common-sense approach to mentalistic explanation is referred to as 
"folk psychology" by philosophers. (It should not be confused with pop 
psychology, which is often far removed from common sense.) 

Developmental psychologists have only recently begun to identify the 
structure and acquisition of competence with folk psychology. In normal 
children, development follows a typical sequence. For instance, very young 
children will not attribute beliefs to other people that differ in content from 
their own beliefs. In later development, however, the attribution of diver
gent beliefs becomes entirely automatic and commonsensical. The abnor
mal development implicated in autism results in difficulties with social 
interactions (Baron-Cohen 1995; Byrne 1995). 

There are two reasons why cognitive ethologists might be interested in 
folk psychology. One concerns whether members of other species also 
attribute mental states to one another. This has been investigated by ethol
ogists and comparative psychologists in terms of whether humans are 
unique in having a theory of mind or whether the capacity for attributing 
mental states is found in other species, with nonhuman primates receiving 
the majority of attention (Premack and Woodruff 1978; Cheney and 
Seyfarth 1990, 1992; Povinelli 1994b; Byrne 1995; Hauser and Carey 
1997). (Morton (1996) asserts that the capacity for mental-state attribu
tion is limited to humans.) 

The other reason for interest in folk psychology has to do with a more 
fundamental issue: whether the framework provided by folk psychology 
can form the basis for a scientific account of nonhuman animal behavior. 
Our first step in addressing this is to provide a more detailed account of 
what folk psychology is. 

What Is Folk Psychology? 

The attempt to provide careful analyses of folk-psychological notions, such 
as belief has been a pervasive feature of twentieth-century philosophy. But 
only more recently have philosophers and psychologists begun to specify 
with care what they mean by "folk psychology." Among philosophers this 
care has arisen largely in response to eliminativist arguments that attempt 
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to argue for (or at least make plausible) that our ordinary mentalistic 
notions refer to fictions that have no place in scientific psychology, just as 
phlogiston and aether have no place in modern physical science. Among 
psychologists, this care has arisen as developmental psychologists have 
taken on the task of describing exactly the competence with mentalistic 
concepts that is acquired by normal human children. 

Developmental psychologists can, up to a point, remain neutral on the 
question of eliminativism. Whether or not folk psychology can provide a 
basis for scientific psychology, the fact remains that normal human devel
opment involves the acquisition of the competence to attribute beliefs, 
desires, and other mental states to others. Developmental psychology is, 
however, relevant to the premise—common to many eliminativist argu
ments—that a child who gains competence with folk-psychological notions 
has learned a theory (or perhaps a prototheory) of behavior. This is the so-
called "Theory theory" of folk psychology. Its chief rival is the Mental 
Simulation theory, which claims that acquisition of folk-psychological 
competence involves the ability to predict the behavior of others by simu
lating their mental states using one's own mental apparatus. One of the 
tasks of developmental psychologists is to determine whether the Theory 
theory or the Mental Simulation theory is, in fact, what children acquire, 
and whether competence with a theory explains the ability of humans to 
predict the behavior of others. (For reviews see Gopnik 1993; Smith and 
Carruthers 1996; Sterelny 1997.) 

Once it is granted that folk psychology constitutes a theory, elimina-
tivists typically go on to argue that it is a miserable theory by any scientif
ic standard and hence ought to be abandoned (Churchland 1981; Stich 
1983). Specific eliminativist arguments depend on highly specific claims 
about the nature of folk psychology, so one very general way in which 
defenders of folk psychology have responded to eliminativists is to show 
that the conceptions of folk psychology implicit in their arguments are 
unreasonable conceptions. In the current state of this debate, about all that 
can be said uncontroversially about folk psychology is that it consists of a 
rather loose set of generalizations about mind and behavior that are reflect
ed in the things that normal adult humans say about mental states and 
action. (For surveys of these issues see Bogdan 1991; Greenwood 1991; 
Christensen and Turner 1993; Stich and Ravenscroft 1994; Lycan 1996.) 
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Although supporters of folk psychology disagree with its eliminativist 
detractors, they are united with eliminativists in response to hermeneutic 
(interpretive) approaches which deny that folk psychology is intended to 
provide causal explanations at all. According to the hermeneutic approach, 
folk-psychological explanations are not causal but "interpretive"—aiming 
to provide a story about behavior that makes it intelligible by giving rea
sons for behavior rather than causes of it. Philosophers who take such an 
approach typically believe that all of cognitive science is based on the 
category error of confusing interpretation with causal explanation. 
Interpretationalism is often antinaturalistic (Rosenberg 1988) and is often 
combined with an antiscience stance. (Dennett may provide an exception 
as an interpretationalist who is not antiscience.) If interpretationalism is a 
threat at all, it is a threat to all of cognitive science; it is of no special con
cern to cognitive ethology. Because it is well beyond the scope of this book 
to defend cognitive science generally, we shall have nothing more to say 
about interpretationalism. 

Our view is that folk psychology does constitute a prototheory of 
behavior, and we accept the following principles: 

The theoretical terms of folk psychology paradigmatically refer to con
scious states with semantic content, such as the so-called propositional 
attitudes (belief, desire, etc.). 
The generalizations of folk psychology are intended to provide a causal-
explanatory theory of behavior that appears to be highly successful. 
The generalizations and theoretical terms of folk psychology may be suit
ably refined and incorporated into a fully scientific theory of mind and 
behavior applicable to both humans and nonhumans. 

In this chapter we consider the consequences of this conception of folk psy
chology for the development of cognitive ethology. 

Consciousness and Mental Content 

When beliefs are attributed to human beings, they are taken to be con
scious mental states with semantic content. Consciousness is the most dif
ficult topic facing all approaches to human and animal psychology. 
Banishing consciousness from science, as some have tried to do, does not 
make it go away. We have no intention of banishing consciousness from 
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our discussion, but we will postpone discussing it until chapter 8. In this 
chapter we focus on the semantic properties of mental states. 

Beliefs, desires, and a host of other states invoked within folk psychol
ogy have semantic content. This means that each instance of a belief or a 
desire may be associated with an expression representing or describing the 
content of that state. In the example above, for instance, Truman's desire 
to scare the Russians is a state whose content may be expressed using the 
sentence "The Russians become scared." Because the contents of these 
states may be described in propositional form (as expressed by a declara
tive sentence), the states of folk psychology are referred to by philosophers 
as "propositional attitudes." 

The idea that mental states have propositional content is a core idea of 
folk psychology that is shared by all cognitive approaches. To make our 
discussion more concrete, it is worth illustrating a range of possible expla
nations for a particular piece of behavior. The example we choose is due 
to Hauser and Marler (1992a,b) and is also discussed by Allen and Hauser 
(1993). Rhesus macaques who discover a pile of food sometimes emit a 
vocalization that has the effect of attracting other macaques; however, 
sometimes, after scanning the area, they remain silent and start to eat the 
food. A silent eater, if detected by another macaque, will be subjected to 
aggression from the discoverers, regardless of social rank. All those who 
take a naturalistic approach to animal behavior can agree that this aggres
sive behavior occurs because neurons transmit impulses from the retina to 
brains and back out through motor pathways, and this results in muscles' 
contracting and thus in the animals' behavior. Opinions divide, however, 
on the means that should be used for describing these internal events, and 
on the extent to which this sort of description is even necessary for the pur
poses of psychology. 

As we discussed in chapter 4, strict (Skinnerian) behaviorists would 
deny the necessity for psychologists to concern themselves with processes 
that are internal to organisms. They would suggest that knowledge of the 
relationships between previous behaviors and subsequent stimuli (rein-
forcers) is sufficient to explain, predict, and control all aspects of behav
ior. A proponent of operant conditioning might attempt to explain the 
macaque's aggression on the basis of the past consequences of its having 
behaved in this fashion in similar circumstances. 
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Other behaviorists, most eliminativists, and cognitive ethologists agree 
with one another that description of the internal processes is essential to a 
scientific account, but they disagree about the proper way to characterize 
these internal events. 

From the perspective of folk psychology, one possible explanation of 
the macaque's aggressive behavior is that it is the result of a belief that the 
silent feeder was attempting to cheat on a social expectation that the pres
ence of food be signaled to other group members. This explanation imparts 
considerable sophistication to the macaque—it requires a grasp of a con
cept of cheating, among other things. We will not debate the specific evi
dence that might support this particular hypothesis. Rather, our point is 
that cognitive ethologists believe that empirical investigation can help to 
answer questions about whether the animal has the requisite concepts and 
beliefs. Cognitive scientists, and others who are willing to describe inter
nal states in terms of information processing, are also committed to the 
semantic approach. Alternative theories of information lead to different 
characterizations of information content (Allen and Hauser 1993). For 
example, Shannon and Weaver's (1949) conception of information 
involves probabilities that can be assigned coherently only insofar as infor
mation content can be described determinately (in propositional form). 
Supposing that the informational content can be given a propositional rep
resentation, it does not follow that the information must be represented in 
a propositional form by the animal. A macaque may have an internal state 
that represents the information that no food call was produced, where the 
italicized phrase is a sentence that describes the content of that state, even 
if the animal itself represents the information in some other way. 

Some eliminativists assert that the proper way to characterize internal 
events is nonintentionally—that is, without regard to the semantic prop
erties of those events. Within a traditional computational perspective one 
might imagine that a macaque's brain contains states that interact purely 
according to syntactic rules whose semantics are irrelevant to the interac
tions (Dennett 1969; Stich 1983). A more connectionist approach might 
avoid the mention of rules by speaking of vectors of neural activity (as does 
Churchland (1995), although he may not endorse the abandonment of 
semantic notions). In the specific example described here, the idea would 
be that we could explain the macaque's behavior as a vector transforma-
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tion from the input vector provided at the retina to the output vector 
defined over the nerve endings in the organism's muscles. Whether one 
explains the monkey's behavior in terms of vectors of neural activity or in 
terms of formal tokens manipulated in a rule-governed manner, these struc
tures do not have to be characterized semantically. Eliminativists (see, e.g., 
Stich 1983) have argued that semantic characterizations should be avoid
ed by cognitive science because they hinder the discovery of scientific gen
eralizations about cognition. A more moderate view, due to Dennett (1983, 
p. 343), is that the semantic characterizations are heuristically invaluable, 
enabling ethologists to bridge the gap between "observation of the behav
ior of, say, primates in the wild to the validation of neurophysiological 
models of their brain activity.'' 

Our view is that, because both the strict behaviorist view and the elim-
inativist view ignore content, those views are less suitable for the explana
tory purposes of cognitive ethology than are approaches that ascribe 
content bearing states. 

Content and Evolutionary Explanation 

We have, to this point, spoken loosely of cognitive ethology's being con
cerned with the explanation of behavior. But what exactly does this mean? 
A useful framework for answering this question is provided by Barbara 
Von Eckardt in her book What Is Cognitive Science? Von Eckardt is pri
marily concerned with human cognitive psychology and artificial intelli
gence, two areas that aim specifically to provide theories of what she refers 
to as "adult, normal, typical cognition.'' She introduces four schemas for 
the basic research questions of cognitive science. We see no reason in prin
ciple why von Eckardt's questions should not be generalized to organisms 
of any species. Our generalized versions of these questions (adapted from 
pp. 92-94 of Von Eckardt 1993) are as follows: 

Ql For a normal, typical member of the species, what precisely is the 
capacity to ? 
Q2 In virtue of what does a normal, typical member of the species have 
the capacity to such that the capacity is (a) intentional, (b) prag
matically evaluable, (c) coherent, (d) reliable, and (e) productive? 
Q3 How does a normal, typical member of the species typically (exer
cise his or her capacity to) ? 
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Q4 How does the capacity to of the normal, typical member of 
the species interact with the rest of his or her cognitive capacities? 

The distinctively cognitive nature of these questions depends on the way 
in which the capacity filling the blank is characterized. Parts a-e of Q2 
indicate Von Eckardt's views about the relevant characteristics of cogni
tive capacities. Here we briefly illustrate these characteristics in the context 
of the food-signaling behavior described above and in the context of play-
soliciting behavior, leaving a more detailed discussion about a broader 
range of examples for later chapters. 

(a) Intentionality is understood in the sense of involving representation
al or informational content. Many notions of interest to ethologists 
involve intentionality in this sense, including communication, kin recog
nition, and play. For example, the macaque who emits a food call may be 
described as signaling "food here." Play-soliciting behaviors (such as the 
canid play bow discussed in chapter 6) may be characterized intentionally— 
for example, as conveying a message such as "play with me." (We post
pone the question of the utility of such a characterization.) 
(b) Pragmatic evaluation refers to the possibility of assigning degrees of 
success or failure to the exercise of the capacity. For example, a macaque's 
success in conveying the information that food is available may vary, as 
may a coyote's success in soliciting play. Certainly ethologists are inter
ested in the extent to which this happens. 
(c) Coherence is the extent to which the exercise of a capacity is appro
priate to the situations in which it is exercised and integrated with other 
behaviors. Thus, for example, the appropriateness of emitting a food 
call may vary in different situations, as may the appropriateness of the 
position of a play bow in a sequence of other behaviors that it precedes 
or follows. 
(d) Reliability is the degree to which capacities are normally exercised 
successfully—for instance, how often food calls lead to food sharing, or 
how often play bows lead to the initiation or maintenance of play. It is 
worth pointing out that Von Eckardt (p. 48) makes what we think is a 
false albeit common assumption: that cognitive capacities "are reliable; 
that is, typically, they are exercised successfully (at least to some degree) 
rather than unsuccessfully.'' Following Millikan (1984) we think that a 
broader biological perspective shows this view to be untenable. An unre
liable signal (i.e. one that is exercised unsuccessfully more often than not) 
may be selected so long as the cost of the unreliability is not too high. 
Nonetheless, degree of reliability is certainly a biologically important 
variable. 
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(e) Productivity is the extent to which the capacity can be exercised in 
novel situations. For example, cases of interspecific play provide an 
interesting starting point for investigating the productivity of a play 
solicitation, and the ability of monkeys to use a food call to bring other 
monkeys near for a different purpose could also be investigated. 

Von Eckardt's four schemas apply to much of the research in cognitive 
ethology. However, her framework reflects the fact that it is rare for cog
nitive psychologists or artificial intelligence researchers to think of cogni
tion in evolutionary terms. Cognitive ethology is not just cognitive 
psychology applied to animals. Cognitive ethologists are additionally con
cerned with the evolution of cognitive capacities. These concerns generate 
a set of research questions that can be captured by the addition of a fifth 
question schema to Von Eckardt's four: 

Q5 Why do members of the species typically have the capacity to ? 

"Why" questions of this type are about the biological functions, the selec
tive history, and current adaptiveness of a behavioral trait. They are 
answered within an evolutionary and comparative framework (Tinbergen 
1963; Hinde 1970; Allen and Bekoff 1995a). 

Questions about the biological functions of cognitive capacities have 
been largely ignored by cognitive psychologists and artificial intelligence 
researchers. But, rather than view Q5 as unique to cognitive ethology, there 
is good reason to think that cognitive scientists generally should take a 
more ethological view of their work. For instance, it may be that differ
ences between human performance on social reasoning tasks and formal
ly equivalent nonsocial reasoning tasks are due to selection pressures in 
the social domain during the evolution of our species (Cummins 1996; 
Cummins and Allen 1997). 

The desire of cognitive ethologists to place cognitive processes in an 
evolutionary context (Q5) is inherited from the broader field of ethology. 
Questions about the biological functions and the natural design of behav
ior are of particular interest to ethologists. These questions may be 
answered against the background of the history of natural selection for 
behavioral traits or in the context of assessing behaviors' contributions to 
the fitness of current organisms (Allen and Bekoff 1995a,b). Answers to 
questions about biological function require observation in conditions 
under which selection is operating or has recently operated, and they 
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require inferences drawn by comparing conspecifics and members of other 
species in similar and different environments. This aspect of cross species 
comparisons is important for understanding the role of intentional terms 
in cognitive ethology. 

In our view, intentional terms provide a mode of description of animal 
cognition that is importantly related to the ability of ethologists to describe 
the adaptive significance of the neural systems that control behavior 
(Millikan 1984; Bekoff and Allen 1992). In other words, description of 
internal states as content-bearing corresponds to evolutionary explana
tions of cognitive states and abilities. Specifically, content-bearing terms 
provide a functional level of description of cognitive states. This is impor
tant because natural selection operates on functional aspects of a trait. Eyes 
are adaptive because of what they do (allow organisms to see) not because 
of how they are built (although energetic considerations may be important 
in favoring some design features over others). Similarly, an explanation of 
the adaptive value of a particular content-bearing state may apply to ani
mals with rather different neural architectures. If (as seems plausible) the 
content of a neural state may be independent of its form, content-bearing 
terms permit generalizations across species that implement them differ
ently, thus enabling comparative claims to be made. For example, aggres
sion by macaques might be seen as an implementation of a general ability 
to detect cheaters that might evolve in a variety of species for which social 
cooperation by food sharing is important to survival. 

Stich (1983) challenged the idea that representational content has an 
important role in cognitive science. He proposed a "syntactic theory of 
mind" that states its generalizations in terms of formal operations com
puted on cognitive states without any reference to content. According to 
the syntactic theory, behavior is explained by way of specifying the com
putations on these formal (syntactically characterized) states. It might seem 
possible for a defender of the syntactic theory to argue that what is need
ed for evolutionary explanation is not a notion of content but some alter
native theory of interaction between organism and environment. Such a 
theory might, for instance, explain the appropriateness of the cognitive 
system by explaining how environmental stimuli affect an organism 
through its cognitive mechanisms so as to produce behavior that helps the 
organism survive and reproduce. States would be adaptive insofar as the 
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cognitive computations involving them led to the right kinds of interac
tions with the environment. 

Perhaps there is no irrefutable response to this challenge to the need for 
semantic characterizations of states. (Note, too, its similarity to the behav-
iorist hope of correlating behavior with a diverse range of neutrally char
acterized stimuli.) But given a syntactic theory, one is deprived of an 
obvious way of explaining how these states function to produce the appro
priate behavioral responses. A theory that describes the internal states of 
organisms in terms of content seems better equipped to provide explana
tions. That is, the explanation of why certain cognitive states are adaptive 
is more complete if those states are understood to have content relating 
them to the environment of the organism. Of course, it might be argued 
that this extra explanatory value is illusory, and that it only seems as 
though ascribing content gives us better explanations because, for exam
ple, it makes talking about the cognitive states easier. However, if content-
based descriptions are in fact less cumbersome than syntactic or 
behavioristic alternatives, this provides them with a prima facie edge. Thus, 
all other things being equal, cognitive ethologists have an interest in mak
ing use of intentional notions. 

From Folk Psychology to Science 

Cognitive ethologists begin their investigations with questions about the 
mental capacities of animals—questions typically framed in the naive 
vocabulary of folk psychology. The categories of folk psychology are 
ancient relics of human discourse. This fact is sometimes taken to support 
the eliminativist view that such ancient ideas are very unlikely to have a 
useful scientific life. But this longevity can be taken either as a fact against 
folk psychology or as a fact in its favor. Ultimately, cognitive ethologists 
want to describe and explain the phylogenetic distribution of mental phe
nomena. But the role of folk-psychological notions in getting from initial 
questions to scientifically credible answers is far from clear. 

As a science evolves, different things can happen to the naive ques
tions with which it began. Some questions persist; others are abandoned. 
Thus, for example, physical scientists still address the ancient question 
"What are the basic materials of the universe?" but no longer consider 
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the categories of earth, air, fire, and water as basic. Consequently, questions 
such as "What is the ratio of earth to fire in gold?" have fallen by the way
side. It is likewise conceivable that some questions such as "Do animals 
have beliefs?" and some specific questions framed in folk-psychological 
terms, may fall by the wayside. In the extreme case, this would require 
some way of characterizing mental capacities in non-folk-psychological 
terms. In a less extreme case one might characterize the capacities folk-
psychologically, but aim to explain them in some other terms. And in the 
most conservative case one might both pose and answer questions using 
the conceptual framework provided by folk psychology. 

Alternatively, as a science evolves, it may coopt the terms of ordinary 
language and provide them with more specific definitions. For example, 
the physical concept of work diverges from the concept embodied in ordi
nary language. A human who stands still holding a heavy weight at an even 
height will feel as though he is doing work, but no work is being done in 
the physical sense. It is conceivable, too, that folk-psychological terms 
might be coopted into the cognitive sciences but given different meanings. 
Thus, questions about the beliefs of animals may come to be redefined and 
answered accordingly. We are still postponing our discussion of con
sciousness; however, it might be thought that, if the notion of belief is 
redefined in such a way that consciousness is not entailed, then the folk-
psychological notion has been abandoned. Ultimately, however, we believe 
that this is a terminological issue that obscures the real possibility that 
human mental states paradigmatically have two features—intentionality 
and consciousness—that need not be considered inseparable. In trying to 
understand the evolution of these states, it is important to consider the 
extent to which these two features of belief may be independent. 

Although some comparative psychologists, including Heyes and 
Dickinson (1990), have attempted to bring folk-psychological notions of 
belief and desire within the purview of a Skinner box, most comparative 
psychologists avoid obviously mentalistic terms. Nevertheless, many are 
comfortable with more apparently technical notions borrowed from cog
nitive psychology and artificial intelligence, such as cognitive maps, 
schemas, and scripts even though at least some of these information-
processing notions preserve one of the core elements of folk psychology: 
commitment to propositional content. Even those notions whose content 
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is not obviously propositional (such as maps) are intentional in Brentano's 
sense because they are representational. Thus, although these technical 
notions may avoid issues of consciousness, they do not avoid issues of con
tent. Successful deployment of these technical notions would represent pre
cisely the kind of outgrowth and development of folk-psychological 
notions that many would regard as vindicating the view that folk psy
chology is a prototheory of behavior. 

Furthermore, whether one theorizes about beliefs or other representa
tional states in nonhuman animals, one is faced with criticisms that focus 
on the alleged impossibility of specifying the contents of those states. 

The Case Against Belief 

Stich (1983) presents a sustained attack on the role of folk-psychological 
notions in cognitive science. His general strategy is to argue that the inten
tional states of folk psychology are not well suited for the purposes of cog
nitive science. This is an instance of a more generic argument against 
folk-psychological notions that can be outlined as follows: 

(1) An aim of cognitive science is G. 
(2) Folk-psychological concepts are unsuitable for G. 
So, (3) Cognitive science should abandon folk-psychological concepts for 
purpose G. 

Although this argument scheme is directed at cognitive science generally, 
we are ultimately interested in arguments that apply to cognitive etholo
gy specifically. Explicit attention to the role of folk-psychological notions 
in cognitive ethology is rare (but see Dennett 1983; Allen 1992b). 
Philosophers who have addressed the role of folk-psychological terms have 
usually focused on the more central parts of cognitive science. To evaluate 
their arguments from the perspective of cognitive ethology may be unjust 
to the intentions of these authors. Nonetheless, the exercise is justified by 
what is learned about cognitive ethology in the process. 

Dennett (1969,1996) and Stich (1983) have argued independently but 
similarly that the contents of nonhuman mental states cannot be specified 
precisely enough for the purposes of scientific prediction and explanation 
of behavior (see also Rosenberg 1988,1990). Their arguments, if correct, 
would have obvious significance for cognitive ethology. Although Dennett 
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later argued (1983) that folk-psychological notions may play a useful 
heuristic role for cognitive ethologists, his earlier work argues that there 
are severe limits on their utility for the explanation of animal behavior. 

To focus the discussion, we present the following argument, which we 
call DS. This argument cannot be directly attributed to either Dennett or 
Stich, but it is easily extrapolated from their work. (See also Rosenberg 1988.) 

(1) An aim of cognitive ethology is the prediction and explanation of non-
human animal behavior. 
(2) Folk-psychological notions are unsuitable for the prediction and expla
nation of nonhuman animal behavior because 

(a) animal behavior can be predicted and explained with scientific pre
cision using folk-psychological notions only if mental content can be 
determinately specified for nonhuman subjects; but, 
(b) mental content cannot be determinately specified for nonhuman 
animal subjects. 

So, (3) Cognitive ethology should abandon folk psychology for the pur
poses of predicting and explaining nonhuman animal behavior. 

DS-1: Explaining and Predicting Behavior 

Our earlier discussion of the nature of cognitive ethology has put us in a 
position to reject a common but incorrect interpretation of the first premise 
of DS. It is natural from a naive perspective to think that cognitive scien
tists must explain and predict specific behavioral acts. Why did the ante
lope freeze on this occasion? Will the dog perform a play bow in exactly 
45 seconds? Will this hare stand erect when it sees that fox, or will it run? 
As we shall see, this is the interpretation that Dennett and Stich seem to 
force upon the premise. 

This interpretation is not reasonable. Take prediction first. The inabil
ity of a science to predict specific events with complete precision need not 
provide a measure of its scientific status. Recent developments in the the
ory of complexity suggest that exact predictions of specific earthquakes, 
tornadoes, or hurricanes may be computationally intractable over extend
ed time spans. Even if this is true, there is still much left for seismologists 
or meteorologists to do. In particular, it is important for them to charac
terize the general conditions that allow these phenomena to form and to 
provide probabilistic predictions of their occurrence. 
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The bases of organismic behavior are at least as complex as the atmos
pheric conditions that lead to the formation of vortices, so it would not be 
at all surprising to find out that the specific prediction of behavioral events 
is every bit as intractable as the forecasting of storms. Nevertheless, it is still 
possible to characterize the processes that enable organisms to express cer
tain behaviors. A particular issue here is an organism's capacity to register 
information from a variety of sources and to compute solutions to prob
lems on the basis of the information that is at its disposal—these are the 
organism's cognitive capacities, in von Eckardt's terms. 

It is important not to set a higher standard for the prediction of non-
human behavior than for the prediction of human behavior. Neither behav-
ioristic nor cognitive approaches to psychology are particularly good at 
predicting the precise moment-to-moment behaviors of individual humans. 
In view of the discussion above, this is hardly surprising. If, as premise DS-1 
states, prediction of animal behavior is an aim of cognitive ethology, there 
are no grounds for thinking that cognitive ethology should do any better at 
this task than psychology can do with respect to human behavior. 

The other part of DS-1 concerns the explanation of behavior. This too 
can be interpreted as the explanation of specific behavioral acts, and to a 
certain extent this is a more reasonable requirement than the prediction of 
those acts. A tornado specialist may be able to say in retrospect what 
caused a particular storm to follow a given trajectory, even though the tra
jectory could not have been predicted with much accuracy. Likewise, it 
may be possible to explain retroactively why a hare stood erect when it 
saw a fox, although it could not have been precisely predicted that the hare 
would have done this rather than run (although standing or running might 
have been judged more or less likely). We do not deny that there may be 
precise causes for the behavior; rather, we maintain that as systems become 
more complex, the prospect of precise moment-to-moment prediction of 
their behavior becomes less likely, especially if the behavior of the system 
is nonlinear. 

In circumstances where precise prediction is not feasible, a measure of 
a successful explanatory theory is its ability to produce similar phenome
na in simulation. One may be impressed by a computer simulation of a 
tornado because of the level of detail, corresponding to features of real 
storms, that it reproduces. This is the respect in which artificial intelligence 
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and artificial life projects may be (or fail to be) impressive. We don't expect 
any particular chess-playing program (such as IBM's "Deep Blue") to be 
able to predict or even reproduce the behavior of any specific chess play
er. Rather, we look for it to play chess in a way that is qualitatively simi
lar to a good chess player. Folk-psychological (intentional) models may 
well be better at producing qualitatively realistic simulations of animal 
behavior than other approaches. 

In addition, cognitive or mentalistic explanations may provide a meta-
causal explanation of behavior that accounts for why certain causal rela
tions between neural states and behavior are maintained in an organism 
(Dretske 1988). Allen (1995a) argues that this provides a causal role for 
intentional properties even if the intentional properties of any particular 
instance of a neural state are entirely irrelevant to its effects on immediate 
behavior. Such accounts are metacausal because they implicate a role for 
mental properties in preserving other causal relationships. The represen
tational properties of a state may, for example, account for the origin and 
preservation of a particular neural pathway. These kinds of considerations 
are entirely consistent with normal ethological practice in seeking both 
proximate and ultimate (functional) explanations of behavior. Ethologists 
and behavioral ecologists alike are much more concerned with explaining 
the qualitative aspects of behavioral repertoires than with predicting spe
cific actions by individual organisms. 

In evaluating the remainder of DS, it is important to bear in mind that 
the most reasonable interpretation of DS-1 may not be concerned with the 
explanation of specific behavioral events. 

DS-2: The Suitability of Intentional Notions for the Purposes of 
Explaining Behavior 

The second premise of DS insists that folk-psychological notions are not 
suitable for the purposes of explaining behavior. The subsidiary argument 
for this has two premises: that one needs a certain level of precision to do 
the work and that folk psychology cannot provide this level of precision. 

Allen (1992a) provides a detailed critique of this subsidiary argument 
as it is presented by Dennett (1969) and Stich (1983). We excerpt that dis
cussion here, while still, we hope, providing enough detail to make it clear 
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that the arguments presented by Dennett and Stich are not strong enough 
to support the assertion of DS-2. If one grants (2a), that precise content 
specification is a desideratum, it is still possible to defeat the argument if 
one can show that sufficient precision is available. This is the approach 
that we shall explore. 

Both Dennett and Stich use thought experiments about dogs named 
Fido (a coincidence, perhaps, of imaginative failure). Dennett asks his read
ers to imagine a scientist of the future who has detailed knowledge of the 
neural states and events of Fido's brain. Fido is observed, and when pre
sented with a piece of steak located in the middle of a frozen pond he does 
not go out across the ice to retrieve the steak. The scientist, monitoring 
Fido's brain, detects neural states that normally occur when Fido sees a 
steak; thus he has every reason to believe that Fido has detected a steak's 
presence. In addition, Dennett's story (1969, p. 84) goes, the scientist 
detects that Fido's normal retrieval behavior is being inhibited by "signals 
with a source traceable to a previous experience when he fell through thin 
ice." Dennett says: 

. . . the [hypothetical scientist] has information regarding neural func
tioning that puts him in a strong position to say that Fido's behavior is 
determined in this case by the stored information that it is dangerous to 
walk on thin ice. . . . On the basis of his past knowledge of the func
tional interrelations in Fido's nervous system, the [scientist] assigns cer
tain contents to certain events and structures. Roughly, one afferent 
signal means "Get the steak," its continuation means "Get the steak," 
some structure or state stores "Thin ice is dangerous" and produces, 
when operated on by a signal meaning "This is thin ice," another sig
nal meaning "Stop; do not walk on the ice." 

But, Dennett asks, are these content ascriptions accurate? He points out 
that it seems unlikely that we should use the word "steak," because it is far 
too specific. Under the circumstances, Fido would probably react no dif
ferently if the object was a pork chop. Even "meat" would be too specif
ic, because "the dog does not recognize the object as a butchered animal 
part, which is what the word meat connotes" (ibid.). "Food" would not 
be specific enough, because the dog would have shown less interest in dog 
biscuits. Dennett claims (p. 85) that "what the dog recognizes this object 
as is something for which there is no English word." 
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Stich (1983, pp. 104-105) raises similar concerns about alter Fido, who 
having chased a squirrel to the base of a tree, stands there barking up at the 
tree: 

To explain Fido's behavior it would be perfectly natural to say he 
believes that the squirrel is up in the oak tree. But suppose now that 
some skeptic challenges our claim by focusing attention on the differ
ences separating Fido's belief from ours. "Does Fido really believe it is 
a squirrel up in the oak tree? Are there not indefinitely many logically 
possible creatures which are not squirrels but which Fido would treat 
indistinguishably from the way he treats real squirrels? Indeed does 
he believe, or even care, that the thing up the tree is an animal} Would 
it not be quite the same to Fido if he had been chasing some bit of 
squirrel-shaped and squirrel-smelling machinery, like the mechanical 
rabbits used at dog-racing tracks? The concept of animal is tied to the 
distinction between living and nonliving, as well as to the distinction 
between animals and plants. But Fido has little grasp of these distinc
tions. How can you say that he believes it is a squirrel if he doesn't know 
that squirrels are animals?" Confronted with the challenge, which 
focuses attention on the ideological gap that separates us from Fido, 
intuition begins to waiver [sic]. It no longer sounds quite right to say 
that Fido believes there is a squirrel up in the oak tree. 

(This is reminiscent of an example given in Malcolm 1973.) 
The strategy in both these cases is to call attention to a conceptual divide 

between dogs and normal speakers of English (or, mutatis mutandis, speak
ers of other human languages). This divide makes it difficult to use our 
concepts to describe the dogs' concepts. But the fact that it is difficult to 
express the content of an animal's belief does not entail that it is impossi
ble to do so. In the absence of a principle to explain why no sentence will 
do, the possibility remains that there is some suitably complex sentence 
which we lack enough ingenuity (or patience) to discover. Dennett (1969, 
p. 85) considers this possibility: 

It might seem that we could get at the precise content of the signal by 
starting with an overly general term, such as "food," and adding qual
ifications to it until it matches the dog's differentiations, but this would 
still impart sophistications to the description that do not belong to the 
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dog. Does the dog have the concept of nourishment that is involved in 
the concept of food? What could the dog do that would indicate this? 
Wanting to get and eat x is to be distinguished from recognizing x as 
food. 

There are two points to be distinguished in this passage. First, there is the 
claim that even with qualifications added the description would be too 
sophisticated. Second, there is the point about relating behavioral evidence 
to ascriptions of content. 

With respect to the first point: There is still no argument to justify the 
claim that no appropriately qualified sentence would do. Dennett asks 
whether the dog has the concept of nourishment associated with the con
cept of food—implying that, since the dog does not, to use the word 
"food" at all would be incorrect. But precisely the point of adding quali
fications would seem to be the removal of connotations which the word 
"food" might normally bear. We can well imagine a person who distin
guishes food in the sense of being able to choose the things that are desir
able to eat, but who does not know anything about nourishment—e.g., 
does not understand why he has to eat food. With these qualifications, one 
might think that it is correct to say that our hypothetical person believes 
of a piece of fruit that is it food. In view of the list of concepts (such as 
nourishment and edibility) that are related to the concept of food, it might 
then be possible to specify the deletion or addition of links to specific con
cepts from or to this list and thereby to end up with a concept that does 
match the dog's. Although Dennett (1969, p. 85) is undoubtedly right that 
"the differentiations of a dog's brain" do not "match the differentiations 
of ordinary English," it does not follow that the differentiations of dictio
nary English cannot be manipulated so as to delineate the contents of the 
dog's brain. Thus far, it does not seem that Dennett has given us a princi
pled reason for thinking that these manipulations are not possible. 

With respect to the second point: If Dennett's claim is just that we may 
have difficulty making the observations that would enable us to determine 
the content of a particular state, this seems true, but it does not seem to 
show that there is no correct ascription that can be made. If Dennett is say
ing that in fact there will be no behavior in any circumstances from the 
dog that would lead us to say that the dog has the concept of nourishment, 
then maybe we should infer that the dog does not have this concept. From 
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that we could infer that the dog does not exactly have our concept of 
food (if our concept of food involves the concept of nourishment). But 
even these circumstances do not rule out the possibility that we could 
specify the dog's concept by claiming it to be like our concept of food but 
without any connotations about food having nutritional value. Indeed, 
there must have been a time when humans had a concept of things that 
were good to eat without having any concept of nutrition. There may 
even still be humans in this position. Thus, the argument may apply 
equally (well or poorly) to humans and other animals. There is still no 
reason to think that we cannot manipulate English so as to explain what 
the dog's concepts are. 

Stich (1983) makes a similar point about behavior and content ascrip
tion when his skeptic says that, because there are an indefinite number 
of logically possible objects that Fido would treat indistinguishably from 
a squirrel, it is not correct to say that Fido's belief is a belief about a squir
rel. If Stich or Dennett is basing his case on the existence of objects that 
Fido would treat indistinguishably from squirrels in all circumstances, 
the conclusion is unwarranted. One can also imagine an indefinite num
ber of logically possible objects that humans would find to be indistin
guishable from squirrels; it does not follow that humans have no beliefs 
about squirrels. 

This issue is closely related to the much discussed "disjunction prob
lem" according to which it is difficult for naturalistic theories of mental 
content to distinguish the external causes of mental states which fix their 
content from those that don't. What, besides the presence or absence of a 
squirrel, distinguishes those occasions when a squirrel causes a particular 
internal state from other occasions when the same internal state is caused 
by something other than a squirrel? Unless this question can be answered 
in a noncircular fashion that does not appeal to a prior conception of inten-
tionality, there is no naturalistic theory to explain why the internal state 
represents squirrels rather than all of its various causes. There is much 
disagreement as to whether the disjunction problem can be resolved. (For 
discussion see Shapiro 1992; Clark 1993; Millikan 1993; Fodor 1995.) 
However, the present point to recognize is that insofar as this presents a 
problem at all for ascribing beliefs to animals, it presents a corresponding 
problem for the ascription of beliefs to humans. Thus, any conclusion to 
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the effect that the folk-psychological notion of belief is especially unsuit-
ed for use with regard to nonhuman animals would be unwarranted. 

Perhaps, though, Stich and Dennett have less arcane possibilities in 
mind. Stich asks whether it would make any difference to Fido if he were 
chasing a mechanical squirrel. He suggests that Fido might be fooled by 
such a device, just as racing greyhounds are (he alleges) fooled by mechan
ical rabbits. But in this case it is simply not true that the mechanical sub
stitute is completely indistinguishable to the dog—we would wager that 
Stich's Fido would behave somewhat differently if he managed to sink his 
teeth into the mechanical substitute than if he was able to get his teeth into 
the real thing. And Dennett's Fido might well show a preference for pork 
chops over steak. But if Stich means only that Fido would treat these things 
indistinguishably in certain circumstances (e.g., chasing, but not sinking 
teeth into), once again it does not seem that there is any special question, 
arising from the fact that Fido is not human, to be raised about the con
tent of Fido's beliefs. As before, there is symmetry between Fido and 
humans. In certain circumstances people will treat iron pyrites (fool's gold) 
indistinguishably from gold, yet we ordinarily would not have conflicting 
intuitions about the content of their beliefs in such circumstances. Gold 
miners who thought they had struck it rich when really all they had found 
was a vein of iron pyrites nonetheless believed that they had gold in their 
possession. If Stich means only that Fido will treat two or more things the 
same in some circumstances, this does not seem relevant to the content of 
Fido's beliefs, provided that he does distinguish between those things in 
some other situations. In some circumstances we may treat things that fall 
under different concepts identically. Nonetheless, in those circumstances 
our beliefs will be different according to which concept the things fall 
under. Considerations about indistinguishability do not, therefore, help to 
provide a principled reason for why English sentences cannot be used to 
give the contents of animals' beliefs. 

The crux of the matter is reached when we consider Stich's and 
Dennett's views on why precise content specification is a desideratum. 
Both Stich and Dennett harp on the inability of folk psychology to pro
vide accurate prediction of specific behavioral events. Dennett (1969, p. 
85) writes that "precision would be a desideratum if it allowed safe infer
ences to be drawn from particular ascriptions of content to subsequent 



84 Chapter 5 

ascriptions of content and eventual behavior, but in fact no such infer
ences at all can be drawn from a particular ascription." But if we are right 
that cognitive ethologists should be more concerned with the explanation 
of capacities than with the specific prediction of specific movements or 
actions, then this point is not particularly telling. The interesting question 
about Fido is whether any of the behaviors of which he shows himself 
capable depend on a capacity for using memories of past incidents (involv
ing ice) as informational inputs to the present situation, and if some do, 
what information is needed to explain the capacity. 

Stich (1983, p. 106) takes a slightly different tack and claims that "belief 
ascriptions are similarity claims, and similarity claims are context depen
dent." His view is that ascription of content to beliefs of a subject gives us 
information about how the subject is likely to behave. This information is 
derived from our knowledge of how we would behave if we held the same 
belief. In some contexts it is all right to say that the dog believes that it is 
chasing a squirrel because in that context the dog will behave similarly to 
a normal English speaker who is chasing a squirrel. In other contexts, the 
dog would not behave similarly at all, so it would be inappropriate to say 
that the dog believes it is chasing a squirrel. In cases where precision in 
predicting a specific behavioral outcome is a desideratum, Stich claims that 
the tendency is to deny that English sentences accurately capture the con
tent of the animal beliefs. As before, there are grounds for disputing the 
presumption that accuracy in predicting specific actions is the correct stan
dard to apply. 

DS-3: The Conclusion 

Our evaluation of the argument we call DS has turned out to be rather 
complicated. The claims made by Dennett and Stich have some intuitive 
plausibility when applied to the explanation or prediction of specific motor 
patterns. How could one ever have enough information about the content 
of an animal's mental states to be able to predict specific behavioral out
comes? But there are several points to notice about this: 

Behavioristic and neurological approaches are no better than folk-
psychological or intentional accounts at predicting specific outcomes 
because the complexity of the systems involved militate against the kind 
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of accuracy that is being demanded of folk-psychological or intentional 
accounts. 
The application of folk-psychological notions to human behavior is no bet
ter off than other approaches. One might conclude "So much the worse 
for mentalistic explanations of human behavior." Fair enough for now. 
Our point here is that there is nothing that is specially problematic for cog
nitive ethology and the use of mentalistic explanations to explain animal 
behavior. 
Ethologists may be as interested in general patterns as in specific behaviors. 
If certain kinds of behaviors are best understood in terms of interactions 
between representational states, the attribution of such states to the organ
isms involved would be vindicated whether or not such attributions enable 
specific predictions to be made. 

For all these reasons we reject the idea that the argument DS establishes its 
conclusion. 

Concluding Remarks 

We have argued that a notion of content is essential to the explanatory 
project of cognitive ethology by providing a level of abstraction that is 
important for comparative accounts of behavior. A common objection to 
the use of mentalistic terms to explain animal behavior involves both a 
mistaken understanding of what such terms are best at explaining and an 
overoptimistic assessment of what can be achieved by nonmentalistic 
explanations behavior. 

We have also argued that there is less ground for pessimism about the 
precise specification of the contents of animal beliefs than critics have sup
posed. We have left unresolved the question of just how much precision is 
required for the objectives of cognitive ethology. However, we do not think 
that this question can be resolved in an a priori fashion. The application 
of the cognitive approach to specific examples of animal behavior will lead 
to the development of more informed theories of content specification. 



6 
Intentionality, Social Play, and Communication 

To return to our immediate subject: the lower animals, like man, man
ifestly feel pleasure and pain, happiness and misery. Happiness is never 
better exhibited than by young animals, such as puppies, kittens, 
lambs, &c , when playing together, like our own children. Even insects 
play together, as has been described by that excellent observer, P. 
Huber, who saw ants chasing and pretending to bite each other, like so 
many puppies. 

—Charles Darwin (1871, p. 448) 

After all, from an evolutionary point of view, there ought to be a high 
premium on the veridicality of cognitive processes. The perceiving, 
thinking organism ought, as far as possible, to get things right. Yet pre
tense flies in the face of this fundamental principle. In pretense we delib
erately distort reality. How odd then that this ability is not the sober 
culmination of intellectual development but instead makes its appear
ance playfully and precociously at the very beginning of childhood. 

—Alan Leslie (1987, p. 412) 

In his book about the behavior of ants, Pierre Huber (1810, p. 148) 
claims that if one were not accustomed to treating insects as machines 
one would have trouble explaining the social behavior of ants and bees 
without attributing emotions to them. But even if the issue of emotions 
is set aside, readers conditioned by the scruples of modern psychology 
are likely to be skeptical of Darwin's ready acceptance that Huber 
observed ants playing with each other. Holldobler and Wilson (1990) 
have suggested that ants engage in a form of nonsocial "antennal play" 
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that functions to dishabituate antennal neurons, but they do not believe 
that ants engage in social play. Social play, as both of the quotations above 
indicate, seems to involve pretense, and pretense is commonly thought to 
require more sophisticated intentions than are usually attributed to ants. 
How could Huber have seen or inferred pretense from the behavior of 
the ants? And how could he be sure that the observed behavior was not, 
in fact, directed toward some very specific and immediate function? 
These questions raise the difficult issue of what play is (or, as biologists 
are wont to put it, how to define "play"). This issue has proven to be a 
great challenge to ethologists and philosophers, alike. 

Although there are many areas of research in which cognitive-
ethological approaches have been or could be useful in gaining an under
standing of the behavior of diverse animals, we choose to use play, partic
ularly social play, for our first case study. We do so for several reasons. 
First, social play exemplifies many of the theoretical issues faced by cog
nitive ethologists. Second, empirical research on social play has benefited 
and will further benefit from a cognitive approach, because play involves 
communication, intention, role playing and cooperation. Third, many 
believe that detailed analysis of social play may provide more promising 
evidence of animal minds than research in many other areas, for it may 
yield clues about the ability of animals to understand one another's inten
tions. Fourth, play occurs in a wide range of mammalian species and in a 
number of avian species, and thus it affords the opportunity for a com
parative investigation of cognitive abilities extending beyond the narrow 
focus on primates that often dominates discussions of nonhuman cogni
tion. Our choice of social play is also in keeping with one of our major 
goals for these case studies: to argue that there are behavior patterns— 
tractable, evolved behavioral phenotypes—that lend themselves to detailed 
empirical study by cognitive ethologists. 

One of our major examples of intentional behavior presented in this 
chapter comes from detailed observations of the social play of various 
canids (domestic dogs, coyotes, and wolves). Niko Tinbergen and others 
have claimed that we may learn at least as much about human social 
behavior by studying social carnivores as by studying nonhuman primates. 
Byrne, who otherwise takes a strongly primatocentric view of animal cog
nition, notes that we really know little of the "intellectual skills" used by 
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carnivores when they hunt (1995, p. 184) and implies that we might learn 
more about the phylogenetic distribution of what he calls "intelligence" 
by doing comparative research. Furthermore, Povinelli and Cant (1995, 
p. 400) suggest that the performance by arboreal ancestors of the great 
ape/human clade of "unusual locomotor solutions... drove the evolution 
of self-conception." Many nonprimate mammals also perform complex, 
flexible, and unusual acrobatic motor patterns (locomotor-rotational 
movements) during social play, and it would be premature to rule out the 
possibility that the performance of these behavior patterns might also be 
important in the evolution of self-conception in nonprimates. In some 
instances it is difficult to know whether arboreal clambering or the per
formance of various acrobatic movements during play may be related more 
to the evolution of mere body awareness (e.g., knowing one's place in 
space) than to a concept of self. 

What Is Play? 

The term "play" covers a wide range of behavior patterns. In this respect 
it is no different from "feeding" or "mating," each of which may encom
pass a variety of quite different behaviors both when used to compare 
members of the same species and when used to compare members of dif
ferent species. Unlike play, however, feeding and mating correspond to eas
ily identified biological functions. Feeding behaviors are normally 
proximally related to an organism's ingestion of nutrients, mating behav
iors are normally proximally related to an organism's contribution to the 
merging of male and female gametes. Following Millikan (1984), we place 
a particular interpretation on the word "normally" in these statements. 
The claim is not that conception or improved nutrition must be statisti
cally likely to follow from the behaviors. Instead, "normal" outcomes of 
behavioral traits are those that, when they occurred during the phyloge
netic history of the species, increased the likelihood that these traits would 
be passed on to descendants. 

Play is not easily defined. Fagen (1981) lists 39 definitions that have 
been proposed over the years. Functional definitions of play are difficult 
to formulate because it is not obvious that play serves any particular func
tion, either at the time it is performed or later in life. Indeed, several 
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authors have been tempted into defining play as functionless behavior. 
Alternatively, it has sometimes been suggested that play improves some of 
the general abilities of young animals (e.g., the improvement of motor and 
cognitive skills), resulting in possible payoffs for these animals through 
their entire lifespans (e.g., in their hunting, foraging, or social abilities). 
Even if this is correct, the reproductive-fitness consequences of play may 
typically be so far removed in the lifetimes of the organisms involved that 
it would be very difficult to collect data to support the assertion that play 
increases fitness; there is an "ontogenetic gap" between early play and 
reproductive activity. Consequently, it is difficult to design experiments to 
test hypotheses about functions of play that are both practicable 
(Burghardt 1996) and ethical. Furthermore, play may have different 
evolved functions in different species and it may have different conse
quences for individuals of different ages and sexes. 

Considerations such as these led Bekoff and Byers (1981, pp. 300-301; 
see also Martin and Caro 1985) to eschew a functional characterization of 
play by offering the following definition: "Play is all motor activity per
formed postnatally that appears [our emphasis] to be purposeless, in which 
motor patterns from other contexts may often be used in modified forms 
and altered temporal sequencing. If the activity is directed toward anoth
er living being it is called social play." This definition centers on the struc
ture of play sequences—what animals do when they play—and not on 
possible functions of play. Nonetheless the definition is not without prob
lems. For example, it would seem to apply to stereotypical behaviors, such 
as the repetitive pacing and the excessive self-grooming sometimes evinced 
by caged animals. It is difficult to see how to state a non-arbitrary restric
tion on the range of behaviors that may constitute play. 

Because it is not easily defined, play (both social and nonsocial) has been 
a very difficult behavioral phenotype with which to deal rigorously. A few 
people would claim that only humans engage in play, but most agree that 
nonhumans play despite the difficulty of offering an exceptionless defini
tion. The lack of a comprehensive definition need not be an impediment 
to solid research, however. 

Some scientific readers are likely to be made uneasy by our unwilling
ness to provide a specific definition of play at this point in our discussion. 
We think, however, that it would be premature to do so. Besides, to 
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demand such a definition is to be mistaken about appropriate scientific 
method. Satisfactory definition is an endpoint of scientific investigation, 
and does not have to be a starting point. Early chemists could not have 
defined gold correctly. They started with putative examples of gold. These 
examples were initially identified according to a "working definition" that 
made use of their appearance as a soft, yellow, metallic substance. 
Investigations revealed a common atomic structure for many of the sam
ples identified in this way. Only after extensive comparative work could 
chemists define gold in terms of its position in the periodic table of the 
elements. 

Even a useful working definition may be hard to provide at the very 
early stages of a scientific investigation, particularly when the topic of the 
investigation may have many forms. (Compare the task of trying to pro
vide a working definition of carbon that would have correctly picked out 
the various forms in which it appears without referring to atomic struc
ture.) Whether it is useful to recognize a category of behavior such as play 
is a question of theoretical usefulness: Are there useful generalizations to 
be made about the behaviors if they are lumped together in this way? Our 
view, described in more detail in Allen and Bekoff 1994, is that the study 
of play ought to be approached like the study of any other putative natur
al kind. To study play, one ought to start with examples of behaviors that 
superficially appear to form a single category—those that would be initial
ly agreed upon as play—and look for similarities among these examples. 
If similarities are found, then we can ask whether they provide a basis for 
useful generalizations. We therefore propose to proceed on the basis of an 
intuitive understanding of play, guided to some extent by Bekoff and Byers's 
attempt to define it, but without the view that this or any other currently 
available definition strictly includes or excludes any specific behaviors. 

The great variety of forms in which social play occurs, both within and 
between species, makes it a good candidate for what we have been calling 
stimulus-free behavior patterns. The next action in a play sequence can 
rarely be predicted with confidence although the degree of variability can 
be affected by the ages of the participants, their sexes, their social ranks, 
their social experience, their energy levels, and their habitat (Berger 1991; 
Bekoff and Byers 1998). The flexibility and the versatility of social play make 
it a good candidate for comparative and evolutionary cognitive studies. 
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Can There Be an Evolutionary Biology of Play? 

Alexander Rosenberg (1990) provided several challenges to evolutionary 
approaches to social play. Our responses to these challenges are excerpt
ed here from Allen and Bekoff 1994. One of Rosenberg's concerns hinges 
on his claim that play is an intentional activity. For reasons similar to 
those of Dennett (1969) and Stich (1983)—reasons we rejected in chap
ter 5 above—Rosenberg believes that intentional explanations are not 
suitable for scientific explanations of behavior. He suggests, for instance, 
that it might be inappropriate to attribute the concept of mouse-catching 
to a cat because one must give a negative answer to the question "Does it 
have the concept of mouse, Mus musculus in Linnaean terms?" (p. 184). 
Possession of the Linnaean concept of a mouse is not a reasonable require
ment to place on the attribution of beliefs about mouse catching. 

Another of Rosenberg's concerns is that there can be no unified evo
lutionary account of play. Because actual cases of play have heteroge
neous causes and effects and different underlying mechanisms, 
Rosenberg draws an analogy between play and clocks, pointing out that 
because there are so many different mechanisms that constitute clocks 
there is no "single general explanatory theory that really explains what 
clocks do, how and why they do it" (p. 180). The problem with this argu
ment is that the kind of "single general explanatory theory" referred to 
is not (and should not be) the kind of thing evolutionary biology is con
cerned with. Though it is the concern of some branches of biology (par
ticularly molecular and cellular) to explain how certain organs do what 
they do, other branches of evolutionary theory are concerned with what 
organs do and why they do it. Thus, whereas it would be foolish to 
expect a singular molecular or cellular account of light-sensing capabil
ities across species, it would not be foolish to expect unity in some aspects 
of the evolutionary explanations of the development of such organs 
(although, of course, there will be differences in the evolutionary histo
ries across species). If Rosenberg were right, there could be no general 
evolutionary theory of predation or sexual selection by mate choice, for 
these phenomena too depend on a very heterogeneous set of mechanisms. 
Play, we submit, is in no worse shape than these well-entrenched targets 
of biological explanation. 
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Play, Pretense, and Intentionality 

As we have already noted, discussions of play commonly refer to the con
cept of pretense. Because pretense seems to be a fairly sophisticated cogni
tive ability, it has led some authors to deny that nonhuman animals can be 
said to engage in play. Rosenberg (1990) associates pretense with "third-
order" intentionality (Grice 1957; Dennett 1983, 1987). Specifically, 
according to Rosenberg (1990, p. 184), for animal a truly to be playing 
with animal fc, it must be that ua does d [the playful act] with the intention 
of fr's recognizing that a is doing d not seriously but playfully. So, a wants 
b to believe that a wants to do d not seriously but with other goals or 
aims." This is third-order because there are three levels of mental-state 
attribution involved: a believes that b believes something about a's desires. 
This degree of sophistication seems to us to rule out play not only in non-
human animals but also in human infants. 

In contrast to this approach, the Bekoff-Byers characterization of play 
is neutral about the intentionality of play behavior. Ultimately it might be 
found that play is an intentional activity; however, to include this in the 
definition of play would be premature, in our view, in the same way that 
it would have been premature of early chemists to include or specifically 
exclude atomic structure in the definitions of the elements. The relevance 
of intentionality to play is a matter for empirical investigation not a priori 
definition, and we urge its investigation as such. 

Any empirical investigation of the connection between play and inten
tionality will be shaped by the account of intentionality that is provided. 
To illustrate the different consequences of different accounts, we will con
trast Dennett's intentional stance with Miliikan's biofunctional account of 
intentionality. According to Dennett (1987), the attribution of intention
al states to an organism is a "stance" taken to enable prediction of the 
organism's behavior. The effectiveness of the stance depends on how close
ly the organism conforms to Dennett's conception of ideal rationality. 
According to Dennett, because no organism is ever perfectly rational, the 
intentional stance can, at best, provide only approximate predictions of 
an organism's behavior. 

In chapter 5 we critiqued the claim that prediction of the behavior of 
individual organisms is the proper target of cognitive ethology. If we set 
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this objective aside, Dennett's intentional stance is of interest because it 
also provides a way of characterizing the "competence" of an organism. 
For example, one might discover that to perform a particular task an 
organism would need access to a particular piece of information about the 
inanimate environment, or about other organisms in the environment. The 
intentional stance suggests that we can model organisms as representing 
various aspects of their environments and their actions as guided by those 
representations. For some organisms, these representations may themselves 
contain information about how other organisms represent their environ
ments. In Dennett's scheme, such a representation of a representation is a 
case of second-order intentionality. Dennett treats higher-order intention
ality as cognitively more sophisticated (and therefore more recently 
evolved) than first-order intentionality (which, in turn, is more sophisti
cated than zero-order intentionality—i.e., nonintentionality). Thus, to 
place cognitive capacities into an evolutionary framework, Dennett thinks 
it is important to identify the distribution of higher-order intentionality 
among animals. 

Millikan (1984) provides a contrasting approach to intentionality. Accord
ing to her account, intentionality is a functional property—attributions 
of intentionality provide information about the historical role of a par
ticular trait but do not directly explain or predict the operations of that 
trait. To understand this, it is useful to consider a non-intentional exam
ple of a functional property: the function of a sperm to penetrate an egg. 
Even knowing this function, one cannot predict that any particular sperm 
will penetrate an egg—it is far more likely that it will not. Likewise, in 
intentional cases, one cannot predict that any particular organism will act 
in a way that is rationally predicted by attributing a state with intention
al content. Though it may be a function of that intentional state to pro
duce the behavior, there is no more guarantee that a state such as a belief 
or a desire will fulfill its function than there is that a sperm will penetrate 
an egg. 

Millikan's theory seems useful for informing and motivating studies in 
cognitive ethology for a number of reasons: 

It presents new ways of thinking about biological function and new ways 
of thinking about relationships between function and structure. These new 
perspectives should motivate ethologists and other students of behavior to 
look at old data in innovative ways. 
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It is strongly grounded in evolutionary theory and has the potential for 
stimulating much-needed comparative research concerned with the nature 
of animal minds and mentation. 
It "looks to history rather than merely to present properties or disposi
tions to determine function" (Millikan 1989, p. 289). 
It forces one to recognize the strong probability of the existence of inten
tional behavior among diverse animals. 
Unlike Dennett's intentional stance, Millikan's naturalistic theory of inten-
tionality (1984,1986) does not require the implausible assumption of per
fect rationality. 
It considers intentionality as a precursor for cognition rather than a defin
ing characteristic (Brentano 1874). 

Millikan (1984, pp. 95ff.) introduces the idea of "intentional icons" as 
"devices" that stand as intermediaries between two other cooperating 
devices. Cooperating devices are coevolved systems, designed by evolution 
to cooperate. Cooperating devices may be internal to a single organism, 
such as the cooperation between heart and lungs to oxygenate blood. (Not 
all cooperating devices make use of intentional icons.) Or the cooperating 
devices may be distinct organisms, as when two organisms communicate 
to achieve a mutual goal in a specific behavioral context. The notion of an 
intentional icon can usefully be compared with classical ethological 
notions, such as "releaser" and "sign-stimulus," which often involve coop
eration (e.g., between parents and offspring, or between an animal and its 
mate). When cooperating devices interact via some intermediary device 
(such as an auditory, visual, or chemical cue), the intermediate device 
counts as an intentional icon. 

Intentional icons are supposed to work because they map onto the 
world in a particular way, and this gives them what Millikan (1984, pp. 
95-96) calls "a sort of 'ofness' or 'aboutness' that one usually associates 
with intentionality." On her view, the presence of both producing and 
receiving cooperative devices is necessary to explain the production of 
intentional icons. When the producing and receiving cooperative devices 
are internal to a single nervous system, there may be a neural state that 
serves as an intentional icon. For example, a neural state that is interme
diate between a perceptual system and a motor system will count as an 
intentional icon if its function is to adapt the motor system to a specific 
state of affairs in the organism's environment. 
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The different theories of intentionality have different consequences for 
specifying the contents of intentional states. Take Dennett's intentional 
stance first. Consider a subject who can be said to have a belief whose con
tent is about a conjunction of environmental conditions, which we shall 
represent arbitrarily as P and Q. Because it would, by Dennett's lights, be 
irrational for a subject to fail to infer Q from the conjunction of P and Q, 
it is a consequence of his theory that the subject must also be capable of 
having the belief that Q alone. In other words, this rather minimal notion 
of rationality entails that any subject capable of believing a conjunction 
must also be capable of believing each conjunct separately. But in 
Millikan's framework it is quite possible to have an intentional icon whose 
function it is to map onto the conjunction of P and Q without the system's 
having either the ability or the tendency to represent the singular Q. 
Imagine, for example, a system whose Q-detector only becomes operative 
once its P-detector registers an occurrence of P. Such a system would be 
capable of representing the conjunction of P and Q without being able to 
represent Q alone. Perhaps, because Q rarely occurs in isolation, or 
because when it does its occurrence is normally irrelevant to the organism, 
it was never important for the members of the species to have evolved iso
lated Q-detectors or the capacity for representing Q alone. Under this pro
posal, the semantic interpretation of the conjunction P and Q is not 
"compositional" (Fodor 1987), meaning that the whole meaning is not 
composed directly from independently meaningful parts. 

It may seem that, because Dennett is concerned primarily with beliefs 
and desires, he is talking about much higher-level cognition than Millikan. 
However, it is Millikan's (1984) view that belief and desire can be analyzed 
in terms of simpler intentional systems. The kind of sophistication that 
might be required before one would say that an organism has beliefs and 
desires includes the capacity to integrate information obtained from vari
ous sources in ways that may produce something like a compositional 
semantics, but that's not what is important here. Rather, our point here is 
that Millikan's analysis of intentionality does not require compositionali-
ty. And because her analysis of intentionality does not require composi-
tionality, it does not conform to Dennett's assumption of ideal rationality. 

Each of these different conceptions of intentionality provides a frame
work within which one may ask different kinds of questions about the 
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behavior of animals; thus, each provides opportunities for research. 
Dennett's framework emphasizes order of intentionality as a significant 
evolutionary variable, and Dennett (1983) suggests experiments that might 
be performed with vervet monkeys to test his ideas. Dennett is also con
cerned to explain how animals may sometimes show evidence of higher-
order capabilities but at other times or in other contexts show a lack of 
ability to reason at a similarly high level—a phenomenon that would be 
puzzling if the animals were ideally rational. But from within Millikan's 
perspective this puzzle does not arise, because intentional states which are 
supposed (evolutionarily) to correspond to the intentional states of other 
organisms (second-order content) need not be related by inference to any 
general ability to form states with second-order intentional content. An 
animal may have very specific cognitive abilities with respect to particular 
intentional states of other organisms without having the general ability to 
attribute intentional states to those organisms. 

Returning to Rosenberg's third-order account of pretense we see that 
whether one regards it as plausibly attributed to nonhuman animals 
depends on the general account of intentionality that one adopts. From 
the intentional stance, if a has the third-order belief that b believes that a 
desires to play, it would seem that ideal rationality would also require that 
a has the second-order belief that b has a belief. From a Millikanian per
spective, however, this more general second-order belief, if it requires a to 
have a general detector for beliefs, may actually be more sophisticated than 
the third-order belief that supposedly entails it. A general detector for 
beliefs may be much more difficult to evolve than a detector for a specific 
belief, for the detection of specific beliefs may be accomplished by the 
detection of correspondingly specific cues. In other words, just as the abil
ity to represent the conjunction of P and Q might not entail the ability to 
represent the simplified Q alone, the capacity for a specific third-order 
intentional state need not entail a general capacity for putatively simpler 
second-order states. If this is correct, then on Millikan's account Jethro 
(Marc's dog) may be capable of the third-order belief that (or, at least, a 
state with the intentional content that) Sukie (Jethro's favorite canid play 
pal) wants Jethro to believe that her bite was playful and not aggressive, 
even though Jethro is perhaps limited in his ability to represent and hence 
think about Sukie's second-order desires in general. 
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Relative to Dennettian third-order intentionality, Rosenberg's third-
order analysis of pretense seems over-inflated. It is doubtful that many ani
mals could make the general inferences that the rationality assumption 
seems to require them to be capable of making from any specific third-
order belief. A particular behavioral sequence in social play may involve 
pretense even though neither participant has a general conception of pre
tense. In social play, an animal a may, for example, bare its teeth in a ges
ture that might also occur during or as a prelude to a fight. The playmate 
b may respond by growling—another behavior that might occur during a 
fight. Animal a may then pounce on animal b and grasp some portion of 
b's body between its teeth. This sequence involves motor patterns found in 
fighting, yet the animals are not fighting. What cognitive abilities must a 
and b possess for this to be possible? They must be capable of discrimi
nating occasions when a behavior is genuinely aggressive from those when 
it is playful. This could be achieved by detecting subtle differences between, 
for example, aggressive teeth baring and playful teeth baring—if such dif
ferences exist. (In the only study of its type of which we are aware, Hill 
and Bekoff (1977) found that bites directed toward the tail, a flank, a leg, 
the abdomen, or the back lasted a significantly shorter time and were more 
stereotyped during social play than during aggression in eastern coyotes.) 
Alternatively, the discrimination could be achieved by providing contextual 
cues that inform players about the difference between aggression and play. 
In many species, signals have evolved to support the second approach. 
Such signals may be understood as intentional icons that convey messages 
about the intentions of participants in play. Thus, we believe, empirical 
results gathered so far seem to favor Millikan's approach to intentionali
ty over Dennett's, although we would reemphasize that both require fur
ther empirical investigation. 

Play Signals 

When animals play, they typically use action patterns that are also used in 
other contexts, such as predatory behavior, antipredatory behavior, and 
mating. These action patterns may not be intrinsically different across dif
ferent contexts, or they may be hard to discriminate even for the partici
pants. To solve the problems that might be caused by, for example, 
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Figure 6.1 
Typical play bow. 

confusing play for mating or fighting, many species have evolved signals 
that function to establish and maintain a "mood" or context for play. In 
most species in which play has been described, play-soliciting signals 
appear to foster some sort of cooperation between players so that each 
responds to the other in a way consistent with play and different from the 
responses the same actions would elicit in other contexts (Bekoff 1975, 
1978b, 1995b; Bekoff and Byers 1981; Fagen 1981; Thompson 1996). 
Play-soliciting signals also aid in the interpretation of other signals by the 
receiver (Hailman 1977, p. 266). Coyotes, for example, respond differ
ently to threat gestures in the absence of any preceding play signal than to 
threat gestures that are immediately preceded by a play signal or in the 
middle of sequence that was preceded by a play signal (Bekoff 1975). In 
view of the possible risks that are attendant on mistaking play for anoth
er form of activity, it is hardly surprising that animals should have evolved 
clear and unambiguous signals to solicit and maintain play. 

The canid "play bow" (figure 6.1), a highly ritualized and stereotyped 
movement that seems to function to stimulate recipients to engage (or to 
continue to engage) in social play (Bekoff 1977a), provides an excellent 
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example of what we are calling a play signal and has been extensively stud
ied in this context. That play bows are important for initiating play is illus
trated by the example of a dominant female coyote pup who was successful 
in initiating chase play with her subordinate brother on only one of 40 
occasions. Her success occurred on the only occasion in which she had sig
naled previously with a bow, although on the other occasions she engaged 
in a variety of behaviors that are sometimes successful in initiating play, 
such as rapid approach and withdrawal, exaggerated pawing toward the 
sibling's face, and head waving and low grunting (Bekoff 1975). 

To say that play bows are stereotyped is to say that their form is high
ly uniform, but it does not imply anything about their contextual versatil
ity. When performing a bow, an individual crouches on its forelimbs, 
remains standing on its hind legs, and may wag its tail and bark. The bow 
is a stable posture from which the animal can move easily in many direc
tions; it also allows the individual to stretch its muscles before and while 
engaging in play, and it places the head of the bower below the head of 
another animal in an unthreatening position. Play-soliciting signals show 
little (but some) variability in form or temporal characteristics (Bekoff 
1977a). The first play bows that very young canids have been observed to 
perform are highly stereotyped, and learning seems to be relatively unim
portant in their development. The stereotyped nature of the play bow is 
probably important for avoiding ambiguity. 

Play bows occur throughout play sequences, but most commonly at the 
beginning or toward the middle of playful encounters. In a detailed analy
sis of the form and duration of play bows, Bekoff (1977a) found that dura
tion was more variable than form, and that play bows were always less 
variable at the beginning than in the middle of a play sequence. Three pos
sible (and not mutually exclusive) explanations for this change in vari
ability are fatigue, the fact a play bow can be preceded by any of a wide 
variety of postures, and the fact that there is less of a need to communicate 
the continuation of play than there is to communicate its initiation. 

The Meanings of Play Bows 

Play bows occur almost exclusively in the context of play, and it is common 
for scientists to gloss play-soliciting signals with the message "What follows 
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Figure 6.2 
Growl and play (play solicitation). 

is play" or "This is still play." What is the significance of these interpreta
tions for the players? Are they in any way aware of the meaning of the play 
bows, or are they simply conditioned to respond differently (e.g., less 
aggressively or less sexually) when a specific action such as a bite or a 
mount is preceded by a play bow? 

One way to approach this question is to ask whether play signals such 
as bows are used to maintain social play in situations where the perfor
mance of a specific behavior during play could be misinterpreted. A recent 
study of the structure of play sequences (Bekoff 1995b) showed that infant 
and adult domestic dogs, infant coyotes, and infant wolves often bow 
immediately before and immediately after an action that might otherwise 
be misinterpreted and disrupt ongoing social play. Recall that the social 
play of canids and of other mammals contains actions that are used in 
other contexts (figures 6.2,6.3) that do not contain bows (e.g., agonistic, 
predatory, or antipredatory behavior). Biting accompanied by rapid side-
to-side shaking of the head is used in aggressive interactions and also dur
ing predation, and could be misinterpreted when used in play. 

Bekoff asked the following questions: 

What proportion of bites directed to the head, neck, or body of a play 
partner and accompanied by rapid side-to-side shaking of the head are 
immediately preceded or followed by a bow? 
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Figure 6.3 
Mounting during play. 

What proportion of behavior patterns other than bites accompanied 
by rapid side-to-side shaking of the head are immediately preceded or 
followed by a bow? Actions considered here were mouthing (gentle bit
ing during which the mouth is not closed tightly and rapid side-to-side 
shaking of the head is not performed), biting without rapid side-to-side 
shaking of the head, chin-resting, mounting from behind (as in sexual 
encounters), hip-slamming, assertive standing-over, incomplete standing-
over, and aggressive vocalizing. (For descriptions see Bekoff 1974; Hill 
and Bekoff 1977.) 

It was rare for an animal to bow immediately before or immediately 
after its partner performed an action that could have appeared in a differ
ent context (e.g., a bite accompanied by rapid side-to-side shaking of the 
head). Bekoff hypothesized that if such actions could be misread by their 
recipients and thereby result in inappropriate responses (e.g., fighting or 
mating), then animals who performed misinterpretable actions might have 
to communicate to their partners that the actions were performed in the 
context of play and were not meant to be taken as aggressive, predatory, 
or sexual moves. On this view, bows would not occur randomly in play 
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Table 6.1 
Proportions of various behavior patters that were immediately preceded of imme
diately followed by bows in adult and infant dogs (649 sequences), in infant 
wolves (215 sequences), and in infant coyotes (292 sequences). BHSS: biting 
directed to head, neck, or body of play partner, accompanied by rapid side-to-side 
shaking of of head. B/NOHSH: biting in absence of side-to-side shaking of of 
head. Mouthing: chewing or gentle biting without tight closing of mouth. For each 
action, differences in percentages between numbers labeled * or + are not statis
tically significantly different (z < 1.96, p > 0.05); numbers labeled ** or ++ are sta
tistically significantly different from numbers labeled * or + respectively (z > 1.96, 
p < 0.05). Reprinted from Bekoff 1995a. 

Action 

BSSH 

B/NOHSH 

Mouthing 

Standing over 

Species 

Dogs 
Wolves 

Coyotes 

Dogs 

Wolves 
Coyotes 

Dogs 

Wolves 

Coyotes 

Dogs 

Wolves 
Coyotes 

Preceding action 

4.9* 
7.0* 

13.0** 

1.8* 

3.1* 

6.8** 
1.3* 

2.8* 
3.4* 

1.5* 

2.3* 

4.8* 

Following action 

11.0* 

16.0* 
27.0++ 
1.4+ 

2.6+ 
7.2++ 

1.5* 

2.3* 
4.2* 

1.8+ 
1.9+ 
9.9++ 

sequences; the play atmosphere would be reinforced and maintained by 
means of bows immediately before or after misinterpretable actions. 

The results of Bekoff's study (table 6.1) support the inference that bows 
may serve to provide information about other actions that follow or pre
cede them. In addition to sending the message "I want to play" when they 
are performed at the beginning of play, bows performed in a different con
text, namely during social play, might also carry the message "I want to 
play despite what I am going to do or just did—I still want to play." This 
message would be useful when it might otherwise be difficult to share this 
information between the interacting animals. Bekoff (1974; see also 
Feddersen-Petersen 1991) also found interspecies differences among canids 
that can be interpreted in the light of the known variations in their early 
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social development and which are related to the question at hand. For 
example, the infant coyotes were much more aggressive and engaged in 
significantly more rank-related dominance fights than the infant dogs, the 
adult dogs, or the infant wolves studied. During the course of Bekoff's 
study, no consistent dominance relations were established in either the dogs 
or the wolves, and no large individual differences among the play patterns. 
Social play in coyotes typically is observed only after dominance relation
ships have been established in paired interactions. Coyotes appear to need 
to do more to maintain a play atmosphere, and seem to need to commu
nicate their intentions to play before play begins more clearly, than dogs 
or wolves (Bekoff 1975,1977a). Subordinate coyote infants are more solic
itous and perform more play signals later in play bouts than dominant indi
viduals. These data suggest that bows are not repeated randomly or when 
individuals merely want to increase their range of movement or stretch 
their muscles. However, because the head of the bowing individual is usu
ally below that of the recipient, and for other reasons, bowing may place 
the individual in an unthreatening, self-handicapping posture. 

Standing over, which usually is an assertion of dominance in infant coy
otes (Bekoff 1974) but not in infant beagles or wolves, was followed by 
bows significantly more frequently in infant coyotes than in dogs or infant 
wolves. Because bows embedded within play sequences were followed sig
nificantly more often by playing than by fighting after misinterpretable 
actions were performed (Bekoff, unpublished data), it does not seem like
ly that bows allow coyotes (or other canids) more readily to engage in com
bat, rather than play, by increasing their range of movement, although this 
possibility cannot presently be ruled out in specific instances. 

Play Signals as Intentional Icons 

The idea that senders and receivers are cooperating, interacting units has 
been important in furthering understanding of the evolution of a wide vari
ety of social signals. Play signals, too, lend themselves to this kind of analy
sis, and it is especially useful to relate their evolution to Millikan's ideas 
about intentional icons. Millikan (1984) lists four criteria defining the par
adigm of intentional icons and illustrates their application to bee dances. 
In this section we discuss these criteria, illustrate their application to play 
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bows, and discuss the utility of this approach. It should be emphasized that 
we think it is appropriate to explore the application of Millikan's theory 
without being committed to its complete adequacy. 

(1) "An intentional icon is a member of a reproductively established 
family having direct proper functions." (Millikan 1984, p. 97) 

According to Millikan (ibid., p. 17), "having a proper function is a matter 
of having been 'designed to' or of being 'supposed to' (impersonal) per
form a certain function." A device (e.g., an evolved system or organ) has 
a proper function when it belongs to a lineage of similar devices in which 
the performance of these functions by ancestral members of the lineage 
helps to account for their survival and proliferation (see Millikan 1986, 
p. 52). Our view, described in detail in Bekoff and Allen 1992, is that the 
proper functions of play bows include initiating and maintaining social 
play by modifying the behavior of the recipient. Millikan's notion of prop
er function is useful because it allows that play bows did not and do not 
always function properly. This does not matter, for play bows need only 
fulfill their proper function enough so that they will be maintained in the 
behavioral repertoire of a species. 

(2) "An intentional icon Normally stands midway between two cooper
ating devices, a producer device and an interpreting device, which are 
designed or standardized to fit one another, the presence and coopera
tion of each being a Normal condition for the proper performance of the 
other." (Millikan 1984, p. 98) 

Here, in order for a play bow to function properly, the disposition to pro
duce a play bow and the disposition to respond are linked evolutionarily. 
Both dispositions are necessary for cooperation to evolve—neither alone 
is sufficient. How the proper performance of play bow producers might 
depend on the presence and cooperation of interpreters, and vice versa, is 
a question for empirical research. Several tempting testable hypotheses are 
available. Developmental studies would be especially important. For exam
ple, social situations could be experimentally set up in which the presence 
and the responsiveness of recipients of play signals vary (e.g., recipients 
may be cooperative, passive, or aggressive) and the signaler's attempts to 
solicit play are differentially reinforced. It has been proposed that indi
viduals who are unsuccessful in soliciting play from other group members 
would engage in more self-directed play (Bekoff 1972) and also that an 
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individual's dominance rank within his group influences that individual's 
success in soliciting play from other group members (Bekoff 1977b). The 
absence of cooperation in play might have long-term consequences due to 
its effect on individual dispersal tendencies. Although data are lacking, our 
point here is that Millikan's framework is useful if it stimulates empirical 
research. It should be possible to integrate her framework with several of 
the ideas about the empirical study of play already in the literature (see, for 
example, Bekoff and Byers 1981; Fagen 1981; Tomasello et al. 1985,1989; 
Bekoff 1995a,b). 

(3) "Normally an intentional icon serves to adapt the cooperating inter
preter device to conditions such that proper functions of that device can 
be performed under those conditions." (Millikan 1984, p. 98) 

The application of this idea to play bows entails that the recipient of the 
bow is adapted to the disposition of the sender, who instructs or requests 
the recipient to engage in play. Thus, when the play signaler bites or 
mounts the recipient, the recipient is not disposed to injure or to mate 
with the signaler. Applying this criterion to play bows suggests that, if 
play bows are to count as intentional icons, it is necessary to explain how 
they adapt the recipient in such a way that the recipient's subsequent 
behavior fulfills (at least sometimes) a proper function for the recipient. 
This may appear problematic since it is initially more appealing to see 
play bows as supporting a proper function of the sender by making the 
recipient less disposed to injure or attempt to mate with the signaler. This 
perspective is consistent with viewing communication primarily as a 
means by which actors (signalers) exploit the muscle power of reactors to 
the actor's own ends (Dawkins and Krebs 1978; Krebs and Dawkins 
1984). An alternative view of communication is that it is a cooperative 
venture providing benefits to both participants (Tinbergen 1963; Marler 
1968; Smith 1977). 

Our view is that whether the adaptive benefit(s) of communication 
favors only the actor or is shared between the actor and the reactor should 
be decided empirically rather than definitionally. Despite this, Millikan's 
framework is useful, since it suggests a distinction that many biologists do 
not always make. For example, on the "exploitative" conception of com
munication, an angler fish's moving its lure appendage counts as commu
nication in exactly the same sense as behavior patterns such as play bows. 
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In the former kinds of cases, "deception," such as it is, relies on the inabil
ity of a reactor's perceptual system to discriminate the actor's "signal" from 
the real thing, and the expectation is for increased perceptual discrimina
tory ability to evolve. In the latter kinds of cases the expectation is for evo
lution toward generally increased responsiveness to signaling and toward 
signals that are more detectable (Guilford and Dawkins 1991). Deception, 
where it occurs, may more likely be due to the withholding of information 
than to active signaling (Hauser and Nelson 1991). The ability to with
hold information selectively requires different cognitive abilities than per
ceptual discrimination requires. 

The apparent difference between selective pressures and cognitive 
requirements suggests that it may be useful to distinguish the two types of 
communication. Furthermore, the applicability of Millikan's framework 
for intentionality to the latter rather than the former type of communica
tion supports the idea that mentalistic attributions may be more reasonable 
in cases like play bows than in cases like lure jiggling by angler fish. We 
emphasize, again, that our intention here is not to adopt Millikan's frame
work as the last word on these matters, but to show how it is a useful tool 
for thinking about these issues. 

(4a) "In the case of imperative intentional icons, it is a proper function 
of the interpreter device, as adapted to the icon, to produce something 
onto which the icon will map in accordance with a specific mapping func
tion. . . . " (Millikan 1984, p. 99) 

The normal function of imperative intentional icons is to get the interpreter 
to bring about a certain state of affairs. Play bows may be imperative inten
tional icons, because their proper function appears to be to produce play 
between two individuals through a change in the reaction of the recipient. 

(4b) "In the case of indicative intentional icons, the Normal explanation 
of how the icon adapts the interpreter device such that it can perform its 
proper functions makes reference to the fact that the icon maps onto 
something else in accordance with a specific mapping function. . . . " 
(ibid., p. 99) 

Indicative intentional icons are supposed to influence the interpreter "in 
such a way that the interpreter's functions . . . are only more likely to be 
performed Normally if a certain state of affairs obtains in the environ
ment" (Godfrey-Smith 1988, p. 26). Play bows may also be indicative 
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intentional icons, because they function to stimulate other individuals to 
engage in play, and they cause the cooperating interpreter (recipient) to 
map its own behavior onto the "rules" of play. Play generally seems to be 
intentionally directed toward this end (Mitchell 1990). 

In view of what is currently known about play bows, it probably is 
more correct to view them as intentional signals, a limiting case of inten
tional icons (Millikan 1984, pp. 116-118, and personal communication), 
because play bows simply function in the "here and now." The time and 
place of bows correspond to the time and place of the disposition to play. 
This is in contrast to bee dances, which, as intentional icons, are more 
complex than intentional signals—they can transcend the here and now, 
and they can make reference to distant temporal and spatial variables in 
the environment rather than only to the immediate surroundings of the 
signaler. 

In addition to the use of signals such as bows, it is possible that the 
greater variability of play sequences when compared to sequences of ago
nistic behavior (Bekoff and Byers 1981) allows animals to use the more 
varied sequences of play as a composite play signal that helps to maintain 
the play mood; not only do bows have signal value, but so also do play 
sequences (Bekoff 1976, 1977a, 1995b). Self-handicapping (Altmann 
1962; Parker and Milbrath 1994), such as occurs when a dominant indi
vidual allows itself to be dominated by a subordinate one, also might be 
important in maintaining on-going social play. Watson and Croft (1996) 
found that red-neck wallabies (Macropus rufogriseus banksianus) adjust
ed their play to the age of their partner. When a partner was younger, the 
older animal adopted a defensive, flat-footed posture, and pawing rather 
than sparring occurred. In addition, the older player was more tolerant of 
its partner's tactics and took the initiative in prolonging interactions. While 
more data are needed, this study also suggests that the benefits of play may 
vary according to the age of the player. 

Putting Play in a Broader Cognitive Context 

Bekoff's data, presented above, suggest that at least some canids cooper
ate when they engage in social play, and that they may negotiate these 
cooperative ventures by sharing their intentions. Fagen (1993, p. 192) also 
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has noted that "levels of cooperation in play of juvenile primates may 
exceed those predicted by simple evolutionary arguments." In general, ani
mals engaged in social play use specific signals to modulate the effects of 
behavior patterns that are typically performed in other contexts and whose 
meaning is changed in the context of play. These signals are often flexibly 
related to the occurrence of events in a play sequence that might violate 
expectations within that sequence. Furthermore, the relation of play to a 
cognitive appreciation of the distinction between reality and pretense pro
vides an important link to other cognitive abilities, such as the ability to 
detect deception or to detect sensory error. In view of these connections, a 
detailed consideration of some selected aspects of social play might help 
promote the development of more sophisticated theories of consciousness, 
intentionality, representation, and communication. 

The ability to engage in pretend play (e.g., to manipulate an object as if 
it is something else) normally first appears in human children around 12 
months of age (Flavell et al. 1987). This is well before children appear to 
be capable of attributing mental states to others. Human children also 
seem capable of engaging in social play before they have a developed the
ory of mind. Leslie, in the quotation at the beginning of this chapter, 
expresses surprise about the distortion of reality implied by pretense. We, 
however, are inclined to suggest that play is one way that an animal may 
learn to discriminate between its perceptions of a given situation and real
ity (learning, for example to differentiate a true threat from a pretend 
threat). From this perspective it would be perhaps more surprising if cog-
nitively sophisticated creatures could get to this point without the experi
ences afforded by play. 

It is also possible that experiences with play promote learning about the 
intentions of others. Even if the general capacity for understanding the 
mental states of others is a specifically human trait, many other species 
may be able to share information about particular intentions, desires, and 
beliefs. How might a play bow serve to provide information to its recipi
ent about the sender's intentional state? It is possible that the recipient 
shares the sender's intentions, beliefs, or desires as a result of prior expe
riences of situations in which the recipient performed bows. In light of our 
earlier discussion of specialized mechanisms, it may be reasonable to 
attribute a very specific second-order inference of the form "When I bow 
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I want to play, so when you bow you want also to play" without being 
committed to a general capacity for the possession of second-order men
tal states in these animals. 

In a recent paper on human behavior that has yet to find its way into 
comparative ethology circles, Alison Gopnik (1993, p. 275) argues as fol
lows: " . . . certain kinds of information that comes, literally, from inside 
ourselves is coded in the same way as information that comes observing the 
behavior of others. There is a fundamental cross-modal representational 
system that connects self and other." Gopnik (see also Meltzoff and 
Gopnik 1993) claims that others' body movements are mapped onto one's 
own kinesthetic sensations, on the basis of one's prior experience, and she 
supports her claims with discussions of imitation in human newborns. 

For example, Gopnik (1993, p. 276) wants to know if there is an equiv
alence between the acts that infants see others do and the acts they per
form themselves. She imagines that "there is a very primitive and 
foundational 'body scheme' that allows the infant to unify the seen acts of 
others and their own felt acts into one framework." If by "primitive and 
foundational" Gopnik means phylogenetically old, then it would seem rea
sonable to search for examples or, at least, precursors of this ability in other 
animals. Gopnik and her colleague Andrew Meltzoff also consider the pos
sibility that there is "an innate mapping from certain kinds of perceptions 
of our own internal states." "In particular," they continue, "we innately 
map the body movements of others onto our own kinesthetic sensations. 
This initial bridge between the inside and the outside, the self and other, 
underlies our later conviction that all mental states are things both we and 
others share." (Gopnik 1993, p. 275) Flanagan (1992, pp. 102ff.), who 
also is interested in ways in which mental states can be shared, introduces 
the notion of a "mental detector" that is used to detect others' invisible 
mental states. 

How these ideas might apply to nonhuman animals awaits further 
study. There are preliminary suggestions that Gopnik's ideas might enjoy 
some support from comparative research on animal cognition. For exam
ple, Savage-Rumbaugh (1990, p. 59) notes: "If Sherman screams when he 
is upset or hurt, Sherman may deduce that Austin is experiencing similar 
feelings when he hears Austin screams. This view is supported by the obser
vation that Sherman, upon hearing Austin scream, does not just react, but 
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searches for the cause of Austin's distress." This cause-effect relationship is 
generated after sufficient experience—if an animal screams when upset or 
hurt, that animal may deduce that another is experiencing similar feelings 
when it hears a scream. Tomasello et al. (1989, p. 35) also note that some 
gestures in chimpanzees may be learned by "second-person imitation"— 
"an individual copying a behavior directed to it by another individual." 
They conclude (p. 45) that chimpanzees "rely on the sophisticated powers 
of social cognition they employ in determining what is perceived by a con-
specific and how that conspecific is likely to react to various types of infor
mation." Questions about the role of such mechanisms might also be 
further studied in canids, by addressing questions such as whether viewing 
a play bow induces a play mood in the recipient because of kinesthetic 
mapping, and whether viewing a play bow induces knowledge in the recip
ient of how the actor feels. 

A cognitive perspective will be very useful in future analyses of social 
play. Some thoughts on the direction of empirical research center on learn
ing more about what a bowing (or soliciting) dog, for example, expects to 
happen after (or even as) it performs a play-soliciting signal. Comparative 
observations strongly suggest that a dog expects that play will ensue if it 
performs a bow; it acts as if it wants play to occur. On what sort of grounds 
is this claim based? Specifically, it looks as if a dog is frustrated or sur
prised when its bow is not reciprocated in a way that is consistent with its 
belief about what is most likely to occur (social play). Dogs and other 
canids are extremely persistent in their attempts to get others to play with 
them; their persistence suggests a strong desire to engage in some sort of 
activity. Frustration may be inferred from the common observation that 
canids and other mammals often engage in self-play (e.g., tail chasing) after 
a bow or some other play invitation signal to another animal is ignored, 
or they rapidly run over to a third individual try to get it to play. Surprise 
is more difficult to deal with, but many observers of Bekoff's filmed play 
sequences agree that a dog or coyote looked surprised when, on the very 
rare occasion, a bow was followed by the recipient's attacking the signaler. 
The soliciting animal's eyes opened widely, its tail dropped, and it rapidly 
turned away from the noncooperating animal, as if what had happened 
was totally unexpected and perhaps confusing. (See also Tinklepaugh's 
(1928) observation of surprise in monkeys when an expected and favored 
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piece of food was replaced with lettuce.) After moving away the surprised 
animal often looked at the other individual, cocked its head to one side, 
squinted, and furrowed its brow. 

With respect to the solicitor's beliefs about the future, detailed analyses 
of films also show that on some occasions a soliciting animal begins to per
form another behavior before the other animal commits itself. The solici
tor behaves as if it expects that something specific will happen, and 
commits itself to this course of action. The major question, then, is how 
to operationalize these questions. What would be convincing data? How 
do we know when we have an instance of a given behavior? Thus, we 
need to consider what is frustrated, what the goal is, what the belief is 
about, and how we could study these questions. There simply is no sub
stitute for detailed descriptions of subtle behavior patterns that might 
indicate surprise—facial expressions, eye movements, and body postures. 
Studies of social play are challenging and fascinating, and for many ques
tions there is a disturbing lack of detailed answers based on empirical 
research. The cognitive approach is helpful for coming to terms with old 
data and for raising new questions. 

Concluding Remarks 

Darwin thought that playful behavior indicated pleasure. Although we 
have skirted the issue of emotion, many observers would agree that ani
mals play because it is fun for them to do so. That aside, there is much of 
directly cognitive interest in the study of play, including the requirement for 
animals to communicate their intentions and the role of context in the 
capacity of animals to distinguish playful actions from their nonplayful 
counterparts. It has even been suggested that for the reasons of communi
cation and context a proper understanding of play is essential to the devel
opment of androids (Caudill 1992, p. 5). 

Primatologists are often convinced that theirs are the only subjects who 
are capable of recognizing the intentions of others. To dismiss the possi
bility that nonprimates are capable of having a theory of mind, much more 
data need to be collected. Byrne (1995, p. 146) writes: " . . . great apes are 
certainly 'special' in some way to do with mentally representing the minds 
of others. It seems that the great apes, especially the common chimpanzee, 
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can attribute mental states to other individuals; but no other group of ani
mals can do so—apart from ourselves, and perhaps cetaceans.** His claim 
is premature because there are very few comparative data on nonprimates. 
(See also Beck 1982, who labels such narrow views "chimpocentric.'') 
Furthermore, this claim is based on very few comparative data derived 
from tests on very small numbers of nonhuman primates who might not 
be entirely representative of their species. The range of the tests that have 
been used to obtain evidence of intentional attributions is very narrow, 
and such tests are often biased toward activities that may favor apes over 
monkeys or members of other species. Also, as we mentioned in chapter 2, 
there is evidence (Whiten and Ham 1992) that mice can outperform apes 
on some imitation tasks. These data do not make mice "special**; rather, 
they suggest that it is important to investigate the abilities of various organ
isms in respect to their normal living conditions. Because social play is a 
widespread phenomenon, especially among mammals, it offers the oppor
tunity for much more truly comparative work on intentionality, commu
nication, and information sharing. 



7 
Antipredatory Behavior: From Vigilance to 

Recognition to Action 

Researchers have only just begun to plumb the cognitive abilities of 
birds in this area [predator recognition]; a marriage of psychology and 
ethology might help to point the way forward. 

—Ian McLean and Gillian Rhodes (1991, p. 205) 

. . . little is known about the perceptions of the animals being studied, 
thus our models [of vigilance] reflect mainly the perceptions of the mod
elers themselves. 

—Steven Lima (1996, p. 213) 

Antipredatory behavior, even more so than play, lends itself to broad tax-
onomic comparisons. The danger of being eaten is a daily fact of life for 
vertebrates, invertebrates, and plants, and the range of adaptations to 
counter predation is wide. Adaptive responses to predation are found in 
plants: for example, some close their leaves in response to touch, and oth
ers respond by raising their tannin levels so they taste bad to herbivores, 
and others may even signal nearby conspecifics when predation occurs 
(Hughes 1990). Whereas the ability of plants to detect and escape preda
tion is somewhat limited, animals exploit various capacities, including 
individual and group vigilance, predator recognition and classification, 
and the selection of appropriate behavioral responses. Individual animals 
show minute-by-minute, daily, and seasonal changes in their vigilance 
behavior and their antipredatory responses. The causes of these changes 
are often not amenable to simple, single-factor explanations (Triesman 
1975a,b; Elgar 1989; Lima 1996); they may be constrained by evolution
ary conservativism of perceptual mechanisms found in diverse animal taxa 
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(Gerstner and Fazio 1995), they often involve learning, and sometimes they 
lend themselves to cognitive analysis. Studying antipredatory behaviors 
might allow cognitive ethologists to break the mold of appealing to stud
ies and techniques that are not easily generalized because they focus on a 
few individuals representing limited taxa. In short, such studies might 
allow cognitive ethologists to escape the primatocentrism that plagues 
much of comparative psychology by conducting comparative studies in a 
variety of taxonomic groups. 

In this chapter we illustrate the application of cognitive approaches to 
three stages of antipredator capacity: vigilance, predator classification, and 
choice of response. Vigilance is of evolutionary interest because the bene
fits of increased predator detection may also have their costs to the vigilant 
organism: time spent monitoring surroundings is time away from other 
activities, such as feeding and attending to mates and young. Vigilance in 
many species is of cognitive interest because it appears to involve a com
plex combination of monitoring the behavior of conspecifics and moni
toring for predators. Predator recognition is of evolutionary and cognitive 
interest because the cost of having the more complex neural machinery 
necessary to implement more sophisticated discriminatory capacities may 
outweigh the benefits of more precise predator identification. Also of inter
est for understanding the cognitive bases of predator classification is the 
relative importance of predator morphology, predator behavior, and pre
vious experience of the potential prey with predators. Response strategies 
to predator detection may involve fleeing, hiding, fighting, signaling con-
specifics of the danger, performing distraction displays to draw predators 
away from more vulnerable individuals such as the young, and engaging 
in attention displays that seem to function to inform the predator that it 
has been detected. These responses may carry different costs and benefits, 
and the extent to which prey species can effectively choose between dif
ferent responses in different circumstances has the potential to reveal much 
about their cognitive abilities. A further reason for interest in antipredatory 
behavior is that it may shed light on the evolution of sociality because of 
the social aspects of predator detection, deterrence, evasion, and signal
ing. It is also possible that the evolution of communication has been strong
ly influenced by the function of alarm signals (Macedonia and Evans 1993; 
Allen and Saidel 1997). 
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We consider the three stages of antipredatory capacities in the order 
response, classification, vigilance. This is the reverse of temporal order; 
however, it is a useful approach, because by understanding the range of 
antipredatory responses available to an organism one learns which capac
ities are required to implement those responses. 

Flee, Fight, or Shout? 

An organism confronted by a predator can take actions to maximize the 
chances of its own survival and can also take actions to increase the sur
vival of other members of its group. From a theoretical standpoint, one 
can imagine varying degrees of sophistication in antipredatory respon
siveness, ranging from no response (as in most plants) to a uniform 
response to all predators (such as withdrawal into a shell) to multiple and 
flexible responses to different predators (such as the varying responses of 
vervet monkeys to snakes, eagles, leopards, and baboons or humans). In 
organisms who have multiple responses there are also varying degrees of 
sophistication. For example, Mary Wicksten (1980; personal communi
cation) reports that decorator crabs have several different antipredatory 
responses but that during a prolonged harassment they will cycle through 
their entire repertoire, the final response being to freeze. Other animals 
seem more flexible in choosing appropriate strategies for different preda
tors. This flexibility depends on the capacity to recognize and classify 
predators. Additionally, social organisms can perform actions that serve 
to alert others to the presence of a predator, they can initiate or participate 
in cooperative activities such as predator mobbing, or they can attempt to 
lead a predator away from more vulnerable group members (e.g., young 
animals who are unable to engage in antipredatory maneuvers for them
selves). In addition, an animal who monitors the behavior of predators 
may be able to learn which actions are most effective and apply this knowl
edge to future encounters. 

In some organisms defensive responses are triggered by stimuli that 
allow little differentiation. For example, an abalone clamping down on a 
rock in response to a sudden change in the amount of light reaching its 
photoreceptors has little capacity for discriminating human predators 
from sea otters. Conditioning of similar responses has been shown to be 
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possible for other marine invertebrates (Kandel et al. 1991), but with such 
a simple scheme there is little potential for selecting alternate responses to 
different predatory techniques. In contrast, a number of species have 
antipredatory responses that are geared to specific predators. Vervet mon
keys, for instance, seek cover in trees when confronted by leopards but 
behave differently when confronted by other predators. Furthermore, 
experiments using playbacks of recorded alarm calls have shown that 
vervets have alarm calls for different predators that produce the appro
priate responses from conspecifics: a "leopard" alarm call sends those who 
hear it to the trees; an "eagle" alarm call results in increased vigilance 
toward the sky; a "snake" alarm call results in the vervets' standing 
bipedally and searching the ground (Cheney and Seyfarth 1990). Systems 
of alarm calls are not restricted to primates, or even to mammals; some 
birds have them too. Evans and Marler (1995) have shown that domesti
cated chickens give distinct alarm calls for aerial predators and terrestrial 
predators and that these calls evoke different responses. 

The emission of alarm calls is affected by social context. A lone male 
vervet monkey confronted by a predator does not emit an alarm call 
(Cheney and Seyfarth 1990). A male cockerel is more likely to give an 
alarm call when in the presence of a female conspecific (Marler et al. 
1991). Besides alarm calling, other social responses to predation are 
important. Some theorists have argued that group living might itself be 
an adaptation to predation, because being part of a crowd automatically 
lowers the probability that a particular individual will be taken. 
Furthermore, animals in groups may benefit from the enhanced vigilance 
that more eyes and ears make possible. Group responses are also impor
tant. Groups of birds are commonly observed mobbing hawks and ravens 
(Curio 1976). McLean and Rhodes (1991) argue that mobbing involves 
reciprocal altruism: animals will assume a risk that provides a benefit to 
others, while sometimes receiving the benefit of actions of those previous 
aided. They suggest that such altruism is possible without individuals 
keeping score of the contributions of others. However, in some species 
cooperative responses to potential threats may depend on individuals' 
assessments of the contributions of other members of their group, and the 
capacity to keep score is itself of cognitive interest. In a study of a group 
of female lions (Panthera leo), Heinsohn and Packer (1995 ) showed that 
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some females consistently led approaches to simulated threats, but that a 
lead female "stopped more often to look behind at her companion when 
she was paired with a laggard" (p. 1261) and continued to approach the 
threat anyway. They speculate that the tit-for-tat strategy (doing what was 
just done to you), which dominates reciprocal altruism in computer sim
ulations, is not adequate to explain the continued leading behavior, 
because it would predict that a leading animal should lag the next time she 
is partnered with a laggard. Heinsohn and Packer suggest that there are 
many behaviors other than approaching threats (e.g., taking care of 
infants) where some form of payback may be possible. Sophisticated mon
itoring of cooperative efforts allows animals to represent the behavior of 
others and to adjust their present and future behavior accordingly in a 
variety of behavioral domains. 

Some animals harass potential predators. Others try to bluff them. 
Ristau (1991) has shown that the antipredatory repertoire of piping 
plovers includes displays that seem designed to distract predators and other 
potential agents of harm away from a nest. The most famous of these is the 
broken-wing display, but plovers also sometimes fly conspicuously in front 
of a trespasser, vocalize toward an invader, and engage in "false brood
ing" on a site that is not a nest. Ristau framed her hypotheses for a study 
of the broken-wing display by viewing it as an intentional or purposeful 
behavior ("the plover wants to lead the intruder away from her nest or 
young") rather than a hard-wired reflexive response to the presence of a 
particular stimulus (an intruding potential predator). This led her to inves
tigate carefully the direction in which birds moved during the broken-wing 
display, how they monitored the location of the predator, and the flexibil
ity of the response. Ristau found that in 44 out of 45 cases birds performed 
the display in the direction that would lead an intruder further away from 
the threatened nest or young, and also that birds monitored the intruder's 
approach and modified their behavior in response to variations in the 
intruder's movements. 

Ristau also observed that the plovers selected different behaviors 
according to the type of threat posed by different classes of invaders. For 
example, a cow near a nest is not a predator per se, but it is quite likely to 
step on the nest inadvertently. A prominent display directly between the 
trespassing animal and the nest functions to turn the trespasser away. Most 
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predators need to be led away from the nest, so plovers display conspicu
ously in a direction that leads away from the nest. Additionally, Ristau 
found that plovers selected different strategies for specific individuals on 
the basis of prior experience with those individuals. For example, a human 
who had previously behaved in a way that plovers perceived as threaten
ing was treated differently from a human who had merely walked past the 
nest while looking in the opposite direction. The plovers were capable of 
learning about these difference in individual behavior from just a single 
exposure. Ristau states that her investigations are "only a beginning in the 
exploration of whether and to what extent plovers are intentional crea
tures" (p. 124). She carefully distinguishes the philosophical sense of 
"intentional" from the ordinary sense of purposefulness (see chapter 1 
above) and argues for consideration of hypotheses that attribute mental 
states with intentional content. The capacities of the plovers obviously 
depend on the ability to classify predators and to discriminate individuals. 
As Ristau verifies, the frustrations of fieldwork make it extremely unlike
ly that all the interesting questions will ever be answered. Some of them can 
be answered, however, and this makes it worthwhile to endure the frus
trations of fieldwork. 

Among the other forms of prey-predator communication are the high 
bounding gait of antelopes called "stotting" (Caro 1986) and the bipedal 
standing of hares (Holley 1993). In each of these cases, the behavior makes 
the animal more visible to predators; however, the function of the behav
ior seems to be to indicate to the predator that the potential prey knows 
that the predator is present and is prepared to flee, which makes it less like
ly to be caught and thus a potential waste of effort on the part of the preda
tor (Berger 1979; Lipetz and Bekoff 1980). The effectiveness of this 
strategy item depends on correctly locating the predator and determining 
what kind of threat it poses. There is also evidence that prey animals detect 
minor indications of when a predator is or is not dangerous (Griffin 1992, 
pp. 57-59). 

Predator Classification 

We have already seen how the selection of appropriate strategies depends 
on correct predator classification. The ability to classify predators is a sig
nificant cognitive capacity that is worthy of further investigation. A sim-



Antipredatory Behavior 121 

pie, conservative strategy is to accept a high rate of false negatives 
(Godfrey-Smith 1991). This is the strategy that seems to be favored by the 
abalone mentioned above. There are many events that cause sudden 
changes in light intensity, and relatively few of them are associated with 
predators. Nonetheless, so long as the cost of forgoing some feeding time 
while clamped firmly to the substrate is not too high, this simple strategy 
is an effective way to avoid being eaten. If, however, the environment were 
to change so that light levels were changing frequently and abalones were 
spending too much time clamped to the rock, there would be selective pres
sure in favor of better discrimination of predators from nonpredators. 

Under specific conditions there will also be selective pressure in favor of 
better discrimination among predators. An adaptive response to one preda
tor may not be an adaptive response to another, and so an organism that 
can discriminate among predators can select a response that suits the 
immediate threat. The extent to which such discriminations and respons
es may be innate can be investigated using the methods of cognitive ethol
ogy. Infant vervets begin by giving recognizable "eagle" alarm calls to a 
variety of birds and even to leaves falling from trees, but as they get older 
the calls become more specific to those species of eagles that prey on 
vervets (Seyfarth et al. 1980). In this case it seems reasonable to hypothe
size that the vervets have an innate understanding of aerial threat but no 
innate concept of the specific raptors that are aerial predators. Adult rein
forcement of the categories occurs when an infant's alarm call is echoed 
by an adult, and typically this happens only when there is a genuine threat. 

Of interest here is the question of what concept the vervets acquire by 
this process, and the related question of what the call means. It is very easy 
to apply human-derived labels such as "eagle" or "leopard" to the various 
calls that the vervets emit, but this makes it easy for critics to wonder about 
the appropriateness of using such terms (see chapter 5). What is needed is 
an orientation that takes the animals' points of view into account. With 
respect to predators, it may be a mistake to think of a classification scheme 
that is heavily biased toward morphology. Instead, predators may be con
ceptualized according to what they typically do (Allen and Saidel 1997). 
In support of this, consider that vervet infants' "mistakes" in emitting 
"eagle" alarm calls are most commonly directed toward nonpredatory 
species diving rapidly from the sky or closely approaching the vervets, and 
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that such errors not associated merely with morphological similarity 
(Cheney and Seyfarth 1986). Because diving and approaching closely are 
behaviors that may reasonably be associated with predation, and because 
moving objects are more easily discriminated from background than stat
ic objects, it would be unsurprising if vervets are innately disposed to react 
to such events. This suggests the hypothesis that, insofar as these calls refer 
to objects, the objects are initially classified in terms of their behaviors or 
actions. This is consistent with a discovery by Evans and Marler (1995) 
that a moving image of a raccoon shown to a chickens on a video monitor 
mounted overhead elicited "aerial predator" calls at a higher rate than 
"terrestrial predator" calls (although such calls were less reliably elicited 
than by video footage of a raptor on the overhead monitor). 

These studies go some way toward providing the more sophisticated 
attributions of content that were discussed in chapter 5. Allen and Hauser 
(1991) criticized the common laboratory technique of using responses to 
photographs to investigate concept acquisition in nonhuman animals on 
the ground that, because such studies do not establish anything more than 
an ability to sort exemplars on the basis of morphological characteristics, 
they ignore the importance of relationships between concepts. 
Furthermore, as McLean and Rhodes (1991, p. 180) point out, the results 
of laboratory studies are often confusing: 

. . . in a recent paper on concept learning in pigeons Roberts and 
Mazmanian (1988) showed that pigeons learned to distinguish pictures 
of kingfishers from pictures of other birds. The pigeons had great diffi
culty distinguishing pictures of animals from nonanimals (which they 
eventually learned to do), and pictures of birds from pictures of other 
kinds of animals (which they never learned to do). The authors found 
this result puzzling, because the birds could learn the most concrete spe
cific category (kingfisher) and the least specific category (animal), but 
not one at an intermediate level of abstractness (bird). 

McLean and Rhodes suggest that the ability to discriminate kingfishers 
may have been due to Roberts and Mazmanian's having picked a species 
that is a possible predator, and they go on to say that it is important to 
consider biological significance when designing laboratory studies of ani
mal cognition. We agree, and we reiterate our point from chapter 5 that the 
fact that the conceptual schemes of nonhuman animals do not exactly cor-
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respond to classifications that are of anthropocentric interest does not 
mean that more precise specification of the intentional content of the cog
nitive states of nonhuman animals is impossible. 

Much more needs to be discovered about the capacities and mechanisms 
for predator classification and recognition. McLean and Rhodes (1991, 
pp. 176-177) point out the following: 

A reflexive system [of predator recognition] would be appropriate when 
speed is critical, when the class of objects to be recognized is fixed, when 
simple cues signal the presence of a member of that class, when the cost 
of failure to respond rapidly is high, when an invariant response is usu
ally successful and when the risk associated with making that response 
is low and fixed. A more flexible cognitive system would be appropri
ate when the organism must be able to respond to new stimuli, when the 
members of the class cannot be recognized using simple, physically 
specifiable cues, when a variety of responses (whose utility depends on 
context) are possible, and when the risks associated with each response 
are either high or variable. 

The sheer importance of predation suggests that much could be learned 
about animal cognition in a variety of species by pursuing these ideas. 

Vigilance, Information Gathering, and Representation 

Classification of a predator depends on noticing the predator, and notic
ing depends on vigilance. Thus, the mechanisms and the range of vigilance 
behaviors are important determinants of subsequent capacities to classify 
predators and respond appropriately. 

Vigilance is especially important in the context of feeding. This is 
because most animals must seek food away from safe areas, and in doing 
so they expose themselves to conditions that are not under their control. 
In addition, individuals of many species must trade off feeding and scan
ning if they cannot do both at the same time. For these reasons, studies of 
vigilance often look at its relationship to feeding. For organisms that rely 
heavily on sight, the ratio of time spent scanning to time spent feeding is 
often used as the basic measure of vigilance. This is potentially problem
atic for two reasons: because the activities for some species are not neces
sarily exclusive, and because factors not related to predation can affect the 
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scanning behaviors of individual organisms. Feeding animals may not only 
need to minimize their exposure to predators; they may also, for example, 
be faced with competition for food from conspecifics and from rival 
species. There is a lot of flexibility in scanning patterns. When vigilance is 
considered in the broader context of multiple functions, a more interest
ing picture of the cognitive capacities underlying this flexibility emerges. 
When scanning, in addition to gaining information about the detection of 
possible predators, an individual can also gain information about events 
(such as what other members of its group are doing, and where they are) 
or about resources (including the type of food on which others are feeding 
or the quantity of food that is available (Templeton and Giraldeau 1995, 
1996)). That is, they can acquire knowledge about the behavior of other 
group members or about (local) resources, and this is information that 
might influence what a scanning bird does next. 

The acquisition of information about what group members are doing 
also applies to the behavior of nonhuman primates. For example, Caine 
and Marra (1988) and Rose and Fedigan (1995) observed that the vigi
lance of individuals was more focused on other group members than on 
predator detection. 

Bekoff's (1995c) study of western evening grosbeaks concerned the sorts 
of information accessible to these birds as they feed in small and medium-
sized groups and scan for potential predators and the expectations they 
might have about the behavior of other flock members. Here we compare 
his data to some preliminary results from a study of scanning behavior in 
Steller's jays suggesting a different set of expectations about other con-
specifics (Allen et al. 1997 a,b). Both the jays and the grosbeaks are high
ly social, but they show quite different patterns of feeding and vigilance. 
Here we will be concerned primarily with their visual scanning; although 
it is possible that auditory cues are important (see, e.g., Sullivan, 1984), 
most studies have focused on vision. 

The primary methodological problem facing studies of vigilance is how 
to determine whether an individual is really being vigilant. Here etholo-
gists have traditionally relied on the intersubjective agreement that is 
involved in the construction of an ethogram. However, Lazarus (1990, p. 
65) notes that in most cases "researchers have simply assumed that the 
behavior in question is vigilance, and have then sought its function." Lima 



Antipredatory Behavior 125 

Figure 7.1 
Grosbeaks arranged in a circle while feeding. 

(1996) also noted that there seem to have been no direct examinations of 
whether foragers pay any attention to the behavior of other group mem
bers; he concluded that very little is known about the perceptions of the 
animals being studied, and that many models of vigilance reflect mainly 
the perceptions of the modelers themselves. (Lima is aware, of course, that 
much is known about the perceptual systems of animals; what he is refer
ring to is the relative lack of knowledge about how these basic perceptions 
are integrated with knowledge and memory systems to produce behavior.) 
One assumption challenged by Lima (1995a) is that all members of a group 
are alerted to an attack when at least one member of the group detects it. 
He was able to show that in mixed flocks of emberizid sparrows, individ
uals who did not directly detect an (artificial) attack could not distinguish 
between birds that left the feeding area because of the threat and birds that 
left for some other reason. However, he also found that the sparrows were 
sensitive to multiple departures from the flock. They were particularly sen
sitive to departures of birds from the periphery of the feeding group, and 
to departures from areas with little cover. Lima also stressed the impor
tance of individual vigilance. 

A central question in comparative research on vigilance is how the 
behavior of individuals varies in groups of different sizes (Elgar 1989; Lima 
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and Dill 1990; Lima 1996). Generally, it has been found that in small 
groups there is a negative relationship between group size and rates of 
scanning by individuals and a positive relationship between group size and 
the probability of predator detection. This is because there are more eyes 
and perhaps other sense organs that can be used to scan for or to detect 
predators. Perhaps a more important question, and one to which very lit
tle attention has been directed, is why this relationship between group size 
and scanning rates typically fails to hold for larger groups. It may seem 
easy to dismiss these data as statistical noise; however, in view of our sug
gestion in chapter 4 that many items of cognitive interest get overlooked 
in the search for statistical significance, it seems important to use these 
observations to inform and motivate new research and reanalysis of old 
data. Pooling data from individuals living in flocks of the same size but 
organized in different geometric arrays may mask interesting differences 
that might help answer the question of why the relationship between group 
size and scanning rates is not found, and also might inform cognitive analy
ses of scanning behavior. 

A cognitive analysis of vigilance would involve asking various ques
tions, some of which may not be directly related to cognitive inquiry but 
all of which could inform and motivate such an approach. Some are also 
very basic, but this return to basics seems necessary (Lima 1995b). One 
basic question is "What is a group?" Studies of vigilance during feeding 
typically count the number of animals in a predetermined area to deter
mine group size. But it is not clear whether such measures accurately rep
resent the perceptions of the animals themselves. The spatial boundaries of 
a group tend to be rather indistinct, and to vary among species. Although 
Elgar et al. (1984) found that a house sparrow who was in visual contact 
with other house sparrows but separated by 1.2 meters scanned as if it was 
alone, measures such as these are likely to be confounded by a number of 
variables, including the activities of the other animals and the geometry of 
their distribution. Treves (1997) noted from his work on monkeys that 
lower-level measures of aggregation (such as near-neighbor clusters) may 
have better predictive power than the distribution of the entire group. 
There are also species differences with respect to group composition. Some 
species feed primarily with other members of the same species, whereas 
others typically feed with members of other species. In mixed flocks of 
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Group Size 

Figure 7.2 
Proportion of time spent scanning as a function of group size and group geome
try. Source: Bekoff 1995c. 

birds there are sometimes "sentinel" species who provide predator warn
ings for the entire flock, perhaps in return for the protection afforded by 
larger groups and the increased access to food (Munn 1986). 

In the face of these and other complexities, it is not clear what is meant 
by the statement that an individual is a member of a group. Nor is it clear 
whether our conception of a group is the same as the animals'. The ques
tions that inform the conception of group membership include the 
following: 

What types of behavioral criteria can be used to assess whether an indi
vidual animal thinks it is a member of a group? 
Is there a critical distance between individuals below which we can say 
with some degree of certainty that they are members of the same group? 
Need individuals spend a certain amount of time together within a certain 
distance to qualify as a group? 

In our study of Steller's jays, we have found that the notion of a group may 
have to be spatially extended, for it seems that what we consider to be (for 
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example) three groups of two birds might actually be (to the birds) a sin
gle group of six birds (Allen et al. 1997b). This question deserves special 
consideration on its own; even if we can come up with a working defini
tion of group, we also need to be able to present measures of instantaneous 
and long-term effective group size. In studies of vigilance (and of other 
activities), variations in group size are often used to explain variation in 
other patterns of behavior, such as individual scanning rates, and precise 
measurements of group size are essential. 

Another basic question is "Does the geometric distribution or the ori
entation of individuals influence individual vigilance?" Little attention 
has been paid to group geometry. Some authors write about visual 
obstructions but do not consider the actual geometry of the group (Elgar 
1989; Quenette 1990). For example, Elgar does not directly refer to 
geometry as a variable influencing scanning for predators, but he does 
write about visual obstructions in terms of how they might influence vig
ilance and risk of predation. Likewise, in his review of vigilance in mam
mals, Quenette (1990) writes about visual obstructions and their effect 
on vigilance because they influence how information is received from the 
environment. Elgar et al. (1984, p. 221) report data that strongly suggest 
that "it is necessary for [house sparrows] to be able to continuously see 
their flockmates." Elgar et al. also review a literature which shows that, in 
general, scanning rates in small passerines do not decrease significantly 
with flocks larger than eight or nine birds. "It is possible," they write, "that 
sparrows simply cannot estimate the number of birds in larger flocks." An 
inability to estimate precisely the number of birds in larger flocks could be 
due to an inability to discriminate larger numbers, or it could just be that 
large flocks are typically organized in such a way that visual inspection is 
difficult or impossible. 

How does the geometric distribution of individuals "influence individ
ual scanning? The location of an individual in a group, whether at the 
center or periphery, is known to influence that individual's pattern of vig
ilance (Elgar 1989; Lipetz and Bekoff 1982; Bednekoff and Ritter 1994). 
Generally, individuals on the edge of a group are more vigilant than those 
in the center. It remains to be studied how the geometry of the group influ
ences the ease with which an individual is able to assess what others are 
doing by seeing (or hearing) them. For example, it seems that it would be 
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Group Size 

Figure 7.3 
Mean number of changes in body and head position as a function of group size and 
group geometry. Source: Bekoff1995c. 

easier to see and to estimate how many animals are in a group and what 
others are doing if the individuals are organized in a circle rather than in 
a straight line, since in a straight line individuals can block the view of 
others. 

To answer questions about possible relationships among flock size, flock 
geometry, and individual patterns of vigilance and other behaviors, Bekoff 
(1995c) studied western evening grosbeaks in the mountains near Boulder, 
Colorado. The scanning behavior of these birds was compared for two dif
ferent geometrical organizations: a line and a rough circle (figure 7.1). 
Analysis revealed that the birds arranged in a line were more vigilant (fig
ure 7.2), changed their head and body positions more often to orient 
toward other flock members (figure 7.3), reacted more slowly to changes 
in group size, showed less coordination in head movements, and showed 
more variability on all measures. The differences were most pronounced 
in groups larger than four birds. Statistical analyses reveal that a large per
centage of the variation can be explained by group size. Birds organized in 
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lines showed a longer and more significant delay in response to changes in 
group size. For birds arranged in a line, about three quarters of this delay 
can be accounted for by group size; for birds in a circle, only 1 percent of 
the variation is accounted for by group size. 

The differences in behavior between birds organized in circular arrays 
and birds organized in linear arrays can be explained by individuals' 
attempts to learn, via visual monitoring, about what other flock members 
are doing. Although grosbeaks are able to do some scanning while feeding 
(Bekoff 1995c), knowledge about the behavior of other flock members is 
important to an individual grosbeak who must decide what proportion of 
time to spend exclusively feeding or scanning. If it believes other birds are 
scanning, then an individual may rely less on its own scanning for the 
detection of predators. Thus, it may be that individuals form beliefs about 
what others are most likely doing and predicate their own future behavior 
on these beliefs. Elgar et al. (1984) and Metcalfe (1984a,b) hypothesize 
that some birds do attempt to inspect visually other flock members (see 
also McBride et al. 1963). However, Lima (1994) points out that changes 
in behavior with changes in group size do not necessarily imply that group 
members monitor one another's behavior. In agreement with the data gath
ered on the grosbeaks, Metcalfe (1984a) and Redpath (1988) found that 
obscured vision can lead to increases in vigilance in other avian species 
(but see Lima 1987). With respect to possible influences of group geome
try, Joel Berger told us that in his work on group size and foraging effi
ciency in bighorn sheep differences in group geometry might have 
accounted for the large range of variance in behaviors influenced by group 
size. (See Berger 1991, pp. 68-69.) 

The data discussed here suggest that visual obstructions provided by 
other birds in a flock can interfere with an individual's monitoring of the 
behavior of other individuals (see also Templeton and Giraldeau 1996), 
and that individuals change their behavior on the basis of what they are 
able to see. Grosbeaks spend a good deal of time scanning for predators; 
they are also socially vigilant (see also Yaber and Herrera 1994), probably 
gathering information about the size of the flock, what others are doing, 
where others are, which individuals are present, phenotypic features of 
flock members, and food resources. Scheel (1993) noted that various her
bivorous mammals also vary their scan rates in response to environmen-
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tal changes. Further research into the cognitive capacities that are required 
for this kind of adaptive versatility would help to provide a sophisticated 
understanding of Griffin's (1992) suggestion that behavioral flexibility is 
a criterion for consciousness in animals. 

Bird Brains Counting: How Is Group Size Assessed? 

The capacities so far implicated in the flexible vigilance behavior of birds 
and mammals include the assessment of group size by individual animals. 
Ever since the Clever Hans debacle, scientists have been reluctant to 
attribute arithmetical abilities to nonhuman animals. This has been chang
ing as various attempts have been made using laboratory animals to estab
lish that they can count, add, or make other numerical judgments. Studies 
of chimpanzees (Boysen and Capaldi 1993; Premack 1986), an African 
grey parrot (Pepperberg 1990), pigeons (Emmerton and Delius 1993), 
cotton-top tamarins (Hauser and Carey 1997), and rhesus macaques (ibid.) 
have all provided some evidence of cognitive abilities with respect to num
bers and (in some cases) numerals. There are many other studies that also 
suggest that many avian species are capable of discriminating precisely 
between quantities from one up to about eight (reviewed by Skutch 1996). 
It is controversial whether these abilities represent a capacity for counting 
(i.e., using an ordinal sequence to discriminate the absolute number of a 
set of items) or one for "subitizing" (rapidly assigning numerical tags to 
small quantities of items in a simultaneously presented array). (For dis
cussions see Davis and Perusse 1988 and Boysen and Capaldi 1993.) 

Continuing work with captive animals will be needed to sort out these 
proposals, but the successful transference of research techniques used on 
species commonly held in captivity to a broader range of species is not 
assured. For example, the study of chimpanzees by Boysen and Capaldi 
and the study of African grey parrots by Pepperberg both relied on exten
sive language training. Also, the techniques described by Hauser and 
Carey depend on measurements of time spent looking at artificial displays 
and on the animals' being sufficiently motivated to attend to such dis
plays. Vigilance while feeding provides a naturalistic context in which 
animals are highly motivated, making it possible to collect data from a 
broader range of subjects. Although it may be more difficult to ascertain 
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mechanisms under such conditions, much work can and must be done sim
ply to delineate the competences. More data on other taxa are needed to 
assess if the inverse relationship between group size and individual scan
ning rate levels off or fails because of the inability of individuals to moni
tor the behavior of "too many other animals" (who might also be difficult 
to see). (It is also important to note that there may be trade-offs—for exam
ple, although it is easier for birds to see what other flock members are 
doing when they are arranged in a specific geometric array, it may also be 
easier for potential predators to see the group or specific individuals.) 
Vigilance by no means provides the only naturalistic domain in which to 
ascertain numeric competency, but it does provide a context which is com
mon to many species and which might therefore provide examples of con
vergent solutions to common problems. 

As group size and geometry change, there is also a change in how indi
viduals interact. In order for an individual to gain information about these 
variables, it may be sufficient to use heuristics derived from encounter 
rates rather than directly counting individuals or subitizing groups 
(Gordon et al. 1993; Deneubourg and Goss 1989; Warburton and 
Lazarus 1991). 

At least three different ways in which animals might represent num
bers have been considered (Hauser and Carey 1997). One way uses men
tal symbols for numbers, a second uses an analog accumulator 
mechanism, and the third requires a mental model of the objects that 
tracks the distinct identity of each pair of objects represented in it. Careful 
field observation has the potential for helping to discriminate between 
these hypotheses for a very broad range of species. For example, it has 
been suggested that animals may change their behavior on the basis of 
encounter rate rather than actual group size (Gordon et al. 1993; 
Deneubourg and Goss 1989; Warburton and Lazarus 1991). For such an 
organism, a small population of rapidly shifting individuals might be 
indiscriminable from a larger population of more static individuals, 
because each would lead to the same rate of encounters. Careful field 
observation could help to determine whether in fact scanning rates are 
correlated more with movement patterns than with actual group size. The 
other two mechanisms might also differ in their predictions with respect 
to the speed of group-size assessment. The mental-symbol hypothesis sug-
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Figure 7.4 
Feeder preferences according to food type available when no other jays were pre
sent. Relative thicknesses of lines and circles indicate proportions. Statistical sig
nificance of difference between two proportions is also indicated. Single asterisk 
represents p < 0.05; double asterisk represents p < 0.01; dagger represents p > 0.05. 

gests that time required to assess group size should be a linear function of 
group size, whereas the mental-model hypothesis suggests that this rela
tionship should be exponential because the number of pairwise relation
ships grows as an exponential function of the number of objects 
represented. Again, careful field observation could be used to discrimi
nate these hypotheses. The mental-model hypothesis also suggests that 
the failure of birds to differentiate between larger groups of different sizes 
need not reflect an inability to make the differentiation but might reflect 
the fact that the amount of time to compute the larger size outweighs the 
potential benefit of reduced need for individual vigilance in larger groups. 
(This is not to say that animals can assess the larger numbers either!) Of 
course, the difficulty of studying these questions is enormous, but trying 
to get answers to them should be an exciting venture. 
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Figure 7.5 
Food-type preferences disappear when other jays are present at feeders. Dagger 
represents p > 0.05. 

In the simplest model of vigilance, it is assumed that animals alternate 
between feeding and scanning for predators. We have discussed data that 
show that animals may also be assessing the size of their group while scan
ning and feeding. Thus, for some animals, the choice is not simply between 
feeding and looking for predators; it is among feeding, looking for preda
tors, and assessing the size of the feeding group. We now wish to argue 
that even this may be too narrow a conception. Our studies have revealed 
that Steller's jays are also sensitive to a range of different activities in which 
their conspecifics are engaged. When given a choice, the jays prefer to feed 
at a feeder that is stocked with either sunflower seeds or a mixture rather 
than one stocked with safflower seeds (Allen et al. 1997a; figure 7.4 here), 
but they also prefer not to share a platform with another jay (figures 7.5, 
7.6). When two nearby feeders are stocked with different seeds, socially 
dominant jays are more likely to be found at the feeder with the preferred 



Antipredatory Behavior 135 

164XX301 

n=465 

Occupied Unoccupied 
+food +food 

223**S\77 

n=300 

Occupied Unoccupied 
+food no food 

Figure 7.6 
Feeder preferences are influenced by presence of other jays in presence or in 
absence of food. Relative thicknesses of lines and circles indicate proportions. 
Statistical significance of difference between two proportions is also indicated. 
Double asterisk represents p < 0.001. 

food. Jays feeding on sunflower seeds appear to move around more and 
spend more time scanning between pecks than those feeding on a mixture 
or on safflower seeds. This may be because the probability of another jay's 
attempting to land at the same feeder is greater for this preferred food. 
Moving and spending more time scanning facilitate monitoring the social 
environment for this purpose (Allen et al. 1997b). 

Evening grosbeaks are far more social feeders than Steller's jays. 
Grosbeaks have been observed to gather in flocks of twenty or more on 
each of the feeding platforms (Bekoff and Scott 1989; Bekoff 1995c), 
whereas Steller's jays were much more likely to occupy a platform alone or 
in conjunction with just one other jay. In 30 hours of film, there were only 
five brief occasions when three jays were seen on a single feeder. However, 
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the number of jays on a given feeding platform was typically less than the 
number of jays alternating between the platforms and the surrounding 
trees. These data suggest that the notion of group size may require special 
attention when certain species are under study, especially when spatial 
parameters are used by researchers to make estimates of group size. The 
results indicating that jays sharing a feeder peck at a lower rate than a jay 
alone at a feeder are in contrast to the inverse relationship between group 
size and vigilance times that is commonly reported for other avian species 
(Elgar 1989; Lima 1995b, 1996; Lima and Dill 1990). Typically, the 
Steller's jays at this study site shuttled among feeders, the surrounding 
trees, and ground locations where they apparently cache seeds. It is there
fore possible that the number of jays actually on the feeders at any moment 
is not an adequate measure of the size of the feeding group. Further inves
tigation is necessary to see whether a spatially extended view of the feed
ing group would result in confirmation of the commonly reported decrease 
in time spent being vigilant with increased group size. It is also possible, 
however, that a direct relationship between group size and interpeck inter
vals would be found, which could be explained by the jays' need be more 
vigilant of one another than of potential predators. 

Jays pecked at a significantly lower rate when sharing a feeder ("same-
feeder" condition) than when no other jays were around ("clear" condi
tion) or when another jay was located at the other feeder ("other-occupied" 
condition). These data differ from what is known for many other species of 
birds concerning the direct relationship between group size and feeding 
rates, perhaps because a group of Steller's jays should not be defined only 
in terms of close proximity. Jays flying by, or perched in trees or on the rail 
between the feeders, were associated with pecking rates intermediate 
between the lower rate associated with the same-feeder condition, and the 
higher rates associated with the clear and other-occupied conditions, but 
not significantly different from either. Jays flying by or in the trees were 
typically at least 3 meters from the feeding jay, and jays on the rail were less 
than 1.5 m from the feeding jay. This indicates that the increased pecking 
rate with a jay at the other feeder cannot be explained purely in terms of 
distance between jays. This contrasts with the previously mentioned dis
covery by Elgar et al. (1984) that a house sparrow in visual contact with 
other house sparrows but separated by 1.2 m scanned as if it was alone. If 
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longer interpeck intervals are associated with greater social vigilance, these 
results suggest, interestingly, that the context in which the other jay appears 
is important. It is possible that a jay with its own food supply is not per
ceived to be as significant a competitor or threat as a jay at the same feed
er or a jay that is nearby and not feeding. It seems that the jays are doing 
much more than merely monitoring the presence of conspecifics. 

Concluding Remarks 

Not only would the results of cognitive studies of vigilance further our 
knowledge of antipredatory scanning; they also would inform and moti
vate other studies (e.g., assessments of dominance) concerned with how 
individuals assess what they know and what others know either on the 
basis of direct interactions with them or by observing how others interact 
with individuals with whom they have not had direct encounters (obser
vational learning). In large groups it probably would not be possible to 
know about every possible paired interaction, nor might it be possible or 
desirable for an individual to be able to interact with every other individ
ual. Thus, in these instances, having the ability to read interaction patterns 
among others and then to use this information in one's own encounters 
would be extremely useful. It is also important to consider how individu
als glean information (e.g., the location of a potential predator or a safe 
place) from their nonsocial environments, and how this information influ
ences whether and how rapidly assessments of group size, group geome
try, and changes in group size and geometry are made. We may also learn 
more about the accuracy of folk-psychological explanations for many of 
the behavior patterns that are of great interest to us. 

What are some reasons for advocating cognitive-ethology analyses 
and intentional or representational explanations of animal behavior— 
especially the behavior of animals for whom such explanations seem far
fetched to some? Watanabe et al. (1993, p. 372) state: "The question is 
not whether pigeons have been proved beyond a reasonable doubt to pos
sess and use concepts, but whether it has proved fruitful to ask whether 
they do." McLean and Rhodes (1991, p. 77) also recognize the utility of 
using cognitive models and intentional explanations in studies of enemy 
recognition in birds: "The main advantage of such a [cognitive] system is 
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its flexibility. New knowledge can be acquired, either through direct expe
rience or cultural transmission of information, so that the organism can 
learn and new ways of coping can be developed." Why might cognitive 
explanations be the best explanations to which we can appeal in some 
instances to help us come to terms with the comparative and evolutionary 
study of animal minds? That the explanatory power of our theorizing is 
increased is one reason. Furthermore, it is obvious that a cognitive 
approach will generate new ideas that can be tested empirically, will help 
in evaluations of extant explanations, will lead to the development of new 
predictive models, and may lead to the reconsideration of old data, some 
of which might have resisted explanation without a cognitive perspective 
(Bekoffl996). 

Cognitive explanations of vigilance in grosbeaks (and perhaps other 
animals) also account for the observed flexibility better than rule-of-thumb 
explanations (e.g., that grosbeaks scan one way if there are this number 
of individuals in this geometric array and scan another way if there are 
that number of individuals in that geometric array). For example, the ways 
in which flock size and flock geometry might interact to produce changes 
in the behavior of individuals that were previously explained (or unex
plained) by appealing solely to flock size would not have been pursued 
without taking into account questions about representation. Furthermore, 
consideration of the possibility of the importance of visual representations 
for group-living birds motivated studies of other aspects of behavior, 
including rates of body and head movements and delays in response to 
changes in group size. When the results of these analyses were combined, 
a stronger case could be made for the utility of representational accounts 
to explain both the failure to find a significant negative relationship 
between group size and proportion of time spent scanning and other dif
ferences in the behavior of birds living in different geometric arrays. 

The study of antipredatory behavior combines numerous elements that 
are critical to a cognitive approach. Vigilance, classification, conceptual
ization, estimation of number, social cooperation, and communication are 
all likely to have had their evolution affected by predation. 



8 
Consciousness: Essential, or Dispensable? 

A Griffin bat is a miniature physics lab. So imagine the consternation 
among behavioristic ethologists when Mr. Griffin came out a decade 
ago, with "The Question of Animal Awareness," as a sentimental softy. 
. . . For Mr. Griffin, all this [cleverness] suggests consciousness. He's 
wrong. If such cleverness were enough to demonstrate consciousness, 
scientists could do the job over coffee and philosophers could have 
packed up their scholarly apparatus years ago. 

—Helena Cronin (1992, p. 14) 

. . . //dumb animals are aware of things, have conscious experience, we 
can never know what it is like, since they cannot tell us. In supposing 
that the awareness we posit on the basis of clever behavior is at all like 
human awareness of the sort we make introspective reports about, we 
only follow the actual, ordinary paths laid down by ordinary usage, but 
in following these paths we are led to error and confusion. 

—Daniel Dennett (1969, p. 119) 

We submit that it is this very goal of investigating animal consciousness 
that, although grand and romantic, falls far outside the scope of a sci
entific psychology that has struggled for the better part of the past cen
tury to eschew such tantalizing, but ultimately unsubstantiable, analyses 
of subjective mental experience. 

—Mark Blumberg and Edward Wasserman (1995, p. 133) 

In this chapter we approach questions of animal consciousness with the 
idea that empirical tractability is of paramount importance. We are inter
ested in how ethology might contribute to the study of consciousness by 
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focusing on why consciousness has evolved. This approach includes ask
ing what functions consciousness might serve as animals negotiate their 
social and nonsocial terrains, and whether a conscious organism might be 
better equipped to deal with environmental instability and complexity than 
a nonconscious one. Dawkins (1993) points out that, although at present 
it is difficult to know what to look for in studies of consciousness, this does 
not mean that it is impossible and indefensible to make serious attempts to 
learn what characteristics are distinctive among animals who can be said 
to have conscious experiences. We do not rule out the possibility that 
humans are the only individuals who are conscious, but we believe that it 
is too soon to make such a judgment. As Bateson (1991, p. 830) stresses, 
"it would be as irresponsible as it would be illogical to suggest that because 
continuities might not be found, they do not exist." 

Because of our emphasis on the functions of consciousness, our 
approach differs from much of the recent literature on the nature and ori
gins of consciousness. We will not review that literature here, but it 
includes books by McGinn (1991), Tye (1995), Lycan (1987), Crick 
(1994), Edelman (1992), Searle (1992), Dennett (1991), Flanagan (1992), 
Dretske (1995), Penrose (1994), Metzinger (1995), Chalmers (1996), and 
Hameroff, Kaszniak, and Scott (1996). Many of these books are con
cerned specifically with human consciousness, and, particularly in the 
recent philosophical literature, there is a concentration on ontological 
questions about what consciousness is and the attention that has been 
given to epistemological questions often has been in the service of mak
ing ontological claims. Because of this, the literature provides relatively lit
tle direction for ethologists and comparative psychologists who wish to 
study animal consciousness. 

We believe that this situation can be improved by deeper attention to 
questions about the biological functions of consciousness. Many philoso
phers' theories of what consciousness is make it hard to see what con
sciousness does for organisms that possess it. Such accounts often lead to 
epiphenomenalism—the view that consciousness is a causally inert side 
effect of neurological processes. If epiphenomenalism were true, then there 
could not be an evolutionary explanation of consciousness, because selec
tion can only work on the effects of a trait. (There could, of course, be an 
evolutionary explanation for why organisms have the underlying neuro-
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logical processes, but not one that explains it in terms of the conscious side 
effects of those processes.) An evolutionary approach to consciousness is 
dependent on the view that consciousness has functions that affect organ-
ismic fitness. Dawkins (1995) makes a similar point. 

Although some authors have taken an evolutionary approach to con
sciousness, their suggestions are far from complete. Throughout his work, 
Donald Griffin suggests that consciousness evolved to allow adaptively 
flexible behavior. According to this suggestion, adaptively flexible behav
ior provides evidence of consciousness. It has also been suggested that con
sciousness evolved in social situations where it is important to be able to 
anticipate the flexible and adaptive behavior of others (Jolly 1968; 
Humphrey 1976; Byrne and Whiten 1988; Byrne 1995). If this is true, then 
complex social skills might be taken as evidence of consciousness. Other 
authors have assumed that consciousness provides an organism with a 
means of gaining knowledge or information about the environment 
(Dretske 1995). If this is so, then perceptual capacities provide evidence 
of consciousness. It seems to us, however, that none of these suggestions 
properly explains the connection between the proposed evidence and attri
butions of consciousness. If attributions of consciousness are to be justified 
as inferences to the best explanation, then it is necessary to explain more 
carefully the relationship between behavioral evidence and those attribu
tions. Our approach represents an effort to do this more thoroughly than 
any others that have been put forward, although there are still crucial ways 
in which our account is incomplete. 

What Is The Question? 

A common starting point for recent discussions of animal consciousness is 
Thomas Nagel's (1974) question "What is it like to be a bat?" This ques
tion has captured the imaginations of many philosophers and scientists 
interested in other species of consciousness. Griffin was directly stimulat
ed to write his 1976 book about animal awareness by interactions he had 
with Nagel while they were both at the Rockefeller University (Griffin, 
personal communication). Partly, perhaps, because Nagel's distinction 
between objective and subjective phenomena resonates so well with 
Jakob von Uexkull's distinction between Umwelt and Innenwelt, Nagel's 
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work continues to motivate cognitive ethologists. For example, Cheney 
and Seyfarth (1990) start their book How Monkeys See the World with a 
chapter titled "What is it like to be a monkey?" 

Nagel's influence on cognitive ethology is somewhat remarkable given 
his pessimistic conclusion that it is difficult to see how objective science 
could provide us with the essentially subjective knowledge of what it is like 
to be a bat. Seyfarth and Cheney (1990, p. 2) explicitly dispute his skepti
cism, writing that Nagel has "been too pessimistic and declared impossi
ble what is merely difficult—and fascinating." Our view is that this 
difference of opinion arises from the fact that Nagel and the cognitive 
ethologists have, to a large degree, talked past one another. Ethologists 
have paid little more than lip service to the issue that is at the core of 
Nagel's question. They are, we shall argue, no worse off for this, because 
it is also the case that this core issue is of scant importance for ethologists 
at this stage of their investigations. Even if one cannot know what it is like 
to be another organism, an empirical investigation of the distribution of 
conscious experience among the members of different species is not ruled 
out. If we are correct, it will be possible to investigate which organisms 
have conscious states and what their biological functions may be. 

The ethological objective of understanding the distribution and the bio
logical functions of consciousness can be pursued while remaining neutral 
about Nagel's pessimistic conclusion. This is because justified belief that an 
experience is conscious is possible even if one does not know what it is like 
to have that experience. For example, if one lacked the neurochemical 
receptors necessary for the psychedelic effects of a particular drug, one 
might not be capable of knowing what it is like to have those psychedelic 
experiences; however, one could still believe with justification that the psy
chedelic experiences caused by that drug are conscious experiences. Even 
if it is correct that we can never know what it is like to be a bat because we 
lack the necessary neurological mechanisms, the project of understanding 
the distribution and the functions of consciousness would not be con
demned, provided that it remains possible to approach attributions of con
sciousness to nonhuman organisms in a rigorous manner. The more 
fundamental question is "Are bats conscious?" 

Despite his pessimism about knowing what it is like to be a bat, we do 
not believe that Nagel would be hostile to the points we have made here. 
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After all, he willingly assumes that bats are conscious—that there is 
indeed something that it is like to be a bat. Some psychologists (exem
plified by the quote from Blumberg and Wasserman above) think that 
any such assumption is not scientifically defensible. Such views are more 
skeptical than Nagel's about the prospects for a scientific understanding 
of animal consciousness. Our objective in this chapter is to challenge this 
more extreme form of skepticism. 

On (Not) Defining Consciousness 

So far we have proceeded without an explicit discussion of what is meant 
by "consciousness." The term itself is a piece of folk psychology with a 
multitude of uses that may not be resolvable into a single, coherent con
cept (Dennett 1969, 1991; Wilkes 1984, 1995; Nelkin 1993). A tradi
tional and plodding approach at this point would be to catalog those 
different uses carefully and then attempt to consider each of them as it 
applies to nonhuman animals. Historically, however, this approach has 
not been of much service to cognitive ethologists, so we propose to treat 
it in a perfunctory fashion. It is trivial that some animals are conscious in 
quite ordinary senses. Organisms are sometimes awake (conscious) and 
sometimes asleep (unconscious), and they sometimes perceive or attend to 
(are conscious of) features of their environments and sometimes fail to 
perceive or are oblivious to (unconscious of) those features. Ironically, the 
lack of consciousness in these senses is sometimes harder to account for 
in terms of biological function than its presence. Sleep, for example, 
would seem to expose the animal to greater risk of predation, so one 
would expect selection pressure against it or selection pressure for behav
iors that mitigate the risks, such as seeking or constructing safe sleeping 
areas that enable the organism to get by with a lower level of sensitivity 
to environmental stimuli. Similar points apply to any lack of sensitivity or 
attention to various environmental features while the organism is awake. 
Consciousness in these senses is surely not at the heart of the dispute 
between cognitive ethologists and their critics. Although Beer (1992, p. 
79) has suggested that if ethologists would restrict their claims for animal 
awareness to sensation and perception then "even tough-minded critics 
would be more receptive," perhaps progress on the more controversial 
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questions will ultimately be more exciting than rapprochement with the 
critics. 

Two remaining senses of consciousness that are at the heart of the dis
pute are self-consciousness and the qualitative nature of conscious expe
riences (known to philosophers as "qualia"). We are inclined to think of 
self-consciousness as a secondary notion, so we postpone its discussion 
until further below. The core remaining sense concerns the qualitative, 
phenomenological properties of experience: the fact that such experi
ences feel like something to subjects who possess them. There are plenty 
of philosophical theories of qualia on offer, including Dennett's (1988) 
eliminativism, but none of them provides clear methodological sugges
tions for ethologists. This is not necessarily a condemnation of those the
ories, for they have not typically had empirical tractability as an objective 
(especially with respect to nonhuman animals). Indeed, insofar as empir
ical tractability enters the equation at all, it is common to insist (cor
rectly) that there is no conceptual connection between consciousness and 
observable behavior. But it does not follow that behavior provides no 
evidence of consciousness. Similarly, though Cronin is right that "clever 
behavior" does not infallibly demonstrate consciousness, we think her 
implicit equation of demonstration with suggestion in the criticism of 
Griffin (quoted above) is incorrect. A victim's blood on a sock does not 
demonstrate that the sock's owner was present at the murder scene, but 
it may suggest it. Likewise, clever behavior may suggest consciousness. 
Mere suggestion is, of course, an inadequate basis for a scientific theory 
of animal consciousness. And because Griffin (like many other propo
nents of animal consciousness) lacks a more theoretical account of the 
relationship between behavior and consciousness, his strategy of piling 
up examples of clever behavior by animals is unsatisfactory (Bekoff 
1993; Jamieson and Bekoff 1993). The challenge is to articulate specific 
ways in which behavioral observations could be used to support attri
butions of consciousness. 

Descartes famously thought that nothing short of conversational abili
ty in a human language could support the attribution of consciousness to 
animals. Dennett (1969) turns the epistemological point into an axiom by 
defining two kinds of awareness: the awareness of language-speaking 
organisms and the awareness of "dumb animals." Though it is certainly 
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convenient to pretend that there are two different phenomena here, one 
really should not prejudge the empirical question of continuity of con
sciousness by making such a definitional move. It is true that we cannot 
simply ask animals in English or Urdu to tell us about their experiences, but 
it is prematurely defeatist to think that we cannot gather evidence from 
other forms of behavior. What might such evidence look like? This is the 
question that will occupy us in the next few sections. 

If our unwillingness to provide a specific definition of consciousness 
causes uneasiness, we refer our readers to a point made in our discussion 
of definitions of play in chapter 6. Satisfactory definition is, to reiterate, an 
endpoint of scientific investigation, not a starting point. It might be 
thought, however, that the category of play is in much better shape than 
consciousness, for play can be identified relatively uncontroversially by 
observational methods, whereas it is often thought to be much more con
troversial to claim that the same is true of consciousness. However, we 
think that this objection to the proposed approach rests on too narrow a 
view of scientific method. Because particular diseases may not always be 
directly observed or defined in terms of their symptoms, any diagnosis 
must be regarded as tentative in the early stages of investigation of the dis
ease. Nonetheless, the tentative diagnoses made on this basis may form the 
basis of rigorous investigation. Likewise, although consciousness may not 
be defined in terms of its behavioral "symptoms," those behavioral capac
ities may be taken as a good first guide to the phenomena worth investi
gating further. Our objective in this chapter is to indicate a class of 
behavioral phenomena that fall into the category of being worth further 
investigation. 

Sensation and Information 

A great number, perhaps the majority, of phenomenologically salient expe
riences for humans are intimately connected with sensory events. Although 
not all sensory events involve consciousness, it is reasonable to surmise 
that a proper understanding of the functions of consciousness requires a 
proper understanding of the functions of sensory systems. Thus, we begin 
with a general discussion of sensory systems that includes even those that 
would not support attributions of consciousness. 
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Individual cells and organisms possess mechanisms that are specially 
adapted for transducing environmental energy. In multicellular animals 
these mechanisms may be concentrated into sensory organs or distributed 
as specialized nerve endings over the surface of the body. Unicellular organ
isms and the individual cells that make up multicellular organisms have 
highly specific protein channels embedded in the cell membranes that 
enable the cell to detect molecules in its immediate environment. 

In a great many cases the capacities afforded by these mechanisms are 
biologically significant because they orient the organism (or the cell) to 
distal conditions. A bacterium possesses detectors for specific molecules 
that enable it to follow a chemical gradient, not because following the 
gradient is intrinsically useful, but because moving along the gradient 
increases the probability of finding something ingestible and digestible 
(Manson 1992). The same point applies to the sensory mechanisms of 
multicellular organisms. Vervet monkeys possess mechanisms that can 
detect and discriminate between different vocalizations not because 
detecting those vocalizations is intrinsically useful, but because running 
into a tree in response to a particular vocalization decreases the proba
bility of being ingested by a leopard and looking at the ground in response 
to another vocalization decreases the probability of becoming a snack for 
a snake. 

It is common to think of these capabilities in informational terms. A 
bacterium's chemical sensors provide information about the location of 
food. A vervet's auditory mechanisms provide information about the pres
ence and type of predators. There are various ways of explicating the 
notion of information that is involved here (Allen and Hauser 1993), but 
the details need not concern us at present. Some of these conceptions of 
information also allow there to be a sense in which a bacterium or a vervet 
may be misinformed by stimuli that do not have their normal causes. In 
such cases a bacterium may follow a chemical gradient and find nothing 
that helps it to survive. When there is no actual threat from a leopard, a 
vervet may hear a "leopard" alarm call and run into a tree because some
one was playing tricks with a tape recorder. It may be appropriate to char
acterize these as cases of misinformation, because it is a function of the 
sensory mechanisms of bacteria and vervets to provide information about 
food and predators respectively (cf. Millikan 1984). Dretske (1986) argues 
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that multiple sensory pathways and associative learning are required 
before we should say that an organism can be misinformed by its sensory 
system. If he is correct, our characterization of the bacterium as misin
formed about the presence of food may be overblown, but the case is still 
adequate to illustrate the points we wish to make. 

Many organisms obtain information about distal events in their envi
ronments through sensory mechanisms. Are such sensory capabilities suf
ficient to support the claim that these organisms have conscious 
experiences? One of our reasons for choosing bacteria to illustrate the 
issues was, of course, to prime the reader to answer this question in the 
negative. It can also be pointed out that some plants appear to obtain 
information about distal events related to predation by detecting the by
products of such predation drifting downwind from neighboring trees 
(Hughes 1990; Allen and Hauser 1993; Allen 1995b). Only the most com
mitted panpsychists are likely to consider plant phenomenology a serious 
likelihood. Although it is a conceptual possibility that trees, bacteria, and 
even rocks are conscious, we believe that nothing is gained by adopting 
the panpsychist view. 

At this point it is worth becoming a little more circumspect about the 
nature of our project. We do not expect to give an analysis or definition of 
consciousness. Rather, we wish to argue that a certain type of behavioral 
evidence warrants the attribution of conscious experience to an organism. 
It is quite consistent with this goal that the criteria for attributing con
sciousness differ from the conditions for possessing consciousness. Indeed, 
satisfying these criteria may be neither necessary nor sufficient for the pos
session of consciousness, just as meeting the criteria for a guilty verdict in 
a courtroom is neither necessary nor sufficient for the accused's actually 
having committed the crime. Nonetheless, the criteria applied to the attri
bution of the property may be considered reasonable guides to the pos
session of the property if it can be explained why they are relevant. Our 
aim, then, is to outline some behavioral and functional criteria for attribut
ing consciousness and then argue for their relevance to consciousness. We 
reiterate, however, that these criteria should not be considered either nec
essary or sufficient conditions for the possession of consciousness. 

The criteria we shall consider concern the capacity for detecting misin
formation. First we shall explain what we mean by this. The ideas to be 
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presented are based upon but also an extension of those presented by Allen 
(1997). Having explained what we mean by detecting misinformation, we 
shall then consider the relevance of these criteria to the notion of conscious 
experience. 

Detecting Misinformation 

Organisms respond to many different sensory stimuli. Some responses are 
intrinsically valuable (such as removing a limb from a fire). Others are only 
instrumentally valuable (such as moving toward a food source). For every 
such instrumental act there is the possibility that the act goes unrewarded. 
This may happen in various ways. One way is that the conditions giving 
rise to the sensory stimulation are not biologically normal. Perhaps a bac
terium follows a chemical gradient emanating from a piece of food that is 
too big for it to ingest, or emanating from the pipette of a lab scientist. In 
either case there is misinformation because there was nothing ingestible 
and digestible causing the sensory events. The response of moving along 
the gradient goes unrewarded by the event that it is biologically designed 
to bring about. Another way in which the act may go unrewarded involves 
biologically normal conditions. The chemical gradient emanates from an 
ingestible, digestible morsel but perhaps our subject bacterium is just a bit 
slow off the mark, or perhaps it has further to travel than a close relative, 
and is beaten to it. In this case there was no misinformation, but the 
response failed to produce its biologically intended effect anyway. 

Suppose an organism is capable of altering its subsequent response to 
the stimulus in response to the fact that the response is not rewarded. There 
are various ways in which this may occur. One simple way is that it may 
increase or decrease its sensitivity to the stimulus by increasing or decreas
ing the number or the sensitivity of its receptors. Another is that it may 
maintain the same level of receptiveness for the stimulus but strengthen or 
weaken the internal connection between the stimulus and the particular 
response. There are many more complicated schemes. Not all schemes, 
however, are equally appropriate for the two ways in which the behavior 
failed to result in a reward. For example, if an organism is frequently beat
en to a food item, then it would be to its advantage to respond more vig
orously the next time. Alternatively, if an organism is misinformed and 
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hence attracted to non-ingestible items, then so long as it has other meth
ods for finding food it may be to its advantage to respond less vigorously 
to future stimuli of this type. Thus, different ways of failing may recom
mend rather different adjustments. 

An organism with severely limited sensory capacities may be unable to 
distinguish failures caused by misinformation from failures caused by com
petition for the same resources (this, almost certainly, is the lot of even the 
most talented bacterium). Such an organism could not, therefore, make 
internal adjustments geared to the specific causes of its failure to be 
rewarded, although it may make sophisticated adjustments in its threshold 
for signal detection to provide optimal responses across the range of con
ditions (Godfrey-Smith 1991). In conditions where the costs of respond
ing inappropriately are sufficiently high, there may also be a selective 
advantage for organisms that can make more sophisticated discrimina
tions. Thus, under those conditions there will be selection for mechanisms 
that allow for failure due to misinformation to be discriminated from fail
ure for other reasons. 

An ability to discriminate between tokens of a given stimulus type 
according to whether those tokens carry misinformation or information 
is present in humans for some stimuli. In some cases the discrimination is 
retrospective and must therefore involve memory. One may subsequently 
realize that one was fooled by an earlier stimulus. In other cases the dis
crimination may be simultaneous. For example, one may learn that one is 
the subject of an optical illusion while the illusion persists. There may be 
various ways of implementing the capacity to discriminate information 
from misinformation for different stimuli. Whether the members of a 
species have this capacity, and with respect to which stimuli they have it, 
can be empirically investigated by presenting animals with stimuli that 
carry conflicting information and seeing how capable they are of adjust
ing their responses to misinformation while not losing their ability to detect 
features of the original stimulus. 

It is important to understand that the suggestion we are making does 
not amount to simple habituation. Cheney and Seyfarth (1988) found that 
vervet monkeys ceased responding to acoustically different social calls 
from a single individual after they had been exposed to repeated misin-
formative playbacks of a single social call made by that individual. This 
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generalized habituation to the social calls of that individual appears to be 
a generalization about a semantic feature of the calls, not about their syn
tactic features. Thus, the experiments provide evidence of semantic pro
cessing or intentionality at some level. Without further elaboration, they 
tell us less about consciousness, for it is not clear whether the other vervets 
continue to hear the call and access its normal meaning while not respond
ing overtly, or whether the call is, so to speak, tuned out. The data are not 
available, but modifications of these experiments would have the potential 
to reveal much more about vervets' abilities to deal with misinformation 
generally, and specifically about their ability to process the normal mean
ing of a signal while simultaneously rejecting that meaning. 

If the ability to detect misinformation is found in more than one species, 
then there is also room for a wide range of variation with respect to the 
stimuli and the responses for which it is possible. These differences would 
be ecologically relevant variables governing the general evolution of cog
nitive abilities. 

Why Is This Relevant? 

Some skeptical readers may be wondering how all this discussion of 
behavioral capacities can be at all relevant to questions about conscious 
experiences. The most extreme form of this skepticism is evident in those 
who believe that it is possible to have a zombie who behaves just like a 
human but lacks any conscious experience at all. If such a thing were a rel
evant possibility, then no amount of behavioral evidence could ever be 
brought to bear on the epistemological question of who is conscious. 
Epiphenomenalism also lends support to the view that it is not possible to 
study consciousness scientifically, for if consciousness has no effects on 
observable behavior then there can be nothing behaviorally to distinguish 
a conscious organism from a nonconscious one, and consciousness would 
be undetectable as well as invisible to natural selection. 

Philosophical zombies ("phi-zombies") are, of course, a philosophical 
myth. They are assumed to be behaviorally indistinguishable from normal 
human beings. But they are not like the zombies of the cult horror classics, 
whose glazed eyes, expressionless faces, and stiff movements are, pardon 
the pun, dead giveaways. Give a phi-zombie a glass of wine and ask him 
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what he thinks and he may gush about a pleasant bouquet, and a flavor 
that has a slight taste of tannin, reminiscent of leather with a slight choco-
latey aftertaste. But we are asked to imagine, despite all this behavior that 
there is "nobody home," no subject having conscious experiences at all— 
that there is nothing that it is like to be a phi-zombie. (One should, how
ever, expect quite an argument to the contrary from the phi-zombie 
himself.) But on our view, the imaginability of phi-zombies no more shows 
that consciousness is irrelevant to the explanation of behavior than the fact 
that we can imagine cutting into a zombie's head and finding no brain 
would establish that brains are irrelevant to the explanation of behavior. 
It is simply question-begging to assume that the imaginability of phi-
zombies should be taken as a serious objection to the explanatory rele
vance of consciousness. (See Chalmers 1996 for dissent.) 

The philosophical confusion in this area stems from a far too unimagi
native and simplistic view of the relationship among sensory input, con
sciousness, and behavior. If one imagines a direct causal chain from 
external event to sensory stimulation to behavior, then it is clear that mere
ly inserting a bulb of consciousness between sensory stimulation and 
behavior is gratuitous. For many organisms, attributing consciousness to 
them would be gratuitous in just this way. This probably applies to most 
if not all bacteria and plants, a large proportion of invertebrates, and per
haps some vertebrates. This is not to state outright that qualitative expe
rience is not a feature of their sensory lives; it is just that it is hard to see 
what attributing consciousness to them provides in the way of explanato
ry payoff. This point can be made vivid by an example involving decapi
tated alligators, whose forelimbs will swipe quite precisely at the point of 
a scalpel incision in the headless torso (J. Kleister, personal communica
tion). On the reasonable assumption that a headless organism feels no 
pain, it can be seen that attributing pain to help explain responses precisely 
targeted to the removal of noxious stimuli is of no obvious explanatory 
benefit. If conscious pain does have functions, we suggest they include the 
ability of an organism to use the sensation as a fallible indicator of the 
urgency of responding in a way that will terminate the pain, rather than as 
an infallible indicator of the need for a response. 

For the more sophisticated capabilities with respect to misinformation 
that we have described above, we argue that attributions of consciousness 
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play a useful explanatory role. Consideration of a perceptual illusions can 
help show why this is so. Take the Muller-Lyer illusion as an example. In 
this illusion, two lines of equal length are perceived to be different in length 
when the arrowheads at their ends point in opposite directions. Lines 
ended thus: <—> are seen as shorter than lines ended thus: >—<. It seems 
that humans, given typical exposure to buildings and other rectangular 
objects, cannot help but see one line as longer than the other when pre
sented with appropriately drawn Muller-Lyer figures. There is no choice in 
this matter. Once one has been informed about the illusion, one continues 
to see one line as longer than the other while judging simultaneously that 
they are of the same length and recognizing that one's visual experience 
contains misinformation about the world. It is significant in this case that 
one does not simply cease to see the two lines as having different lengths. 
In other words, the perceptual system does not change its sensitivity to the 
inputs. Given feedback about the actual lengths of the lines, an entirely 
different type of organism might in fact cease to be able to respond to these 
lines as if they had different lengths. But this kind of adjustment might also 
lead to errors with three-dimensional objects where the information encod
ed in the retinal pattern is properly caused by edges of different lengths. 
This is the dilemma, described in the previous section, that faces organ
isms incapable of detecting misinformation. 

In the case of the Muller-Lyer illusion, there is a very natural sense in 
which the organism is capable of distinguishing between the way the world 
is (the judgment about the relative lengths of the lines) and the way the 
world appears to be (the deliverances of the perceptual system). Because 
humans are able to exploit the difference between appearances and judged 
reality, this distinction plays an explanatory role in understanding certain 
aspects of our behavior. The general capacity for treating perception and 
belief independently is an empirically testable phenomenon even in the 
absence of linguistic report. Behavioral evidence that an organism is sub
ject to an illusion yet can make choices that depend on rejecting the illu
sory properties can replace direct verbal reporting. 

If one takes seriously the idea that an organism can discriminate its 
appearance states from its judgments (beliefs) about the environment, then 
one is committed to the distinction between the way things appear to the 
organism and its beliefs about them. In our view, attributing conscious, 
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subjective experiences may provide the best explanation for the ability of 
some organisms to make this distinction. Evidence for consciousness (but 
not its definition or analysis) lies in its ability to account for the separa
tion of perception from judgment. 

Where Next? 

No doubt many questions remain, but at this point it would be premature 
to declare victory for either side in the attempt to definitively answer the 
question of whether conscious experience is a uniquely human property. 
We think that the approach we have outlined provides a tractable 
approach to at least some questions about the attribution of consciousness 
to nonhuman animals. It avoids Griffin's puzzling view that consciousness 
might help organisms such as honeybees by compensating for the limited 
processing power afforded by their relatively small nervous systems. This 
suggestion seems odd in light of evidence suggesting that consciousness is 
a phenomenon arising from large, interconnected networks of neurons 
(Shallice 1988)—networks vastly bigger than anything found in a honey
bee. Nonetheless, it is possible to account for the importance of behavioral 
flexibility as evidence for consciousness, and for several other commonly 
cited features, within the framework we have described. 

Along with behavioral flexibility, features commonly cited to support 
attributions of consciousness include the integration of information from 
multisensory sources and language abilities. Behavioral flexibility is rel
evant to attributions of consciousness because it is connected to an 
organism's monitoring of its own performance. An organism that can
not detect when its states misrepresent its environment will be much 
more limited with respect to the adjustments it can make when those 
states are caused by abnormal proximal stimuli. There is much room for 
variation here. All organisms, including humans, are less flexible with 
respect to some stimuli than with respect to others. Something akin to 
so-called degrees of consciousness may be found here, for the capacities 
of some animals for error detection will be approximate subsets of the 
capacities of others. Multimodal integration—the ability to access a com
mon representation through different sensory pathways—is relevant 
because separate sensory pathways provide a mechanism by which the 
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capacity to detect misinformation may be implemented. The ability to 
compare an integrated representation of the world against the represen
tation provided by a single sensory modality would support the detec
tion of perceptual error in an obvious way. Language is relevant because 
it provides a representational scheme that is relatively detached from par
ticular sensory mechanisms and thus, like multimodal representations, 
provides a way to implement the detection of sensory misinformation. 

The extent to which various organisms can detect and respond to their 
own errors is an empirical question, and there is plenty of room for mat
ters of degree—for different species of mind. Various areas appear to be 
promising places to look. One such area is social play, which involves 
responding to behaviors that would elicit different responses in nonplay 
contexts. (There is also an interesting developmental connection in human 
children between the concepts of pretense and appearance; see Flavell et al. 
1987.) Another area is social communication, particularly where signals 
are used deceptively or withheld in conditions where they would be appro
priate. Surprise, embarrassment, and rapid learning (often involving just 
one or a few experiences with the conditions that caused the error) are all 
reactions that might be shown by organisms who have epistemic access to 
their own errors. From this perspective, it is possible to understand the 
passing comment at the end of Chisholm's (1957) classic discussion of 
Brentano and intentionality, where he suggested that the most promising 
place to look for intentionality in nonhuman animals is expectation. For 
example, some animals appear surprised when their play signals are 
responded to with aggression—they seem to expect that play will follow 
(Bekoff 1995a). There is, of course, a sense of expectation that is compat
ible with behavioral conditioning, but differing responses to violations of 
expectation will support different hypotheses about the mechanisms 
underlying those responses (see also Hauser and Carey 1997). 

Back to Bats and Monkeys 

Would knowing more details about whether an organism is conscious of 
various features of its sensory world provide any insight into what that 
consciousness is like? Clearly, the mere fact that bats use echolocation is 
insufficient to answer the question "What it is like to be a bat?" It would 
be no more sensible to try to answer the question "What is it like to be a 
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primate?" if given only the information that humans and ringtailed lemurs 
both have forward-facing eyes (and presumably, therefore, stereoscopic 
vision). There are approximately 800 species of bats, and among mam
mals only rodents form a more diverse group. Among the species of bats 
that use echolocation (about 30 species from the genus Rousettus in the 
suborder Megachiroptera, and all of the approximately 660 species in the 
suborder Microchiroptera) there are at least three kinds of echolocation 
(constant frequency, frequency sweep, and short burst), and they differ 
with respect to whether outgoing ultrasound is produced orally or nasal
ly. Each of these differences has consequences for the sensory ecology of the 
animals, affecting the kinds of discriminations that can be made, the kinds 
of obstacles that can be avoided, and the kinds of prey that can be hunt
ed. Presumably there is no one thing it is "like to be a bat," any more than 
there is one thing it is "like to be a primate." 

Of course, the burden of proof is on those who think that more of the 
scientific details would help, and Nagel has an argument for the conclusion 
that they won't help. We have not rebutted that argument here (for criti
cism, see Lycan 1987 and Akins 1993), because we have argued that know
ing what it is like to be a bat is less important to cognitive ethology than 
knowing whether it is like anything at all. With respect to the second topic, 
the details of bat echolocation must be investigated case by case. If, for 
example, a bat can discriminate different obstacles it does not follow that 
different (or any) qualitative experiences are involved (although there will, 
of course, be some difference in neural processing to account for the dis
crimination). But if a bat can detect when it is being misinformed about an 
obstacle and can adjust its behavior appropriately, and if it is possible to 
obtain evidence that the bat still perceives the obstacle in the distorted way, 
then it may be possible to gain evidence that its perceptions of the obsta
cle have a qualitative component. 

For the most part, despite their overt references to Nagel's question, 
ethologists have stayed away from Nagel's focus on knowledge of what it 
is like to have the qualia in question. Cheney and Seyfarth (1990) do not 
address it at all in their chapter named after Nagel's paper. Their explicit
ly stated intention to "use consciousness and self-awareness interchange
ably" (1990, p. 240) belies the apparent overlap of their interests with 
Nagel, and there is nothing in their book that would lead Nagel to recant 
his argument about objective scientific knowledge of the subjective 
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experiences of monkeys. Indeed, the notions of subjectivity and qualia do 
not figure anywhere in Cheney and Seyfarth's book. Nagel would, we 
think, agree that there is much to be learned about the objective proper
ties of the discriminatory abilities of vervet monkeys (and of the various 
species of bat), while denying that it could tell us what it is like to be those 
organisms. If we are right, however, this is of relatively little importance for 
understanding the functional properties of conscious experience. 

By driving a wedge between the two questions of the existence and the 
character of conscious experience, it is possible to put in greater focus the 
question of what role conscious experiences might play in evolutionary 
theory. Consider two organisms that are capable of making exactly the 
same discriminations as each other but whose qualitative experiences are 
different from other. Readers familiar with current philosophy of mind 
will be familiar with "inverted-spectrum" thought experiments in which 
color experiences are imagined to be complementary between two sub
jects. If inverted spectra are neurologically possible (Hardin (1996) argues 
that they may not be), what consequences would this have for the fitness 
of the organisms? The answer here depends on whether different qualia 
produce different emotional or physiological effects. For example, if expe
riencing red qualia raises heart rates and experiencing blue lowers them, 
an organism confronted with a predator that it experiences as red might 
be better prepared for flight than the organism that experiences the same 
predator as blue. But if one assumes that the functional correlates are also 
mirrored, then the difference in subjective experiences can cause no rela
tive fitness advantage for one organism over the other for by hypothesis the 
two are functionally equivalent. But then the question of exactly what it is 
like to have certain experiences is not relevant to the fitness of the organ
isms concerned, and hence not relevant to an evolutionary account. The 
most that can matter is that there are conscious experiences. 

Consciousness and Self-Consciousness 

We mentioned above that Cheney and Seyfarth are concerned with self-
consciousness rather than qualia. A fascination with self-consciousness is 
common among ethologists and comparative scientists and has largely 
been engendered by work on mirror self-recognition in primates (Gallup 
1970; Parker et al. 1994; Povinelli 1994b, 1996; Hauser et al. 1995). We 
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quote Cheney and Seyfarth (1990, p. 240) at some length on the difference 
between self-awareness and self-recognition, for they introduce some 
important distinctions: 

Operational definitions of consciousness are slippery at best, primari
ly because self-recognition and self-awareness are multifaceted and can 
be manifested in different ways in different contexts. Although we use 
consciousness and self-awareness interchangeably here, we distinguish 
consciousness from self-recognition. Self-recognition is a more conser
vative term than consciousness and refers only to the ability to distin
guish oneself from others without implying any awareness of so doing. 
There is ample evidence from studies of children, for example, that 
many aspects of self-recognition do not require active self-reflection 
Consciousness however, is a kind of meta-self-awareness; it implies that 
the individual is aware of his own state of mind and can use this aware
ness to predict and explain the behavior of both himself and others. 

With the confusions that this passage might engender (for instance, is 
consciousness to be understood as self-awareness or as meta-self-awareness, 
and what is the difference?) set aside, there are two important points that 
we agree with. First, the point about the relative inadequacy of operational 
definitions because of the heterogeneity of the phenomena under discus
sion is well taken and is fully in accord with our own attitudes toward such 
definitions (expressed above; see also Allen and Bekoff 1994). Far from 
being an acid test for self-awareness, mirror tests are but one domain with
in which self-awareness or self-recognition might be studied. Second, the 
distinction between conscious awareness of self and other versus noncon-
scious representation of the self is a good one that we shall attempt to place 
in a slightly different context further below. We disagree, however, with 
the claim made at the end of this passage that consciousness entails the 
ability to predict and explain the behavior of self and others. As Barresi 
and Moore (1996) have recently argued, there is room for several levels of 
sophistication between complete lack of self-knowledge and full social 
understanding. 

According to Barresi and Moore, at the simplest level of self-represen
tation an agent represents his or her intentional relations to the objects of 
his or her own activity. For example, agents distinguish real movement of 
external objects in the sensory field from the apparent movements of such 
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objects that are due to their own motion. Thus, according to Barresi and 
Moore (ibid., p. 109), the experiences of any motile organism "must 
always involve objects and events in the world in relation to its own activ
ities directed at those objects or events but need not include itself as an 
agent." At the second level of complexity, an organism is capable of inte
grating its first-person information with perceptual information about 
other agents in order to achieve a certain degree of coordinated activity. At 
the third level, the agent can combine perceived information about himself 
with imagined representations of other, or vice versa, allowing an even 
greater degree of coordination and social manipulation. And at the fourth 
and highest level in their scheme, the agent is capable of imagining both 
first-agent and other-agent points of view. We do not agree with the sweep
ing phylogenetic claims that Barresi and Moore base on their four level 
framework (Allen 1996), but it does provide a more sophisticated frame
work than is available elsewhere for comparative studies of self-awareness 
and its relation to social understanding. 

Despite the possibility afforded by such schemes for the fine-grained 
analysis of the functional aspects of self-recognition and self-awareness, 
there remains the question of what the relationship is between such capa
bilities and attributions of qualitative consciousness. The prejudice that 
seems to operate with many authors is that qualitative states of awareness 
are associated only with the most sophisticated kinds of self-awareness, 
such as at level 4 of the Barresi-Moore hierarchy. We think, however, that 
this is not correct. Although it is true that an organism at level 4 will have 
the kind of capacities that support attributions of consciousness, we believe 
that the capacity for detecting misinformation can be implemented by 
means of resources that are available at the second level of their hierarchy. 

Concluding Remarks 

Without a doubt, the difficulty of understanding consciousness is the 
biggest bludgeon used to bash cognitive ethology. This is undoubtedly due 
in part to Griffin's insistence on pushing animal consciousness to the top 
of his agenda. But we think that to focus on the difficulty of understand
ing consciousness is essentially unfair to cognitive ethologists, for many 
interesting questions about the evolution of mentality can be pursued in the 
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absence of closure on problems about consciousness. Our project of expli
cating the use of mentalistic terms in ethology would not collapse if this 
chapter on consciousness were to be omitted from our book. Nonetheless, 
it might have been seen as a failure of nerve on our part if we had omitted 
the topic of animal consciousness. At least this chapter does not leave us 
open to a charge of shirking. But, of course, we hope that it has done more 
by helping to distinguish some issues that when not carefully distinguished 
make discussions of animal consciousness such a mess. And we hope to 
have convinced the reader that some questions about animal conscious
ness may be empirically tractable. 

Many philosophers have focused on what it is like to be in a particular 
conscious state. This has motivated a preponderance of opinion favoring 
the view that consciousness cannot be investigated in a scientific fashion, 
particularly when the subjects are nonhuman animals. We have argued 
that this particular epistemological worry is misplaced, and that the more 
fundamental questions concern which organisms have conscious states 
rather than what it is like to be those organisms. 

For many philosophers, however, the epistemological problems of con
sciousness pale in comparison to the ontological problem of saying just 
what consciousness is. There is no opinion on this issue so bizarre that it 
has not been held at some time by a philosopher—not to mention physi
cists! The ontological problem of consciousness has produced a range of 
theories, including the view that it is a property of immaterial souls 
(Descartes), the view that it is a quantum gravitational effect in the micro
tubules of neurons (Penrose 1994), and the view that it is a basic proper
ty of matter akin to charge and mass (Chalmers 1996). It has also 
produced the defeatist position that humans are too stupid ever to be able 
to figure it out (McGinn 1991), or that we can't figure it out because isn't 
real (Dennett 1991). We have had nothing explicit to say about the onto
logical problem of consciousness (what it is) except that we are skeptical 
of Cartesian dualistic views. Nonetheless, we think that we have done 
what is necessary for the project facing cognitive ethologists and com
parative psychologists. For these purposes it is enough to point to empir
ical phenomena that exhibit some of the characteristics associated with 
consciousness and target those for further investigation. Only further 
research will tell whether those characteristics are the right ones to be 
pointing to. 



9 
Toward an Interdisciplinary Science of Cognitive 

Ethology: Synthesizing Field, Laboratory, and 

Armchair Approaches 

. . . [cognitive] ethologists, having cast off the straitjacket of behavior
ism and kicked off its weighted overshoes, are looking around some
what insecurely for something presentable to wear. 

—Daniel Dennett (1983, p. 343) 

It is perhaps at this moment that the cognitive ethologist decides to hang 
up his field glasses, become a cognitive psychologist, and have nothing 
further to do with talk about consciousness or intention. 

—Cecilia Heyes (1987a, p. 124) 

Surplus straitjackets, often cleverly reconditioned as laboratory coats, are 
still being promoted by more or less reformed behaviorists using the sales 
pitch that they can see right through the cognitive ethologists' mentalistic 
garb. This campaign may be of limited effectiveness. Field biologists, after 
all, are not exactly famous for being concerned about their clothing. 
Indeed, we know some who might be quite happy to wear nothing but a 
pair of field glasses, so long as they are left alone to conduct their research. 
Yet even the most committed naturalists need occasionally to attend con
ferences with colleagues who take delight in unraveling costumes by 
pulling on any loose threads. Dennett's (1983,1987) cut of the intention
al cloth provides one of the few lines designed explicitly for cognitive ethol
ogists who do not wish to appear uncovered. Some critics, including 
Rachlin (1991), find this line unsuitable for any occasion. Others, includ
ing Heyes and Dickinson (1990), believe that, although Dennett's prod
ucts may be suitable as undergarments for a lab coat, they are not suited 
for use in the field. 
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We think that cognitive ethologists would do best to keep their research 
methods and their clothing options as open as possible. At present there is 
no one garment in which a cognitive ethologist can be dressed with a guar
antee of no loose threads. The line that Dennett offers is distinctive and of 
considerable utility for ethologists in the field and in the laboratory, but 
ultimately (as we shall explain below) it may not be durable enough for 
everyone's purposes. Millikan's (1984,1993) biofunctional line of inten
tional products also provides some useful items for ethologists' wardrobes. 
Lab coats, too, belong in the wardrobe. Since Niko Tinbergen (1951, 
1963), both laboratory experimentation and fieldwork have always been 
essential to ethology. Cognitive ethologists especially have much to gain 
by finding ways to transfer experimental methods from lab to field and 
back—see, e.g., Hauser and Carey 1997. 

The comparative psychologists Heyes and Dickinson (1990, 1995) 
reject ethological fieldwork as unsuited to the investigation of intentional 
states in nonhuman animals, but they accept that Dennett's methods sup
ply the necessary framework for laboratory investigation of intentionali-
ty. In this chapter we will argue that the experiments they describe are not 
as easily interpreted as they believe and that cognitive investigations should 
not be conducted exclusively in the laboratory. 

Stimulus Control and Dirty Coats 

A spotless white laboratory coat symbolizes the laboratory scientist's quest 
for complete experimental control. If every detail of the environment in 
which observations are made can be controlled, stray causal factors can 
be eliminated and hypotheses can be tested rigorously. Natural habitats 
are inherently messy and uncontrollable. Though white lab coats may look 
good under artificial light, they have never worn well in the field; they tend 
to show the dirt (besides disturbing the animals). But even if it is aestheti
cally preferable to watch animals in nature, the principles of laboratory 
science favor the observation of animals in cages. We doubt, however, that 
laboratory scientists can achieve the level of control that they seek. Because 
animals in certain situations can be manipulated in ways that are unnat
ural for them, one must also be concerned that the results of lab observa
tion may be research artifacts that do not provide a clear window on 
animal mentality. 
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It is important, however, not to downplay the difficulties involved in 
field research, including lack of control over the behavior of animals being 
studied, lack of control over variables that influence the behavior of the 
animals being studied, and the potential for individuals who are conduct
ing the research to interfere unwittingly with natural behavior patterns. 
Furthermore, because animals living in field conditions are generally more 
difficult to observe than animals living in more confined conditions, vari
ous manipulations are often used to make them more accessible to study. 
These manipulations include handling, trapping, tagging, banding, and fit
ting with radio collars that transmit physiological and behavioral infor
mation. Any of these manipulations may affect behavior, both of 
organisms that are directly handled and of organisms that interact with 
them. Filming animals so that permanent records can be obtained also can 
have a negative influence on the animals being filmed; reflections from 
camera bodies or lenses, the noise of motor-driven cameras and other sorts 
of video devices, and the heat and brightness of spotlights can all be dis
ruptive. Finally, "just being there," or visiting individuals, groups, nests, 
dens, and ranging areas, can also have a significant influence on the behav
ior of the animals (for details see Bekoff 1995d and Bekoff and Jamieson 
1996b). Although none of these problems is unique to field studies, all can 
have important and diverse effects on wild animals, who may not be accus
tomed to handling by humans, to the presence of humans, or to carrying 
instruments as they go about their daily routines. 

The effects of human interference, both deliberate and accidental, can 
be quite surprising. What seem to be minor or insignificant intrusions from 
our point of view can actually be major intrusions in the lives of animals. 
The following examples, all involving birds, suggest that much more work 
is needed concerning how various manipulations influence the behavior 
of individuals in species from all taxa: 

(1) Major (1990) reported that, in white-fronted chats, nests that were 
visited daily suffered higher nest predation than nests that were visited only 
once (at the end of a typical period of incubation). 
(2) Wilson et al. (1991) found that Adelie penguins exposed to aircraft 
and directly to humans showed profound changes in behavior, including 
deviation from a direct course back to a nest and increased nest abandon
ment. They also found substantial increases in penguins' heart rates. 
Trumpeter swans do not show such adverse effects to aircraft (Henson and 
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Grant 1991); however, the noise and visible presence of stopped vehicles 
did produce changes in incubation behavior by female swans that could 
result in decreased productivity due to increases in the mortality of eggs 
and hatchlings. 
(3) Kinkel (1989) reported that fewer wing-tagged ring-billed gulls 
returned to their colony site than leg-banded individuals, that pair bonds 
of tagged birds were broken more frequently than pair bonds of banded 
birds, and that most tagged females who returned to their colony were 
unable to acquire mates. However, Pineau et al. (1992) did not find that 
little egrets suffered from the effects of capture and wing tagging. 
(4) Burley et al. (1982) found mate choice in zebra finches to be influenced 
by the colors of the leg bands used to mark individuals. There may be other 
influences of this sort that have not been documented. Females with black 
rings and males with red rings had higher reproductive success than birds 
with other colors. Blue and green rings were especially unattractive on both 
females and males. 
(5) Osztreiher (1995) found not only that observers influenced the fre
quency of the "morning dance" in Arabian babblers but also that differ
ent observers observed different dance frequencies. For example, if a group 
of babblers remained unobserved for a single day, the frequency of danc
ing increased. Also, dance frequency witnessed by an observer decreased 
with observer's experience. 

All in all, it is very difficult in field studies to gather "before" and 
"after" data. However, the above examples show clearly that observer 
presence and bias can influence the sorts of data that are collected and also 
influence the behavior of the animals being studied. Though these effects 
do not doom field studies, observer-animal interactions must be given seri
ous consideration. (See also Davis and Balfour 1992; Bekoff 1994a.) 

Although carefully conducted field experiments are often able to con
trol for the influence of variables that might affect the expression of behav
ioral responses, there usually remains some possibility that the influence of 
some variables cannot be accounted for. Cheney and Seyfarth (1990) con
ducted fieldwork on the capacity of vervet monkeys to attribute knowl
edge to each other by playing back taped vocalizations of familiar 
individuals to other group members. In trying to assess the role of audito
ry cues alone, these researchers were concerned about their inability to 
eliminate "all visual or auditory evidence of the [familiar] animal's physi
cal presence" (ibid., p. 230). We would suggest, however, that this inabil-
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ity to gain total control may not be problematic if the goal is to understand 
how monkeys see the world. Typically, in most social situations the phys
ical presence of individuals and access to stimuli from different modalities 
may be important to consider. Vervets, other nonhumans, and humans may 
attribute mental states using a combination of variables that are difficult 
to separate experimentally. Negative or inconclusive experimental results 
concerning vervets' or other animals' attribution of mind to other indi
viduals may stem from the impoverishment of their normal environment 
caused by the removal of information that they normally use in attribu
tion (Bekoffet al. 1994). 

It is not at all clear that the apparently greater experimental control 
afforded by captive studies constitutes a step in the right direction. It is 
known that the presence of visitors to zoos can result in the disruption of 
the behavior of zoo animals, and this has been particularly well docu
mented for the social behavior of primates (Kreger and Mench 1995). 
These data are especially important because a good deal of research on 
animal cognition is focused on social interactions, and it is important to 
realize that those social interactions may be different in the presence of 
human observers. The problem of observer interference with normal pat
terns of behavior is every bit as acute for laboratory animals as it is for 
field research. Getting animals accustomed to test situations that may be 
unnatural, or getting them used to unfamiliar equipment such as mirrors, 
may also greatly influence results. 

Testing Hypotheses: Making Cognitive Ethology Tractable 

A major factor motivating the concern with experimental control is the 
scientific objective of rigorous hypothesis testing. Alert to this objective 
but wanting to support research in the field, Dennett (1983) suggested 
what he called the "Sherlock Holmes method" for field testing intention
al hypotheses, which involves placing animals in situations likely to cause 
them to reveal what they know if they are motivated to achieve a specif
ic goal. Dennett's "intentional stance" requires one to adopt the idealiza
tion that an organism is fully rational and to use this idealization to 
deduce an organism's behavior on the basis of specific hypotheses about 
its beliefs and desires. If an animal fails to behave as predicted, then the 
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hypothesized intentional attributions are false. According to this approach, 
one cannot abandon the assumption of ideal rationality without aban
doning the intentional stance. Dennett has implied (1983, p. 343) that 
intentional idioms provide a vocabulary for ethologists to use in the inter
im until neuroscientific explanations can be provided for animal behavior. 
Not everyone is as confident as Dennett that a Golden Age of neuroscience 
will provide all that he promises, but even without a belief in the Promised 
Coming it is possible to assess the utility of the intentional stance for the 
systematic attribution of intentional states to nonhuman animals. Dennett 
had the opportunity to test his line under the hot African sun when he vis
ited Cheney and Seyfarth's research site. Having returned with a deepened 
appreciation of the difficulties of fieldwork, he admitted that it was no 
simple matter to apply the Sherlock Holmes method in the field (Dennett 
1987). Colin Allen had the opportunity to conduct the fieldwork on 
Steller's jays described in chapter 8, and he can vouch for how difficult and 
time-consuming such work can be—especially the tedium of tabulating 
bird behaviors by watching video footage one frame at a time. 

Heyes and Dickinson (1990,1995) are convinced that the limitations of 
fieldwork make it incapable of supporting intentional attributions to non-
human animals; however, they believe that the intentional stance can be 
effectively employed in the laboratory, and they regard Dennett's ratio
nality assumption as indispensable for rigorous investigation of intentional 
hypotheses. As we have already indicated, we accept that laboratory 
research is an important part of the quest for an understanding of other 
species of mind, but we reject the idea that field studies have nothing to 
contribute. We have a number of quarrels with the details of Heyes and 
Dickinson's argument, and we turn to those issues next. Our discussion 
borrows heavily from Allen and Bekoff 1995b. 

The Challenge from the Lab 

It is worth delving into Heyes and Dickinson's arguments in considerable 
detail because rarely does one find such explicit criteria for justifying men-
talistic explanations. It is tempting to think that what cognitive ethologists 
need and lack are formal criteria that could be applied to any behavior to 
determine the appropriateness of a mentalistic explanation. We think it is 
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unlikely that anyone can fulfill that need. This is not to say that formal 
specifications have no place in the study of animal cognition. What we 
object to is the idea that any single criterion or simple set of criteria can be 
considered suitable for every application. Formal criteria derived from dif
ferent philosophical theories of mind can suggest different and not neces
sarily incompatible bases for comparison. Cognitive ethology is, in part, a 
phylogenetic project, and phylogenetic studies typically involve compari
son along multiple dimensions. There is no reason to think that things 
should be any different with respect to a phylogeny-motivated investiga
tion of mental characteristics. 

Heyes and Dickinson's analysis of intentional action gives rise to two 
behavioral criteria that they claim must both be met in order to justify an 
intentional interpretation for the behavior. The first is the "belief criteri
on," for which it is necessary to establish that the behavior in question was 
caused by an "instrumental" belief having the form that a piece of behav
ior or action A whose intentionality is under investigation caused the 
organism to gain access to some desired object O. Heyes and Dickinson 
call this kind of belief about the causal relationship between action and 
goal satisfaction a "simple instrumental belief." Their second criterion is 
the "desire criterion": it must be shown that a desire for access to O is 
causally implicated in the behavior A. 

Heyes and Dickinson focus specifically on the widespread behavior of 
approaching food, and they consider when it would be reasonable to 
explain such behavior intentionally. The core of their argument can be 
reconstructed as follows: 

(1) An action A warrants an intentional account only if it is caused by an 
(instrumental) belief of the form "Action A causes access to some desired 
object O." 
(2) If an action A would be acquired or persist under contingencies that 
do not support the instrumental belief that A causes access to O, then A is 
not caused by that belief. 
(3) The action of approaching food (A) is acquired (by rats) and persists 
(in chicks) under contingencies that do not support the belief that 
approaching food (O) causes access to the food. 

Hence, 

(4) The action of approaching food performed by chicks, by rats, and by 
other species (e.g. cats) does not warrant an intentional account. 
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We shall determine the merits of this argument by considering each premise 
in turn and then assessing the degree to which the premises support the 
conclusion. 

Premise 1 
This premise states the belief criterion for intentional characterization that 
is derived from Heyes and Dickinson's analysis of intentional action. 
Heyes and Dickinson explicitly align their discussion with Dennett (1983, 
1987), who is concerned with intentionality of mental states in the tech
nical sense that they possess representational content. Understood this 
way, we think, the belief criterion is not true: intentional accounts may 
be warranted even when an action is not caused by a belief, if it is caused 
by some other kind of representation. Consider, for example, a predator 
whose attack is mediated by a particular representation (e.g. a search 
image or prototypical representation of its prey). In this case, specific 
characteristics of the search image may be causally implicated in the 
behavior. A predator may, for instance, chase a small antelope but ignore 
a large one because of a closer match between its search image and the 
perceived prey. There may have been learning or natural selection for a 
representation that matches smaller prey, because, historically, small ante
lope have been easier to catch. Or, to select an actual example from cog
nitive ethology, consider the attribution of cognitive maps to help explain 
why bees will not fly to the middle of a lake but will fly across the lake 
when presented with dances that indicate a food source in those locations 
(Gould 1986; Gould and Gould 1994). In both of these cases, the causal 
relevance of states with intentional content does not depend on desires or 
instrumental beliefs—we don't, for example, have to imagine that bees or 
antelopes believe that their actions cause access to a desired object. 
Nonetheless their behaviors are directed by internal representations of the 
environment. And if it is correct to say that an animal's behavior is con
trolled by a representation of its local environment, then the behavior 
warrants an intentional account in Brentano's technical sense (although 
perhaps not in the ordinary sense of being deliberate). 

Heyes and Dickinson focus on "simple instrumental acts" on the 
ground that "any intentional account of higher 'cognitive' processes must 
in the end assume that they are expressed in behavior through an instru-
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mental act; such acts must be the final common pathway in any intentional 
account of behavior" (1990, p. 102). The "higher 'cognitive' processes" 
that they have in mind include Premack's (1986) work with Sarah (a chim
panzee) and Pepperberg's (1987) work with Alex (a parrot), both of whom 
have demonstrated the capacity for making same/different judgments. 
Although the examples we have cited above may not fall under the restrict
ed class of simple instrumental acts, neither do they fall into the category 
of higher cognitive processes. Nor are we convinced that simple instru
mental acts must be the final common pathway in any intentional account 
of behavior. Some theories of intentionality (e.g. Millikan 1984) make 
intentional-state attributions legitimate even for organisms that do not 
have instrumental beliefs. Since Heyes and Dickinson have the broader 
aim of criticizing intentional-state attributions by cognitive ethologists, it 
is not legitimate to restrict attention to the simple instrumental cases. 
However, even if one heeds Heyes and Dickinson's restriction to simple 
instrumental acts, we believe their argument fails for other reasons. 

The notions of intentional state and representation to which we have 
appealed are deliberately broad. We regard questions about the types of 
representation implicated in the causation of animal behavior, and their 
roles, as requiring serious empirical investigation. For instance, Stich 
(1978) distinguishes between the role of representations in beliefs and sub-
doxastic (merely cognitive) states, such that the former but not the latter 
are accessible to consciousness. In chapter 8 we discussed ways in which 
a similar distinction might be investigated in nonhuman animals by inves
tigating the capacity to detect misrepresentation (see also Allen 1997). In 
general, however, we assume the availability of a naturalistic account of 
intentionality and representation. The naturalistic accounts provided by 
Millikan (1984) and Dretske (1986) neither presuppose that representa
tions occur only as conscious intentional states nor presuppose that they 
interact with other intentional states in any particularly sophisticated ways. 

In their response to Allen and Bekoff 1995b, Heyes and Dickinson 
(1995) object to our use of the notions of search image and cognitive map: 

How would we ever know whether the "search image" of a predator or 
the "cognitive map" of a bee has intentional properties (for the preda
tor or bee, rather than the human observer) unless it can control behav
ior that is rational with respect to the content of these states? It is not 
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sufficient to appeal to the adaptiveness of the behavior because the 
rationality that matters with respect to intentionality is that of the psy
chological processes of the individual agent, not of the evolutionary 
process. 

Their commitment to what they take as Dennett's conception of inten
tionality, which makes rationality essential, is what drives this particular 
line of questioning. Ironically, Dennett (1987) himself does not embrace 
the distinction between intentionality derived from evolutionary process
es and that of "the individual agent" (which he regards to be wholly deriv
ative of biological function). This point of Dennett's is admittedly 
controversial and not widely accepted among philosophers, but it owes 
much to Millikan's (1984,1993) theory of intentionality, which we intro
duced in chapter 6. 

Millikan's theory provides two things for our argument here. First, it 
suggests a way to dispute Dennett's rationality assumption, for the failure 
of an individual organism to appear perfectly rational does not condemn 
an intentional attribution any more than the failure of a sperm to pene
trate an egg condemns the claim that its function is to do so. Intentional 
attributions are a species of functional attribution, and as such they may 
frequently fail to produce their "intended" results. Second, Millikan's the
ory emphasizes the importance of historical criteria for the attribution of 
intentional states. These criteria look to the ancestral history of selection 
that led to current organism's production of a particular internal state. This 
account of intentionality explains how the connection between a bee's 
internal representation of its environment and its behavior may be both 
(proximally) mechanistic and (ultimately) intentional. According to 
Millikan's account, a bee's internal state is intentional if it is produced as 
the result of a process whose function is to control behavior in virtue of an 
established correspondence between features of the internal state and the 
bee's environment. Although their reasons are not correct, Heyes and 
Dickinson are right to assert that it is not sufficient to appeal to the adap
tiveness of the individual bee's behavior to justify an intentional attribu
tion. We endorse this assertion because an individual action may turn out 
to be accidentally adaptive, whereas Millikan's account requires that there 
be a systematic relationship between the mechanism and reproductive fit
ness that is mediated by the correspondence between the mechanism and 
the environment. 
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By allowing that mechanistic and intentional approaches are not rivals, 
have we started down the slope toward intentional explanations of the 
"phototaxis of sunflowers and tactile sensitivity of mimosa" (Heyes and 
Dickinson 1995, p. 330)? We submit that this is not a very slippery slope. 
The phototaxis of sunflowers and the ability of mimosa to close their leaves 
in response to touch are highly stimulus-bound behaviors that are not sen
sitive to alternative sources of information (chapter 4). Nor do they involve 
cooperation between communicating "devices" (chapter 6). Thus, they are 
not the kinds of candidates of behavior for which we have argued that cog
nitive explanations are warranted. 

Premise 2 
Heyes and Dickinson justify their second premise by the pointing out that 
the belief criterion is a causal requirement and hence is satisfied only if a 
certain counterfactual is true: namely that, all other things being equal, the 
action would not have occurred if the belief were absent. According to 
Heyes and Dickinson, when environmental conditions do not support the 
belief that a given behavior will produce a desired result, to persist in the 
behavior would not be rational. Furthermore (by appeal to Dennett's 
intentional stance), they claim that the rationality assumption is required 
in order to generate predictions from the intentional stance; so, if the 
belief criterion makes an empirically testable claim, behavior that is not 
sensitive to the available evidence must be taken as evidence against the 
attribution of the belief. It is possible to deny this premise if it can be made 
plausible that the persistence of "irrational" behavior is compatible with 
the behavior's being caused by the instrumental belief that the behavior 
will cause access to the desired object. 

What may seem irrational from one perspective may not seem irra
tional at all from another perspective. In ethology, this point was recog
nized by Jakob von Uexkiill (1909; see also Burghardt 1973), who 
insisted that it is important to understand both an organism's Umwelt 
and its Innenwelt in order to understand its behavior. We will consider 
the specific case of approaching food in our discussion of the third 
premise; in the general case, the phenomenon of belief persistence in the 
face of undermining evidence has received much attention and it is by 
no means clear that from an evolutionary perspective this phenomenon 
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provides evidence of irrationality. (See selections in Kornblith 1985, espe
cially Harman 1984.) Thus, the persistence of a behavior that is not 
appropriate to the evidentiary conditions does not automatically provide 
evidence of irrationality. 

We are also concerned about the "single-factor" approach to belief attri
bution that Heyes and Dickinson adopt. In our view, single-belief attribu
tions, rather like scientific hypotheses, are not testable in isolation. The 
Quine-Duhem thesis (chapter 4) entails that any apparent falsification of 
a scientific hypothesis can be discounted by a revision in the background 
assumptions. In general there is no algorithm for determining when an 
hypothesis should be rejected, although, of course, various defenses can 
seem more or less plausible. Similarly, when an organism behaves in a way 
that is surprising in relation to a belief that one has attributed to it, one 
has the option of either withdrawing the attribution of belief or revising 
other assumptions that one has made about the situation. This means that 
it is impossible to prove that a particular belief attribution is correct. But 
one should be only as concerned about this as about the impossibility of 
scientific certainty in general. 

Heyes and Dickinson (1995) acknowledge the Quine-Duhem point, but 
they continue to insist that our approach fails to offer "a clear, behavioral 
basis" (p. 332) for drawing a distinction between intentionally but irra
tionally caused behavior and behavior that is caused by states without 
intentional content. This demand for a strictly behavioral test for inten
tionally is at odds with various analyses of intentionality, including 
Millikan's, as we have explained. 

Premise 3 
In this premise Heyes and Dickinson apply the criterion for belief attribu
tion to specific empirical results involving animals in artificially con
structed versions of the looking-glass world. Heyes and Dickinson (1990, 
p. 90) cite two studies, the first being that of Hershberger (1986), who, 
they note, "arranged a looking glass environment for some chicks: their 
food bowl receded from them at twice the rate the walked toward it, and 
approached them at twice the rate they retreated from it." They continue: 
"In spite of the fact that they could easily have gained access to food by 
walking away from the bowl, the chicks persisted in chasing the bowl 



Toward an Interdisciplinary Science 173 

away. After 100 trials the chicks succeeded in gaining access to the food 
bowl only 30 percent of the time." The plausibility of Heyes and 
Dickinson's claim about this experimental situation depends on the plau
sibility of their claim that the experimentally provided contingencies real
ly do not support the belief that approaching the food causes access to the 
food. We are inclined to dispute this interpretation for two reasons: 

(i) As Heyes and Dickinson themselves note, the general experience of the 
chicks with objects outside the experimental situation supports the more 
general belief that approaching arbitrary objects causes access to those 
objects, so these results could be seen as cases of persistence of an adaptive, 
more general belief that entails the more specific belief that approaching 
food causes access to food. Thus, it is not obvious that the contingencies 
facing the chicks do not support this belief. 
(ii) Most predators face a situation where potential food runs away from 
them. Capture success rates for most predators are far below 30 percent 
(Curio 1976; Estes 1991), so any hunting strategy that results in a 30 per
cent capture rate is actually relatively successful; the same may be true of 
other forms of foraging. Thus, it may be quite reasonable for chicks to 
believe that whatever they are doing is an appropriate way to obtain food, 
and it may be quite adaptive for them to persist in this belief even if food 
that is approached is observed to recede. 

In response to an objection similar to (i), Heyes and Dickinson cite stud
ies in which Dickinson and Dawson (1988, 1989) attempted to rule out 
the possibility that a subject's behavior might be caused by a belief that is 
acquired outside the experimental situation and is highly resistant to 
change. Dickinson and Dawson (ibid.) showed that rats will acquire the 
"maladaptive" (Heyes and Dickinson 1990, p. 90) habit of approaching 
a food bowl during the sounding of a tone even if food is withheld unless 
they wait until after the tone to start approaching the bowl. Heyes and 
Dickinson claim that reinforcement outside the experimental situation can
not account for the acquisition of this novel behavior. Heyes and Dickinson 
represent this behavior as approach-tone and claim that neither experi
mental nor external contingencies support the belief that performing the 
approach-tone action causes access to food. Perhaps. But why should one 
believe that approaching the bowl during the tone is the proper interpre
tation of what rats have learned to do? From a different perspective, one 
might regard the rats as acquiring the behavior of approaching the food 
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bowl after the initiation of the tone. In the experimental situation, food 
was delivered if the rat did not begin its approach before the tone ends and 
was not delivered otherwise. If the rats fail to distinguish approaches 
occurring during the tone from those occurring after the termination of 
the tone, then the experimental situation amounts to a variable reward 
schedule for approaching after initiation of the tone. Variable reward 
schedules are well known to be very effective reinforcers (often more effec
tive than consistent rewards). Thus, it is not surprising that the rats learned 
to approach the bowl more often when the tone had just sounded than at 
other times. 

In response to (ii): We surmised (Allen and Bekoff 1995b) that Heyes 
and Dickinson might object to our interpretation of the looking-glass 
results on the ground that, for the chicks, whatever they are doing that is 
responsible for obtaining food in 30 percent of the cases is not approach
ing the food, so we have not controverted Heyes and Dickinson's claim 
that the belief that approaching the food causes access to food is unten
able in the circumstances. Although we agree that the chicks could do bet
ter by performing the action of leaving the food, the behavior they engage 
in, which includes approaching the food, coincides with an acceptable 
return rate and thus provides no incentive for noticing that another behav
ior might be better. 

An organism attending to the different return rates of approaching and 
leaving the food might notice that the latter is less effective than the for
mer. But one cannot require that a belief-maintenance system attend to 
every piece of information that is relevant to its beliefs (or consider its 
behavior with respect to every environmental variable). Omniscience is not 
a reasonable requirement for belief attribution. In view of the 30 percent 
success of chicks in gaining access to food, there may be no incentive for 
noticing the different return rates of approaching and leaving; the belief 
that approaching the food causes access to the food is quite tenable in the 
circumstances. 

If one were to continue to insist on the untenability of the belief, then 
the response could be put in the form of another objection to premise 2: 
Folk remedies persist because of the human tendency to act on beliefs of 
the form that ingesting some elixir causes access to improved health. That 
most people fail to notice the evidence that would make these beliefs unten-



Toward an Interdisciplinary Science 175 

able does not call into question the intentionality of the action of ingest
ing the elixir; likewise for chicks and rats. Omniscience has no place in a 
theory of rational belief maintenance. Yet another way to make this point 
is to note that rats and chicks are probably not insensitive to every manip
ulation that would change the reward contingencies. Although we have 
not done the empirical work, we would predict that if there had never been 
any food in the bowl the approach behavior would be extinguished or 
never acquired in chicks and rats. 

As it turned out, Heyes and Dickinson (1995) objected to our sug
gestion that the chicks might simply be failing to notice that approach 
and withdrawal have different return rates by describing the behavior of 
a pigeon that is first trained with a stimulus that signals a food reward 
and is then placed on an "omission schedule" where pecking causes no 
food to be delivered. Once the pigeon ceases to peck, the relationship 
between stimulus and food is reinstated and the bird begins to peck 
again; however, this causes reintroduction of the omission schedule. 
Heyes and Dickinson claim that this cycle of acquisition and extinction 
will continue indefinitely, and that because the pecking results in the 
decrease in food it is a maladaptive behavior. Thus, they make the fol
lowing claim (1995, p. 331): "It is not, as Allen and Bekoff suggest, that 
animals on omission schedules merely fail to contact the omission con
tingency and hence to notice that withdrawal or inhibition of approach 
(and pecking) is more successful. Instead, and irrationally, it is exposure 
to the very success of response inhibition that re-establishes the mal
adaptive behavior." Clearly the pigeon does "contact the omission con
tingency" in the sense that the omission contingency has an effect on its 
behavior. But imagine that you are the subject of this experiment. First, 
you notice that a stimulus indicates food, so you engage in a normal 
feeding behavior. Then, as you do so, the stimulus becomes very unreli
able as an indicator of food, so you lose interest in it and you cease to 
engage in that behavior. Then, the stimulus becomes reliable again, so 
you resume your normal feeding behavior. This cycle repeats, and you 
never notice that it is your own tendency to engage in the feeding behav
ior that causes the connection between the stimulus and food to be sev
ered. Does this mean that your feeding behavior is irrational and hence 
not intentional, or does it mean that you are perhaps a bit slow on the 
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uptake? We think that the latter is at least as plausible an interpretation 
as the former. 

The Conclusion and the Validity of the Argument 
In the course of their argument, Heyes and Dickinson (1990) offered a 
pair of descriptions of the behavior of their experimental subjects: 
approach (food) and approach-tone (i.e., approaching during the tone). We 
have also considered a third description: approaching the bowl after the 
initiation of a tone (either during the tone or after it has finished sounding). 
The argument, as we formulated it in steps 1-4 above, was phrased entire
ly in terms of approach (food). Even if under one description a piece of 
behavior fails to be intentional, it does not follow that it is not intention
al under any description at all. The conclusion of the argument (step 4) is 
correspondingly ambiguous. On one reading it says only that the behav
ior is not intentional under the specific description approach (food). Under 
the other reading it says that the behavior is not intentional under any 
description. Even if all the premises were granted as true, the conclusion 
would be supported only under the first interpretation. Thus, one should 
not conclude that the approaching behavior is not intentional under any 
description unless one has specific arguments against the plausible descrip
tions other than approach (food). 

In addition to the problems just mentioned, Heyes and Dickinson never 
clearly dissociate their discussion from the ordinary purposive sense of 
intentionality. Cognitive ethology is clearly concerned also with Brentano 
style intentionality; however, if the premises of Heyes and Dickinson's 
argument are plausible only when "intentional" is read in the ordinary 
sense of "purposeful," the conclusion could be interpreted only as saying 
that the action of approaching food is not purposeful in chicks and rats. 
This limited application of the result to purposefulness, however, misses 
its target of the wider role of intentional terms in cognitive ethology to pro
vide a vocabulary for any explanation that makes use of the notion of rep
resentation. Furthermore, we think that it is unfortunate that Heyes and 
Dickinson attempt to generalize an all-embracing conclusion about the 
food-approach behavior in a variety of nonhuman species on the basis of 
a composite of different results from studies of chicks, rats, and pigeons , 
none of which are completely interpretable in the absence of information 
about the ethology of these species. 
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Stimulus Control and Impoverished Environments 

Despite the often-stated motivation of gaining more control by bringing 
the study of animal cognition into the laboratory, we wonder whether the 
experiments Heyes and Dickinson describe are, in fact, properly con
trolled. They refer to the fictional character of Alice, who adapted rapid
ly to the fictional looking-glass world, and it is natural to assume (as they 
did) that this represents a general human ability. We do not doubt that 
some adult humans could adapt to the experimental situation faced by 
Hershberger's chicks, but we are not sure that any experiment on humans 
would be as controlled as one might initially think. For instance, many of 
us when growing up played some variant or other of the game "red light, 
green light," the object of which is to creep up and touch one player by 
moving only when that player is not looking. Experiences such as these 
may make adults in Hershberger's situation more likely to notice the cor
relation between inattention to the food and their access to it. Dogs and 
cats, too, often play in a manner such that mock attacks occur only when 
the play partner looks away. It would be interesting to see whether early 
experiences of this type were correlated with the ability to respond in an 
Alice-like way to Hershberger's experimental situation. It is also worth 
noting that the animals used in laboratory experiments are often deprived 
of opportunities for social play that may be important for the development 
of certain cognitive abilities. Here is a case where experimental control is 
potentially a form of overcontrol. 

Heyes and Dickinson (1990, p. 87) criticize cognitive ethologists for 
attributing "intentional states to animals on the basis of passive observa
tion of their behavior under free-living conditions." We believe, however, 
that this represents an unfairly narrow view of what those researchers were 
attempting to do. Cognitive ethologists, as we are sure Heyes and 
Dickinson acknowledge, do conduct experiments in the field (Cheney and 
Seyfarth 1990; Ristau 1991). Even under nonexperimental conditions, one 
may observe changes in reward contingencies that occur naturally. 
Although the statistical analysis of behavior observed under natural or 
field-experimental conditions may be less robust than in the case of labo
ratory experiments, the information that such studies provide is essential 
for the proper interpretation of laboratory work. Different organisms 
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respond differently with changes in reward contingencies, and there may 
be a variety of explanations available in each case. As the example of a 30 
percent reward rate shows, it is difficult to interpret an organism's response 
(or failure to respond) in a given situation without information about the 
histories of the individuals and species involved. Furthermore, the illusion 
of control that exists in the laboratory makes interpreting the results dif
ficult. For instance, without ethological information about the history and 
evolution of play for members of a given species, one might not think of 
the consequences of play deprivation in caged animals. 

Toward a Synthesis of Ethology, Comparative Psychology, and 
Philosophy 

We believe that both laboratory experiments and fieldwork are essential 
for a complete understanding of animal cognition. In chapter 3 we 
described the four questions that Hinde (1982) claims are crucial to ethol
ogy: What are the immediate causes of behavior? How does behavior 
develop? What is the function of behavior? How did it evolve? These four 
questions have their roots in Tinbergen's (1951, 1963) identification of 
four overlapping areas with which ethological investigations should be 
concerned: evolution (phylogeny), adaptation (function), causation, and 
development (ontogeny). The methods for answering questions in each of 
these areas vary, but all begin with careful observation and description of 
the behavior patterns that are performed by the animals under study. The 
information afforded by these initial observations allow a researcher to 
exploit an animal's normal behavioral repertoire to answer questions 
about the evolution, function, causation, and development of the behav
iors in that repertoire. 

This reference to the normal behavioral repertoire should not be under
stood in terms of statistical frequency. Rather we have in mind something 
akin to Millikan's (1984) capitalized "Normal" which refers to situations 
that have played a role in the selection history of the specific trait being 
considered. Even rarely performed behaviors may be normal in this sense, 
for they may have proved critical to the survival and reproduction of the 
organisms that performed them in the past. Rare behaviors may, howev
er, be linked to highly specific conditions that are difficult to reproduce, 



Toward an Interdisciplinary Science 179 

and it would be a mistake to try to elicit such a behavior experimentally 
under different conditions. Although obvious in one sense, in designing 
studies it is important to try only to ask animals to do what is within their 
capabilities. Without prior knowledge of those capabilities, putting this 
piece of advice into practice can be hard to do. According to Mitani 
(1995) the most prudent route is to put questions of interest to the animals 
themselves. 

For similar reasons, it is important to know as much as possible about 
the sensory world of the animals being studied. Experiments should not 
be designed that ask animals to do things that they are unable to do 
because they are insensitive to the experimental stimuli or unmotivated by 
the stimuli. The relationship between normal ecological conditions and 
differences between the capabilities of animals to acquire, process, and 
respond to information is the domain of a growing field called "sensory 
ecology" (Dusenbery 1992). 

To reiterate: Cognitive ethologists, never having been limited to "pas
sive observation . . . under free-living conditions" (Heyes and Dickinson 
1990, p. 87) are in need of a good theoretical framework for attributing 
intentional states. Both laboratory and field studies are important for 
assessing continuity across different taxa. Criteria like those suggested by 
Heyes and Dickinson have, we believe, a role to play in comparative stud
ies of animal cognition. However, we reject the view that mental states can 
be assigned or withheld on the basis of simple behavioristic tests that are 
confined to the laboratory. 

Concluding Remarks 

The approach that we urge is interdisciplinary, naturalistic, strongly evo
lutionary, ecological, and comparative. There are, quite simply, no grounds 
for hope that anyone will be able to provide a simple set of behavioral cri
teria for the attribution of mental states. Nervous systems are enormous
ly complex and support a wide range of functions. Some of these functions 
are shared between species; others are not. There need not be a tidy hier
archy of functionality; it is quite possible, for instance, that function Fl is 
shared by traits found in members of species SI and S2 and not in S3, 
whereas traits with function F2 are found in S2 and S3, but absent in SI. 
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As Dennett (1983) has pointed out, it is quite likely that animals will pre
sent a confusing array of abilities to meet certain criteria for intelligence 
while failing others. These differences will seem especially confusing in the 
absence of a proper understanding of evolutionary and ecological contexts. 

Situations where there are many dimensions for comparison are well 
known to those who study phylogeny. Organisms are melanges of homol
ogous traits (traits similar in form to those of other species, owing to dif
ferentiation from a common ancestor), homomorphous traits (traits 
similar in form to those of other species but with different underlying struc
ture, attributable to convergent evolution), analogous traits (traits similar 
in function to those of other species, despite different structure and ori
gin), unique adaptations to specific circumstances, and traits that may lack 
any evolutionary significance at all. In view of the complexity of this situ
ation, the best one can hope to do is formulate many empirically tractable 
bases for comparison and then let empirical results drive the development 
of theories and the formulation of alternative and not always mutually 
exclusive explanations. 

We are a long way from having an adequate database from which to 
make stipulative claims about the taxonomic distribution of various cog
nitive skills or to claim to have a theory of mind. As we mentioned in chap
ter 2, some monkeys cannot perform imitation tasks that some mice can 
(Whiten and Ham 1992). Does this count as an example of what Dennett 
(1983) calls "demoting" data—e.g., data showing that monkeys are not 
as clever as one might have thought? If the point was to answer the ques
tion "Are monkeys smarter than mice?" this is a confusion, for there is no 
reason to expect a single linear scale of intelligence. In the world of mice 
it may be more important to be able to do some things than it is in the 
world of monkeys, but in other respects a monkey may have capacities 
that a mouse lacks. There also is much variation within species, and this 
also must be documented more fully. 

Science is not likely to make complete contact with the nature of animal 
minds at any single point—many methods will be useful, and competing 
hypotheses should be evaluated. Both "soft" anecdotal information and 
"hard" empirical data (data amenable to detailed statistical analysis) are 
needed to inform and to motivate further empirical experimental research. 
The various naturalistic theories of mind currently being fashioned by 
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philosophers will continue to provide valuable ideas to cognitive etholo-
gists who are seeking to fashion something that will fit them well and that 
will in turn help philosophers to improve their products. We believe that 
everyone interested in the nature of animal minds has much to gain by try
ing on their adversaries' clothes instead of trying simply to disrobe them. 

A major goal of this book has been to indicate how a viable empirical 
research program could be developed and sustained. We believe that we 
have achieved this in our extensive discussions of play and antipredatory 
behavior. Of course there are many other examples that we have not 
addressed in such great detail. Though only time will tell whether an empir
ical research program in cognitive ethology will be successful, we believe 
that we have done at least enough to show that the future of cognitive 
ethology is an open question that cannot be summarily dismissed. 
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behavior) 

classification of, 40-41,44-48, 91, 
122 

comparative account of, 25,30, 34, 
40,56-57,67, 85 

and consciousness (see Consciousness) 
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Behavior (cont.) 
deliberate (see Action) 
description of, 16-17,40-41,44-45, 

73,175-176,178 
evidence of, 24,141,144-147,150, 

152,167,179 
evolution of, 4,12-13,16,22, 

29-30,46, 71-72, 88,141,143, 
169-170 

explanation of, 31,35-36,45-46, 
48, 51,54,57-58,62, 65-69, 72, 
78-85, 92,137,151 

flexibility of, 24,36,131,141,153, 
173 

functional aspects of, 12-13,44,46-
47, 71-72, 89-90,105,120,170 

function of, 13,45-47, 73, 89-90, 
94,120,170,178 

immediate causes of, 46 
and intentional explanation (see 

Explanation) 
and intentionality, 16, 58, 78-84, 88, 

94-97,119,167-176 
involuntary, 43 
mentalistic approach to, 5,48-50, 

52,54,58,60-62, 78, 85 
novel, 60 
and play (see Play) 
response, 30,43,57,59,115 
prediction of, 65,67, 83-85, 93, 

153,170 
social, 87-88,109 
stereotypical, 59,90, 98-100 
stimulus-bound, 56-59,171 
stimulus-free, 58-61, 91 
study of, 2-4,12-13,21-37,40-41, 

55, 57, 59, 88,138,162-181 
ultimate (functional) explanation of, 

45-47,78 
voluntary, 43 

Behaviorism, 21,28,55,62, 67-69, 
73-74 

philosophical, 26-29 
presuppositions of, 4, 55-56 
psychological, 4,25-27, 51,62 

Behaviorist challenge, 4, 55-62 
Behaviorist explanation, 35-36,57, 

62 (see also Explanation) 
Behaviorists, 51, 59 
Belief, 15,16,39,50,64,66-68,74-85, 

96-98,109-112,130,140,165, 
167-176. See also Folk psychology 

attribution of, 64-67, 82, 84, 92, 93, 
172,174 

and consciousness, 50 (see also 
Consciousness) 

and explanation, 51, 63, 68, 74, 
82-83 (see also Explanation) 

and intentionality, 15-16,74, 82, 
93-98,112,167-168 (see also 
Explanation; Intentionality) 

and perception, 152 
and semantic content, 66-67 

Blumberg, M., 52, 55,139,143 
Bows. See Play 
Brentano, Franz, 14-15,18,43, 75, 

95,154,168,176 
Burghardt, G., 22,25,29, 90,171 

Calls 
alarm, 59-60,118-121,146 
food, 60, 67-71 
social, 149-150 

Canids, 25, 88,100-104,108, 111 
Causation, 6, 9-10,15,29,31, 33, 37, 

44,47,57,58, 61-62, 66, 78,140, 
151,162,167-171,178 

immediate, 44 
Cetaceans, 113 
Cheney, D., 11,18, 60,118,122,142, 

149,155-156,164-177 
Chisholm, R, 154 
Clever Hans (horse), 24-25,131 
Cockerel, 118 
Cognition, 21,69-73, 88-89, 94-98, 

107,109,112,116,118-123 
approaches to, 35,55-62,67, 77, 

85,88,111-112,115-116,138 
comparative, 12-13,37, 71-72, 88, 

110,180 
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conceptual analysis of, 37,69-72 
evolution of, 12, 71-73, 94,150 
flexibility of, 34,43,116,123-124 
and intentionality, 94-97,122-123, 

137-138,168-169 
and play, 93,108-112,117 (see also 

Play) 
social, 111 
study of, 12-14,21, 33-36, 50-52, 

59-60, 69, 88, 91,110,116,122, 
126,131,137,162,165,167, 
177-179 

Cognitive map, 60, 74,168-169 
Cognitive mechanisms, 19, 72 
Cognitive psychology, 5, 9,47, 69,71, 

74 
Cognitivism, 15,21-28, 36,49,54 
Common sense, 2,25-29,64 
Communication, 12, 35-36,54,70, 

87-89,95,106-109,112-113, 
138,171 

evolution of, 116 
exploitative, 106-107 
linguistic, 4-5 
and play, 88,100,102,104,106, 

112 
prey-predator, 120 
referential account of, 59-60 
social, 95,154 

Comparative approach, 3,17-18,25, 
71-72,91,113,138,178 

Comparative perspective, 34,36 
Comparative psychology, 4,60, 

61-64, 74,116,140,154,162, 
178-179 

Comparative research, 4,17-18, 
34-35,56-57, 88-91,95,110-113, 
116,125-126,138,158,179 

Competence, rational, 94 
Computations, cognitive, 72, 77 
Computer science, 9 
Conditioning, 117,154 

classical, 59 
instrumental, 59 
operant, 59,61, 67 

Consciousness, 8,12,17-19,27, 
32-37,49-52,66-69,109, 
139-159,169 

attribution of, 33,140-141, 
144-145,153,158 

and behavior, 141,144,150-153 
and belief, 74 
and content, 66-69, 74-75 
continuity of, 144-145 
defining, 143-145,157 
evolution of, 139-142,151,156 
explanatory value of, 151-153 
functional properties of, 140-142, 

151,156 
functions of, 139-146,151 
and information, 145-148 
and intentionality, 14-19,51,169 
levels of, 51,153 
and self-consciousness, 55t 144, 

155-158 
Content, 15, 64,69-73, 85,189 

ascription of, 79-84,122 
awareness of, 15 
and consciousness (see 

Consciousness) 
and evolutionary explanation, 69-73 
informational, 60,68, 70 
intentional, 64, 96-97,120,123, 

168,172 
and language, 58 (see also Language) 
mental, 54,66-69, 75-76, 82,120 
specification of, 74,79-84 
propositional, 67-70, 74, 83-85 
representational, 14, 58,64,72-75, 

168 
semantic, 66-67 

Continuity, 19,22-25, 33-34,179 
conscious, 144-145 
evolutionary, 21,32 
mental, 1,4,12,19,22-27, 34 

Cooperation, 49,72, 88, 95, 99, 
105-106,109,138,171 

social, 72,138 
Coordination, social, 158 
Coyotes, 70, 88,98-101,104, 111 
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Craig, W., 30 
Cronin, H., 139,144 

Darwin, C, 1-4,12,19,22-25, 
29-30,34,87,112 

Darwin-Romanes approach, 27-28 
Dawkins, M., 24,106-107,140-141 
Deception, 18,24, 35,48,62,107, 

109,154 
Dennett, D., 11,21-23,27, 33-34, 

45, 51,60,63,66-69, 92, 
139-140,161-162,168-171,180 

on awareness, 144-145 
on consciousness, 19,143,159 
on demoting data, 180 
on ideal rationality requirement, 

93-98,165-166,170-172 
on intentional attributions, 51, 98 
and intentional stance, 93-97 
on interpretationalism, 66 
and Sherlock Holmes method, 

165-166 
Descartes, R., 5,12, 51,144,159 
Design, argument from, 52 
Dickinson, A., 12-13,74,161,166, 

176-179 
Disjunction, 82-83 
Displays, 119-120 

artificial, 131 
attention, 116 
broken-wing, 119 
distraction, 116,119 
treat, 44 

Dretske, E, 78,140-141,146-147, 
159 

Duhem, P., 50,172 

Echolocation, 154-155 
Ecology, 29 

sensory, 155,179 
Eibl-Eibesfeldt, I., 29, 59 
Elgar,M., 115,125-128,136-137 
Eliminativism, 3, 64-69,73,144 
Emotion, 24-25,30, 87,112,156 
Empirical approach, 3-6,13,16-19, 

27-28,36,47, 50,60-61, 68, 88, 
93, 98,105-106,111-112,138, 
142-145,149,152,154,159, 
169-172,175,180-181 

Empirical tractability, 10,13-14,139, 
145,159,171,180 

Empiricism, 4,27 
logical (see Positivism) 

Environmental conditions, 56t 58, 96, 
171 

Epiphenomenalism, 33,140,150 
Epistemology, 2, 5, 8,140,144,150, 

154,159 
Eschol-Wachmann notation, 45-46 
Ethogram, 40-41,124 
Ethology 

classical, 29-32,43,59, 95 
cognitive, 12-13 
historical analysis of, 21-37 
neuro-, 11,13 
research tools of, 39-40 

Evolution, 23, 37,44,45, 71, 95,178 
Evolutionary biology, 9, 92 
Evolutionary continuity, 1,19,21, 

22-24 
Evolutionary explanation. See 

Explanation 
Evolutionary history, 22,29,47,67 
Experimentation, 5-6,30-31,37, 

50-51,57,149-150,162,165, 
172-173,176,179-181 

behavioristic techniques in, 29 
control in, 26,60,150,162-165, 

172-174,177-179 
field, 11-13,30-31,37-40,49,120, 

132-133,161-181 
laboratory, 12-13,28,57-59,122, 

131,161-181 
manipulations in, 26,162-163,175 
testing hypotheses in, 90,105-106, 

165-166 
Explanation, 22-23, 37,42,48,56, 

69,73,77-78,85,92,115, 
137-138,177-180 

adaptive, 42-43, 72-75 
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of behavior, 16,26,28, 35-36,46, 
48, 51,56-58,62, 68-69, 72, 
75-85, 92,106,119,128-130, 
136-138,151,167 

behavioristic, 28-31,35,57,62 
biological, 92 
causal, 61-62,66 
cognitive, 35-36,43,58,138,171 
evolutionary, 28,61-62, 69-73, 92, 

140-141 
folk-psychological, 36,58,64, 

73-84,137 
functional, 78 
intentional, 92,137-138,167, 

170-171,176 
of intentionality, 43, 51, 94-95,107 
mentalistic, 28, 35, 54-55,58,64, 

78, 85,166-167 (see also Folk 
psychology) 

metacausal, 78 
normal, 107 
and prediction, 75-78, 84, 94,157 
psychological, 28,63,166 
reductionistic, 8, 35 

Feeding, 89,116,121-126,130-131, 
134-137,152,175 

silent, 61,67-69 
singular and social, 134-137 

Field study. See Experimentation 
Fighting, 98-99,102,104,116-120 

for dominance, 104 
Fleeing, 116-120, 
Fodor, J., 1,58-59,63, 82,96 
Folk psychology, 2-3,15,36,58, 

63-85,143. See also Explanation 
arguments against, 65-66,75-76 
and content, 66-69 
developmental sequence of, 64 
and intentionality, 14-15 

Food, 56-57,127,130,134-137, 
146-149,167-168,171-176 

approaching, 167 
catching, 35,123-124 
concept of, 79-82 

detection of, 60, 67 
finding, 34-35,60 
sharing, 67-68, 70,72 
signaling, 60,67-70 

Freezing, 41-42, 76,117 
Frey, R., 39-41,51 
Function(s), 34,44-47, 88-90,96, 

105,108,116,119-120,124,147, 
156,158,170,178-180 

adaptive, 13,37,46-47,72,95 
biological, 15,18, 71-72, 89, 93-95, 

140-143,162,170 
classification of, 44 47, 96 
proper, 105-107 
and structure, 94 

Functional capacities, 13 
Functional description, 44,46, 72 
Functional explanation. See 

Explanation 
Functional property, 13, 94,156 
Functional similarity, 36 

Geese, 30-31 
Geometric arrays, 126,130-132,138 

circular, 130 
linear, 130,133 

Gestures, 98-99, 111 
Golani,I.,45-47 
Gopnik, A., 65,110 
Griffin, D., 4,12,21-22,32-37, 

49-54,120,139 
on behavioral flexibility, 24,131, 

141,144 
on cognition, 32,36 
on consciousness, 18,32-36,141, 

144,153,158 
Grosbeak, 124,129-130,135,138 
Group, size of, 126-137, 

Habitat 
natural, 12, 39, 59,162 
selection of, 35 

Habituation, 149-150 
Hare, 76-77,120 
Heinroth, O., 30 
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Heyes, C, 12-13, 37,60-61, 74,161, 
166-179 

Hinde, R., 44-47, 71,178 
House sparrow, 126,128,136-137 
Hull, C, 28, 55,57 

Icons, intentional, 15-16, 95, 98, 
104-108 

Imitation, 34,110-113,180 
Individual variation, 14,41 
Individuation, 41 
Inference to best, 53-58,141 
Information, 8-9, 35,68,110, 

145-149,152-153,165. See also 
Misinformation 

acquiring, 124,128,137,141 
conveying, 70,103,107,109,138 
gathering, 123-131,137,141,149 
intentional, 14-15, 70 
processing, 74, 77, 98,158,174, 

176 
sharing, 107,109,113 

Informational terms and capacities, 
60,77, 84, 94, 96,107,109, 
146-149 

Innenwelt, 141-142,171 
Instincts, 31 
Instnimentalism, 32-33,148,167-171 
Intentional behavior. See Behavior 
Intentional context, 94, 97,120,123, 

168,172 
Intentional explanation. See 

Explanation 
Intentional icons. See Icons 
Intentionality, 14-19,70,93-98 

account(s) of, 15-18,48, 51, 58,68, 
72-73, 78-85, 93-98,107 

attributions of, 51, 88, 93,113,150, 
165-169,179 

empirical study of, 16-19, 98-108, 
162,165-181 

evolutionary analysis of, 15-16, 
93-98,164-170 

and play, 88, 92-108,165-181 (see 
also Play) 

as property of, 18, 94-95 
and rationality, 172-176 

Intentional stance, 93-98,165-166, 
171 

Intentional terms, 16,48, 72,176 
Interdisciplinary approach, 1-19,35, 

37,42,161-181 
Interpretationalism, 66 
Intervening variables, 28,57,59 
Invertebrates, 115,118,151 

Jackson, E, 14 
Jamieson, D., 12,24, 37,144,163 

Kimble, G., 49,55-56 
Kin, recognition of, 70 
Kortlandt, A., 39 

Language, 54,131,144,164 
acquisition of, 35 
mentalistic (see Folk psychology) 
and reason, 24 

Learning, 21,29-30,44,59, 62,100, 
109,117,120,122,130,149,154, 
168,173-174 

associative, 147 
observational, 57, 61,117,120,130, 

137 
social, 61,109-111,117,138 

Leslie, A., 87,109 
Lima, S., 115,124-126,130,136 
Lorenz, K., 22,26,29-32,37,39,59 

Mammals, 88-89,101, 111, 113,118, 
128-131,155 

Manipulation, 35 
social, 158 

Mapping, kinesthetic, 111 
Maps, mental, 35, 60, 74-75, 

110-111,168,189 
Matching to sample, 60 
Mate choice, 35, 92,164 
Materialism, emergent, 33 
McLean, I., 115,118,122-123,127 
Memory, 5,62,125,149 
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Mental abilities, 2,24 
Mental capacity, 1, 73-74,109-110 
Mental continuity, 1,4,12,19,22-27, 

34 
Mental detector, 110 
Mentalistic approach, 5 
Mentalistic concepts, 2,65 
Mentalistic explanation. See 

Explanation 
Mentalistic language, 3, 6,14-15, 

26-27,65 
Mentalistic predicates, 6-7,10 
Mentalistic psychology, 6 
Mentalistic terms, 2,4, 6-7,10,13, 

51,65, 74, 85,159 
Mentality, 2,13-14, 32,54-55,162 

and causation, 33, 63-64 
evolution of, 13,158-159 (see also 

Evolution) 
Mental-model hypothesis, 133 
Mental phenomena, 5-12,15,19, 33, 

49-54,62 
Mental processing, 49-50 
Mental properties, 5-9,12, 78 
Mental representation, 6,14-15,48, 

58,123-131 
Mental simulation, 65 
Mental states(s), 3,6-10,14-15,33, 

52-56,63-65,74,82,110 
attribution of, 1-3,12,21-22, 

50-56, 64-65, 93,107-110,113, 
120,165,179 

and consciousness, 14,16, 74 
distribution of, 1, 73 
and intentionality, 14-16, 74,120, 

168 
representational account of, 58,112 
semantic properties of, 14, 66-69 

Mental symbols, 132-133 
Millikan, R., 15,18-19,47, 70, 82, 

106-107,146 
on adaptive consequences, 47,72 
on devices, 95,105-107,171 
on function, 44-47, 93-95, 

105-107,162 

on intentional icons, 15, 94-98, 
104-108 

on intentionality, 15-18, 93-97, 
105-107,162,169-172 

and Normal, 89,105-107,178 
Mind, evolution of, 1,12-13, 74,158 
Misinformation, 146-155,158 
Monkeys, 24, 34,51,59-61, 69, 71, 

97,111,113,117-118,126,142, 
149,154,156,164-165,180 

Moore, C, 157-158 
Morgan, C, 25 
Motivation, 29,45, 57,59,131-132, 

138,165,179 
energy models of, 31 

Muller-Lyer illusion, 152 
Multimodal integration, 153-154. See 

also Consciousness 

Nagel,X, 14, 32,141-143,155-156 
Naturalism, 5-6, 9-13, 

epistemology, 5 
methodological, 10-11 

Natural kind, 91 
Natural selection, 2,13,71-72,150,168 
Neo-behaviorists, 28-29 
Nervous system, evolution of, 13,46 
Neuroscience, 9, 35,166 

Observer, interference by, 165 
Ontology, 5, 8-11, 33,140,159. See 

also Naturalism; Reductionism 
Operationalism, 4,16,20,49-50, 56, 

112,157 
Other minds, problem of, 52-53 
Other species of mind, problem of, 53, 

166 

Parsimony, 36, 55 
Penguin, 163 
Pigeon, 29,45,122,131,137,175,176 
Piping plover, 119 
Planning, 5-6,14-15,43 
Play, 46, 70, 89-91,108-112,154, 

177,181 
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Play (cont.) 
and action, 18 
and aggressive behavior, 97-104 
and anti-predatory behavior, 98-101 
and cognition, 93,108-112,117 
and communication, 88,100-106, 

112 
evolution of, 88-92,105,178 
function of, 44, 88-90,105-107 
initiation of, 99-100, 111 
and intentionality, 88, 92-108 
interspecific, 71 
misinterpretation of, 87, 99,101 
nonsocial, 86-87, 90 
and pretense, 93-98,101 
self, 111 
signals of, 71, 98-101,106-108, 

111,154 
structure of, 90,101 

Play bows, 44, 70, 76,100-104, 
109-111 

Play-soliciting behavior, 70 
Positivism, logical, 4,26-28,49-50, 

55-56 
Potato washing, 60-61 
Premack, D., 12, 64,131,169 
Pretense, 87-88,93-98,109,154. See 

also Play 
Primates, 34,62, 64,69, 88-89,109, 

112-113,118,124,155-156,165 
Primatocentrism, 88,116 
Privacy, mental, 52-55,69 
Problem solving, 24 
Propositional attitudes, 15,66-67 
Propositional content, 67-68, 70, 74, 

83-85 
Proximate reason (or cause), 45, 78 
Purton, A., 42-44,47 

Qualia, 19,144,155-156 
Quine-Duhem thesis, 50-51,172 
Quine, W., 50-51,56,172 

Rationality, 22,34, 94-98,165-166, 
169-172,175 

Realism, 3,29, 32 
Reductionism, 6-9, 36 

ontological, 9-10 
Releaser, 59, 95 
Research artifacts, 162 
Rewards, 57,148-149,174-178 
Rhesus macaque, 60,67,131 
Rhodes, G., 115,118,122-123,127 
Ristau,C, 119-120,177 
Role playing, 88 
Rollin,B., 25-31 
Romanes, G., 24-28 
Rosenberg, A., 54,66, 75-76, 92-93, 

97,87 
Ryle, G., 26 

Sarah (chimpanzee), 169 
Scanning, 60, 67,123-124,128-138, 

142 
Schemas, 6-7, 69,71, 74 
Searle,J., 15-16,19 
Selective pressure, 13, 71,107,121, 

143 
Self-conception, 89 
Self-recognition, 18,156-158 
Semantic content, 66-67 
Sensation, 110,143,151 

and information, 145-148 
Sayfarth, R., 11,18, 60,118,122, 

142,149,155-156,164,166,177 
Shapiro, L., 5,10,56, 82 
Sherlock Holmes method, 165-166 
Shouting, 117-120. See also 

Vocalization 
Signaling conspecifics, 116 
Signals 

alarm, 116 
detection of, 149 
evolution of, 104,107,116 
food, 60, 67-70 
intentional, 108 
play-soliciting, 71, 98-101, 111 
social, 118,149-150 

Skinner box, 74 
Social abilities, 90 
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Social environment, 135,137 Wasserman, E., 52,55,139,143 
evolution of, 71,116 Whitman, C, 30 

Social expectation, 60 
Social experience, 91 Zombie, philosophical, 150-151 
Social rank, 67, 91,134 
Social skills, 141 
Steller's jay, 124,127,134-135,166 
Sterelny, K., 36, 65 
Stich, S., 72-73 
Stimuli, key, 30 
Stimulus condition, 58-61 
Stimulus control. See Experimentation 
Stotting, 120 
Synonymy, 6-7. See also Reductionism 

Teaching, 54 
Theory theory, 65 
Threshold mechanisms, 57 
Tinbergen, N., 21,29-32, 37,46,59, 

71, 88,106,162,178 
Tolman, E., 28,55, 57 
Tye, M., 7, 9-10,140 

Uexkull, J. von, 141-142,171 
Ultimate reason (or cause), 45, 78, 

170 
Umwelt, 141-142,171 

Vervet monkey, 59-60, 97,117-118, 
121-122,146,149-150,164-165 

Vigilance, 115-138 
cognitive approaches to, 116-117, 

126 
evolution of, 116 
flexibility of, 131 
group, 115,124-129,133 
individual, 115,124-129,133 
measuring, 123 
models of, 124,134-138 
seasonal changes in, 115 
social, 130,137 
studies of, 123-129 

Vocalization, 41,67,102,117-120, 
146,164 

Von Eckardt, B., 6, 69-71, 77 
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