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Preface

n the first edition of this text, published in 1981, I remarked,

“I almost wish I could get parts of this text . . . printed in

disappearing ink, programmed to fade within ten years of
publication, so that I will not be embarrassed by statements
that will look primitive from some future perspective.’ I would
say the same thing today, except that I would like for the ink
to fade faster. Biological psychology progresses rapidly, and
much that we thought we knew becomes obsolete.

Biological psychology is the most interesting topic in
the world. No doubt many people in other fields think
their topic is the most interesting, but they are wrong. This
really is the most interesting. Unfortunately, it is easy to get
so bogged down in memorizing facts that one loses the big
picture. The big picture here is fascinating and profound:
Your brain activity is your mind. I hope that readers of this
book will remember that message even after they forget
some of the details.

Each chapter is divided into modules; each module begins
with an introduction and finishes with a summary. This orga-
nization makes it easy for instructors to assign part of a chap‘
ter per day instead of a whole chapter per week. Modules can
also be covered in a different order. Indeed, of course, whole
chapters can be taken in different orders.

I assume that readers have a basic background in psychol-
ogy and biology and understand such terms as classical con-
ditioning, reinforcement, vertebrate, mammal, gene, chromo-
some, cell, and mitochondrion. I also assume a high school
chemistry course. Those with a weak background in chemis-
try or a fading memory of it may consult Appendix A.

MindTap for Biological
Psychology, 12th Edition

MindTap for Biological Psychology, 12th Edition, engages and
empowers students to produce their best work—consistently.
By seamlessly integrating course material with videos, activi-
ties, apps, and much more, Mind Tap creates a unique learning
path that fosters increased comprehension and efficiency.

For students:

= MindTap delivers real-world relevance with activities and
assignments that help students build critical thinking and
analytic skills that will transfer to other courses and their
professional lives.

= MindTap helps students stay organized and efficient
with a single destination that reflects what's important
to the instructor, along with the tools students need to
master the content.

= MindTap empowers and motivates students with infor-
mation that shows where they stand at all times—both
individually and compared to the highest performers
in class.

Additionally, for instructors, Mind Tap allows you to:

= Control what content students see and when they see it
with a learning path that can be used as-is or matched to
your syllabus exactly.

= Create a unique learning path of relevant readings
and multimedia and activities that move students
up the learning taxonomy from basic knowledge and
comprehension to analysis, application, and critical
thinking.

= Integrate your own content into the Mind Tap Reader
using your own documents or pulling from sources like
RSS feeds, YouTube videos, websites, Googledocs, and
more.

= Use powerful analytics and reports that provide a
snapshot of class progress, time in course, engagement,
and completion.

Changes in this Edition

One new feature in this edition is a set of multiple-choice re-
view questions at the end of each module. This edition also
includes several changes in organization and many changes in
content, to reflect the rapid progress in biological psychology.
It includes well over 600 new references, more than 85 percent
of them from 2011 or later, and many new or revised illustra-
tions. Here are a few noteworthy items:

The module on genetics and evolution of behavior has been
moved from the first chapter to the chapter on develop-
ment (Chapter 4). The remainder of the first chapter
(introduction to the field, concept of mind—body monism,
job opportunities, ethics of animal research, etc.) is now
labeled “Introduction.” The introduction is brief, but I
believe important. Note especially the section“Three Main
Points to Remember from this Book.”

The discussion of addictions, previously in the Synapses
chapter, is now a module in the chapter on Psychological
Disorders (Chapter 14). Material about how drugs exert
their effects is integrated into the second module of the
Synapses chapter (Chapter 2).

Chapter 3 (Anatomy and Research Methods) has an expanded
treatment of optogenetics, rapidly becoming a more impor-
tant method in neuroscience. The discussion of fMRI has

Xv

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



XVI | Preface

new examples and a clearer emphasis that we need to be
cautious about the conclusions we draw from fMRI studies.

Chapter 4 (Genetics, Evolution, Development and Plasticity)
now includes a short section on brain evolution. The
discussion of behavioral evolution now acknowledges
that group selection is sometimes plausible. Important
updates are added to the discussions of new neurons in
the adult brain, fetal alcohol syndrome, and brain changes
in adulthood.

Chapter 5 (Vision) is rearranged at the start to emphasize a
fundamental point that a third of college students miss,
sometimes even after taking courses in physics, perception,
and biological psychology: We see because light enters the
eyes, not because we send out sight rays! This chapter also
has a revised description of the distinction between the
ventral and dorsal pathways.

Chapter 6 (Other Sensory Systems) has a new section on the
role of attention in hearing loss, and a new study showing
that some people developed synesthesia by playing with
colored refrigerator magnets during childhood.

Chapter 7 (Movement) has a substantial revision of the sec-
tion about the basal ganglia, stressing their role in motivat-
ing movements.

Chapter 10 (Reproductive Behaviors) has a new section on
how sex hormones affect nonsexual behaviors. The section
on activating effects of hormones is reorganized in terms
of males versus females instead of rodents versus humans.

Chapter 11 (Emotional Behavior) begins with a reorganized
and reconsidered discussion of the relationship between
emotion and autonomic arousal. A new section is titled,
“Do People Have a Limited Number of Basic Emotions?”
An expanded treatment of reconsolidation relates it to the
possibility of alleviating learned fears.

Chapter 12 (The Biology of Learning and Memory) has some
reorganization, and a more thorough explanation of the
role of the basal ganglia in probabilistic learning,

Chapter 13 (Cognitive Functions) has a new short module on
social neuroscience. It also has a new discussion of what
Michael Gazzaniga calls “the interpreter,” the tendency of
the left hemisphere to invent explanations, correct or not,
for unconsciously influenced behaviors. The discussion of
consciousness is reorganized.

Chapter 14 (Psychological Disorders) has a new module on
addictions and a new short module on autism spectrum
disorders. The modules on depression and schizophrenia
have been updated in many ways.

A Comprehensive Teaching
and Learning Package

Biological Psychology, 12th edition, is accompanied by an
array of supplements developed to facilitate both instruc-
tors’ and students’ best experience inside as well as outside
the classroom. All of the supplements continuing from the
11th edition have been thoroughly revised and updated;
other supplements are new to this edition. Cengage Learning
invites you to take full advantage of the teaching and learning
tools available to you and has prepared the following descrip-
tions of each.

Online Instructor’s Resource Manual

This manual, updated and expanded for the 12th edition, is
designed to help streamline and maximize the effectiveness
of your course preparation. It provides chapter outlines and
learning objectives; class demonstrations and projects, includ-
ing lecture tips and activities, with handouts; a list of video
resources, additional suggested readings and related websites,
discussion questions designed to work both in class and on
message boards for online classes; key terms from the text;
and James Kalat's answers to the “Thought Questions” that
conclude each module.

Cengage Learning Testing, powered
by Cognero for Biological Psychology,
12th Edition

Cognero is a flexible, online system that allows you to author,
edit, and manage test bank content as well as create multiple
test versions in an instant. You can deliver tests from your
school’s learning management system, your classroom, or
wherever you want.
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Overview and
Major Issues

Introduction

OUTLINE
It is often said that Man is unique among animals. It is worth looking at this term unique The Biological Approach to Behavior
before we discuss our subject proper. The word may in this context have two slightly dif- Biological Explanations of Behavior
ferent meanings. It may mean: Man is strikingly different—he is not identical with any Career Opportunities

animal. This is of course true. It is true also of all other animals: Each species, even each The Use of Animals in Research

individual, is unique in this sense. But the term is also often used in a more absolute sense: In Closing: Your Brain and Your Experience

Man is so different, so “essentially different” (whatever that means) that the gap between
him and animals cannot possibly be bridged—he is something altogether new. Used in this
absolute sense, the term is scientifically meaningless. Its use also reveals and may reinforce LEARNING OBJECTIVES
conceit, and it leads to complacency and defeatism because it assumes that it will be futile

even to search for animal roots. It is prejudging the issue. After studying this introduction, you should be

Niko Tinbergen (1973, p. 161) able to: _ _
1. Briefly state the mind-brain problem and
contrast monism with dualism.
2. List three general points that are
important to remember from this text.
3. Give examples of physiological,
ontogenetic, evolutionary, and functional
explanations of behavior.
4. Discuss the ethical issues of research
with laboratory animals.
iological psychologists study the animal roots of behavior, re-
lating actions and experiences to genetics and physiology. In
this chapter, we consider three major issues: the relationship
between mind and brain, the roles of nature and nurture, and the eth-

ics of research. We also briefly consider career opportunities in this

and related fields.

d OPPOSITE: It is tempting to try to “get inside the mind” of people
and other animals, to imagine what they are thinking or feeling. In
contrast, biological psychologists try to explain behavior in terms of
its physiology, development, evolution, and function. Source: C. D. L.
Wynne, 2004
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4 | INTRODUCTION Overview and Major Issues

The Biological Approach
to Behavior

Of all the questions that people ask, two stand out as the most
profound and the most difficult. One of those questions deals
with physics. The other pertains to the relationship between
physics and psychology.

Gottfried Leibniz (1714) posed the first of these ques-
tions: “Why is there something rather than nothing?” It would
seem that nothingness would be the default state. Evidently,
the universe—or whoever or whatever created the universe—
had to be self-created.

So...how did that happen?

That question is supremely baffling, but a subordinate
question is more amenable to discussion: Given the existence
of a universe, why this particular kind of universe? Could the
universe have been fundamentally different? Our universe has
protons, neutrons, and electrons with particular dimensions of
mass and charge. It has four fundamental forces—gravity, elec-
tromagnetism, the strong nuclear force, and the weak nuclear
force. What if any of these properties had been different?

Beginning in the 1980s, specialists in a branch of physics
known as string theory set out to prove mathematically that
this is the only possible way the universe could be. Succeeding
in that effort would have been theoretically satisfying, but alas,
as string theorists worked through their equations, they con-
cluded that this is not the only possible universe. The universe
could have taken a vast number of forms with different laws of
physics. How vast a number? Imagine the number 1 followed
by about 500 zeros. And that’s the low estimate.

Of all those possible universes, how many could have sup-

ported life? Very few. Consider the following (Davies, 2006):

= If gravity were weaker, matter would not condense into
stars and planets. If it were stronger, stars would burn
brighter and use up their fuel too quickly for life to evolve.

= If the electromagnetic force were stronget, the protons
within an atom would repel one another so strongly that
atoms would burst apart.

= In the beginning was hydrogen. The other elements
formed by fusion within stars. The only way to get those
elements out of stars and into planets is for a star to
explode as a supernova and send its contents out into the
galaxy. If the weak nuclear force were either a bit stronger
or a bit weaker, a star could not explode.

= Because of the exact ratio of the electromagnetic force
to the strong nuclear force, helium (element 2 on the
periodic table) and beryllium (element 4) go into
resonance within a star, enabling them to fuse easily
into carbon (element 6), which is essential to life as we
know it. (It's hard to talk about life as we don't know it.)
If either the electromagnetic force or the strong nuclear
force changed slightly (less than 1 percent), the universe
would have almost no carbon.

= The electromagnetic force is 10* times stronger than
gravity. If gravity were a bit stronger relative to the
electromagnetic force, planets would not form. If it were
a bit weaker, planets would consist of only gases.

FIGURE INTRO.1 A water
molecule

Because of the hydrogen-
oxygen-hydrogen angle, one
end of a water molecule is
more positive and the other
negative. The exact difference
in charge causes water mol-
ecules to attract one another
just enough to be a liquid.

© Argosy Publishing

= Why is water (H,O) a liquid? Other light molecules,
such as carbon dioxide, nitric oxide, ozone, and methane
are gases except at extremely low temperatures. In a
water molecule, the two hydrogen ions form a 104.5°
angle (Figure Intro.1). As a result, one end of the water
molecule has a slight positive charge and the other a
slight negative charge. The difference is enough for water
molecules to attract one another electrically. If they
attracted one another a bit less, all water would be a gas
(steam). But if water molecules attracted one another a
bit more strongly, water would always be a solid (ice).

In short, the universe could have been different in many
ways, nearly all of which would have made life impossible.
Why is the universe the way it is? Maybe it’s just a coinci-
dence. (Lucky for us, huh?) Or maybe intelligence of some
sort guided the formation of the universe. That hypothesis
clearly goes beyond the reach of empirical science. A third
possibility that many physicists favor is that a huge number
of other universes (perhaps an infinite number) really do
exist, and we of course know about only the kind of universe
in which we could evolve. That hypothesis, too, goes beyond
the reach of empirical science, as we cannot know about other
universes. Will we ever know why the universe is the way it
is? Maybe or maybe not, but the question is fascinating.

At the start I mentioned two profound and difficult ques-
tions. The second one is called the mind—brain problem or
the mind—body problem, the question of how mind relates to
brain activity. Put another way: Given a universe composed of
matter and energy, why is there such a thing as consciousness?
We can imagine how matter came together to form molecules,
and how certain kinds of carbon compounds came together to
form a primitive type of life, which then evolved into animals
with brains and complex behaviors. But why are certain types
of brain activity conscious?

So far, no one has offered a convincing explanation of con-
sciousness. A few scholars have suggested that we abandon the
concept of consciousness altogether (Churchland, 1986; Dennett,
1991). That proposal seems to avoid the question, not answer it.
Chalmers (2007) and Rensch (1977) proposed, instead, that we
regard consciousness as a fundamental property of matter. A fun-
damental property is one that cannot be reduced to something
else. For example, mass and electrical charge are fundamental
properties. Maybe consciousness is like that.

But it’s an unsatisfying answer. First, consciousness isn't
like other fundamental properties. Matter has mass all the
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FIGURE INTRO.2 Two views of the human brain
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Ventral view (from below)
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The brain has an enormous number of divisions and subareas; the labels point to a few of the main

ones on the surface of the brain.

time, and protons and electrons have charge all the time. So
far as we can tell, consciousness occurs only in certain parts
of certain kinds of nervous systems, just some of the time—
not when you are in a dreamless sleep, and not when you are
in a coma. Besides, it’s unsatisfying to call anything a funda-
mental property, even mass or charge. To say that mass is a
fundamental property doesn’t mean that there is no reason. It
means that we have given up on finding a reason. And, in fact,
contemporary physicists have not given up. They are trying
to explain mass and charge in terms of the Higgs boson and
other elements of the universe. To say that consciousness is
a fundamental property would mean that we have given up
on explaining it. Certainly it is too soon to give up. After we
learn as much as possible about the nervous system, maybe
someone will have a brilliant insight and understand what
consciousness is all about. Even if not, the research will teach
us much that is useful and interesting.

The Field of Biological Psychology

Biological psychology is the study of the physiological, evo-
lutionary, and developmental mechanisms of behavior and
experience. It is approximately synonymous with the terms
biopsychology, psychobiology, physiological psychology, and
behavioral neuroscience. The term biological psychology empha-
sizes that the goal is to relate biology to issues of psychology.
Neuroscience includes much that is relevant to behavior but
also includes more detail about anatomy and chemistry.

Biological psychology is not only a field of study, but also a
point of view. It holds that we think and act as we do because
of brain mechanisms that we evolved because ancient animals
with these mechanisms survived and reproduced better than
animals with other mechanisms.

Biological psychology deals mostly with brain activity.
Figure Intro.2 offers a view of the human brain from the top
(what anatomists call a dorsal view) and from the bottom
(a ventral view). The labels point to a few important areas

that will become more familiar as you proceed through this
text. An inspection of a brain reveals distinct subareas. At
the microscopic level, we find two kinds of cells: the neu-
rons (Figure Intro.3) and the glia. Neurons, which convey
messages to one another and to muscles and glands, vary
enormously in size, shape, and functions. The glia, gener-
ally smaller than neurons, have many functions but do not
convey information over great distances. The activities of
neurons and glia somehow produce an enormous wealth
of behavior and experience. This book is about researchers’
attempts to elaborate on that word somehow.

s’a

al

@
e
=]
]

%]
@
=]
e

@2
S

%)

<

=
=
=
=
@
>
5]
£
@
=]
e

2
S

%]

2

=

=
IS
<
1=

=
]
S

5]
=
S

[

FIGURE INTRO.3 Neurons, magnified
The brain is composed of individual cells called neurons and glia.
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Three Main Points to Remember
from This Book

This book presents a great deal of factual information. How
much of it will you remember a few years from now? If you
have a career in psychology, biology, or medicine, you might
continue using a great deal of the information. Otherwise,
you will inevitably forget many of the facts (although you will
occasionally read about a new research study that refreshes
your memory). Regardless of how many details you remem-
ber, at least three general points should stick with you forever:

1. Perception occurs in your brain. When something
contacts your hand, the hand sends a message to
your brain. You feel it in your brain, not your hand.
(Electrical stimulation of your brain could produce
a hand experience even if you had no hand. A hand
disconnected from your brain has no experience.)
Similarly, when you see something, the experience is
in your head, not “out there.” You do NOT send “sight
rays’ out of your eyes, and even if you did, they wouldn't
do you any good. The chapter on vision elaborates on
this point.

2. Mental activity and certain types of brain activity are, so
far as we can tell, inseparable. This position is known as
monism, the idea that the universe consists of only one
type of being. (The opposite is dualism, the idea that
minds are one type of substance and matter is another.)
Nearly all neuroscientists and philosophers support
the position of monism. Whether you agree is up to
you, but you should at least understand monism and
the evidence behind it. The chapter on consciousness
considers this issue directly, but nearly everything in the
book pertains to the mind—brain relationship in one
way or another.

3. We should be cautious about what is an explanation
and what is not. For example, consider a study that
shows us that certain brain areas are less active than
usual in people with depression. Does that evidence
tell us why people became depressed? No, it does
not, unless and until we know a great deal more. For
illustration, on average, the legs are also less active
than average in people with depression, but inactive
legs do not cause depression. Another study might
tell us that certain genes are more common in people
with depression than in others. Would that explain
depression? Not at all, until we understand what those
genes do, how they interact with the environment, and
so forth. We should avoid overstating the conclusions
from any research study.

Biological Explanations
of Behavior

Commonsense explanations of behavior often refer to intentional
goals such as,”He did this because he was trying to ..." or“She did

that because she wanted to. ... But often, we have no reason to

Researchers continue to debate the function of yawning. Brain
mechanisms produce many behaviors that we engage in without
necessarily knowing why.

assume intentions. A 4-month-old bird migrating south for the
first time presumably does not know why. The next spring, when
she lays an egg, sits on it, and defends it from predators, again she
doesn't know why. Even humans don't always know the reasons
for their own behaviors. Yawning and laughter are two examples.
You do them, but can you explain what they accomplish?

In contrast to commonsense explanations, biological ex-
planations of behavior fall into four categories: physiological,
ontogenetic, evolutionary, and functional (Tinbergen, 1951).
A physiological explanation relates a behavior to the activ-
ity of the brain and other organs. It deals with the machinery
of the body—for example, the chemical reactions that enable
hormones to influence brain activity and the routes by which
brain activity controls muscle contractions.

The term ontogenetic comes from Greek roots meaning
the origin (or genesis) of being. An ontogenetic explanation
describes how a structure or behavior develops, including the
influences of genes, nutrition, experiences, and their interac-
tions. For example, the ability to inhibit impulses develops
gradually from infancy through the teenage years, reflecting
gradual maturation of the frontal parts of the brain.
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An evolutionary explanation reconstructs the evolu-
tionary history of a structure or behavior. The characteris-
tic features of an animal are almost always modifications of
something found in ancestral species (Shubin, Tabin, & Car-
roll, 2009). For example, bat wings are modified arms, and
porcupine quills are modified hairs. In behavior, monkeys use
tools occasionally, and humans evolved elaborations on those
abilities that enable us to use tools even better (Peeters et al.,
2009). Evolutionary explanations call attention to behavioral
similarities among related species.

A functional explanation describes why a structure or be-
havior evolved as it did. Within a small, isolated population, a
gene can spread by accident through a process called genetic drift.
For example, a dominant male with many offspring spreads all
his genes, including some that helped him become dominant
and other genes that were irrelevant or even disadvantageous.
However, a gene that is prevalent in a large population prob-
ably provided some advantage—at least in the past, though
not necessarily today. A functional explanation identifies that
advantage. For example, many species have an appearance that
matches their background (see Figure Intro.4). A functional
explanation is that camouflaged appearance makes the animal
inconspicuous to predators. Some species use their behavior as
part of the camouflage. For example, zone-tailed hawks, native
to Mexico and the southwestern United States, fly among vul-
tures and hold their wings in the same posture as vultures. Small
mammals and birds run for cover when they see a hawk, but
they learn to ignore vultures, which pose no threat to healthy
animals. Because the zone-tailed hawks resemble vultures in
both appearance and flight behavior, their prey disregard them,
enabling the hawks to pick up easy meals (W. S. Clark, 2004).

To contrast the four types of biological explanation, con-
sider how they all apply to one example, birdsong (Catchpole
& Slater, 1995):

Steve Maslowski/Science Source

Unlike all other birds, doves and pigeons can drink with their
heads down. (Others fill their mouths and then raise their heads.)
A physiological explanation would describe these birds’ unusual
pattern of nerves and throat muscles. An evolutionary explanation
states that all doves and pigeons share this behavioral capacity
because they inherited their genes from a common ancestor.

Biological Explanations of Behavior | 7

FIGURE INTRO.4 A seadragon, an Australian fish related to
the seahorse, lives among kelp plants, looks like kelp, and
usually drifts slowly, acting like kelp.

A functional explanation is that potential predators overlook a
fish that resembles inedible plants. An evolutionary explanation
is that genetic modifications expanded smaller appendages that
were present in these fish’s ancestors.

Type of
Explanation Example from Birdsong
Physiological A particular area of a songbird brain grows

under the influence of testosterone; hence,
it is larger in breeding males than in females
or immature birds. That brain area enables a
mature male to sing.

Ontogenetic In many species, a young male bird learns its
song by listening to adult males. Development
of the song requires certain genes and the
opportunity to hear the appropriate song

during a sensitive period early in life.

Evolutionary Certain pairs of species have similar songs. For
example, dunlins and Baird's sandpipers, two
shorebird species, give their calls in distinct
pulses, unlike other shorebirds. The similarity
suggests that the two evolved from a single

ancestor.

Functional In most bird species, only the male sings. He
sings only during the reproductive season and
only in his territory. The functions of the song

are to attract females and warn away other males.

= STOP&CHECK

1. How does an evolutionary explanation differ from a
functional explanation?

ANSWER
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8 | INTRODUCTION Overview and Major Issues

TABLE INTRO.1 | Fields of Specialization

Specialization

Research fields
Neuroscientist

Behavioral neuroscientist (almost synonyms:
psychobiologist, biopsychologist, or
physiological psychologist)

Cognitive neuroscientist

Neuropsychologist

Psychophysiologist

Neurochemist

Comparative psychologist (almost synonyms:

ethologist, animal behaviorist)

Evolutionary psychologist (almost synonym:
sociobiologist)

Practitioner fields of psychology
Clinical psychologist

Counseling psychologist

School psychologist

Medical fields

Neurologist

Neurosurgeon

Psychiatrist
Allied medical field
Physical therapist

Occupational therapist

Social worker

Description

Research positions ordinarily require a PhD. Researchers are employed by universities,
hospitals, pharmaceutical firms, and research institutes.

Studies the anatomy, biochemistry, or physiology of the nervous system. (This broad term includes
any of the next five, as well as other specialties not listed.)

Investigates how functioning of the brain and other organs influences behavior.

Uses brain research, such as scans of brain anatomy or activity, to analyze and explore people’s
knowledge, thinking, and problem solving.

Conducts behavioral tests to determine the abilities and disabilities of people with various kinds of
brain damage and changes in their condition over time. Most neuropsychologists have a mixture of
psychological and medical training; they work in hospitals and clinics.

Measures heart rate, breathing rate, brain waves, and other body processes and how they vary from
one person to another or one situation to another.

Investigates the chemical reactions in the brain.

Compares the behaviors of different species and tries to relate them to their habitats and ways of life.

Relates behaviors, especially social behaviors, including those of humans, to the functions they have
served and, therefore, the presumed selective pressures that caused them to evolve.

In most cases, their work is not directly related to neuroscience. However, practitioners often
need to understand it enough to communicate with a client’s physician.

Requires PhD or PsyD; employed by hospital, clinic, private practice, or college; helps people with
emotional problems.

Requires PhD or PsyD. Employed by hospital, clinic, private practice, or college. Helps people make
educational, vocational, and other decisions.

Requires master’s degree or PhD. Most are employed by a school system. Identifies educational
needs of schoolchildren, devises a plan to meet the needs, and then helps teachers implement it.

Practicing medicine requires an MD plus about four years of additional study and practice in
a specialization. Physicians are employed by hospitals, clinics, medical schools, and in private
practice. Some conduct research in addition to seeing patients.

Treats people with brain damage or diseases of the brain.
Performs brain surgery.

Helps people with emotional distress or troublesome behaviors, sometimes using drugs or other
medical procedures.

These fields ordinarily require a mastet’s degree or more. Practitioners are employed by
hospitals, clinics, private practice, and medical schools.

Provides exercise and other treatments to help people with muscle or nerve problems, pain, or
anything else that impairs movement.

Helps people improve their ability to perform functions of daily life, for example, after a stroke.

Helps people deal with personal and family problems. The activities of a social worker overlap those
of a clinical psychologist.

Career Opportunities

If you want to consider a career related to biological psychol-
ogy, you have a range of options relating to research and ther-
apy. Table Intro.1 describes some of the major fields.

A research position ordinarily requires a PhD in psy-
chology, biology, neuroscience, or other related field. People
with a master’s or bachelor’s degree might work in a research

laboratory but would not direct it. Many people with a PhD

hold college or university positions, where they perform some
combination of teaching and research. Others have pure
research positions in laboratories sponsored by the govern-
ment, drug companies, or other industries.

Fields of therapy include clinical psychology, counseling
psychology, school psychology, medicine, and allied medical
practice such as physical therapy. These fields range from neu-
rologists (who deal exclusively with brain disorders) to social
workers and clinical psychologists, who need to recognize
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possible signs of brain disorder so they can refer a client to a
proper specialist.

Anyone who pursues a career in research needs to stay up
to date on new developments by attending conventions, con-
sulting with colleagues, and reading research journals, such as
The Journal of Neuroscience, Neurology, Behavioral Neuroscience,
Brain Research, Nature Neuroscience, and Archives of General
Psychiatry. But what if you are entering a field on the outskirts
of neuroscience, such as clinical psychology, school psychology,
social work, or physical therapy? In that case, you probably
don't want to wade through technical journal articles, but you
do want to stay current on major developments, at least enough
to converse intelligently with medical colleagues. You can find
much information in the magazine Scientific American Mind or
at websites such as the Dana Foundation at www.dana.org,

The Use of Animals in Research

Certain ethical disputes resist agreement. One is abortion.
Another is the use of animals in research. In both cases,
well-meaning people on each side of the issue insist that
their position is proper and ethical. The dispute is not a mat-
ter of the good guys against the bad guys. It is between two

views of what is good.

Animals are used in many kinds of research studies, some
dealing with behavior and others with the functions of the
nervous system.

The Use of Animals in Research | 9

Given that most biological psychologists and neuroscientists
are primarily interested in the human brain and human behav-
ior, why do they study nonhumans? Here are four reasons:

1. The underlying mechanisms of behavior are similar across
species and sometimes easier to study in a nonhuman species.
If you want to understand a complex machine, you might
begin by examining a simpler machine. We also learn
about brain—behavior relationships by starting with
simpler cases. The brains and behavior of nonhuman
vertebrates resemble those of humans in their chemistry
and anatomy (see Figure Intro.5). Even invertebrate
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Brainstem

Cerebrum

/1'!1{ Cerebellum
F
iy

Cat

Brainstem

Cerebrum

Cerebellum

Brainstem

Brainstem
Cerebellum
Spinal cord
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FIGURE INTRO.5 Brains of several species

The general plan and organization of the brain are similar for all

mammals, even though the size varies from species to species.
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10 | INTRODUCTION Overview and Major Issues

neurons and their connections resemble our own. Much
research has been conducted on squid nerves, which are
thicker than human nerves and therefore easier to study.

2. We are interested in animals for their own sake. Humans
are naturally curious. We would love to know about life,
if any, elsewhere in the universe, regardless of whether
that knowledge would have any practical use. Similarly, we
would like to understand how bats chase insects in the dark,
how migratory birds find their way over unfamiliar territory,
and how schools of fish manage to swim in unison.

3. What we learn about animals sheds light on human
evolution. How did we come to be the way we are?

What makes us different from chimpanzees and other
primates? Why and how did primates evolve larger brains
than other species? Researchers approach such questions
by comparing species.

4. Legal or ethical restrictions prevent certain kinds of research
on humans. For example, investigators insert electrodes
into the brain cells of rats and other animals to determine
the relationship between brain activity and behavior.
They also inject chemicals, extract brain chemicals, and
study the effects of brain damage. Such experiments
answer questions that investigators cannot address in any
other way, including some questions that are critical for
medical progress. They also raise an ethical issue: If the
research is unacceptable with humans, is it acceptable
with other species? If so, under what circumstances?

= S TOP&CHECK

2. Describe reasons biological psychologists conduct much
of their research on nonhuman animals.
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In some cases, researchers simply observe animals in
nature as a function of times of day, seasons of the year,
changes in diet, and so forth. These procedures raise no
ethical problems. In other studies, however, including many
discussed in this book, animals have been subjected to
brain damage, electrode implantation, injections of drugs or
hormones, and other procedures that are clearly not for their
own benefit. Anyone with a conscience (including scientists)
is bothered by this fact. Nevertheless, experimentation with
animals has been critical to the medical research that led to
methods for the prevention or treatment of polio, diabetes,
measles, smallpox, massive burns, heart disease, and other se-
rious conditions. Most Nobel Prizes in physiology or medicine
have been awarded for research conducted on nonhuman ani-

mals. The hope of finding methods to treat or prevent AIDS,

Alzheimer’s disease, stroke, and many other disorders
depends largely on animal research. In much of medicine and
biological psychology, research would progress slowly or not
at all without animals.

Degrees of Opposition

Opposition to animal research ranges considerably in degree.
“Minimalists” tolerate certain types of animal research but
wish to prohibit others depending on the probable value of
the research, the amount of distress to the animal, and the
type of animal. (Few people have serious qualms about hurt-
ing an insect, for example.) They favor firm regulations on
research, Researchers agree in principle, although they might
differ in where they draw the line between acceptable and
unacceptable research.

The legal standard emphasizes “the three Rs”: reduc-
tion of animal numbers (using fewer animals), replacement
(using computer models or other substitutes for animals,
when possible), and refinement (modifying the procedures
to reduce pain and discomfort). In the United States, every
college or other institution that receives government research
funds is required to have an Institutional Animal Care and Use
Committee, composed of veterinarians, community represen-
tatives, and scientists that evaluate proposed experiments,
decide whether they are acceptable, and specify procedures
to minimize pain and discomfort. Similar regulations and
committees govern research on human subjects. In addition,
research laboratories must abide by national laws requiring
standards of cleanliness and animal care. Similar laws apply
in other countries, and scientific journals accept publications
only after researchers state that they followed all the laws and
regulations. Professional organizations such as the Society
for Neuroscience publish guidelines for the use of animals in
research (see Appendix B).

In contrast to “minimalists,” the “abolitionists” see no
room for compromise. Abolitionists maintain that all ani-
mals have the same rights as humans. They regard killing an
animal as murder, regardless of whether the intention is to
eat it, use its fur, or gain scientific knowledge. Keeping an
animal in a cage (presumably even a pet) is, in their view,
slavery. Because animals cannot give informed consent to
research, abolitionists insist it is wrong to use them in any
way, regardless of the circumstances. According to one
opponent of animal research, “We have no moral option but
to bring this research to a halt. Completely. . .. We will not be
satisfied until every cage is empty” (Regan, 1986, pp. 39-40).
Advocates of this position sometimes claim that most animal
research is painful and that it never leads to important
results. However, for a true abolitionist, neither of those
points really matters. Their moral imperative is that people
have no right to use animals at all, even if the research is
highly useful and totally painless.

The disagreement between abolitionists and animal re-
searchers is a dispute between two ethical positions: “Never
knowingly harm an innocent” and “Sometimes a little harm
leads to a greater good.” On the one hand, permitting research
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has the undeniable consequence of inflicting pain or distress.
On the other hand, banning the use of animals means a great
setback in medical research as well as the end of animal-to-
human transplants (e.g., transplanting pig heart valves to pro-
long lives of people with heart diseases).

It would be nice to say that this ethical debate has
always proceeded in an intelligent and mutually respectful way.
Unfortunately, it has not. Over the years, the abolitionists
have sometimes advanced their cause through intimidation.
Examples include vandalizing laboratories (causing millions
of dollars of damage), placing a bomb under a professor’s car,
placing a bomb on a porch (intended for a researcher but
accidentally placed on the neighbor’s porch), banging on a
researcher’s children’s windows at night, and inserting a gar-
den hose through a researcher’s window to flood the house
(G. Miller, 2007a). Michael Conn and James Parker (2008,
p. 186) quote a spokesperson for the Animal Defense League
as follows: “I don't think you'd have to kill—assassinate—too
many [doctors involved with animal testing]. . . . I think
for 5 lives, 10 lives, 15 human lives, we could save a million,
2 million, 10 million nonhuman lives.” One researcher, Dario
Ringach, finally agreed to stop his research on monkeys, if
animal-rights extremists would stop harassing and threaten-
ing his children. He emailed them, “You win.” In addition to
researchers who quit in the face of attacks, many colleges and
other institutions have declined to open animal research lab-
oratories because of their fear of violence. Researchers have
replied to attacks with campaigns such as the one illustrated
in Figure Intro.6.

The often fervent and extreme nature of the argument
makes it difficult for researchers to express intermediate or
nuanced views. Many remark that they really do care about
animals, despite using them for research. Some neuroscien-
tists are even vegetarians (Marris, 2006). But admitting to
doubts seems almost like giving in to intimidation. The result
is extreme polarization that interferes with open-minded con-
templation of the difficult issues.

We began this chapter with a quote from the Nobel
Prize—winning biologist Niko Tinbergen, who argued that no
fundamental gulf separates humans from other animal spe-
cies. Because we are similar in many ways to other species, we
learn much about ourselves from animal studies. Also because
of that similarity, we wish not to hurt them. Neuroscience
researchers who decide to conduct animal research do not,
as a rule, take this decision lightly. They believe it is better
to inflict distress under controlled conditions than to permit
ignorance and disease to inflict greater distress. In some cases,
however, it is a difficult decision.

The Use of Animals in Research | 11

FIGURE INTRO.6 In defense of animal research

For many years, opponents of animal research have been
protesting against experimentation with animals. This ad
defends such research. Source: Courtesy of the Foundation
for Biomedical Research

= STOP&CHECK

3. What are the “three Rs” in the legal standards for animal
research?

4. How does the “minimalist” position differ from the
“abolitionist” position?
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INTRODUCTION = IN CLOSING

Your Brain and Your Experience

The goal in this introduction has been to preview the kinds
of questions biological psychologists hope to answer. In the
next several chapters, we shall go through a great deal of
technical information of the type you need to know before
we can start applying it to interesting questions about why
people do what they do and experience what they experience.

Biological psychologists are ambitious, hoping to ex-
plain as much as possible of psychology in terms of brain

Summary

1. Two profound, difficult questions are why the universe
exists, and why consciousness exists. Regardless of
whether these questions are answerable, they motivate
research on related topics. 4

2. Three key points are important to remember: Percep-
tion occurs in the brain, not in the skin or in the world.
As far as we can tell, brain activity is inseparable from
mental activity. It is important to be cautious about
what is or is not an explanation of behavior. 6

3. Biological psychologists address four types of questions
about any behavior. Physiological: How does it relate to
the physiology of the brain and other organs? Ontogenetic:
How does it develop within the individual? Evolutionary:
How did the capacity for the behavior evolve? Functional:
Why did the capacity for this behavior evolve? (That is,

what function does it serve or did it serve?) 6

Key Terms

Terms are defined in the module on the page number indi-
cated. They're also presented in alphabetical order with defi-
nitions in the book’s Subject Index/Glossary. Interactive flash
biological psychology 5
dualism 6

evolutionary explanation 7

Thought Questions

functional explanation 7
mind—body or mind-brain

problem 4

processes, genes, and the like. The guiding assumption is
that the pattern of activity that occurs in your brain when
you see a rabbit is your perception of a rabbit. The pat-
tern that occurs when you feel fear is your fear. This is
not to say “your brain physiology controls you” any more
than “you control your brain” Rather, your brain is you!
The rest of this book explores how far we can go with this
guiding assumption.

4. Many careers relate to biological psychology, including
various research fields, certain medical specialties, and

counseling and psychotherapy. 8

5. Researchers study animals because the mechanisms
are sometimes easier to study in nonhumans, because
they are interested in animal behavior for its own sake,
because they want to understand the evolution of
behavior, and because certain kinds of experiments are
difficult or impossible with humans. 9

6. Using animals in research is ethically controversial.
Some research does inflict stress or pain on animals;
however, many research questions can be investigated
only through animal research. 10

7. Animal research today is conducted under legal and
ethical controls that attempt to minimize animal
distress. 10

cards, audio reviews, and crossword puzzles are among the
online resources available to help you learn these terms and
the concepts they represent.

monism 6
ontogenetic explanation 6
physiological explanation 6

Thought questions are intended to spark thought and discussion. In most cases, there is no clearly right
answer, but several fruitful ways to think about the question.

1. Is consciousness useful? That is, what (if anything) can we do because of consciousness that
we couldn’t do otherwise?

2. What are the special difficulties of studying the evolution of behavior, given that behavior doesn’t
leave fossils (with a few exceptions such as footprints showing an animal’s gait)?

12

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



INTRODUCTION End of Introduction Quiz

1. What is meant by “monism”?

a. The idea that all forms of life evolved from a single c. The idea that the mind is made of the same sub-
ancestor stance as the rest of the universe

b. The idea that conscious and unconscious motiva- d. The idea that the mind is one type of substance as
tions combine to produce behavior matter is another

2. Of the following, which one is an example of an evolutionary explanation (as opposed to a functional explanation)?

a. People evolved a fear of snakes because many snakes d. People evolved a tendency to form long-term male—
are dangerous. female bonds because human infants benefit from

b. Humans have a (tiny) tailbone because our ancient the help of two parents during their long period of
monkey-like ancestors had a tail. dependence.

c. People evolved an ability to recognize faces because
that ability is essential for cooperative social behaviors.

3. Of the following, which is a reason favoring the use of animals in biological psychology research aimed at solving human

problems?
a. Nonhuman animals engage in all the same behav- c. The nervous system of nonhuman animals resem-
iors as humans. bles that of humans in many ways.

b. One human differs from another, but nonhumans
are neatly the same as one another.

4. What does a “minimalist” favor with regard to animal research?

a. All research should have a minimum of at least 10 c. Interference with animal research should be held to
animals per group. a minimum.
b. A minimum of three people should review each d. Animal research is permissible but should be held
research proposal. to a minimum,
ANSWERS: Ph ¢ ‘Iz 9T

Suggestions for Further Reading

de Waal, F. (2005). Our inner ape. New York: Riverhead. New York: Oxford University Press. A defense of animal
An exploration of evolutionary psychology, especially research that acknowledges the difficulties of the issue
with regard to how human behavior compares to that of and the competing values at stake.

related species.
Morrison, A. R. (2009). An odyssey with animals: A veteri-

narian’s reflections on the animal rights & welfare debate.
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Nerve Cells and
Nerve Impulses

eople talk about growing into adulthood and becoming

independent, but in fact almost no human life is truly

independent. How often do you hunt your own meat and
cook it on a fire you made from scratch? Do you grow your own
vegetables? Could you build your own house (with tools you made
yourself )? Have you ever made your own clothing (with materials you
gathered in the wild)? Of all the activities necessary for your survival,
which ones—if any—could you do completely on your own, other
than breathe? People can do an enormous amount together, but very
little by themselves.

The cells of your nervous system are like that, too. Together they
accomplish amazing things, but one cell by itself is helpless. We begin
our study of the nervous system by examining single cells. Later, we
examine how they act together.

Adpvice: Parts of this chapter and the next assume that you underst
and the basic principles of chemistry. If have never studied chemistry

or if you have forgotten what you did study, read Appendix A.

d OPPOSITE: An electron micrograph of neurons, magnified tens of
thousands of times. The color is added artificially. For objects this
small, it is impossible to focus light to obtain an image. It is possible
to focus an electron beam, but electrons do not show color.
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CHAPTER OUTLINE

MODULE 1.1 The Cells of the Nervous
System

Neurons and Glia

The Blood-Brain Barrier

Nourishment of Vertebrate Neurons

In Closing: Neurons

MODULE 1.2 The Nerve Impulse

The Resting Potential of the Neuron
The Action Potential

Propagation of the Action Potential

The Myelin Sheath and Saltatory Conduction
Local Neurons

In Closing: Neurons and Messages

LEARNING OBJECTIVES

After studying this chapter, you should be

able to:

1. Describe neurons and glia, the cells that
constitute the nervous system.

2. Summarize how the blood-brain barrier
relates to protection and nutrition of
neurons.

3. Explain how the sodium—potassium pump
and the properties of the membrane lead
to the resting potential of a neuron.

4. Discuss how the movement of sodium
and potassium ions produces the action
potential and recovery after it.

5. State the all-or-none law of the action
potential.
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The Cells of the
Nervous System

o doubt you think of yourself as an individual. You
don't think of your mental experience as being com-
posed of pieces .. . but it is. Your experiences depend
on the activity of a huge number of separate but intercon-
nected cells. Researchers are far from fully understanding how
they achieve all that they do, but the place to begin is by trying

to understand the cells of the nervous system.

Neurons and Glia

The nervous system consists of two kinds of cells, neurons
and glia. Neurons receive information and transmit it to
other cells. Glia serve many functions that are difficult to
summarize, and we shall defer that discussion until later in
this module. For a round number, the adult human brain
contains approximately 100 billion neurons (R. W. Williams
& Herrup, 1988; see Figure 1.1). The exact number varies
from person to person.

We now take it for granted that the brain is composed of
individual cells, but the idea was in doubt as recently as the
early 1900s. Until then, the best microscopic views revealed
litcle detail about the brain. Observers noted long, thin fibers
between one cell body and another, but they could not see
whether a fiber merged into the next cell or stopped before it
(Albright, Jessell, Kandel, & Posner, 2001). In the late 1800s,
Santiago Ramén y Cajal used newly developed staining tech-
niques to show that a small gap separates the tips of one neu-
ron’s fibers from the surface of the next neuron. The brain, like
the rest of the body, consists of individual cells.

Santiago Ramon y Cajal, a Pioneer
of Neuroscience

Two scientists are widely recognized as the main founders of
neuroscience—Charles Sherrington, whom we shall discuss
in Chapter 2, and the Spanish investigator Santiago Ramén
y Cajal (1852-1934). Cajal’s early education did not progress
smoothly. At one point, he was imprisoned in a solitary cell,
limited to one meal a day, and taken out daily for public
floggings—at the age of 10—for the crime of not paying
attention during his Latin class (Cajal, 1901-1917/1937).
(And you complained about your teachers!)

16

Bettmann/Corbis

Cerebral cortex
and associated
areas: 12to 15
billion neurons

Cerebellum:
70 billion neurons

Spinal cord:
1 billion neurons

FIGURE 1.1 Estimated numbers of neurons in humans
Because of the small size of many neurons and the variation
in cell density from one spot to another, obtaining an accurate
count is difficult. Source: R. W. Williams & Herrup, 1988

Santiago Ramén y Cajal

(1852-1934)

How many interesting facts fail to be con-
verted into fertile discoveries because their
first observers regard them as natural and
ordinary things! . . . It is strange to see how
the populace, which nourishes its imagina-
tion with tales of witches or saints, mysteri-
ous events and extraordinary occurrences,
disdains the world around it as commonplace, monotonous and
prosaic, without suspecting that at bottom it is all secret, mys-
tery, and marvel. (Cajal, 1937, pp. 46-47).

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



Cajal wanted to become an artist, but his father insisted
that he study medicine as a safer way to make a living, He
managed to combine the two fields, becoming an outstanding
anatomical researcher and illustrator. His detailed drawings
of the nervous system are still considered definitive today.

Before the late 1800s, microscopy revealed few details
about the nervous system. Then the Italian investigator
Camillo Golgi found a way to stain nerve cells with silver salts.
This method, which completely stains some cells without affect-
ing others at all, enabled researchers to examine the structure of
a single cell. Cajal used Golgi's methods but applied them to
infant brains, in which the cells are smaller and therefore easier
to examine on a single slide. Cajal's research demonstrated that
nerve cells remain separate instead of merging into one another.

Philosophically, we see the appeal of the old idea that neu-
rons merge. We describe our experience as undivided, not the
sum of separate parts, so it seems right that all the cells in the
brain might be joined together as one unit. How the separate
cells combine their influences is a complex and still mysterious
process.

The Structures of an Animal Cell

Figure 1.2 illustrates a neuron from the cerebellum of a mouse
(magnified enormously, of course). Neurons have much in
common with the rest of the body’s cells. The surface of a cell is
its membrane (or plasma membrane), a structure that separates
the inside of the cell from the outside environment. Most
chemicals cannot cross the membrane, but protein channels in
the membrane permit a controlled flow of water, oxygen, sodium,
potassium, calcium, chloride, and other important chemicals.

——— (nuclear
Caad ¥y ?"“gTenvelope)
e

Nucleus
(membrane-enclosed region
containing DNA; hereditary control)

Plasma membrane

(control of material

exchanges, mediation of cell-
environment interactions)
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Except for mammalian red blood cells, all animal cells
have a nucleus, the structure that contains the chromo-
somes. A mitochondrion (plural: mitochondria) is the
structure that performs metabolic activities, providing the
energy that the cell uses for all activities. Mitochondria
require fuel and oxygen. Ribosomes are the sites at which
the cell synthesizes new protein molecules. Proteins pro-
vide building materials for the cell and facilitate chemical
reactions. Some ribosomes float freely within the cell, but
others are attached to the endoplasmic reticulum, a network
of thin tubes that transport newly synthesized proteins to
other locations.

The Structure of a Neuron

The most distinctive feature of neurons is their shape, which
varies enormously from one neuron to another (see Figure 1.3).
Unlike most other body cells, neurons have long branching
extensions. The larger neurons have dendrites, a soma (cell
body), an axon, and presynaptic terminals. The tiniest neurons
lack axons, and some lack well-defined dendrites. Contrast
the motor neuron in Figure 1.4 and the sensory neuron
in Figure 1.5. A motor neuron, with its soma in the spinal
cord, receives excitation through its dendrites and conducts
impulses along its axon to a muscle. A sensory neuron is
specialized at one end to be highly sensitive to a particular
type of stimulation, such as light, sound, or touch. The sensory
neuron shown in Figure 1.5 conducts touch information from
the skin to the spinal cord. Tiny branches lead directly from
the receptors into the axon, and the cell’s soma is located on a
little stalk off the main trunk.

(ribosomes) . - -

R S
o

P T

T

~ Endoplasmic reticulum

(isolation, modification, transport

of proteins and other substances)
.

FIGURE 1.2 An electron
micrograph of parts of a
neuron from the cerebellum
of a mouse

The nucleus, membrane,

and other structures are
characteristic of most animal
cells. The plasma membrane
is the border of the neuron.
Magpnification approximately
x 20,000. Source: Micrograph
from Dr. Dennis M.D. Landis.

Mitochondrion
(aerobic energy
metabolism)
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Photo courtesy of Bob Jacobs, Colorado College

FIGURE 1.3 Neurons, stained to appear dark
Note the small fuzzy-looking spines on the dendrites.

Dendrite

FIGURE 1.4 The components
of a vertebrate motor neuron
The cell body of a motor
neuron is located in the spinal
cord. The parts are not drawn
to scale; a real axon is much
longer in proportion to the
soma.

FIGURE 1.5 A vertebrate sensory neuron
Note that the soma is located on a stalk off the main trunk of the axon. (As in Figure 1.4, the
structures are not drawn to scale.)

Dendrites are branching fibers that get narrower near
their ends. (The term dendrite comes from a Greek root word
meaning ‘tree.” A dendrite branches like a tree.) The dendrite’s
surface is lined with specialized synaptic receptors, at which the
dendrite receives information from other neurons. (Chapter 2
concerns synapses.) The greater the surface area of a dendrite,
the more information it can receive. Many dendrites contain
dendritic spines, short outgrowths that increase the surface
area available for synapses (see Figure 1.6).

The cell body, or soma (Greek for “body”; plural: somata),
contains the nucleus, ribosomes, and mitochondria. Most of a
neuron’s metabolic work occurs here. Cell bodies of neurons
range in diameter from 0.005 millimeter (mm) to 0.1 mm in
mammals and up to a millimeter in certain invertebrates. Like
the dendrites, the cell body is covered with synapses on its
surface in many neurons.

The axon is a thin fiber of constant diameter. (The term
axon comes from a Greek word meaning “axis.”) The axon
conveys an impulse toward other neurons, an organ, or
a muscle. Axons range up to more than a meter in length,
as in the case of axons from your spinal cord to your feet.
That is, the length of an axon is enormous in comparison
to its width—Ilike that of a narrow highway across a conti-
nent. Many vertebrate axons are covered with an insulating
material called a myelin sheath with interruptions known as

Myelin sheath

Presynaptic
terminals

Dendritic
spines
Cross-section
of skin
Sensory
endings
Skin
surface
2
£
8
D
2
2
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FIGURE 1.6 Dendritic spines

Many dendrites are lined with spines, short outgrowths that
receive incoming information. Source: From K. M. Harris

and J. K. Stevens, Society for Neuroscience, “Dendritic
Spines of CA1 Pyramidal Cells in the Rat Hippocampus:

Serial Electron Microscopy with Reference to Their Biophysical
Characteristics.” Journal of Neuroscience, 9 (1989),

pp. 2982-2997. Copyright © 1989 Society for Neuroscience.
Reprinted by permission.

nodes of Ranvier (RAHN-vee-ay). Invertebrate axons do
not have myelin sheaths. An axon has many branches, each
of which swells at its tip, forming a presynaptic terminal,
also known as an end bulb or bouton (French for “button”).
At that point the axon releases chemicals that cross through
the junction between one neuron and the next. A neuron can
have many dendrites, but only one axon. However, an axon
may have branches.

Other terms associated with neurons are afferent, effer-
ent, and intrinsic. An afferent axon brings information into a
structure; an efferent axon carries information away from a
structure, Every sensory neuron is an afferent to the rest of
the nervous system, and every motor neuron is an efferent
from the nervous system. Within the nervous system, a given
neuron is an efferent from one structure and an afferent to an-
other. (You can remember that efferent starts with e as in exit;
afferent starts with a as in admit.) For example, an axon might
be efferent from the thalamus and afferent to the cerebral
cortex (see Figure 1.7).If a cell’s dendrites and axon are entirely
contained within a single structure, the cell is an interneuron
or intrinsic neuron of that structure. For example, an intrin-
sic neuron of the thalamus has its axon and all its dendrites
within the thalamus.

1.1 The Cells of the Nervous System | 19

‘B
Afferent

A (to B)
0 p
Efferent

(from A)

FIGURE 1.7 Cell structures and axons

It all depends on the point of view. An axon from A to B is
an efferent axon from A and an afferent axon to B, just as a
train from Washington to New York is exiting Washington and
approaching New York.

= STOP&CHECK

1. What are the widely branching structures of a neuron
called? And what is the long, thin structure that carries
information to another cell called?

2. Which animal species would have the longest axons?
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Variations among Neurons

Neurons vary enormously in size, shape, and function. The
shape of a neuron determines its connections with other
cells and thereby determines its function (see Figure 1.8).
For example, the widely branching dendrites of the Purkinje
cell in the cerebellum (see Figure 1.8a) enable it to receive
input from up to 200,000 other neurons. By contrast,
bipolar neurons in the retina (see Figure 1.8d) have only
short branches, and some receive input from as few as two
other cells.

Glia

Glia (or neuroglia), the other components of the nervous
system, perform many functions. The term glia, derived from
a Greek word meaning “glue,” reflects early investigators’
idea that glia were like glue that held the neurons together
(Somjen, 1988). Although that concept is obsolete, the term
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FIGURE 1.8 The diverse shapes of neurons
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(a) Purkinje cell, a cell type found only in the cerebellum; (b) sensory neurons from skin to spinal
cord; (c) pyramidal cell of the motor area of the cerebral cortex; (d) bipolar cell of retina of the eye;
(e) Kenyon cell, from a honeybee. Source: Part e courtesy of R. G. Goss

remains. Glia are smaller but more numerous than neurons
(see Figure 1.9).

The brain has several types of glia (Haydon, 2001). The
star-shaped astrocytes wrap around the presynaptic termi-
nals of a group of functionally related axons, as shown in
Figure 1.10. By surrounding a synapse between neurons, an
astrocyte shields it from chemicals circulating in the sur-
round (Nedergaard & Verkhatsky, 2012). Also, by taking
up ions released by axons and then releasing them back, an
astrocyte helps synchronize the activity of the axons, en-
abling them to send messages in waves (Angulo, Kozlov,
Charpak, & Audinat, 2004; Antanitus, 1998). Astrocytes
also guide the formation and elimination of synapses
(Clarke & Barres, 2013). They remove waste material cre-
ated when neurons die and control the amount of blood
flow to each brain area (Mulligan & MacVicar, 2004). An
additional function is that during periods of heightened ac-
tivity in some brain area, astrocytes dilate the blood vessels
to bring more nutrients into that area (Filosa et al., 2006;
Takano et al., 2006). A possible role in information pro-
cessing is less certain. According to a popular hypothesis
known as the tripartite synapse, the tip of an axon releases

chemicals that cause the neighboring astrocyte to release
chemicals of its own, thus magnifying or modifying the
message to the next neuron (Ben Achour & Pascual, 2012).
However, the evidence for this idea is based on some uncer-
tain assumptions, and it remains controversial (Nedergaard &
Verkhatsky, 2012).

Tiny cells called microglia act as part of the immune sys-
tem, removing waste material, viruses, and fungi from the
brain. They proliferate after brain damage and in most brain
diseases (Aguzzi, Barres, & Bennett, 2013). Microglia are
necessary for the survival of certain neurons eatly in life (Ueno
etal,, 2013). They also contribute to learning by removing the
weakest synapses. Oligodendrocytes (OL-i-go-DEN-druh-
sites) in the brain and spinal cord and Schwann cells in the
periphery of the body build the myelin sheaths that surround
and insulate certain vertebrate axons. They also supply an
axon with nutrients necessary for its functioning (Y. Lee et al.,
2012). Radial glia guide the migration of neurons and their
axons and dendrites during embryonic development. When
embryological development finishes, most radial glia differen-
tiate into neurons, and a smaller number differentiate into
astrocytes and oligodendrocytes (Pinto & Gétz, 2007).
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Oligodendrocytes produce myelin sheaths that insulate certain vertebrate axons in the central
nervous system; Schwann cells have a similar function in the periphery. The oligodendrocyte is
shown here forming a segment of myelin sheath for two axons; in fact, each oligodendrocyte forms
such segments for 30 to 50 axons. Astrocytes pass chemicals back and forth between neurons and
blood and among neighboring neurons. Microglia proliferate in areas of brain damage and remove
toxic materials. Radial glia (not shown here) guide the migration of neurons during embryological

development. Glia have other functions as well.

Neuron

Astrocyte

\

FIGURE 1.10 How an astrocyte synchronizes associated axons
Branches of the astrocyte (in the center) surround the
presynaptic terminals of related axons. If a few of them are
active at once, the astrocyte absorbs some of the chemicals
they release. It then temporarily inhibits all the axons to which

it is connected. When the inhibition ceases, all of the axons

are primed to respond again in synchrony. Source: Based on
Antanitus, 1998

Synapse enveloped
by astrocyte

= S 1OP&CHECK

3. Ildentify the four major structures that compose a neuron.

4. Which kind of glia cell wraps around the synaptic
terminals of axons?
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The Blood-Brain Barrier

Although the brain, like any other organ, needs to receive
nutrients from the blood, many chemicals cannot cross from
the blood to the brain (Hagenbuch, Gao, & Meier, 2002). The
mechanism that excludes most chemicals from the vertebrate
brain is known as the blood—brain barrier. Before we examine
how it works, let’s consider why we need it.

Why We Need a Blood-Brain Barrier

When a virus invades a cell, mechanisms within the cell
extrude virus particles through the membrane so that the
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immune system can find them. When the immune system
cells identify a virus, they kill it and the cell that contains it.
In effect, a cell exposing a virus through its membrane says,
“Look, immune system, I'm infected with this virus. Kill me
and save the others.”

This plan works fine if the virus-infected cell is, say, a skin
cell or a blood cell, which the body replaces easily. However,
with few exceptions, the vertebrate brain does not replace
damaged neurons. To minimize the risk of irreparable brain
damage, the body builds a wall along the sides of the brain’s
blood vessels. This wall keeps out most viruses, bacteria, and
harmful chemicals.

However, some viruses do cross the blood—brain barrier
in several ways (Kristensson, 2011). “What happens then?”
you might ask. When the rabies virus evades the blood—brain
barrier, it infects the brain and leads to death. The spiro-
chete responsible for syphilis also penetrates the blood—brain
barrier, producing long-lasting and potentially fatal conse-
quences. The microglia are more effective against certain
other viruses, mounting an inflammatory response that fights
a virus without killing the neuron (Ousman & Kubes, 2012).
However, this response may control the virus without elimi-
nating it altogether. When the chicken pox virus enters spinal
cord cells, virus particles remain there long after they have
been exterminated from the rest of the body. The virus may
emerge from the spinal cord decades later, causing a painful
condition called shingles. Similarly, the virus responsible for
genital herpes hides in the nervous system, producing little
harm there but periodically emerging to cause new genital
infections.

How the Blood-Brain Barrier Works

The blood-brain barrier (see Figure 1.11) depends on
the endothelial cells that form the walls of the capillaries
(Bundgaard, 1986; Rapoport & Robinson, 1986). Outside the
brain, such cells are separated by small gaps, but in the brain,
they are joined so tightly that they block viruses, bacteria, and
other harmful chemicals from passage.

“If the blood—brain barrier is such a good defense,” you
might ask, “why don't we have similar walls around all our
other organs?” The answer is that the barrier keeps out use-
ful chemicals as well as harmful ones. Those useful chemi-
cals include all fuels and amino acids, the building blocks
for proteins. For the brain to function, it needs special
mechanisms to get these chemicals across the blood—brain
barrier.

The brain has several such mechanisms. Small, un-
charged molecules, including oxygen and carbon dioxide,
cross freely. Water crosses through special protein channels
in the wall of the endothelial cells (Amiry-Moghaddam &
Ottersen, 2003). Also, molecules that dissolve in the fats of the
membrane cross easily. Examples include vitamins A and D
and all the drugs that affect the brain—from antidepres-
sants and other psychiatric drugs to illegal drugs such as
heroin. How fast a drug takes effect depends partly on how

Brain tissue

Charged
molecules/

Cell wall tight
junction

Endothelial cell

Large
molecule

Blood vessel Brain tissue

FIGURE 1.11 The blood-brain barrier

Most large molecules and electrically charged molecules cannot
cross from the blood to the brain. A few small, uncharged
molecules such as 0, and CO, cross easily, as can certain fat-
soluble molecules. Active transport systems pump glucose and
amino acids across the membrane.

readily it dissolves in fats and therefore crosses the blood—
brain barrier.

For a few other chemicals, the brain uses active transport,
a protein-mediated process that expends energy to pump
chemicals from the blood into the brain. Chemicals that are
actively transported into the brain include glucose (the brain’s
main fuel), amino acids (the building blocks of proteins),
purines, choline, a few vitamins, iron, and certain hormones
(Abbott, Rénnback, & Hansson, 2006; A. R. Jones &
Shusta, 2007).

The blood—brain barrier is essential to health. In people
with Alzheimer’s disease or similar conditions, the endothe-
lial cells lining the brain’s blood vessels shrink, and harmful
chemicals enter the brain (Zipser et al., 2007). However, the
barrier also poses a difficulty in medicine because it keeps out
many medications. Brain cancers are difficult to treat because
nearly all the drugs used for chemotherapy fail to cross the
blood—brain barrier.
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5. Identify one major advantage and one disadvantage of
having a blood-brain barrier.

6. Which chemicals cross the blood—brain barrier passively?

7. Which chemicals cross the blood-brain barrier by active
transport?
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Nourishment of Vertebrate
Neurons

Most cells use a variety of carbohydrates and fats for
nutrition, but vertebrate neurons depend almost entirely on

MODULE 1.1 = IN CLOSING

Neurons

What does the study of individual neurons tell us about be-
havior? One important principle is that our experience and
behavior do not follow from the properties of any one neu-
ron. Just as a chemist must know about atoms to make sense
of compounds, a biological psychologist or neuroscientist

Summary

1. Neurons receive information and convey it to other
cells. The nervous system also contains glia, cells with a
variety of functions. 16

2. In the late 1800s, Santiago Ramén y Cajal used newly
discovered staining techniques to establish that the ner-
vous system is composed of separate cells, now known
as neurons. 16

3. Neurons contain the same internal structures as other
animal cells. 17

4. Neurons have four major parts: a cell body, dendrites,
an axon, and presynaptic terminals. Their shapes vary
greatly depending on their functions and their connec-
tions with other cells, 17
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glucose, a sugar. (Cancer cells and the testis cells that make
sperm also rely overwhelmingly on glucose.) Because the
metabolic pathway that uses glucose requires oxygen, neurons
need a steady supply of oxygen. Although the human brain
constitutes only about 2 percent of the body’s weight, it uses
about 20 percent of its oxygen.

Why do neurons depend so heavily on glucose? They can
and sometimes do use ketones (a kind of fat) and lactate for
fuel (Wyss, Jolivet, Buck, Magistretti & Weber, 2011). How-
ever, glucose is the only nutrient that crosses the blood—brain
barrier in large quantities.

Although neurons require glucose, glucose shortage is
rarely a problem. The liver makes glucose from many kinds
of carbohydrates and amino acids, as well as from glycerol, a
breakdown product from fats. The only likely problem is an
inability to use glucose. To use glucose, the body needs vita-
min B; thiamine. Prolonged thiamine deficiency, common
in chronic alcoholism, leads to death of neurons and a con-
dition called Korsakoff’s syndrome, marked by severe memory
impairments.

must know about cells to understand the nervous system.
However, the nervous system is more than the sum of the
individual cells, just as water is more than the sum of oxygen
and hydrogen. Our behavior emerges from the communica-
tion among neurons.

5. Because of the blood—brain barriet, many molecules can-
not enter the brain. The barrier protects the nervous sys-
tem from viruses and many dangerous chemicals. 21

6. The blood—brain barrier consists of an unbroken wall
of cells that surround the blood vessels of the brain and
spinal cord. A few small, uncharged molecules such
as water, oxygen, and carbon dioxide cross the bar-
rier freely. So do molecules that dissolve in fats, Active
transport proteins pump glucose, amino acids, and a
few other chemicals into the brain and spinal cord. 22

7. Adult neurons rely heavily on glucose, the only nutrient
that crosses the blood—brain barrier in large quantities.
They need thiamine (vitamin B1) to use glucose. 23
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Key Terms

Terms are defined in the module on the page number indi-
cated. They're also presented in alphabetical order with defi-
nitions in the book’s Subject Index/Glossary. Interactive flash

cards, audio reviews, and crossword puzzles are among the
online resources available to help you learn these terms and
the concepts they represent.

active transport 22 glia 19 nodes of Ranvier 19
afferent axon 19 glucose 23 nucleus 17

astrocytes 20 interneuron 19 oligodendrocytes 20
axon 18 intrinsic neuron 19 presynaptic terminal 19
blood—brain barrier 21 membrane 17 radial glia 20

cell body 18 microglia 20 ribosomes 17
dendrites 18 mitochondrion 17 Schwann cells 20
dendritic spines 18 motor neuron 17 sensory neuron 17
efferent axon 19 myelin sheath 18 thiamine 23
endoplasmic reticulum 17 neurons 16

Thought Question

Although heroin and morphine are similar in many ways, heroin exerts faster effects on the brain. What
can we infer about those drugs with regard to the blood-brain barrier?

mMopuULE 1.1: End of Module Quiz

1. Santiago Ramén y Cajal was responsible for which of these discoveries?

a. The human cerebral cortex has many specializations
to produce language.

b. The brain’s left and right hemispheres control
different functions.
2. What does an afferent axon do?
a. It controls involuntary behavior.

b. It controls voluntary behavior.

3. Of these species, which probably has the longest axons?
a. Humans

b. Chimpanzees

¢. The nervous system is composed of separate cells.
d. Neurons communicate at specialized junctions
called synapses.

c. It carries output from a structure.

d. It brings information into a structure.

¢. Cheetahs
d. Giraffes

4. Which of the following is NOT one of the four major structures that compose a neuron?

a. Dendrites

b. Glia

c. Soma

5. Which of the following is something that glia do NOT do?
a. Synchronize activity of a group of axons

b. Remove waste material

d. Axon

e, Presynaptic terminal

c. Dilate blood vessels to increase blood flow to the
most active brain areas

d. Conduct action potentials

6. An advantage of the blood—brain barrier is that it keeps out most . A disadvantage is that it also keeps out .

a. viruses ... most nutrients

b. small molecules . . . fat-soluble molecules

24

c. harmful gases . .. oxygen

d. waste products . .. water
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7. Which of these chemicals cross the blood—brain barrier by active transport?

a. Oxygen, water, and fat-soluble molecules

b. Glucose and amino acids

8. What makes brain cancers so difficult to treat?

a. Nearly all chemotherapy drugs fail to cross the
blood—brain barrier.

b. Brain cancers spread more rapidly than other can-
cers.

9. What is the brain’s main source of fuel?
a. Glucose

b. Glutamate

c. Proteins

d. Viruses

c. The brain includes more pain receptors than
other organs.

d. The brain has a very low metabolic rate.

c. Thiamine

d. Proteins
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The Nerve Impulse

hink about the axons that convey information from your

feet’s touch receptors toward your spinal cord and brain.

If the axons used electrical conduction, they could trans-
fer information at a velocity approaching the speed of light.
However, given that your body is made of water and carbon
compounds instead of copper wire, the strength of the impulse
would decay rapidly as it traveled. A touch on your shoulder
would feel stronger than a touch on your abdomen. Short peo-
ple would feel their toes more strongly than tall people could—if
either could feel their toes at all.

The way your axons actually function avoids these prob-
lems. Instead of conducting an electrical impulse, the axon
regenerates an impulse at each point. Imagine a long line of
people holding hands. The first person squeezes the second
person’s hand, who then squeezes the third person’s hand, and
so forth. The impulse travels along the line without weakening
because each person generates it anew.

Although the axon’s method of transmitting an impulse pre-
vents a touch on your shoulder from feeling stronger than one
on your toes, it introduces a different problem: Because axons
transmit information at only moderate speeds (varying from
less than 1 meter per second (m/s) to about 100 m/s), a touch
on your shoulder reaches your brain sooner than will a touch on
your toes, although you will not ordinarily notice the difference.
Your brain is not set up to register small differences in the time
of arrival of touch messages. After all, why should it be? You al-
most never need to know whether a touch on one part of your
body occurred slightly before or after a touch somewhere else.

In vision, however, your brain does need to know whether
one stimulus began slightly before or after another one. If two
adjacent spots on your retina—let’s call them A and B—send
impulses at almost the same time, an extremely small difference
between them in timing tells your brain whether light moved
from A to B or from B to A. To detect movement as accurately
as possible, your visual system compensates for the fact that
some parts of the retina are slightly closer to your brain than
other parts are. Without some sort of compensation, simulta-
neous flashes arriving at two spots on your retina would reach
your brain at different times, and you might perceive move-
ment inaccurately. What prevents this illusion is the fact that
axons from more distant parts of your retina transmit impulses

slightly faster than those closer to the brain (Stanford, 1987)!
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In short, the properties of impulse conduction in an axon
are amazingly well adapted to your needs for information
transfer. Let's examine the mechanics of impulse transmission.

The Resting Potential
of the Neuron

Messages in a neuron develop from disturbances of the resting
potential. Let’s begin by understanding the resting potential.

All parts of a neuron are covered by a membrane about
8 nanometers (nm) thick (just less than 0.00001 mm), com-
posed of two layers (free to float relative to each other) of
phospholipid molecules (containing chains of fatty acids and
a phosphate group). Embedded among the phospholipids are
cylindrical protein molecules through which various chemi-
cals can pass (see Figure 1.12). The structure of the mem-
brane and its proteins controls the flow of chemicals between
the inside and outside of the cell.

When at rest, the membrane maintains an electrical
gradient, also known as polarization—a difference in elec-
trical charge between the inside and outside of the cell. The

Protein
molecules

Phospholipid
molecules

FIGURE 1.12 The membrane of a neuron
Embedded in the membrane are protein channels that permit
certain ions to cross through the membrane at a controlled rate.
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neuron inside the membrane has a slightly negative electri-
cal potential with respect to the outside, mainly because of
negatively charged proteins inside the cell. This difference in
voltage is called the resting potential.

Researchers measure the resting potential by inserting a
very thin microelectrode into the cell body, as Figure 1.13 shows.
The diameter of the electrode must be as small as possible so
that it enters the cell without causing damage. The most com-
mon electrode is a fine glass tube filled with a salt solution,
tapering to a tip diameter of 0.0005 mm or less. A reference
electrode outside the cell completes the circuit. Connecting
the electrodes to a voltmeter, we find that the neuron’s interior
has a negative potential relative to its exterior. A typical level is
—70 millivolts (mV), but it varies from one neuron to another.

Forces Acting on Sodium
and Potassium lons

If charged ions could flow freely across the membrane, the
membrane would depolarize. However, the membrane is
selectively permeable. That is, some chemicals pass through
it more freely than others do. Oxygen, carbon dioxide, urea,
and water cross freely through channels that are always
open. Several biologically important ions, including sodium,
potassium, calcium, and chloride, cross through membrane
channels (or gates) that are sometimes open and sometimes
closed, as shown in Figure 1.14. When the membrane is
at rest, the sodium and potassium channels are closed,
permitting almost no flow of sodium and only a small flow
of potassium. Certain types of stimulation can open these
channels, permitting freer flow of both ions.

The sodium—potassium pump, a protein complex, repeat-
edly transports three sodium ions out of the cell while drawing
two potassium ions into it. The sodium—potassium pump is an
active transport that requires energy. As a result of the sodium—
potassium pump, sodium ions are more than 10 times more
concentrated outside the membrane than inside, and potas-
sium ions are similarly more concentrated inside than outside.
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Computer

FIGURE 1.13 Methods for
recording activity of a neuron
Diagram of the apparatus and a
sample recording.

© Argosy Publishing Inc.

The sodium—potassium pump is effective only because of
the selective permeability of the membrane, which prevents
the sodium ions that were pumped out of the neuron from
leaking right back in again. When sodium ions are pumped
out, they stay out. However, some of the potassium ions in the
neuron slowly leak out, carrying a positive charge with them.
That leakage increases the electrical gradient across the mem-
brane, as shown in Figure 1.15.

When the neuron is at rest, two forces act on sodium, both
tending to push it into the cell. First, consider the electrical gra-
dient. Sodium is positively charged and the inside of the cell
is negatively charged. Opposite electrical charges attract, so the
electrical gradient tends to pull sodium into the cell. Second,
consider the concentration gradient, the difference in distribu-
tion of ions across the membrane. Sodium is more concentrated
outside than inside, so just by the laws of probability, sodium is
more likely to enter the cell than to leave it. Given that both the

lon pores K+

< Membrane
of neuron

pathways
)

© Argosy Publishing Inc.

FIGURE 1.14 lon channels in the membrane of a neuron
When a channel opens, it permits some type of ion to cross the
membrane. When it closes, it prevents passage of that ion.
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Distribution of lons

9 Na* would enter
if its channel
JWere open NatQ @

e 9

9

J\K*’ J

Movement of lons

K* leaves cell
because of
concentration gradient

Kt enters cell
because of
electrical gradient

FIGURE 1.15 The sodium and potassium gradients for a resting membrane

Sodium ions are more concentrated outside the neuron, and potassium ions more concentrated
inside. Protein and chloride ions (not shown) bear negative charges inside the cell. At rest, almost
no sodium ions cross the membrane except by the sodium—potassium pump. Potassium tends to
flow into the cell because of an electrical gradient but tends to flow out because of the concentration
gradient. However, potassium gates retard the flow of potassium when the membrane is at rest.

electrical gradient and the concentration gradient tend to move
sodium ions into the cell, sodium would enter rapidly if it could.
However, because the sodium channels are closed when the
membrane is at rest, almost no sodium flows except for what
the sodium—potassium pump forces out of the cell.

Potassium is subject to competing forces. Potassium is pos-
itively charged and the inside of the cell is negatively charged,
so the electrical gradient tends to pull potassium in. However,
potassium is more concentrated inside the cell than outside, so
the concentration gradient tends to drive it out. (For an anal-
ogy, imagine a number of women inside a room. Men can enter
the room or leave through a narrow door. They are attracted to
the women, but when the men get too crowded, some of them
leave. The concentration gradient counteracts the attraction.)

If the potassium channels were wide open, potassium
would have a small net flow out of the cell. That is, the electri-
cal gradient and concentration gradient for potassium are al-
most in balance, but not quite. The sodium—potassium pump
continues pulling potassium into the cell, so it always remains
a little extra concentrated inside.

The cell has negative ions, too. Negatively charged proteins
inside the cell are responsible for the membrane’s polarization.

Chloride ions, being negatively charged, are mainly outside the
cell. When the membrane is at rest, the concentration gradient
and electrical gradient balance, so opening the chloride chan-
nels would produce little effect. However, chloride does have a
net flow when the membrane’s polarization changes.

2 STOP&CHECK

8. When the membrane is at rest, are the sodium ions more
concentrated inside the cell or outside? Where are the
potassium ions more concentrated?

9. When the membrane is at rest, what tends to drive the
potassium ions out of the cell? What tends to draw them
into the cell?
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Why a Resting Potential?

The body invests much energy to operate the sodium-—
potassium pump, which maintains the resting potential. Why
is it worth so much energy? The resting potential prepares
the neuron to respond rapidly. As we shall see in the next
section, excitation of the neuron opens channels that allow
sodium to enter the cell rapidly. Because the membrane did
its work in advance by maintaining the concentration gradient
for sodium, the cell is prepared to respond vigorously to a
stimulus,

Compare the resting potential of a neuron to a poised
bow and arrow: An archer who pulls the bow in advance
and then waits is ready to fire at the appropriate moment.
The neuron uses the same strategy. The resting potential
remains stable until the neuron is stimulated. Ordinarily,
stimulation of the neuron takes place at synapses, which we
consider in Chapter 2. In the laboratory, it is also possible
to stimulate a neuron by inserting an electrode into it and
applying current.

The Action Potential

Messages sent by axons are called action potentials. To
understand action potentials, let’s begin by considering
what happens when the resting potential is disturbed. We
can measure a neuron’s potential with a microelectrode,
as shown in Figure 1.13. When an axon’s membrane is at
rest, the recordings show a negative potential inside the
axon. If we now use another electrode to apply a negative
charge, we can further increase the negative charge inside
the neuron. The change is called hyperpolarization, which
means increased polarization. When the stimulation ends,
the charge returns to its original resting level. The recording

looks like this:
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Now let's apply a current to depolarize the neuron—that
is, reduce its polarization toward zero. If we apply a small
depolarizing current, we get a result like this:

-60

>
E -65

-70
Time

With a slightly stronger depolarizing current, the potential
rises slightly higher but again returns to the resting level as
soon as the stimulation ceases:
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Now let’s apply a still stronger current: Stimulation beyond

the threshold of excitation produces a massive depolarization

of the membrane. When the potential reaches the threshold,

the membrane opens its sodium channels and permits sodium

ions to flow into the cell. The potential shoots up far beyond
the strength of the stimulus:
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Z-20

-40
-60 -
-80

Time

Any subthreshold stimulation produces a small response
that quickly decays. Any stimulation beyond the threshold,
regardless of how far beyond, produces a big response like the
one shown, known as the action potential. The peak of the
action potential, shown as +30 mV in this illustration, varies
from one axon to another, but it is consistent for a given axon.

= STOP&CHECK

10. What is the difference between a hyperpolarization and
a depolarization?

11. What is the relationship between the threshold and an
action potential?
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The Molecular Basis of the Action Potential

The chemical events behind the action potential may seem
complex, but they make sense if you remember three principles:

1. At the start, sodium ions are mostly outside the neuron,
and potassium ions are mostly inside.

2. When the membrane is depolarized, sodium and
potassium channels in the membrane open.

3. At the peak of the action potential, the sodium
channels close.
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A neuron’s membrane contains cylindrical proteins, like the
ones in Figure 1.12. Opening one of these proteins allows
a particular type of ion to cross the membrane. (Which
ion crosses depends on the exact size and shape of the
opening.) A protein that allows sodium to cross is called
a sodium channel, one that allows potassium to cross is a
potassium channel, and so forth. The ones regulating sodium
and potassium are voltage-gated channels. That is, their
permeability depends on the voltage difference across the
membrane. At the resting potential, the sodium channels
are closed and the potassium channels are almost closed
(allowing only a little flow of potassium). As the membrane
becomes depolarized, both the sodium and the potassium
channels begin to open, allowing freer flow. At first, opening
the potassium channels makes little difference, because the
concentration gradient and electrical gradient are almost
in balance anyway. However, opening the sodium channels
makes a big difference, because both the electrical gradient
and the concentration gradient tend to drive sodium ions into
the neuron. When the depolarization reaches the threshold
of the membrane, the sodium channels open wide enough
for sodium to flow freely. Driven by both the concentration
gradient and the electrical gradient, the sodium ions enter the
cell rapidly, until the electrical potential across the membrane
passes beyond zero to a reversed polarity, as shown in the
following diagram:

60
40 1= Reversed polarity
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-80

Time

Of the total number of sodium ions near the axon, less than
one percent cross the membrane during an action potential.
Even at the peak of the action potential, sodium ions continue
to be far more concentrated outside the neuron than inside.
Because of the persisting concentration gradient, sodium ions
should still tend to diffuse into the cell. However, at the peak
of the action potential, the sodium gates snap shut and resist
reopening for the next millisecond.

Then what happens? Remember that depolarizing the
membrane also opens potassium channels. At first, open-
ing those channels made little difference. However, after so
many sodium ions have crossed the membrane, the inside
of the cell has a slight positive charge instead of its usual
negative charge. At this point both the concentration gra-
dient and the electrical gradient drive potassium ions out
of the cell. As they flow out of the axon, they carry with
them a positive charge. Because the potassium channels
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FIGURE 1.16 The movement of sodium and potassium ions
during an action potential

Sodium ions cross during the peak of the action potential, and
potassium ions cross later in the opposite direction, returning
the membrane to its original polarization.

remain open after the sodium channels close, enough po-
tassium ions leave to drive the membrane beyond its usual
resting level to a temporary hyperpolarization. Figure 1.16
summarizes the key movements of ions during an action
potential.

At the end of this process, the membrane has returned to
its resting potential, but the inside of the neuron has slightly
more sodium ions and slightly fewer potassium ions than be-
fore. Eventually, the sodium—potassium pump restores the
original distribution of ions, but that process takes time. After
an unusually rapid series of action potentials, the pump can-
not keep up with the action, and sodium accumulates within
the axon. Excessive buildup of sodium can be toxic to a cell.
(Excessive stimulation occurs only under abnormal condi-
tions, however, such as during a stroke or after the use of cer-
tain drugs. Don't worry that thinking too hard will explode
your brain cells!)
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Action potentials require the flow of sodium and potas-
sium. Local anesthetic drugs, such as Novocain and Xylocaine,
attach to the sodium channels of the membrane, preventing
sodium ions from entering, and thereby stopping action po-
tentials (Ragsdale, McPhee, Scheuer, & Catterall, 1994).
When a dentist administers Novocain before drilling into one
of your teeth, your receptors are screaming, “pain, pain, pain!”
but the axons cannot transmit the message to your brain, and
so you don't feel it.

2 STOP&CHECK

12. During the rise of the action potential, do sodium ions
move into the cell or out of it? Why?

13. As the membrane reaches the peak of the action
potential, what brings the membrane down to the
original resting potential?
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The All-or-None Law

An action potential always starts in an axon and propagates
without loss along the axon. However, once it starts, it “back-
propagates” into the cell body and dendrites (Lorincz &
Nusser, 2010). The cell body and dendrites do not conduct
action potentials in the same way that axons do, but they
passively register the electrical event happening in the
nearby axon. This back-propagation is important: When
an action potential back-propagates into a dendrite, the
dendrite becomes more susceptible to the structural changes
responsible for learning,

Here, we concentrate on the axon. When the voltage
across an axon membrane reaches the threshold, voltage-
gated sodium channels open wide enough to let sodium
ions enter, and the incoming sodium depolarizes the mem-
brane to produce an action potential. For a given neuron,
all action potentials are approximately equal in ampli-
tude (intensity) and velocity. More properly stated, the
all-or-none law is that the amplitude and velocity of an ac-
tion potential are independent of the intensity of the stimu-
lus that initiated it, provided that the stimulus reaches the
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threshold. By analogy, imagine flushing a toilet: You have to
make a press of at least a certain strength (the threshold),
but pressing harder does not make the toilet flush faster or
more vigorously.

Although the amplitude, velocity, and shape of action
potentials are consistent over time for a given axon, they
vary from one neuron to another. Thicker axons convey
action potentials at greater velocities. Thicker axons can
also convey more action potentials per second. The ability
to do so is important for certain kinds of sensory infor-
mation (Perge, Niven, Mugnaini, Balasubramanian, &
Sterling, 2012).

The all-or-none law puts constraints on how an axon
can send a message. To signal the difference between a weak
stimulus and a strong stimulus, the axon cannot send bigger
or faster action potentials. All it can change is the timing. By
analogy, you might send signals to someone by flashing the
lights in your room on and off, varying the speed of flashing
to indicate something. You could also convey information by

a rhythm.

Flash-flash...  [long pause] ...  flash-flash

might mean something different from

Flash ... [pause] ...flash ... [pause]...flash...
[pause] ... flash.

The nervous system uses both kinds of coding. For example, a
taste axon shows one rhythm of responses for sweet tastes and
a different rhythm for bitter tastes (Di Lorenzo, Leshchinskiy,
Moroney, & Ozdoba, 2009).

The Refractory Period

Although the electrical potential across the membrane is
returning from its peak toward the resting point, it is still
above the threshold. Why doesn't the cell produce another
action potential during this period? (If it did, of course, it
would endlessly repeat one action potential after another.)
Immediately after an action potential, the cell is in a
refractory period during which it resists the production of
further action potentials. In the first part of this period, the
absolute refractory period, the membrane cannot produce
an action potential, regardless of the stimulation. During the
second part, the relative refractory period, a stronger-than-
usual stimulus is necessary to initiate an action potential. The
refractory period depends on two facts: The sodium channels
are closed, and potassium is flowing out of the cell at a faster-
than-usual rate.

In most of the neurons that researchers have tested, the
absolute refractory period is about 1 millisecond (ms), and the
relative refractory period is another 2 to 4 ms. (To return to
the toilet analogy, during a short time right after you flush a
toilet, you cannot make it flush again—an absolute refractory
period. Then follows a period when it is possible but difficult
to flush it again—a relative refractory period—before it re-
turns to normal.)
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=4 STOP&CHECK

14. State the all-or-none law.

15. Does the all-or-none law apply to dendrites? Why or
why not?

16. Suppose researchers find that axon A can produce up to
1,000 action potentials per second (at least briefly, with
maximum stimulation), but axon B can never produce
more than 100 per second (regardless of the strength
of the stimulus). What could we conclude about the
refractory periods of the two axons?
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Propagation of the Action
Potential

Up to this point, we have considered how the action potential
occurs at one point on the axon. Now let us consider how it
moves down the axon. Remember, it is important for axons to
convey impulses without any loss of strength over distance.

During an action potential, sodium ions enter a point on
the axon. Temporarily, that spot is positively charged in com-
parison with neighboring areas along the axon. The positive
ions flow within the axon to neighboring regions. The posi-
tive charges slightly depolarize the next area of the membrane,
causing it to reach its threshold and open its voltage-gated
sodium channels. Then the membrane regenerates the action
potential at that point. In this manner, the action potential
travels along the axon, as in Figure 1.17.

The term propagation of the action potential describes the
transmission of an action potential down an axon. The propa-
gation of an animal species is the production of offspring. In a
sense, the action potential gives birth to a new action potential
at each point along the axon.

Let’s reexamine Figure 1.17 for a moment. What is to pre-
vent the electrical charge from flowing in the direction oppo-
site that in which the action potential is traveling? Nothing, In
fact, the electrical charge does flow in both directions. Then
what prevents an action potential near the center of an axon
from reinvading the areas that it has just passed? The answer is
that the areas it just passed are still in their refractory period.

Let's review the action potential:

= When an area of the axon membrane reaches its
threshold of excitation, sodium channels and potassium
channels open.

= At first, the opening of potassium channels produces
little effect.

= Opening sodium channels lets sodium ions rush into
the axon.

= Positive charge flows down the axon and opens voltage-
gated sodium channels at the next point.

= At the peak of the action potential, the sodium gates
snap shut. They remain closed for the next millisecond or
so, despite the depolarization of the membrane.

= Because voltage-gated potassium channels remain open,
potassium ions flow out of the axon, returning the
membrane toward its original depolarization.

= A few milliseconds later, the voltage-dependent
potassium channels close.

All of this may seem like a lot to memorize, but it is not.
Everything follows logically from the facts that voltage-gated
sodium and potassium channels open when the membrane is
depolarized and that sodium channels snap shut at the peak
of the action potential.

The Myelin Sheath and
Saltatory Conduction

In the thinnest axons, action potentials travel at a velocity of
less than 1 m/s. Increasing the diameter brings conduction
velocity up to about 10 m/s. At that speed, an impulse along
an axon to or from a giraffe’s foot takes about half a second.
To increase the speed still more, vertebrate axons evolved a
special mechanism: sheaths of myelin, an insulating material
composed of fats and proteins.

Consider the following analogy. Suppose your job is to
take written messages over a long distance without using any
mechanical device. Taking each message and running with it
would be reliable but slow, like the propagation of an action
potential along an unmyelinated axon. If you tied each mes-
sage to a ball and threw it, you could increase the speed, but
your throws would not travel far enough. The best solution is
to station people at moderate distances along the route and
throw the message-bearing ball from person to person until it
reaches its destination.

The same principle applies to myelinated axons, those cov-
ered with a myelin sheath. Myelinated axons, found only in
vertebrates, are covered with layers of fats and proteins. The
myelin sheath is interrupted periodically by short sections of
axon called nodes of Ranvier, each one about 1 micrometer
wide, as shown in Figure 1.18. In myelinated axons, the action
potential starts at the first node of Ranvier (Kuba, Ishii, &
Ohmari, 2006).

Suppose an action potential occurs at the first myelin
segment. The action potential cannot regenerate along the
membrane between nodes because sodium channels are virtu-
ally absent between nodes (Catterall, 1984). After an action
potential occurs at a node, sodium ions enter the axon and
diffuse, pushing a chain of positive charge along the axon to
the next node, where they regenerate the action potential (see
Figure 1.19). This flow of charge moves considerably faster
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FIGURE 1.17 Propagation of an action potential

Direction of action potential
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As an action potential occurs at one point on the axon, enough sodium enters to depolarize the
next point to its threshold, producing an action potential at that point. In this manner the action
potential flows along the axon, remaining at equal strength throughout. Behind each area of

sodium entry, potassium ions exit, restoring the resting potential.

than the regeneration of an action potential at each point
along the axon. The jumping of action potentials from node
to node is referred to as saltatory conduction, from the Latin
word saltare, meaning “to jump.” (The same root shows up
in the word somersault.) In addition to providing rapid con-
duction of impulses, saltatory conduction conserves energy:
Instead of admitting sodium ions at every point along the

axon and then having to pump them out via the sodium—
potassium pump, a myelinated axon admits sodium only at
its nodes.

In multiple sclerosis, the immune system attacks myelin
sheaths. An axon that never had a myelin sheath conducts
impulses slowly but steadily, but an axon that has lost its my-
elin is not the same, because it lacks sodium channels where
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FIGURE 1.18 An axon surrounded by a myelin sheath and
interrupted by nodes of Ranvier

The inset shows a cross-section through both the axon and the
myelin sheath. The anatomy is distorted here to show several
nodes; in fact, the distance between nodes is generally at least
100 times as long as a node.

the myelin used to be (Waxman & Ritchie, 1985). Conse-
quently, most action potentials die out between one node and
the next. People with multiple sclerosis suffer a variety of
impairments, ranging from visual impairments to poor muscle
coordination.

= STOP&CHECK

17. In a myelinated axon, how would the action potential be
affected if the nodes were much closer together? How
might it be affected if the nodes were much farther apart?
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Local Neurons

Axons produce action potentials, However, many small neu-
rons have no axon (Le Magueresse, et al., 2011). Neurons
without an axon exchange information with only their closest
neighbors. We therefore call them local neurons. Because they
do not have an axon, they do not follow the all-or-none law.
When a local neuron receives information from other neurons,

© Cengage Learning
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(b)

FIGURE 1.19 Saltatory conduction in a myelinated axon

An action potential at the node triggers flow of current to the next
node, where the membrane regenerates the action potential. In
reality, a myelin sheath is much longer than shown here, relative to
the size of the nodes of Ranvier and to the diameter of the axon.

it has a graded potential, a membrane potential that varies in
magnitude in proportion to the intensity of the stimulus. The
change in membrane potential is conducted to adjacent areas
of the cell, in all directions, gradually decaying as it travels.
Those various areas of the cell contact other neurons, which
they excite or inhibit.

Local neurons are difficult to study because it is almost im-
possible to insert an electrode into a tiny cell without damag-
ing it. Most of our knowledge, therefore, has come from large
neurons, and that bias in our research methods may have led to
a misconception. Many years ago, all that neuroscientists knew
about local neurons was that they were small. Given their focus
on larger neurons, many scientists assumed that the small neu-
rons were immature. As one textbook author put it, “Many of
these [neurons] are small and apparently undeveloped, as if they
constituted a reserve stock not yet utilized in the individual’s ce-
rebral activity” (Woodworth, 1934, p. 194). In other words, the
small cells would contribute to behavior only if they grew.

Perhaps this misunderstanding was the origin of that
widespread, nonsensical belief that “they say we use only
10 percent of our brain” (Who are “they,” incidentally?) Other
origins have also been suggested for this belief. Regardless of
how it started, it has been remarkably persistent, given its to-
tal lack of justification. Surely, it cannot be true that someone
could lose 90 percent of the brain and still behave normally.
Nor is it true that only 10 percent of neurons are active at any
given moment. You use all of your brain, even at times when
you might not be using it very well. The belief that we use only
a small part of the brain became popular, presumably
because people wanted to believe it. Eventually, people were
simply quoting one another long after everyone forgot where
the idea originated.
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MODULE 1.2 m IN CLOSING

Neurons and Messages

In this chapter, we have examined what happens within a
single neuron. However, everything that a neuron accom-
plishes depends on communication with other neurons, as
we consider in the next chapter. Neural communication is
amazing, Unlike human communication, in which a speaker
sometimes presents a complicated message to an enormous

Summary

1. The action potential transmits information without loss
of intensity over distance. The cost is a delay between
the stimulus and its arrival in the brain. 26

2. The inside of a resting neuron has a negative charge
with respect to the outside. Sodium ions are actively
pumped out of the neuron, and potassium ions are
pumped in. 26

3. When the membrane is at rest, the electrical gradient
and concentration gradient act in competing directions
for potassium, almost balancing out. Potassium ions
have a slow net flow out of the cell. Both gradients tend
to push sodium into the cell, but sodium ions do not
cross while the membrane is at rest. 27

4. 'When the charge across the membrane is reduced,
sodium and potassium channels begin to open. When
the membrane potential reaches the threshold of the
neuron, sodium ions enter explosively, suddenly reduc-
ing and reversing the charge across the membrane. This
event is known as the action potential. 29
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nitions in the book’s Subject Index/Glossary. Interactive flash
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action potentials 29

all-or-none law 31
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myelin 32

audience, a neuron delivers a mere on/off message to only
those neurons that receive branches of its axon. At various
receiving neurons, an ‘on” message can be converted into ei-
ther excitation or inhibition (yes or no). From this limited
system, all of our behavior and experience emerge.

5. After the peak of the action potential, the membrane
returns toward its original level of polarization because
of the outflow of potassium ions. 30

6. The all-or-none law: For any stimulus greater than
the threshold, the amplitude and velocity of the action
potential are independent of the size of the stimulus
that initiated it. 31

7. Immediately after an action potential, the membrane
enters a refractory period during which it is resistant to
starting another action potential. 31

8. The action potential is regenerated at successive points
along the axon as sodium ions flow through the core of
the axon and stimulate the next point along the axon to
its threshold. The action potential maintains a constant
magnitude as it passes along the axon. 32

9. In axons that are covered with myelin, action potentials
form only in the nodes that separate myelinated seg-
ments. Transmission in myelinated axons is faster than
in unmyelinated axons. 32

cards, audio reviews, and crossword puzzles are among the
online resources available to help you learn these terms and
the concepts they represent.
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saltatory conduction 33
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Thought Questions

myelinated axons 32
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propagation of the action
potential 32
refractory period 31

selectively permeable 27
sodium—potassium pump 27
threshold 29

voltage-gated channels 30

1. Suppose the threshold of a neuron were the same as the neuron’s resting potential. What would

happen? At what frequency would the cell produce action potentials?
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2. In the laboratory, researchers can apply an electrical stimulus at any point along the axon, making
action potentials travel in both directions from the point of stimulation. An action potential moving in
the usual direction, away from the axon hillock, is said to be traveling in the orthodromic direction. An
action potential traveling toward the axon hillock is traveling in the antidromic direction. If we started an
orthodromic action potential at the start of the axon and an antidromic action potential at the opposite
end of the axon, what would happen when they met at the center? Why?

3. If a drug partly blocks a membrane’s potassium channels, how does it affect the action potential?

mMopuULE 1.2 End of Module Quiz

1k

2

3.

5.

6.

7.

36

When the neuron’s membrane is at rest, sodium ions are more concentrated

more concentrated .
a. inside . .. outside

b. inside ... inside

the cell, and potassium ions are

c. outside ... inside

d. outside. .. outside

When the membrane is at rest, the concentration gradient tends to draw potassium ions the cell, and the electrical

gradient draws them the cell.
a. into . ..out of

b. into ... into

c. out of ... into

d. out of ... out of

When the membrane is at rest, the concentration gradient tends to draw sodium ions the cell, and the electrical

gradient draws them the cell.
a. into ...out of

b. into ... into

The sodium—potassium pump moves sodium ions

a. into the cell . . . out of the cell
b. into the cell ... into the cell

c. out of .. .into

d. out of ... out of

and moves potassium ions .

c. out of the cell . . . into the cell

d. out of the cell. .. out of the cell

Suppose a neuron has a resting potential of —70 mV. If the potential goes to —80 mV, the change would be a .
a. depolarization b. hyperpolarization
Under what conditions does an axon produce an action potential?

a. Whenever the membrane is hyperpolarized

b. Whenever the membrane’s potential reaches the

threshold

c. Whenever the membrane is depolarized

d. Whenever the membrane’s potential reaches zero

During the rising portion of the action potential, which ions are moving across the membrane and in which direction?

a. Sodium ions move out.

b. Sodium ions move in.

c. Both sodium and potassium ions move in.

d. Potassium ions move in.

After the action potential reaches its peak, the potential across the membrane falls toward its resting level. What accounts

for this recovery?

a. The sodium—potassium pump removes the extra
sodium.

b. Potassium ions move out because their channels are
open and the electrical gradient pushes them out.

¢c. Potassium ions move out because their channels
are open and the concentration gradient pushes
them out.

d. Potassium ions move in.
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9. Which of the following is one way of stating the all-or-none law?

a. The amplitude of the action potential in one axon c. All stimuli that exceed the threshold produce
is the same as that in another axon. equivalent responses in the axon.

b. At a given time, either all axons produce action d. During an action potential, all sodium channels
potentials, or none do. open at the same time.

10. To which part or parts of a neuron does the all-or-none law apply?
a. Axons ¢. Both axons and dendrites

b. Dendrites

11. What does the myelin sheath of an axon accomplish?

a. It enables an axon to communicate with other c. It enables nutrients to enter the axon.

axons. d. It enables action potentials to travel more rapidly.

b. It enables action potentials to travel both directions
along an axon.

12. Ts it true that we use only 10 percent of our brain? If so, what does that mean?

a. At any moment, only 10 percent of brain cells c. About 90 percent of the brain’s neurons are
are active. immature and not yet functional.
b. You could lose 90 percent of your brain and still do d. No, the statement is false and nonsensical.

what you are doing now.

ANSWERS:

"PCT ‘PTT BOT 6 28 “9Z ‘99 ‘95 2% ‘¢ 2T 7T

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.

37



L

Eye of Science/Science Source

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).

r
Editorial ew has deemed that any suppressed content does not materially af the overall learning expe ce. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



Synapses

CHAPTER OUTLINE

f you had to communicate with someone without sight or sound, MODULE 2.1 The Concept of the Synapse
Properties of Synapses

Relationship among EPSR IPSRE and Action
touch code or a system of electrical impulses. You might not even Potentials

In Closing: The Neuron as Decision Maker
MODULE 2.2 Chemical Events at the
Synapse

mitting chemicals at specialized junctions called synapses. The Discovery of Chemical Transmission at
Synapses

The Sequence of Chemical Events at a
Synapse

Hormones

In Closing: Neurotransmitters and Behavior

what would you do? Chances are, your first choice would be a

think of passing chemicals back and forth. Chemicals are, however, the

main way your neurons communicate, They communicate by trans-

LEARNING OBJECTIVES

After studying this chapter, you should be

able to:

1. Describe how Charles Sherrington used
behavioral observations to infer the major
properties of synapses.

2. Relate the activities at a synapse to the
probability that a neuron will produce an
action potential.

3. List and explain the sequence of
events at a synapse, from synthesis of
neurotransmitters, through stimulation of
receptors, to the later disposition of the
transmitter molecules.

4. Discuss how certain drugs affect behavior
by altering events at synapses.

5. Contrast neurotransmitters,
neuropeptides, and hormones.

d OPPOSITE: This electron micrograph, with color added artificially,
shows branches of an axon making contacts with other cells.

39
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The Concept of the Synapse

n the late 1800s, Ramén y Cajal anatomically demon-

strated a narrow gap separating one neuron from another.

In 1906, Charles Scott Sherrington physiologically dem-
onstrated that communication between one neuron and the
next differs from communication along a single axon. He
inferred a specialized gap between neurons and introduced
the term synapse to describe it. Cajal and Sherrington are
regarded as the great pioneers of modern neuroscience, and
their nearly simultaneous discoveries supported each other:
If communication between neurons is special in some way,
then there can be no doubt that neurons are anatomically

Sensory
neuron

Muscle

FIGURE 2.1 A reflex arc for leg flexion

The anatomy has been simplified to show the relationship
among sensory neuron, intrinsic neuron, and motor
neuron.
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Hulton Archive/Getty Images

separate from one another. Sherrington’s discovery was an
amazing feat of scientific reasoning, as he used behavioral
observations to infer the major properties of synapses half
a century before researchers had the technology to measure
those properties directly.

Properties of Synapses

Sherrington studied reflexes, automatic muscular responses
to stimuli. In a leg flexion reflex, a sensory neuron excites a
second neuron, which in turn excites a motor neuron, which
excites a muscle, as in Figure 2.1.
The circuit from sensory neu-
ron to muscle response is called
a reflex arc. If one neuron is
separate from another, as Cajal
had demonstrated, a reflex must
require communication between
neurons, and therefore, measure-
ments of reflexes might reveal
some of the special properties of
that communication.
Sherrington  strapped a
dog into a harness above the
ground and pinched one of the
dog’s feet. After a fraction of a
second, the dog flexed (raised)
the pinched leg and extended
the other legs. Sherrington

Brain neuron

Intrinsic neuron

Axon branch
to other neurons
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Motor neuron

Charles Scott Sherrington

(1857-1952)

A rainbow every morning who would pause
to look at? The wonderful which comes of-
ten or is plentifully about us is soon taken
for granted. That is practical enough. It al-
lows us to get on with life. But it may stultify
if it cannot on occasion be thrown off. To
recapture now and then childhood’s wonder
is to secure a driving force for occasional grown-up thoughts.
(Sherrington, 1941, p. 104)

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



found the same reflexive movements after he made a cut
that disconnected the spinal cord from the brain. Evidently,
the spinal cord controlled the flexion and extension re-
flexes. In fact, the movements were more consistent after
he separated the spinal cord from the brain. (In an intact
animal, messages descending from the brain modify the
reflexes, making them stronger at some times and weaker
at others.)

Sherrington observed several properties of reflexes
suggesting special processes at the junctions between
neurons: (1) Reflexes are slower than conduction along an
axon. (2) Several weak stimuli presented at nearby places or
times produce a stronger reflex than one stimulus alone does.
(3) When one set of muscles becomes excited, a different set
becomes relaxed. Let’s consider each of these points and their
implications.

Speed of a Reflex and Delayed
Transmission at the Synapse

When Sherrington pinched a dog’s foot, the dog flexed that
leg after a short delay. During that delay, an impulse had to
travel up an axon from the skin receptor to the spinal cord,
and then an impulse had to travel from the spinal cord back
down the leg to a muscle. Sherrington measured the total
distance that the impulse traveled from skin receptor to
spinal cord to muscle and calculated the speed at which the
impulse traveled to produce the response. He found that
the speed of conduction through the reflex arc varied but
was never more than about 15 meters per second (m/s). In
contrast, previous research had measured action potential
velocities along sensory or motor nerves at about 40 m/s.
Sherrington concluded that some process must be slowing
conduction through the reflex, and he inferred that the de-
lay occurs where one neuron communicates with another
(see Figure 2.2). This idea is critical, as it established the
existence of synapses. Sherrington, in fact, introduced the
term synapse.

® <@

The speed of conduction along an axon is about 40 m/s.

/ /
o <® <O
The speed of conduction through a reflex arc is slower and

more variable, sometimes 15 m/s or less. Presumably, the
delay occurs at the synapse.

FIGURE 2.2 Sherrington’s evidence for synaptic delay
An impulse traveling through a synapse in the spinal cord
is slower than one traveling a similar distance along an
uninterrupted axon.
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= STOP&CHECK

1. What evidence led Sherrington to conclude that
transmission at a synapse is different from transmission
along an axon?
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Temporal Summation

Sherrington found that repeated stimuli within a brief time
have a cumulative effect. He referred to this phenomenon as
temporal summation (summation over time). A light pinch of
the dog’s foot did not evoke a reflex, but a few rapidly repeated
pinches did. Sherrington surmised that a single pinch did not
reach the threshold of excitation for the next neuron. The
neuron that delivers transmission is the presynaptic neuron,
and the one that receives it is the postsynaptic neuron. Sher-
rington proposed that although the subthreshold excitation in
the postsynaptic neuron decays over time, it can combine with
a second excitation that follows it quickly. With a rapid suc-
cession of pinches, each adds its effect to what remained from
the previous ones, until the combination exceeds the thresh-
old of the postsynaptic neuron, producing an action potential.

Decades later, Sherrington’s former student, John Eccles
(1964), attached microelectrodes to stimulate axons of
presynaptic neurons while he recorded from the postsynaptic
neuron, For example, after he had briefly stimulated an axon,
Eccles recorded a slight depolarization of the membrane of
the postsynaptic cell (point 1 in Figure 2.3).

Note that this partial depolarization is a graded potential.
Unlike action potentials, which are always depolarizations,
graded potentials may be either depolarizations (excitatory)
or hyperpolarizations (inhibitory). A graded depolarization
is known as an excitatory postsynaptic potential (EPSP).
It results from a flow of sodium ions into the neuron.
If an EPSP does not cause the cell to reach its threshold, the
depolarization decays quickly.

When Eccles stimulated an axon twice, he recorded two
EPSPs. If the delay between EPSPs was short enough, the
second EPSP added to what was left of the first one (point 2
in Figure 2.3), producing temporal summation. At point 3 in
Figure 3.3, a quick sequence of EPSPs combines to exceed the
threshold and produce an action potential.

Spatial Summation

Sherrington also found that synapses have the property of
spatial summation—that is, summation over space. Synap-
tic inputs from separate locations combine their effects on a
neuron. Sherrington again began with a pinch too weak to
elicit a reflex. This time, instead of pinching one point twice,
he pinched two points at once. Although neither pinch alone
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FIGURE 2.3 Recordings from of 2 EPSPs exceed threshold

a postsynaptic neuron during
synaptic activation

produced a reflex, together they did. Sherrington concluded
that pinching two points activated separate sensory neurons,
whose axons converged onto one neuron in the spinal cord.
Excitation from either sensory axon excited that spinal neu-
ron, but not enough to reach the threshold. A combination
of excitations exceeded the threshold and produced an action
potential (point 4 in Figure 2.3). Again, Eccles confirmed
Sherrington’s inference, demonstrating that EPSPs from sev-
eral axons summate their effects on a postsynaptic cell (see

Figure 2.4).

BN

Spatial summation is critical to brain functioning. Sensory
input to the brain arrives at synapses that individually produce
weak effects. However, each neuron receives many incoming
axons that might produce synchronized responses (Bruno
& Sakmann, 2006). Spatial summation assures that those
synchronized inputs excite a neuron enough to activate it.

Temporal summation and spatial summation ordinarily
occur together. That is, a neuron might receive input from
several axons in succession. Integrating these inputs provides
complexity. As Figure 2.5 shows, a series of axons active in

Temporal summation
(several impulses from
one neuron over time)

v
\

@

)

Action potential
travels along axon

) ¢

/

Spatial summation (impulses from

FIGURE 2.4 Temporal and spatial
summation

several neurons at the same time)
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Summation in this direction
produces greater depolarization.

one order can have a different result from the same axons in
a different order. For example, a neuron in the visual system
could respond to light moving in one direction and not

another (Branco, Clark, & Hiusser, 2010).

2= STOP&CHECK

2. What is the difference between temporal summation and
spatial summation?
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Inhibitory Synapses

When Sherrington vigorously pinched a dog’s foot, the flexor
muscles of that leg contracted, and so did the extensor muscles
of the other three legs (see Figure 2.6). (You can see how this
arrangement would be useful. A dog raising one leg needs to
apply pressure with the other legs to maintain balance.) At the
same time, the dog relaxed the extensor muscles of the stimu-
lated leg and the flexor muscles of the other legs. Sherrington’s
explanation assumed certain connections in the spinal cord: A
pinch on the foot sends a message along a sensory neuron to
an interneuron (an intermediate neuron) that excites the mo-
tor neurons connected to the flexor muscles of that leg and the
extensor muscles of the other legs (see Figure 2.7). Also, the
interneuron sends messages to inhibit the extensor muscles in
that leg and the flexor muscles of the three other legs.

Later researchers physiologically demonstrated the in-

hibitory synapses that Sherrington had inferred. At these

Summation in this direction
produces less depolarization.

2.1 The Concept of the Synapse | 43
é’ FIGURE 2.5 Summation effects can
© depend on the order of stimuli
Flexor muscles contract  Extensor muscles contract

FIGURE 2.6 Antagonistic muscles

Flexor muscles draw an extremity toward the trunk of the
body, whereas extensor muscles move an extremity away
from the body.

synapses, input from an axon hyperpolarizes the postsyn-
aptic cell. That is, it increases the negative charge within the
cell, moving it further from the threshold and decreasing the
probability of an action potential (point 5 in Figure 2.3).
This temporary hyperpolarization of a membrane—called an
inhibitory postsynaptic potential, or IPSP—resembles an
EPSP. An IPSP occurs when synaptic input selectively opens
the gates for potassium ions to leave the cell (carrying a posi-
tive charge with them) or for chloride ions to enter the cell
(carrying a negative charge).

Today, we take for granted the concept of inhibition, but
at Sherrington’s time, the idea was controversial, as no one
could imagine a mechanism to accomplish it. Establishing the
idea of inhibition was critical not just for neuroscience but for

psychology as well.
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Excitatory
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Inhibitory
synapse

Sensory
neuron

Muscle

FIGURE 2.7 Sherrington’s inference of inhibitory synapses

Brain neuron

N—-_——

Excitatory synapse

Intrinsic neuron

Excitatory
synapse

Motor neuron axon

to flexor muscle
Motor neuron axon

to extensor muscle
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When a flexor muscle is excited, input to the extensor muscle is inhibited. Sherrington inferred that the
interneuron that excited a motor neuron to the flexor muscle also inhibited a motor neuron connected to the
extensor muscle. Not shown here are the connections to motor neurons controlling the other three legs.

= STOP&CHECK

3. What was Sherrington’s evidence for inhibition in the
nervous system?

4. What ion gates in the membrane open during an EPSP?
What gates open during an IPSP?

5. Can an inhibitory message flow along an axon?
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Relationship among EPSP, IPSP,
and Action Potentials

Sherrington’s work opened the way to exploring the wiring
diagram of the nervous system. Consider the neurons
shown in Figure 2.8. When neuron 1 excites neuron 3,
it also excites neuron 2, which inhibits neuron 3. The
excitatory message reaches neuron 3 faster because it goes
through just one synapse instead of two. The result is a
burst of excitation (EPSP) in neuron 3, which quickly slows
or stops. You see how inhibitory messages can regulate the
timing of activity.

The nervous system has complex patterns of connections
that produce varied responses. To see how the wiring diagram
controls responses, consider Figures 2.9 through 2.11. In
Figure 2.9, the axon from either cell A or cell B stimulates cell
X enough to reach its threshold. Therefore, cell X responds to
‘A or B! In Figure 2.10, neither A nor B stimulates cell X
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FIGURE 2.8 A possible wiring diagram for synapses
Excitatory synapses are in green, and inhibitory synapses in
red. In the circuit shown here, excitation reaches the dendrite
before inhibition. (Remember, any transmission through a
synapse produces a delay.) The result is brief excitation of the
dendrite. Source: Based on Kullmann & Lamsa, 2007

enough to reach its threshold, but the two can produce spatial
summation to reach the threshold. In this case, cell X responds
to “A and B.” In Figure 2.11, cell X responds to“A and B if not
C” With a litle imagination, you can construct other
possibilities.

Mathematical models of the nervous system are based on
connections like these. However, many of these models ignore
complexities that researchers discovered long after the time
of Sherrington. Some synapses produce fast, brief effects,
and others produce slow, long-lasting effects. In many cases,
the effect of two synapses at the same time can be more than
double the effect of one, or less than double (Silver, 2010).
Certain combinations of synapses summate with one another
more strongly than others do (Lavzin, Rapoport, Polsky,
Garion, & Schiller, 2012). Also, the strength of a synapse can
vary from one time to another. The nervous system is indeed
complex.

Most neurons have a spontaneous ﬁring rate, a periodic
production of action potentials even without synaptic input.
In such cases, the EPSPs increase the frequency of action po-
tentials above the spontaneous rate, whereas IPSPs decrease
it. For example, if the neuron’s spontaneous firing rate is 10 ac-
tion potentials per second, a stream of EPSPs might increase
the rate to 15 or more, whereas a preponderance of IPSPs
might decrease it to 5 or fewer.

+1

2.1 The Concept of the Synapse

+1
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Threshold for Cell X =1

FIGURE 2.9 Wiring diagram for an “A or B” response

The axon from either A or B stimulates cell X enough to reach

its threshold.

+1

+1

engage Learning

Threshold for Cell X = 2 g

FIGURE 2.10 Wiring diagram for an “A and B” response

The axons from A and B stimulate cell X but neither one by
itself reaches the threshold for X. The combination of both at

the same time reaches the threshold.

engage Learning

Threshold for Cell X = 2 g

FIGURE 2.11 Wiring diagram for an “A and B if not C”

response

The axons from A and B can combine to reach the threshold
for X, but the axon from C can inhibit X enough to prevent a

response.
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MODULE 2.1 = IN CLOSING

The Neuron as Decision Maker

Transmission along an axon merely sends information from
one place to another. Synapses determine whether to send
the message. The EPSPs and IPSPs reaching a neuron at a
given moment compete with one another, and the net result
is a complicated, not exactly algebraic summation of their ef-

fects. We could regard the summation of EPSPs and IPSPs

Summary

1. The synapse is the point of communication between
two neurons. Charles S. Sherrington’s observations of
reflexes enabled him to infer the existence of synapses
and many of their properties. 40

2. Because transmission through a reflex arc is slower
than transmission through an equivalent length of
axon, Sherrington concluded that some process at the
synapses delays transmission. 41

3. Graded potentials (EPSPs and IPSPs) summate their
effects. The summation of graded potentials from
stimuli at different times is temporal summation. The
summation of potentials from different locations is
spatial summation. 41

Key Terms

Terms are defined in the module on the page number indi-
cated. They're also presented in alphabetical order with defi-
nitions in the book’s Subject Index/Glossary. Interactive flash

excitatory postsynaptic potential

(EPSP) 41 presynaptic neuron 41
inhibitory postsynaptic potential reflex arc 40
(IPSP) 43 reflexes 40

Thought Questions

postsynaptic neuron 41

as a“decision” because it determines whether or not the post-
synaptic cell fires an action potential. However, do not imag-
ine that any single neuron decides what to eat for breakfast.
Complex behaviors depend on the contributions from a huge
network of neurons.

4. Inhibition is more than just the absence of excitation.
It is an active brake that suppresses excitation. Within
the nervous system, inhibition is just as important as
excitation. 43

5. Stimulation at a synapse produces a brief graded po-
tential in the postsynaptic cell. An excitatory graded
potential (depolarizing) is an EPSP. An inhibitory graded
potential (hyperpolarizing) is an IPSP. An EPSP occurs
when gates open to allow sodium to enter the neuron’s
membrane. An IPSP occurs when gates open to allow
potassium to leave or chloride to enter. 41,43

6. The EPSPs on a neuron compete with the IPSPs; the
balance between the two increases or decreases the
neuron’s frequency of action potentials. 44

cards, audio reviews, and crossword puzzles are among the
online resources available to help you learn these terms and
the concepts they represent.

spatial summation 41
spontaneous firing rate 45
synapse 40

temporal summation 41

1. When Sherrington measured the reaction time of a reflex (i.e., the delay between stimulus and re-
sponse), he found that the response occurred faster after a strong stimulus than after a weak one.
Can you explain this finding? Remember that all action potentials—whether produced by strong or
weak stimuli—travel at the same speed along a given axon.

2. Suppose neuron X has a synapse onto neuron Y, which has a synapse onto Z. Presume that no other
neurons or synapses are present. An experimenter finds that stimulating neuron X causes an action
potential in neuron Z after a short delay. However, she determines that the synapse of X onto Y is
inhibitory. Explain how the stimulation of X might produce excitation of Z.

46
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3. Figure 2.11 shows synaptic connections to produce a cell that responds to “A and B if not C.” Con-
struct a wiring diagram so that a cell responds to “A or B if not C.” This is trickier than it sounds.
If you simply shift the threshold of cell X to 1, it will respond to “A if not C, or B if not C, or A and B
even if C.” Can you get X to respond to either A or B, but only if C is inactive? (Hint: You might need to
introduce one or two additional cells on the way to X.)

mMobDULE 2.1 End of Module Quiz

1.

2,

B

4,

6.

What evidence led Sherrington to conclude that transmission at a synapse is different from transmission along an axon?

a. Chemicals that alter a synapse are different from c. Stains and microscopic observations demonstrate a
those that affect action potentials. gap at the synapse.

b. The velocity of a reflex is slower than the velocity of d. Reflexes can go in either direction, whereas axons
an action potential. transmit in only one direction.

Although one pinch did not cause a dog to flex its leg, a rapid sequence of pinches did. Sherrington cited this observation

as evidence for what?

a. Temporal summation c. Inhibitory synapses

b. Spatial summation

Although one pinch did not cause a dog to flex its leg, several simultaneous pinches at nearby locations did. Sherrington
cited this observation as evidence for what?

a. Temporal summation c. Inhibitory synapses

b. Spatial summation

When a vigorous pinch excited a dog’s flexor muscle, it decreased excitation of the extensor muscles of the same leg,
Sherrington cited this observation as evidence for what?

a. Temporal summation c. Inhibitory synapses

b. Spatial summation

During an EPSP, the gates in the membrane open. During an IPSP, the gates open.
a. sodium ... potassium or chloride c. chloride ... sodium or potassium

b. potassium . ..sodium or chloride

In what way were Sherrington’s conclusions important for psychology as well as neuroscience?
a. He demonstrated the importance of unconscious c. He demonstrated the phenomenon of classical
motivations. conditioning.
b. He demonstrated the importance of inhibition. d. He demonstrated the evolution of intelligence.
ANSWERS:
q9 ‘6 O ‘¢ ‘eT qT
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Chemical Events
at the Synapse

Ithough Charles Sherrington accurately inferred many

properties of the synapse, he was wrong about one im-

portant point: Although he knew that synaptic transmis-
sion was slower than transmission along an axon, he thought it
was still too fast to depend on a chemical process and there-
fore concluded that it must be electrical. We now know that
the great majority of synapses rely on chemical processes,
which are much faster and more versatile than Sherrington
or anyone else of his era would have guessed. Over the years,
our concept of activity at synapses has grown in many ways.

The Discovery of Chemical
Transmission at Synapses

A set of nerves called the sympathetic nervous system accelerates
the heartbeat, relaxes the stomach muscles, dilates the pupils of
the eyes, and regulates other organs. T. R. Elliott, a young British
scientist, reported in 1905 that applying the hormone adrenaline
directly to the surface of the heart, the stomach, or the pupils
produces the same effects as those of the sympathetic nervous
system. Elliott therefore suggested that the sympathetic nerves
stimulate muscles by releasing adrenaline or a similar chemical.
However, this evidence was not convincing. Perhaps
adrenaline merely mimicked effects that are ordinarily
electrical in nature. At the time, Sherrington’s prestige was
so great that most scientists ignored Elliott’s results and
continued to assume that synapses transmitted electrical
impulses. Otto Loewi, a German physiologist, liked the idea
of chemical synapses but did not see how to demonstrate it
more decisively. Then in 1920, he awakened one night with
an idea. He wrote himself a note and went back to sleep.
Unfortunately, the next morning he could not read his note!
The following night he awoke at 3 a.m. with the same idea,
rushed to the laboratory, and performed the experiment.
Loewi repeatedly stimulated the vagus nerve, thereby
decreasing a frog’s heart rate. He then collected fluid from that
heart, transferred it to a second frog’s heart, and found that
the second heart also decreased its rate of beating, as shown in
Figure 2.12. Then Loewi stimulated the accelerator nerve to the
first frog’s heart, increasing the heart rate. When he collected
fluid from that heart and transferred it to the second frog’s
heart, its heart rate increased. That is, stimulating one nerve

48

released something that inhibited heart rate, and stimulating
a different nerve released something that increased heart
rate. He knew he was collecting and transferring chemicals,
not loose electricity. Therefore, Loewi concluded, nerves send
messages by releasing chemicals.

Loewi later remarked that if he had thought of this
experiment in the light of day, he probably would have
dismissed it as unrealistic (Loewi, 1960). Even if synapses did
release chemicals, his daytime reasoning went, they probably
did not release much. Fortunately, by the time he realized that
the experiment should not work, he had already completed it,
and it did work. It earned him a Nobel Prize.

Despite Loewi’s work, most researchers over the next
three decades continued to believe that most synapses were
electrical and that chemical synapses were the exception.
Finally, in the 1950s, researchers established that chemical
transmission predominates throughout the nervous system.
That discovery revolutionized our understanding and
encouraged research developing drugs for psychiatric uses
(Carlsson, 2001). (A small number of electrical synapses do
exist, however, as discussed later in this module.)

Stimulator

Heart rate
Without

v v ¥ stimulation TV
AAAAAA i ion A A
stimulation
FIGURE 2.12 Loewi’s experiment demonstrating that nerves
send messages by releasing chemicals
Loewi stimulated the vagus nerve to one frog’s heart, decreasing

the heartbeat. When he transferred fluid from that heart to
another frog’s heart, he observed a decrease in its heartbeat.
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6. What was Loewi’s evidence that neurotransmission
depends on the release of chemicals?

ANSWER  -ogje a1es sy asea109p 10 9SeaIoUl AqaIay) pue ‘Leay

s,804) Jayjoue 0} )l JaJsue] ‘ueay syl punoie ease syl
WoJ) PINE MEIPYUM PIN0D 8y ‘a1el 1ieay s,801) & paseald
-op 10 pasealoul 18yl 8AJBU B Pa1eINWINS IMB0T USUM *9

The Sequence of Chemical Events
at a Synapse

Understanding the chemical events at a synapse is
fundamental to understanding the nervous system. Every year,
researchers discover more and more details about synapses,
their structure, and how those structures relate to function.
Here are the major events:

1. The neuron synthesizes chemicals that serve as
neurotransmitters. It synthesizes the smaller

Vesicle

Transpotter
protei

Negative feedback sites (
respond to retrograde

transmitter or to presynaptic
cell's own transmitter.

\‘-u
S

a Reuptake of
neuro-
transmitter )
by transporter G Postsynaptic cell rleleases
protein retrograde transmitters that

slow further release from
presynaptic cell
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neurotransmitters in the axon terminals and synthesizes
neuropeptides in the cell body.

2. Action potentials travel down the axon. At the
presynaptic terminal, an action potential enables calcium
to enter the cell. Calcium releases neurotransmitters
from the terminals and into the synaptic cleft, the space
between the presynaptic and postsynaptic neurons.

3. The released molecules diffuse across the cleft, attach to
receptors, and alter the activity of the postsynaptic neuron.

4. 'The neurotransmitter molecules separate from their
receptors.

5. The neurotransmitter molecules may be taken back
into the presynaptic neuron for recycling or they may
diffuse away.

6. Some postsynaptic cells send reverse messages to control
the further release of neurotransmitter by presynaptic cells.

Figure 2.13 summarizes these steps. Let's now consider each
step in more detail. As we do, we shall also consider drugs
that affect one step or another in this process. Nearly all drugs
that affect behavior or experience do so by altering synaptic
transmission.

a Synthesis of smaller
neurotransmitters such
as acetylcholine

Presynaptic
terminal

9 Action

potential
ses
m to
eleasing
mitter

FIGURE 2.13 Some major
events in transmission at a
synapse

The structure shown in green
is an astrocyte that shields
the synapse from outside
chemicals.

Glia cell
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TABLE 2.1 | Neurotransmitters

glutamate, GABA, glycine, aspartate,
maybe others

Amino acids

A modified amino acid acetylcholine

Monoamines (also modified indoleamines: serotonin

from amino acids) catecholamines: dopamine,

norepinephrine, epinephrine
endorphins, substance P,
neuropeptide Y, many others

Neuropeptides (chains of
amino acids)
Purines ATD, adenosine, maybe others

Gases NO (nitric oxide), maybe others

Types of Neurotransmitters

At a synapse, a neuron releases chemicals that affect another
neuron. Those chemicals are known as neurotransmitters.
A hundred or so chemicals are known or suspected to be
neurotransmitters, as shown in Table 2.1 (Borodinsky et al,,
2004). Here are the major categories:

amino acids Acids containing an amine group (NH,)

monoamines Chemicals formed by a change in certain
amino acids

acetylcholine (a one-member “family”) A chemical similar to
an amino acid, except that it includes an N(CHjs); group
instead of an NH,

neuropeptides Chains of amino acids

Acetyl coenzyme A Phenylalanine
(from metabolism) (from diet)

© Cengage Learning

purines A category of chemicals including adenosine and its
derivatives
gases Nitric oxide and possibly others

The oddest transmitter is nitric oxide (chemical formula
NO), a gas released by many small local neurons. (Do not
confuse nitric oxide, NO, with nitrous oxide, N,O, some-
times known as “laughing gas.”) Nitric oxide is poisonous
in large quantities and difficult to make in a laboratory. Yet,
many neurons contain an enzyme that enables them to make it
efficiently. One special function of nitric oxide relates to blood
flow: When a brain area becomes highly active, blood flow to
that area increases. How does the blood know which brain area
has become more active? The message comes from nitric oxide.
Many neurons release nitric oxide when they are stimulated. In
addition to influencing other neurons, nitric oxide dilates the
nearby blood vessels, thereby increasing blood flow to that brain
area (Dawson, Gonzalez-Zulueta, Kusel, & Dawson, 1998).

2 STOP&CHECK

7. What does a highly active brain area do to increase its
blood supply?
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(from diet)

Neurons synthesize nearly all neu-

* '

Choline

(from metabolism or diet) Tyrosigg

5-hydroxytryptophan

‘ rotransmitters from amino acids, which
the body obtains from proteins in the
diet. Figure 2.14 illustrates the chemical

1 '

‘ steps in the synthesis of acetylcholine,
serotonin, dopamine, epinephrine, and

ACETYLCHOLINE Dopa SEROTONIN norepinephrine. Note the relationship

(I? (5-hydroxytryptamine) among epinephrine, norepinephrine,
CH3C — O — CH,CH,N(CH3)3 ‘ HO \@m— CH,CH,NH, and dopamine—compounds known as
DOPAMINE H catecholamines, because they contain a
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FIGURE 2.14 Pathways

in the synthesis of acetyl- *
choline, dopamine, norepi- EPINEPHRINE

nephrine, epinephrine, and (I)H
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HO

serotonin
Arrows represent chemical
reactions.

catechol group and an amine group, as
shown here:

NH,
amine |

C — (other)

I

C — (other)
E catechol £
g HO &
e OH S

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



Dr. Dennis Landis

Each pathway in Figure 2.14 begins with substances
found in the diet. Acetylcholine, for example, is synthesized
from choline, which is abundant in milk, eggs, and peanuts.
The amino acids phenylalanine and tyrosine, present in
proteins, are precursors of dopamine, norepinephrine, and
epinephrine. People with phenylketonuria lack the enzyme
that converts phenylalanine to tyrosine. They can get
tyrosine from their diet, but they need to minimize intake
of phenylalanine.

The amino acid tryptophan, the precursor to serotonin,
crosses the blood—brain barrier by a special transport system
that it shares with other large amino acids. The amount of
tryptophan in the diet controls the amount of serotonin in
the brain (Fadda, 2000), so your serotonin levels rise after
you eat foods richer in tryptophan, such as soy, and fall af-
ter something low in tryptophan, such as maize (American
corn). However, tryptophan has to compete with other, more
abundant large amino acids, such as phenylalanine, that share
the same transport system, so increasing intake of tryptophan
is not always an effective way to increase serotonin. One way
to increase tryptophan entry to the brain is to decrease con-
sumption of phenylalanine. Another is to eat carbohydrates.
Carbohydrates increase the release of the hormone insulin,
which takes several competing amino acids out of the blood-
stream and into body cells, thus decreasing the competition
against tryptophan (Wurtman, 1985).

Several drugs act by altering the synthesis of transmitters.
L-dopa, a precursor to dopamine, helps increase the supply
of dopamine. It is a helpful treatment for people with
Parkinson’s disease. AMPT (alpha-methyl-para-tyrosine)
temporarily blocks the production of dopamine. It has no
therapeutic use, but it helps researchers study the functions
of dopamine.

= STOP&CHECK

8. Name the three catecholamine neurotransmitters.
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Storage of Transmitters

Most neurotransmitters are synthesized in the presynaptic tet-
minal, near the point of release. The presynaptic terminal stores
high concentrations of neurotransmitter molecules in vesicles,
tiny neatly spherical packets (see Figure 2.15). (Nitric oxide is
an exception to this rule. Neurons release nitric oxide as soon as
they form it instead of storing it.) The presynaptic terminal also
maintains much neurotransmitter outside the vesicles.

It is possible for a neuron to accumulate excess levels of a
neurotransmitter. Neurons that release serotonin, dopamine,
or norepinephrine contain an enzyme, MAO (monoamine oxi-
dase), that breaks down these transmitters into inactive chemi-
cals. The first antidepressant drugs that psychiatrists discovered
were MAO inhibitors. By blocking MAO, they increase the
brain’s supply of serotonin, dopamine, and norepinephrine.
However, MAO inhibitors also have other effects, and exactly
how they help relieve depression is still not certain.

Release and Diffusion of Transmitters

At the end of an axon, an action potential itself does not
release the neurotransmitter. Rather, depolarization opens
voltage-dependent calcium gates in the presynaptic terminal.
Within 1 or 2 milliseconds (ms) after calcium enters the tet-
minal, it causes exocytosis—bursts of release of neurotrans-
mitter from the presynaptic neuron. An action potential often
fails to release any transmitter, and even when it does, the
amount varies (Craig & Boudin, 2001).

After its release from the presynaptic cell, the
neurotransmitter diffuses across the synaptic cleft to the
postsynaptic membrane, where it attaches to a receptor.
The neurotransmitter takes no more than 0.01 ms to diffuse
across the cleft, which is only 20 to 30 nanometers (nm) wide.
Remember, Sherrington did not believe chemical processes
could be fast enough to account for the activity at synapses. He
did not imagine such a narrow gap through which chemicals
could diffuse so quickly.

For many years, investigators believed that each neuron
released just one neurotransmitter, but later researchers found
that many, perhaps most, neurons release a combination of
two or more transmitters (Hokfelt, Johansson, & Goldstein,
1984). Some neurons release two transmitters at the same time
(Tritsch, Ding, & Sabatini, 2012), whereas some release one at
firstand another onesslowlylater (Borisovska, Bensen, Chong, &
Westbrook, 2013). In some cases a neuron releases different
transmitters from different branches of its axon (Nishimaru,

FIGURE 2.15 Anatomy of a synapse

(a) An electron micrograph showing a
synapse from the cerebellum of a mouse.
The small round structures are vesicles.
(b) Electron micrograph showing axon
terminals onto the soma of a neuron.
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52 | CHAPTER 2 Synapses

Restrepo, Ryge, Yanagawa, & Kiehn, 2005). A pattern of
experience can cause a neuron to stop releasing one transmitter
and release another one instead (Dulcis, Jamshidi, Leutgeb, &
Spitzer, 2013; Spitzer, 2012). Presumably, the postsynaptic
neuron changes its receptors as well. All these processes make
it possible for the nervous system to be amazingly flexible.

= S TOP&CHECK

9. When the action potential reaches the presynaptic
terminal, which ion must enter the presynaptic terminal
to evoke release of the neurotransmitter?

ANSWER wnple) "6

Activating Receptors of
the Postsynaptic Cell

Sherrington’s concept of the synapse was simple: Input
produced excitation or inhibition—in other words, on/off.
When Eccles recorded from individual cells, he happened to
choose cells that produced only brief EPSPs and IPSPs—
again, just on/off. The discovery of chemical transmission at
synapses didn't change that, at first. Researchers
discovered more and more neurotransmitters and
wondered, “Why does the nervous system use
so many chemicals, if they all produce the same
type of message?” Eventually they found that the
messages are more complicated and more varied.

The effect of a neurotransmitter depends on
its receptor on the postsynaptic cell. When the
neurotransmitter attaches to its receptor, the re- "
ceptor may open a channel—exerting an ionotropic
effect—or it may produce a slower but longer
effect—a metabotropic effect.

"
"

lonotropic Effects

At one type of receptor, neurotransmitters exert
ionotropic effects, corresponding to the brief on/
off effects that Sherrington and Eccles studied.
Imagine a paper bag that is twisted shut at the
top. If you untwist it, the opening grows larger
so that something can go into or come out of the
bag. An ionotropic receptor is like that. When
the neurotransmitter binds to an ionotropic re-
ceptor, it twists the receptor enough to open its
central channel, which is shaped to let a particu-
lar type of ion pass through. In contrast to the
sodium and potassium channels along an axon,
which are voltage-gated, the channels controlled
by a neurotransmitter are transmitter-gated or
ligand-gated channels. (A ligand is a chemical
that binds to another chemical.) That is, when the
neurotransmitter attaches, it opens a channel.

'3
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Tonotropic effects begin quickly, sometimes within less
than a millisecond after the transmitter attaches (Lisman,
Raghavachari, & Tsien, 2007). The effects decay with a half-
life of about 5 ms. They are well suited to conveying visual
information, auditory information, and anything else that
needs to be updated as quickly as possible.

Most of the brain’s excitatory ionotropic synapses use the
neurotransmitter glutamate. In fact, glutamate is the most
abundant neurotransmitter in the nervous system. Most of
the inhibitory ionotropic synapses use the neurotransmitter
GABA (gamma-aminobutyric acid), which opens chloride
gates, enabling chloride ions, with their negative charge, to
cross the membrane into the cell more rapidly than usual. Gly-
cine is another common inhibitory transmitter, found mostly
in the spinal cord (Moss & Smart, 2001). Acetylcholine, an-
other transmitter at many ionotropic synapses, is excitatory
in most cases. Figure 2.16a shows an acetylcholine receptor
(hugely magnified, of course), as it would appear if you were
looking down at it from within the synaptic cleft. Its outer
portion (in red) is embedded in the neuron’s membrane; its in-
ner portion (in purple) surrounds the sodium channel. When
the receptor is at rest, the inner portion coils together tightly
enough to block sodium passage. When acetylcholine attaches
as in Figure 2.16b, the receptor folds outward, widening the
sodium channel (Miyazawa, Fujiyoshi, & Unwin, 2003).

Outer portion, embedded
in the membrane

- ‘ - r
b

Inner portion, surrounding
the sodium channel

‘

- -
"

n

.

o

Outer portion, embedded
in the membrane

Inner portion, surrounding
the sodium channel

FIGURE 2.16 The acetylcholine receptor

(a) A cross-section of the receptor at rest, as viewed from the synaptic cleft.
The membrane surrounds it. (b) A similar view after acetylcholine has at-
tached to the side of the receptor, opening the central channel wide enough
for sodium to pass through. Source: Adapted from A. Miyazawa, Y. Fujiyoshi,
and N. Unwin (2003). “Structure and gating mechanism of the acetylcholine
receptor pore,” Nature, 423, pp. 949-955

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



Metabotropic Effects and Second
Messenger Systems

At other receptors, neurotransmitters exert metabotropic
effects by initiating a sequence of metabolic reactions that are
slower and longer lasting than ionotropic effects (Greengard,
2001). Metabotropic effects emerge 30 ms or more after the
release of the transmitter (North, 1989). Typically, they last
up to a few seconds, but sometimes longer. Whereas most
ionotropic effects depend on either glutamate or GABA,
metabotropic synapses use many neurotransmitters, including
dopamine, norepinephrine, and serotonin . . . and sometimes
glutamate and GABA too.

Apologies if you find this analogy silly, but it might help
clarify metabotropic synapses: Imagine a large room. You are
outside the room holding a stick that goes through a hole in
the wall and attaches to the hinge of a cage. If you shake the
stick, you open that cage and release an angry dog. The dog
runs around waking up all the rabbits in the room, which
then scurry around causing all kinds of further action. A
metabotropic receptor acts a little like that. When a neu-
rotransmitter attaches to a metabotropic receptor, it bends
the receptor protein that goes through the membrane of the
cell. The other side of that receptor is attached to a
G protein—that is, a protein coupled to guanosine triphos-
phate (GTP), an energy-storing molecule, Bending the recep-
tor protein detaches that G protein, which is then free to
take its energy elsewhere in the cell, as shown in Figure 2.17
(Levitzki, 1988; O'Dowd, Lefkowitz, & Caron, 1989). The
result of that G protein is increased concentration of a
second messenger, such as cyclic adenosine monophosphate

(cyclic AMP), inside the cell. Just as the “first messenger” (the

Nonstimulated
metabotropic receptor

G protein

® G protein activates a
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neurotransmitter) carries information to the postsynaptic
cell, the second messenger communicates to many areas
within the cell. It may open or close ion channels in the mem-
brane or activate a portion of a chromosome. Note the con-
trast: An ionotropic synapse has effects localized to one point
on the membrane, whereas a metabotropic synapse, by way of
its second messenger, influences activity in much or all of the
cell and over a longer time.

Ionotropic and metabotropic synapses contribute to
different aspects of behavior. For vision and hearing, the
brain needs rapid, quickly changing information, the kind
that ionotropic synapses bring. In contrast, metabotropic
synapses are better suited for more enduring effects such as
taste (Huang et al.,, 2005), smell, and pain (Levine, Fields,
& Basbaum, 1993), where the exact timing isnt important
anyway. Metabotropic synapses are also important for many
aspects of arousal, attention, pleasure, and emotion—again,
functions that arise more slowly and last longer than a visual
or auditory stimulus.

Neuropeptides

Researchers refer to the neuropeptides as
neuromodulators, because they have several properties that
set them apart from other transmitters (Ludwig & Leng,
2006). Whereas the neuron synthesizes most other neu-
rotransmitters in the presynaptic terminal, it synthesizes neu-
ropeptides in the cell body and then slowly transports them
to other parts of the cell. Whereas other neurotransmitters
are released at the axon terminal, the neuropeptides are re-
leased mainly by dendrites, and also by the cell body and the

sides of the axon. A single action potential can release other

often

0 Transmitter molecule
attaches to receptor

2) Receptor bends,
releasing G protein

“second messenger”

such as cyclic AMP, which

alters a metabolic pathway,

turns on a gene in the nucleus,

or opens or closes an ion channel
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FIGURE 2.17 Sequence of events at a metabotropic synapse, using a second messenger within the

postsynaptic neuron
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54 | CHAPTER 2 Synapses

TABLE 2.2 | Distinctive features of neuropeptides

Other

Neuropeptides Neurotransmitters

Place Cell body Presynaptic terminal
synthesized
Place released Mostly from dendrites, ~ Axon terminal

also cell body and sides

of axon
Released by Repeated depolarization  Single action potential
Effect on They release the No effect on neighbors
neighboring cells  neuropeptide too
Spread of effects  Diffuse to wide area Effect mostly on

receptors of the adjacent

postsynaptic cell
Duration of Less than a second to a

effects

Many minutes
few seconds

neurotransmitters, but neuropeptide release requires repeated
stimulation. However, after a few dendrites release a neuro-
peptide, the released chemical primes other nearby dendrites
to release the same neuropeptide also, including dendrites of
other cells. Thus, neurons containing neuropeptides do not
release them often, but when they do, they release substantial
amounts. Furthermore, unlike other transmitters that are re-
leased immediately adjacent to their receptors, neuropeptides
diffuse widely, slowly affecting many neurons in their region of
the brain. In that way they resemble hormones. Because many
of them exert their effects by altering gene activity, their effects
are long-lasting, in the range of 20 minutes or more. Neuro-
peptides are important for hunger, thirst, and other long-term
changes in behavior and experience. Table 2.2 summarizes dif-
ferences between other neurotransmitters and neuropeptides.

= STOP&CHECK

10. How do ionotropic and metabotropic synapses differ in
speed and duration of effects?

11. What are second messengers, and which type of
synapse relies on them?

12. How are neuropeptides special compared to other
transmitters?
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Variation in Receptors

The brain has a great variety of receptors, including at least 26
types of GABA receptors and at least 7 families of serotonin
receptors, differing in their structure (C. Wang et al., 2013).
Receptors differ in their chemical properties, responses to
drugs, and roles in behavior. Because of this variation in prop-
erties, it is possible to devise drugs with specialized effects on
behavior. For example, the serotonin receptor type 3 mediates
nausea, and the drug ondansetron that blocks this receptor
helps cancer patients undergo treatment without nausea.

A given receptor can have different effects for different
people, or even in different parts of one person’s brain, because
of differences in the hundreds of proteins associated with
the synapse (O'Rourke, Weiler, Micheva, & Smith, 2012).
The synapse is a complicated place, where proteins tether the
presynaptic neuron to the postsynaptic neuron and guide
neurotransmitter molecules to their receptors. Abnormalities of
these scaffolding proteins have been linked to increased anxiety,
sleep disorders, and other behavioral problems. Because of the
importance of all these proteins, people can vary genetically in a
huge number of ways that influence behavior.

Drugs that Act by Binding to Receptors

A drug that chemically resembles a neurotransmitter can bind
to its receptor. Many hallucinogenic drugs—that is, drugs
that distort perception, such as lysergic acid diethylamide
(LSD)—chemically resemble serotonin (see Figure 2.18).
They attach to serotonin type 2A (5-HT,4) receptors and
provide stimulation at inappropriate times or for longer-than-
usual durations. (Why and how the inappropriate stimulation
of those receptors leads to distorted perceptions is an unan-
swered question.)

Nicotine, a compound present in tobacco, stimulates
a family of acetylcholine receptors, conveniently known as
nicotinic receptors. Nicotinic receptors are abundant on neu-
rons that release dopamine, so nicotine increases dopamine
release there (Levin & Rose, 1995; Pontieri, Tanda, Orzi, &
DiChiara, 1996). Because dopamine release is associated with
reward, nicotine stimulation is rewarding also. Typical antipsy-
chotic drugs block dopamine receptors, often producing side
effects of decreased pleasure and motivation.

Opiate drugs are derived from, or chemically similar to
those derived from, the opium poppy. Familiar opiates include

O == C— N(C;3Hs),

\

NCH;

CH,CH,NH,

N N
H H
Serotonin LSD
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FIGURE 2.18 Resemblance of the neurotransmitter serotonin
to LSD, a hallucinogenic drug
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morphine, heroin, and methadone. People used morphine and
other opiates for centuries without knowing how the drugs af-
fected the brain. Then researchers found that opiates attach to
specific receptors in the brain (Pert & Snyder, 1973). It was a
safe guess that vertebrates had not evolved such receptors just
to enable us to become drug addicts; the brain must produce its
own chemical that attaches to these receptors. Soon investiga-
tors found that the brain produces certain neuropeptides now
known as endorphins—a contraction of endogenous morphines.
Opiate drugs exert their effects by binding to the same receptors
as endorphins. This discovery was important because it indi-
cated that opiates relieve pain by acting on receptors in the brain,
not in the skin. This finding also paved the way for the discovery

of other neuropeptides that regulate emotions and motivations.

= STOP&CHECK

13. How do LSD, nicotine, and opiate drugs influence
behavior?
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Inactivation and Reuptake
of Neurotransmitters

A neurotransmitter does not linger at the postsynaptic
membrane. If it did, it might continue exciting or inhibiting
the receptor. Various neurotransmitters are inactivated
in different ways. (The neuropeptides, however, are not
inactivated. They simply diffuse away. Because these large
molecules are resynthesized slowly, a neuron can temporarily
exhaust its supply.)

After acetylcholine activates a receptor, it is broken
down by the enzyme acetylcholinesterase (a-SEE-til-ko-
lih-NES-teh-raze) into two fragments: acetate and choline.
The choline diffuses back to the presynaptic neuron, which
takes it up and reconnects it with acetate already in the cell
to form acetylcholine again. Although this recycling process
is highly eflicient, it takes time, and the presynaptic neuron
does not reabsorb every molecule it releases. A sufficiently
rapid series of action potentials at any synapse depletes the
neurotransmitter faster than the presynaptic cell replen-
ishes it, thus slowing or interrupting transmission (G. Liu &
Tsien, 1995).

Serotonin and the catecholamines (dopamine, norepi-
nephrine, and epinephrine) do not break down into inactive
fragments at the postsynaptic membrane. They simply detach
from the receptor. At that point, the next step varies. The pre-
synaptic neuron takes up much or most of the released neu-
rotransmitter molecules intact and reuses them. This process,
called reuptake, occurs through special membrane proteins
called transporters. The activity of transporters varies among
individuals and from one brain area to another. Any transmit-
ter molecules not taken up by transporters are broken down

2.2 Chemical Events at the Synapse | 55

by an enzyme called COMT (catechol-o-methyltransferase).
The breakdown products wash away and eventually show up
in the blood and urine.

Stimulant drugs, including amphetamine and cocaine,
inhibit the transporters for dopamine, thus decreasing reup-
take and prolonging dopamine’s effects (Beuming et al., 2008;
Schmitt & Reith, 2010; Zhao et al.,, 2010). Amphetamine
also blocks the serotonin and norepinephrine transporters.
Methamphetamine's effects are like those of amphetamine,
but stronger. Most antidepressant drugs also block the dopa-
mine transportet, but much more weakly than amphetamine
and cocaine do.

When stimulant drugs increase the accumulation of
dopamine in the synaptic cleft, COMT breaks down the
excess dopamine faster than the presynaptic cell can replace
it. A few hours after taking a stimulant drug, a user has a
deficit of dopamine and enters a withdrawal state, marked by
reduced energy, reduced motivation, and mild depression.

Methylphenidate (Ritalin), another stimulant drug, is of-
ten prescribed for people with attention deficit/hyperactivity
disorder. Methylphenidate and cocaine block the reuptake of
dopamine in the same way at the same brain receptors. The dif-
ferences between the drugs relate to dose and time course. Co-
caine users typically sniff it or inject it to produce a rapid rush of
effect on the brain. People taking methylphenidate pills experi-
ence a gradual increase in the drug’s concentration over an hour
or more, followed by a slow decline. Therefore, methylphenidate
does not produce the sudden rush of excitement that cocaine
does. However, anyone who injects methylphenidate experi-
ences effects similar to cocaine’s, including the risk of addiction.

2 STOP&CHECK

14. What happens to acetylcholine molecules after they
stimulate a postsynaptic receptor?

15. What happens to serotonin and catecholamine
molecules after they stimulate a postsynaptic receptor?

16. How do amphetamine and cocaine influence dopamine
synapses?

17. Why is methylphenidate generally less disruptive to
behavior than cocaine is despite the drugs’ similar
mechanisms?

ANSWERS

*3UIB20D JO 9SO Op UBY) AMO|S 8J0W Yydonwi

uleiq a8y ul auljoap pue dojaaap |jid a1epiuaydiAyiow e
10 S10810 8y "LT ‘dulwedop pases|al Jo ayeidnal yum
aJapalul Aoyl 9T Aeme asnyip usayl Yydlym ‘sjesiusyo
SAI0BU| 03Ul UMOP USY0lIq a1e S8|Ndajowl JIsy} JO SWOoS
‘leuiwal ondeudsald ayy Ag paglosqeal ale sajndsjow
QUIWE|0YD1LI PUR UIU010JSS 1SOA "ST ‘|eulwla) onde
-UAsald ay1 Aq paglosgeal uayl aJe yoliym ‘auljoyd pue
9]1e190k ‘S5|NJ3J0W Jo||eWS OM] 01Ul SBINd3joW 8uljoyd
-A1908 Syealq aselsysaulloydlflaoe swAzus syl BT

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



56 | CHAPTER 2 Synapses

Negative Feedback from
the Postsynaptic Cell

Suppose someone sends you an email message and then,
worried that you might not have received it, sends it again
and again. To prevent cluttering your inbox, you might add
a system that provides an automatic answer, “Yes, I got your
message. Don't send it again.”

A couple of mechanisms in the nervous system serve that
function. First, many presynaptic terminals have receptors sen-
sitive to the same transmitter they release. These receptors are
known as autoreceptors—receptors that respond to the released
transmitter by inhibiting further synthesis and release. That is,
they provide negative feedback (Kubista & Boehm, 2006).

Second, some postsynaptic neurons respond to stimula-
tion by releasing chemicals that travel back to the presynaptic
terminal to inhibit further release of transmitter. Nitric oxide

(from diet)

DOPA can
increase

supply

Cannabinoids attach

to same receptors as
anandamide and 2-AG,
inhibiting further release
of neurotransmitter.

release
Typical
antipsychotic
drug, such

as haloperidol,
blocks receptor

Tyrosine

is one such transmitter. Two others are anandamide (from
the Sanskrit word anana, meaning “bliss”) and 2-AG (sn-2
arachidonylglycerol).

Cannabinoids, the active chemicals in marijuana, bind
to anandamide or 2-AG receptors on presynaptic neurons
(Kreitzer & Regehr, 2001; R. I. Wilson & Nicoll, 2002)
or GABA (Foldy, Neu, Jones, & Soltesz, 2006; Oliet,
Baimouknametova, Piet, & Bains, 2007). When cannabinoids
attach to these receptors, they indicate, “The cell got your
message. Stop sending it”” The presynaptic cell, unaware that
it hadn't sent any message at all, stops sending. In this way, the
chemicals in marijuana decrease both excitatory and inhibitory
messages from many neurons. (Exactly how this effect produces
all marijuana’s experiential effects remains largely uncertain.)

Figure 2.19 summarizes some of the ways in which drugs
affect dopamine synapses, including effects on synthesis,

AMPT can block
this reaction

Certain antidepressants
block this reaction

Cocaine blocks
reuptake. So do
methylphenidate
and many
antidepressants,
but less strongly.

reuptake
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FIGURE 2.19 Effects of some drugs at dopamine synapses
Drugs can alter transmission at a synapse in many ways.
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16. How do cannabinoids affect neurons?
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release, action on postsynaptic receptors, reuptake, and
breakdown. Table 2.3 also summarizes effects of some
common drugs.

Electrical Synapses

At the start of this module, you learned that Sherrington
was wrong to assume that synapses convey messages
electrically. Well, he wasn't completely wrong. A few special-
purpose synapses do operate electrically. Because electrical
transmission is faster than even the fastest chemical
transmission, electrical synapses have evolved in cases
where exact synchrony between two cells is important.
For example, some of the cells that control your rhythmic
breathing are synchronized by electrical synapses. (It’s
important to inhale on the left side at the same time as on
the right side.)

At an electrical synapse, the membrane of one neuron
comes into direct contact with the membrane of another, as
shown in Figure 2.20. This contact is called a gap junction.

TABLE 2.3 | Summary of some drugs and their

effects
Drugs Main Synaptic Effects
Amphetamine Blocks reuptake of dopamine and several
other transmitters
Cocaine Blocks reuptake of dopamine and several
other transmitters
Methylphenidate Blocks reuptake of dopamine and others,
(Ritalin) but gradually

MDMA (“Ecstasy”)

Nicotine

Opiates (e.g., heroin,
morphine)
Cannabinoids
(marijuana)

Hallucinogens

(eg., LSD)

Releases dopamine and serotonin

Stimulates nicotinic-type acetylcholine
receptor, which (among other effects)
increases dopamine release in nucleus
accumbens

Stimulates endorphin receptors

Excites negative-feedback receptors on

presynaptic cells; those receptors ordinarily

respond to anandamide and 2AG

Stimulates serotonin type 2A receptors

(5-HT2a)
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Presynaptic neuron

Gap junction Postsynaptic neuron
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FIGURE 2.20 A gap junction for an electrical synapse

Fairly large pores of the membrane of one neuron line up pre-
cisely with similar pores in the membrane of the other cell.
These pores are large enough for sodium and other ions to
pass readily, and unlike the other membrane channels we have
considered, these pores remain open constantly. Therefore,
whenever one of the neurons is depolarized, sodium ions from
that cell can pass quickly into the other neuron and depolarize
it, too. As a result, the two neurons act almost as if they were
a single neuron. Again we see the great variety of synapses in
the nervous system.

Hormones

Hormonal influences resemble synaptic transmission in many
ways, including the fact that many chemicals serve both as
hormones and as neurotransmitters. A hormone is a chemi-
cal secreted by cells in one part of the body and conveyed by
the blood to influence other cells. A neurotransmitter is like a
telephone signal: It conveys a message from the sender to the
intended receiver. Hormones function more like a radio sta-
tion: They convey a message to any receiver tuned to the right
station. Neuropeptides are intermediate. They diffuse only
within the brain, and the blood doesn't carry them to other
parts of the body. Figure 2.21 presents the major endocrine
(hormone-producing) glands. Table 2.4 lists only those
hormones that become relevant in other chapters of this book.
(A complete list of hormones would be lengthy.)

Hormones are particularly useful for coordinating long-
lasting changes in multiple parts of the body. For example,
birds that are preparing for migration secrete hormones that
change their eating and digestion to store extra energy for a
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TABLE 2.4 | Selective list of hormones
Organ Hormone

Hypothalamus

Various releasing hormones
Anterior pituitary Thyroid-stimulating hormone
Luteinizing hormone
Follicle-stimulating hormone
ACTH

Prolactin

Growth hormone

Posterior pituitary Oxytocin
Vasopressin
Pineal Melatonin
Adrenal cortex Aldosterone
Cortisol
Adrenal medulla Epinephrine, norepinephrine
Pancreas Insulin
Glucagon
Ovary Estrogens and progesterone
Testis Testosterone
Kidney Renin
Far cells Leptin

Hormone Functions (Partial)

Promote/inhibit release of hormones from pituitary
Stimulates thyroid gland

Stimulates ovulation

Promotes ovum maturation (female), sperm production (male)
Increases steroid hormone production by adrenal gland
Increases milk production

Increases body growth

Uterine contractions, milk release, sexual pleasure

Raises blood pressure, decreases urine volume

Sleepiness; also role in puberty

Reduces release of salt in the urine

Elevated blood sugar and metabolism

Similar to actions of sympathetic nervous system

Helps glucose enter cells

Helps convert stored fats into blood glucose

Female sexual characteristics and pregnancy

Male sexual characteristics and pubic hair

Regulates blood pressure, contributes to hypovolemic thirst

Decreases appetite

Hypothalamus

Pineal gland

Pituitary gland

Parathyroid glands

Thyroid glands
Thymus

Liver

Adrenal gland

Kidney

Pancreas

Ovary (in female)

Placenta (in female
during pregnancy)

Testis (in male) \Qa |

FIGURE 2.21 Location of some major endocrine glands
Source: Starr & Taggart, 1989

long journey. Two types of hormones are protein hormones
and peptide hormones, composed of chains of amino acids.
(Proteins are longer chains and peptides are shorter.) Protein
and peptide hormones attach to membrane receptors, where
they activate a second messenger within the cell—exactly like
a metabotropic synapse.

Just as circulating hormones modify brain activity, hor-
mones secreted by the brain control the secretion of many other
hormones. The pituitary gland, attached to the hypothala-
mus (see Figure 2.22), has two parts, the anterior pituitary
and the posterior pituitary, which release different sets of
hormones. The posterior pituitary, composed of neural tissue,
can be considered an extension of the hypothalamus. Neurons
in the hypothalamus synthesize the hormones oxytocin and
vasopressin (also known as antidiuretic hormones), which
migrate down axons to the posterior pituitary, as shown in
Figure 2.23. Later, the posterior pituitary releases these hor-
mones into the blood.

The anterior pituitary, composed of glandular tissue, syn-
thesizes six hormones, although the hypothalamus controls
their release (see Figure 2.23). The hypothalamus secretes
releasing hormones, which flow through the blood to the an-
terior pituitary. There they stimulate or inhibit the release of
other hormones.

The hypothalamus maintains fairly constant circulating
levels of certain hormones through a negative feedback sys-
tem. For example, when the level of thyroid hormone is low,
the hypothalamus releases TSH-releasing hormone, which
stimulates the anterior pituitary to release TSH, which in
turn causes the thyroid gland to secrete more thyroid hor-
mones (see Figure 2.24).
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FIGURE 2.22 Location of the hypothalamus and pituitary

gland in the human brain
Source: Starr & Taggart, 1989

= STOP&CHECK

17. Which part of the pituitary—anterior or posterior—is
neural tissue, similar to the hypothalamus? Which part
is glandular tissue and produces hormones that control
the secretions by other endocrine organs?

18. In what way is a neuropeptide intermediate between
neurotransmitters and hormones?
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Hypothalamus secretes releasing hormones and inhibiting hormones
that control anterior pituitary. Also synthesizes vasopressin and
oxytocin, which travel to posterior pituitary.

Posterior pituitary

D —> Vasopressin
and oxytocin

TSH, FSH, LH,
and prolactin

(Arterial flow)

FIGURE 2.23 Pituitary hormones

The hypothalamus produces vasopressin and oxytocin, which
travel to the posterior pituitary (really an extension of the
hypothalamus). The posterior pituitary releases those hormones
in response to neural signals. The hypothalamus also produces
releasing hormones and inhibiting hormones, which travel to the
anterior pituitary, where they control the release of six hormones
synthesized there.
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FIGURE 2.24 Negative feedback in the control of thyroid
hormones

The hypothalamus secretes a releasing hormone that stimulates
the anterior pituitary to release TSH, which stimulates the thyroid
gland to release its hormones. Those hormones, in turn, act on the
hypothalamus to decrease its secretion of the releasing hormone.
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MODULE 2.2

IN CLOSING

Neurotransmitters and Behavior

In the century plus since Sherrington, we have come a long
way in our understanding of synapses. We no longer think
of synapses as simple on/off messages. Synaptic messages

vary in intensity, speed of onset, and duration. Drugs can

Summary

1,

The great majority of synapses operate by transmitting
a neurotransmitter from the presynaptic cell to the post-
synaptic cell. Otto Loewi demonstrated this point by
stimulating a frog’s heart electrically and then transfer-
ring fluids from that heart to another frog’s heart. 48

Many chemicals are used as neurotransmitters. Most are
amino acids or chemicals derived from amino acids. 50

An action potential opens calcium channels in the axon
terminal, and the calcium enables release of neurotrans-
mitters. 51

At ionotropic synapses, a neurotransmitter attaches to

a receptor that opens the gates to allow a particular ion,
such as sodium, to cross the membrane. Ionotropic effects
are fast and brief. At metabotropic synapses, a neurotrans-
mitter activates a second messenger inside the postsynap-
tic cell, leading to slower but longer-lasting changes. 52
Neuropeptides diffuse widely, affecting many neurons

for a period of minutes. Neuropeptides are important for
hunger, thirst, and other slow, long-term processes. 53

Key Terms

modify them in many ways, for good or bad, but so can ex-
periences. Understanding how the nervous system produces
our behavior and experiences is largely a matter of under-
standing synapses.

Several drugs including LSD, nicotine, and opiate
drugs exert their behavioral effects by binding to
receptors on the postsynaptic neuron. 54

After a neurotransmitter (other than a neuropep-
tide) has activated its receptor, many of the trans-
mitter molecules reenter the presynaptic cell through
transporter molecules in the membrane. This pro-
cess, known as reuptake, enables the presynaptic

cell to recycle its neurotransmitter. Stimulant

drugs and many antidepressant drugs inhibit this
process. 55

Postsynaptic neurons send chemicals to receptors on
the presynaptic neuron to inhibit further release of
neurotransmitter. Cannabinoids, found in marijuana,
mimic these chemicals. 56

Hormones are released into the blood to affect recep-
tors scattered throughout the body. Their mecha-
nism of effect resembles that of a metabotropic

synapse. 57

Terms are defined in the module on the page number indi-
cated. They are also presented in alphabetical order with defi-
nitions in the book’s Subject Index/Glossary. Interactive flash

2-AG 56
acetylcholine 50
acetylcholinesterase 55
amino acids 50
amphetamine 55
anandamide 56
anterior pituitary 58
autoreceptors 56
cannabinoids 56
catecholamines 50
cocaine 55
COMT 55
endocrine glands 57
exocytosis 51

gap junction 57

60

G protein 53

gases 50
hallucinogenic drugs 54
hormone 57
ionotropic effects 52
ligand-gated channels 52
MAO 51
metabotropic effects 53
methylphenidate 55
monoamines 50
neuromodulators 53
neuropeptides 50
neurotransmitters 50
nicotine 54

nitric oxide 50

cards, audio reviews, and crossword puzzles are among the
online resources available to help you learn these terms and
the concepts they represent.

opiate drugs 54
oxytocin 58

peptide hormones 58
pituitary gland 58
posterior pituitary 58
protein hormones 58
purines 50

releasing hormones 58
reuptake 55

second messenger 53
transmitter-gated channels 52
transporters 55
vasopressin 58
vesicles 51
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Thought Questions

1. Suppose axon A enters a ganglion (cluster of neurons) and axon B leaves on the other side. An
experimenter who stimulates A shortly thereafter records an impulse traveling down B. We want to
know whether B is just an extension of axon A or whether A formed an excitatory synapse on some
neuron in the ganglion, whose axon is axon B. How could an experimenter determine the answer? Try
to think of more than one good method. Presume that the anatomy within the ganglion is so complex
that you cannot simply trace the course of an axon through it.

2. If incoming serotonin axons were destroyed, LSD would still have its full effects. However, if incoming
dopamine axons were destroyed, amphetamine and cocaine would lose their effects. Explain the
difference.

MODULE 2.2: End of Module Quiz

1.

4.

7o

What was Loewi’s evidence that neurotransmission depends on the release of chemicals?

a. He applied adrenaline to muscles and saw them ¢. He stimulated one frog’s heart, collected fluid
contract, around it, transferred it to another frog’s heart, and
b. He applied drugs at various synapses and observed saw Change in its heart rate,
excitatory and inhibitory postsynaptic potentials. d. He stimulated certain nerves, collected the fluid

around their terminals, and analyzed the contents
chemically.

Which of the following is NOT one of the brain’s neurotransmitters?

a. Glutamate c. Glucose

b. GABA d. Serotonin
The amino acid tryptophan is a precursor to which neurotransmitter?

a. Serotonin c. Glutamate
b. Dopamine d. Acetylcholine

Suppose you want to cause the presynaptic terminal of an axon to release its transmitter. How could you do so without
an action potential?

a. Decrease the temperature at the synapse. c. Inject water into the presynaptic terminal.

b. Use an electrode to produce IPSPs in the d. Inject calcium into the presynaptic terminal.
postsynaptic neuron.

The brain’s most abundant excitatory neurotransmitter is , and its most abundant inhibitory neurotransmitter is

+

a. GABA ... serotonin c. dopamine.. .. glutamate

b. serotonin...dopamine d. glutamate ... GABA

In which of these ways does a metabotropic synapse differ from an ionotropic synapse?
a. Its effects are slower to start and last longer. c. Its effects are slower to start and briefer in duration.

b. Its effects are faster to start and last longer. d. Its effects are faster to start and briefer in duration.

What is a second messenger?

a. A chemical released by the presynaptic neuron c. A chemical that travels from the postsynaptic
a few milliseconds after release of the first neu- neuron back to the presynaptic neuron
rotransmitter

b. A chemical released inside a cell after stimulation
at a metabotropic synapse

61
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8. Which of the following is true of neuropeptides?
a. They are released close to their receptors.

b. A neuron releases them at a steady rate almost
constantly.

c. They produce rapid, brief effects.

d. They are released either in large quantities or not
at all.

9. Which of these drugs exerts its behavioral effects by binding to the same receptor as a neurotransmitter?

a. Amphetamine

b. Cocaine

c. Nicotine

d. Marijuana

10. Which neurotransmitter is broken into two pieces to inactivate it, after it excites the postsynaptic neuron?

a. Dopamine

b. Acetylcholine

11. What does a transporter protein do at a synapse?
a. It carries neurotransmitter molecules from the
presynaptic neuron to the postsynaptic neuron.
b. It carries neurotransmitter molecules from the cell
body to the presynaptic terminal.

c. Glutamate

d. Serotonin

c. It carries neurotransmitter molecules from neurons
that have too much into neurons that need more.

d. It pumps used neurotransmitter molecules back
into the presynaptic neuron.

12. Except for the magnitude and speed of effects, methylphenidate (Ritalin) affects synapses the same way as which other

drug?
a. Heroin

b. Cocaine

c. Nicotine

d. Marijuana

13. Which of these drugs acts by inhibiting release of neurotransmitters from the presynaptic neuron?

a. Opiates such as morphine

b. Cannabinoids (found in marijuana)

c. Nicotine

d. Amphetamine and cocaine

14. In contrast to the posterior pituitary, the anterior pituitary ...

a. is neural tissue that releases oxytocin and
vasopressin.

b. is glandular tissue that releases oxytocin and
vasopressin.

c. is neural tissue that produces hormones that
control other endocrine organs.

d. is glandular tissue that produces hormones that
control other endocrine organs.

15. In what way is a neuropeptide intermediate between neurotransmitters and hormones?

a. A neuropeptide diffuses more widely than other
neurotransmitters but less than a hormone.

b. A neuropeptide is larger than other
neurotransmitters but smaller than a hormone.

c. A neurotransmitter produces excitatory effects,
a neuropeptide produces neutral effects, and a
hormone produces negative effects.

ANSWERS:

Suggestion for Further Reading

Snyder, S. (1989). Brainstorming: The science and politics
of opiate research. Cambridge, MA: Harvard University

Press.
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d. A neurotransmitter produces slow effects, a neu-
ropeptide produces faster effects, and a hormone
produces still faster effects.
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Fascinating history of the discovery of opiate receptors.
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Anatomy and

Research Methods

rying to learn neuroanatomy (the anatomy of the nervous
system) from a book is like trying to learn geography from a
road map. A map can tell you that Mystic, Georgia, is about
40 km north of Enigma, Georgia. Similarly, a book can tell you that
the habenula is about 4.6 mm from the interpeduncular nucleus in a
rat’s brain (proportionately farther in a human brain). But these little
gems of information will seem both mysterious and enigmatic unless
you are concerned with that part of Georgia or that area of the brain.

This chapter does not provide a detailed road map of the ner-
vous system. It is more like a world globe, describing the large, basic
structures (analogous to the continents) and some distinctive features
of each.

The first module introduces key neuroanatomical terms and out-
lines overall structures of the nervous system. In the second module,
we concentrate on the cerebral cortex, the largest part of the mam-
malian central nervous system. The third module deals with the main
methods that researchers use to discover the functions of brain areas.

Be prepared: This chapter contains a huge number of new terms.
You should not expect to memorize all of them at once, and you should

review this chapter repeatedly.

d OPPOSITE: New methods allow researchers to examine living brains.
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CHAPTER OUTLINE

MODULE 3.1 Structure of the Vertebrate
Nervous System

Terminology to Describe the Nervous System
The Spinal Cord

The Autonomic Nervous System

The Hindbrain

The Midbrain

The Forebrain

The Ventricles

In Closing: Learning Neuroanatomy
MODULE 3.2 The Cerebral Cortex
Organization of the Cerebral Cortex

The Occipital Lobe

The Parietal Lobe

The Temporal Lobe

The Frontal Lobe

How Do the Parts Work Together?

In Closing: Functions of the Cerebral Cortex
MODULE 3.3 Research Methods

Effects of Brain Damage

Effects of Brain Stimulation

Recording Brain Activity

Correlating Brain Anatomy with Behavior
Brain Size and Intelligence

In Closing: Research Methods and Progress

LEARNING OBJECTIVES

After studying this chapter, you should be

able to:

1. Define the terms used to describe brain
anatomy.

2. Describe the principal functions of certain
brain areas.

3. List the four lobes of the cerebral cortex
and name their principal functions.

4. Describe the binding problem and explain
its theoretical importance.

5. Cite examples of several methods for
studying the relationship between brain
activity and behavior.

6. Discuss why it is so difficult to draw any
firm conclusion about the relationship
between brain size and intelligence.
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Structure of the Vertebrate
Nervous System
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our nervous system consists

of many substructures, a

huge number of neurons, and
an even huger number of synapses.
How do all the parts work together
to make one behaving unit? Does
each neuron have an independent
function? Or does the brain operate
as an undifferentiated whole?

The answer is something be-
tween those extremes. Consider an
analogy to human society: Each in-
dividual has a special role, such as
teacher, farmer, or nurse, but no one
performs any function without the
cooperation of many other people.
Similatly, brain areas and neurons
have specialized roles, but they also
depend on connections with other
areas.

Central Nervous System (brown)
Brain

Spinal cord

Terminology to
Describe the
Nervous System

o . Peripheral Nervous System
For vertebrates, we distinguish
Somatic (blue):

Controls voluntary muscles and conveys

sensory information to the central nervous system

the central nervous system from .
the peripheral nervous system (see :
Figure 3.1). The central nervous
system (CNS) is the brain and the

Autonomic (red): Controls involuntary muscles
Sympathetic: Expends energy
Parasympathetic: Conserves energy

FIGURE 3.1 The human nervous
system

The central nervous system consists

of the brain and spinal cord. The
peripheral nervous system is the nerves
outside the brain and spinal cord.
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Courtesy of Dr. Dana Copeland

Horizontal plane

FIGURE 3.2 Terms for anatomical directions in the nervous system

plane

Sagittal plane
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Coronal plane

In four-legged animals, the dorsal and ventral axes for the head are parallel to those for the rest of the body. However,
humans’ upright posture has tilted the head, so the dorsal and ventral directions of the head are at right angles to those

of the spinal cord.

spinal cord. The peripheral nervous system (PNS) con-
nects the brain and spinal cord to the rest of the body. Part
of the PNS is the somatic nervous system, which consists
of the axons conveying messages from the sense organs
to the CNS and from the CNS to the muscles. Another
part of the PNS, the autonomic nervous system, con-
trols the heart, intestines, and other organs. The auto-
nomic nervous system has some of its cell bodies within the
brain or spinal cord and some in clusters along the sides of
the spinal cord.

To follow a map, you must understand north, south, east,
and west. Because the nervous system is three-dimensional,
we need more terms to describe it. As Figure 3.2 and
Table 3.1 indicate, dorsal means toward the back and ventral
means toward the stomach. (A ventriloquist is literally a
“stomach talker.”) In a four-legged animal, the top of the

brain is dorsal (on the same side as the animal’s back), and
the bottom of the brain is ventral (on the stomach side).
The same would be true for you if you crawled on your
knees. However, when humans evolved upright posture, the
position of the head changed relative to the spinal cord. For
convenience, we still apply the terms dorsal and ventral to the
same parts of the human brain as other vertebrate brains.
Consequently, the dorsal—ventral axis of the human brain is
at a right angle to the dorsal—ventral axis of the spinal cord.
Figure 3.2 also illustrates the three ways of taking a plane
through the brain, known as horizontal, sagittal, and coronal
(or frontal).

Table 3.2 introduces additional terms that are worth
learning. Tables 3.1 and 3.2 require careful study and review.
After you think you have mastered the terms, check yourself
with the following “Stop & Check” questions.
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68 | CHAPTER 3 Anatomy and Research Methods

TABLE 3.1 | Anatomical Terms Referring
to Directions

Term Definition

Dorsal Toward the back, away from the ventral
(stomach) side. The top of the brain is
considered dorsal because it has that position
in four-legged animals.

Ventral Toward the stomach, away from the dorsal
(back) side

Anterior Toward the front end

Posterior Toward the rear end

Superior Above another part

Inferior Below another part

Lateral Toward the side, away from the midline

Medial Toward the midline, away from the side

Proximal Located close (approximate) to the point of
origin or attachment

Distal Located more distant from the point of origin
or attachment

Ipsilateral On the same side of the body (e.g., two parts
on the left or two on the right)

Contralateral On the opposite side of the body (one on the

left and one on the right)

Coronal plane
(or frontal plane)

A plane that shows brain structures as seen
from the front
Sagittal plane

A plane that shows brain structures as seen
from the side

A plane that shows brain structures as seen
from above

Horizontal plane
(or transverse plane)

2 STOP&CHECK

1. What does dorsal mean, and what is its opposite?

2. What term means toward the side, away from the midline,
and what is its opposite?

3. If two structures are both on the left side of the body,
they are to each other. If one is on the left and the
other is on the right, they are to each other.

4. The bulges in the cerebral cortex are called . The
grooves between them are called .

ANSWERS

*(MO| a1 @4048191 pue) ,1nod 01,

Fuiuesaw ‘yNs pIOM Y} JO YUIY} ‘SNOINS Jaquuiawal Of
19|NS {UAB *p |elore|enuoo {elale|isdl *g |eipaw
‘|eJale| "g "|esuan si aysoddo S| "opIs yorwols

2y} Wols Aeme ‘yoeq ayl pJjemol sueaw |esioq T

The Spinal Cord

The spinal cord is the part of the CNS within the spinal

column. The spinal cord communicates with all the sense

© Cengage Learning

TABLE 3.2 | Terms Referring to Parts of the
Nervous System

Term Definition

Lamina A row or layer of cell bodies separated from
other cell bodies by a layer of axons and

dendrites

Column A set of cells perpendicular to the surface of

the cortex, with similar properties

A set of axons within the CNS, also known
as a projection. If axons extend from cell
bodies in structure A to synapses onto B, we
say that the fibers “project” from A onto B.

Tract

Nerve A set of axons in the periphery, either from
the CNS to a muscle or gland or from a
sensory organ to the CNS

A cluster of neuron cell bodies within the

CNS

A cluster of neuron cell bodies, usually
outside the CNS (as in the sympathetic
nervous system)

Nucleus

Ganglion

A protuberance on the surface of the brain

Gyrus (pl.: gyri)
Sulcus (pl.: sulci) A fold or groove that separates one gyrus

from another

Fissure

A long, deep sulcus

organs and muscles except those of the head. It is a segmented
structure, and each segment has on each side a sensory nerve
and a motor nerve, as Figure 3.3 shows. One of the first
discoveries about the functions of the nervous system was
that the entering dorsal roots (axon bundles) carry sensory
information, and the exiting ventral roots carry motor

White matter
Central canal

Gray matter Sensory nerve

Ventral

FIGURE 3.3 Diagram of a cross-section through the

spinal cord

The dorsal root on each side conveys sensory information to
the spinal cord; the ventral root conveys motor commands to
the muscles.
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Dr. Keith Wheeler/Science Source

FIGURE 3.4 Photo of a cross-section through the

spinal cord

The H-shaped structure in the center is gray matter, composed
largely of cell bodies. The surrounding white matter consists
of axons.

information. The cell bodies of the sensory neurons are in
clusters of neurons outside the spinal cord, called the dorsal
root ganglia. (Ganglia is the plural of ganglion, a cluster of
neurons. In most cases, a neuron cluster outside the CNS
is called a ganglion, and a cluster inside the CNS is called
a nucleus.) Cell bodies of the motor neurons are inside the
spinal cord.

In the cross-section through the spinal cord shown
in Figures 3.4 and 3.5, the H-shaped gray matter in the
center of the cord is densely packed with cell bodies and
dendrites. Many neurons from the gray matter of the
spinal cord send axons to the brain or to other parts of the
spinal cord through the white matter, containing myelin-
ated axons.

Each segment of the spinal cord sends sensory information
to the brain and receives motor commands from the brain. All
that information passes through tracts of axons in the spinal

Ed Reschke/Photol

FIGURE 3.5 A section of gray matter of the spinal cord
(left) and white matter surrounding it

Cell bodies and dendrites reside entirely in the gray matter.
Axons travel from one area of gray matter to another in the
white matter.

ary/Getty Images
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cord. If the spinal cord is cut at a given segment, the brain
loses sensation from that segment and below. The brain also
loses motor control over all parts of the body served by that
segment and the lower ones.

The Autonomic Nervous System

The autonomic nervous system consists of neurons that
receive information from and send commands to the heart,
intestines, and other organs. Its two parts are the
sympathetic and parasympathetic nervous systems (see
Figure 3.6). The sympathetic nervous system, a network
of nerves that prepare the organs for vigorous activity,
consists of chains of ganglia just to the left and right of the
spinal cord’s central regions (the thoracic and lumbar areas).
These ganglia are connected by axons to the spinal cord.
Sympathetic axons prepare the organs for “fight or flight”—
increasing breathing and heart rate and decreasing digestive
activity. Because the sympathetic ganglia are closely linked,
they often act as a single system “in sympathy” with one
another, although an event may activate some parts more
than others. The sweat glands, the adrenal glands, the
muscles that constrict blood vessels, and the muscles that
erect the hairs of the skin have sympathetic input but no
parasympathetic input.

The parasympathetic nervous system facilitates vegeta-
tive, nonemergency responses. The term para means “beside”
or “related to,” and parasympathetic activities are related to,
and generally the opposite of, sympathetic activities. For ex-
ample, the sympathetic nervous system increases heart rate,
but the parasympathetic nervous system decreases it. The
parasympathetic nervous system increases digestive activity,
whereas the sympathetic nervous system decreases it. The
parasympathetic system also promotes sexual arousal, includ-
ing erection in males. Although the sympathetic and parasym-
pathetic systems produce contrary effects, both are constantly
active to varying degrees, and many stimuli arouse parts of
both systems.

The parasympathetic nervous system is also known as
the craniosacral system because it consists of the cranial
nerves and nerves from the sacral spinal cord (see Figure
3.6). Unlike the ganglia in the sympathetic system, the
parasympathetic ganglia are not arranged in a chain near
the spinal cord. Rather, long preganglionic axons extend
from the spinal cord to parasympathetic ganglia close to
each internal organ. Shorter postganglionic fibers then
extend from the parasympathetic ganglia into the organs
themselves. Because the parasympathetic ganglia are not
linked to one another, they act more independently than
the sympathetic ganglia do. Parasympathetic activity
decreases heart rate, increases digestive rate, and in general,
conserves energy.

The parasympathetic nervous system’s axons release
the neurotransmitter acetylcholine onto the organs. Most
sympathetic nervous system axons release norepinephrine,
although a few, such as those onto the sweat glands, use
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FIGURE 3.6 The sympathetic nervous system (red lines) and parasympathetic nervous system (blue lines)
Note that the adrenal glands, sweat glands, and hair erector muscles receive sympathetic input only. Source: Starr & Taggart, 1989

acetylcholine. Because the two systems use different trans-
mitters, certain drugs excite or inhibit one system or the
other. For example, over-the-counter cold remedies exert
most of their effects by blocking parasympathetic activity
or increasing sympathetic activity. Because the flow of sinus
fluids is a parasympathetic response, drugs that block the
parasympathetic system inhibit sinus flow. The side effects
of cold remedies stem from their pro-sympathetic, anti-
parasympathetic activities: They increase heart rate, blood
pressure, sweating, and arousal. They inhibit salivation and
digestion. Certain decongestant pills containing pseudo-
ephedrine have been withdrawn or restricted because of
their potential for abuse.

2 STOP&CHECK

5. Sensory nerves enter which side of the spinal cord,
dorsal or ventral?

6. Which functions are controlled by the sympathetic
nervous system? Which are controlled by the
parasympathetic nervous system?
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FIGURE 3.7 Major divisions of the vertebrate brain

In a fish brain, as shown here, the forebrain, midbrain, and hind-
brain are clearly visible as separate bulges. In adult mammals,

the forebrain grows and surrounds the entire midbrain and part

of the hindbrain.

The Hindbrain

The brain has three major divisions—the hindbrain, the mid-
brain, and the forebrain (see Figure 3.7 and Table 3.3). Some
neuroscientists prefer terms with Greek roots: thombencepha-
lon (hindbrain), mesencephalon (midbrain), and prosencepha-
lon (forebrain). You may encounter these terms in other reading,

The hindbrain, the posterior part of the brain, consists of
the medulla, the pons, and the cerebellum. The medulla and
pons, the midbrain, and certain central structures of the fore-
brain constitute the brainstem (see Figure 3.8).

The medulla, or medulla oblongata, is just above the spi-
nal cord and can be regarded as an enlarged extension of the
spinal cord into the skull. The medulla controls vital reflexes—
including breathing, heart rate, vomiting, salivation, coughing,
and sneezing—through the cranial nerves, which control
sensations from the head, muscle movements in the head, and
much of the parasympathetic output to the organs. Damage to
the medulla is frequently fatal, and large doses of opiates are
life-threatening because they suppress activity of the medulla.

Just as the lower parts of the body are connected to the
spinal cord via sensory and motor netves, the receptors and
muscles of the head and organs connect to the brain by 12
pairs of cranial nerves (one of each pair on the right side and
one on the left), as shown in Table 3.4. Each cranial nerve

TABLE 3.3 | Major Divisions of the
Vertebrate Brain

Area Also Known as Major Structures
Forebrain ~ Prosencephalon
(“forward-brain”)
Diencephalon ‘Thalamus, hypothalamus
(“between-brain”)
Telencephalon Cerebral cortex,
(“end-brain”) hippocampus, basal ganglia
Midbrain Mesencephalon Tectum, tegmentum,
(“middle-brain”) superior colliculus, inferior
colliculus, substantia nigra
Hindbrain  Rhombencephalon Medulla, pons, cerebellum
(Literally, “parallelogram-
brain”)
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FIGURE 3.8 The human brainstem

This composite structure extends from the top of the spinal
cord into the center of the forebrain. The pons, pineal gland,
and colliculi are ordinarily surrounded by the cerebral cortex.

originates in a nucleus (cluster of neurons) that integrates the
sensory information, regulates the motor output, or both. The
nuclei for cranial nerves V through XII are in the medulla
and pons. Those for cranial nerves I through IV are in the
midbrain and forebrain (see Figure 3.9).

The pons lies anterior and ventral to the medulla. Like
the medulla, it contains nuclei for several cranial nerves.
The term pons is Latin for “bridge,” reflecting the fact that
in the pons, axons from each half of the brain cross to the
opposite side of the spinal cord so that the left hemisphere
controls the muscles of the right side of the body and the
right hemisphere controls the left side.

The cerebellum is a large hindbrain structure with many
deep folds. It has long been known for its contributions to the
control of movement, and many older textbooks describe the
cerebellum as important for “balance and coordination.” True,
people with cerebellar damage are clumsy and lose their bal-
ance, but the functions of the cerebellum extend far beyond
balance and coordination. People with damage to the cer-
ebellum have trouble shifting their attention back and forth
between auditory and visual stimuli (Courchesne et al., 1994).
They have difficulty with timing, such as judging whether one
thythm is faster than another.

The Midbrain

As the name implies, the midbrain starts in the middle
of the brain, although in adult mammals it is dwarfed and
surrounded by the forebrain. The midbrain is more promi-
nent in birds, reptiles, amphibians, and fish. The roof of the
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TABLE 3.4 | The Cranial Nerves

Number and Name Major Functions

1. Olfactory Smell
II. Optic Vision
III. Oculomotor Control of eye movements; pupil constriction
IV. Trochlear Control of eye movements
V. Trigeminal

VI. Abducens

Control Of cye movements

VIII. Statoacoustic Hearing; equilibrium

Skin sensations from most of the face; control of jaw muscles for chewing and swallowing

X. Vagus Sensations from neck and thorax; control of throat, esophagus, and larynx; parasympathetic nerves to stomach,

intestines, and other organs

Control of neck and shoulder movements

XI. Accessory

Cranial nerves III, IV, and VI are coded in red to highlight their similarity: control of eye movements.
Cranial nerve VII has other important functions as well. Nerve

X (not highlighted) also contributes to throat movements, although it is primarily known for other functions.

Optic nerve
(Cranial nerve II)

Cranial nerve I

Cranial nerve V

Pons

Cranial nerve VIII
i
\Y

IX
X

Xl
Xl

Spinal nerve

FIGURE 3.9 Cranial nerves Il through XII

Cranial nerve |, the olfactory nerve, connects directly to the olfactory bulbs of the forebrain.

Source: Based on Braus, 1960

Cranial nerve IV

midbrain is called the tectum. (Tec-
tum is the Latin word for “roof.” The
same root occurs in the geological
term plate tectonics.) The swellings
on each side of the tectum are the
superior colliculus and the inferior
colliculus (see Figures 3.8 and 3.10).
Both are important for sensory pro-
cessing—the inferior colliculus for
hearing and the superior colliculus
for vision.

Under the tectum lies the teg-
mentum, the intermediate level of the
midbrain. (In Latin, tegmentum means
a“covering,” such as a rug on the floor.
The tectum covers the tegmentum,
but the tegmentum covers several
other midbrain structures.) Another
midbrain structure, the substantia
nigra, gives rise to a dopamine-con-
taining pathway that facilitates readi-
ness for movement.

The Forebrain

The forebrain, the most prominent
part of the mammalian brain, con-
sists of two cerebral hemispheres,
one on the left and one on the right

(see Figure 3.11). Each hemisphere
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FIGURE 3.10 A sagittal section through the human brain

Source: Based on Nieuwenhuys, Voogd, & vanHuijzen, 1988

is organized to receive sensory information, mostly from the The outer portion is the cerebral cortex. (Cerebrum is
contralateral (opposite) side of the body, and to control mus-  a Latin word meaning “brain.” Cortex is a Latin word for
cles, mostly on the contralateral side, by way of axons to the “bark” or “shell.”) Under the cerebral cortex are other struc-
spinal cord and the cranial nerve nuclei. tures, including the thalamus and the basal ganglia. Several

Anterior

Frontal lobe of
cerebral cortex

Frontal lobe Corpus callosum

Lateral ventricles
(anterior parts)

Precentral gyrus

Central sulcus

Postcentral gyrus Basal ganglia

Parietal lobe Thalamus

Hippocampus

Lateral ventricles

Occipital lobe (posterior parts)
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Photos courtesy of Dr. Dana Copeland

FIGURE 3.11 Dorsal view of the brain surface and a horizontal section through the brain
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FIGURE 3.12 The limbic system is a set of subcortical structures that form a border

(or limbus) around the brainstem

interlinked structures, known as the limbic system, form a
border (or limbus, the Latin word for “border”) around the
brainstem. These structures are particularly important for
motivations and emotions, such as eating, drinking, sexual
activity, anxiety, and aggression. The limbic system includes

the olfactory bulb, hypothalamus, hippocampus, amygdala,

Cerebral
cortex Corpus
callosum
Lateral
Dorsal ventricles
Ventral Basal
ganglia
l Temporal
lobes

(a Anterior commissure

FIGURE 3.13 Two views of the human brain

Temporal

cerebral

Medulla

Cerebellum

and cingulate gyrus of the cere-
bral cortex. Figure 3.12 shows
the positions of these structures
in three-dimensional perspective.
Figures 3.10 and 3.13 show coro-
nal (from the front) and sagittal
(from the side) sections through
the human brain. Figure 3.13
also includes a view of the ventral
surface of the brain.

In describing the forebrain,
we begin with the subcortical ar-
eas. The next module focuses on
the cerebral cortex. In later chap-
ters, we return to each of these ar-
eas in more detail as they become
relevant.

Thalamus

The thalamus and hypothalamus
form the diencephalon, a section
distinct from the telencephalon,
which is the rest of the forebrain.
The thalamus is a pair of struc-
tures (left and right) in the cen-
ter of the forebrain, The term de-
rives from a Greek word meaning
“anteroom,” “inner chamber,” or
“bridal bed.” It resembles two small avocados joined side by
side, one in the left hemisphere and one in the right. Most
sensory information goes first to the thalamus, which pro-
cesses it and sends output to the cerebral cortex. An excep-
tion to this rule is olfactory information, which progresses
from the olfactory receptors to the olfactory bulbs and then
directly to the cerebral cortex.

Frontal

lobe of Longitudinal
cerebral fissure

cortex

Olfactory
bulbs

lobe of
Optic

cortex nerves

Spinal cord

Photos courtesy of Dr. Dana Copeland

(a) A coronal section. Note how the corpus callosum and anterior commissure provide communication between the left and right
hemispheres. (b) The ventral surface. The optic nerves (cut here) extend to the eyes.
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FIGURE 3.14 Routes of information from the thalamus to the cerebral cortex
Each thalamic nucleus projects its axons to a different part of the cortex. Source: After Nieuwenhuys, Voogd, & vanHuijzen, 1988

Many nuclei of the thalamus receive their input from
a sensory system, such as vision, and transmit information
to a single area of the cerebral cortex, as in Figure 3.14.
The cerebral cortex sends information back to the thala-
mus, prolonging and magnifying certain kinds of input and
focusing attention on particular stimuli (Komura et al,,

2001).

Hypothalamus

The hypothalamus, a small area near the base of the brain
just ventral to the thalamus (see Figures 3.10 and 3.12),
has widespread connections with the rest of the brain. The
hypothalamus contains a number of distinct nuclei, which we
examine in the chapters on motivation and emotion. Partly
through nerves and partly through hypothalamic hormones,
the hypothalamus conveys messages to the pituitary
gland, altering its release of hormones. Damage to any
hypothalamic nucleus leads to abnormalities in motivated
behaviors, such as feeding, drinking, temperature regulation,
sexual behavior, fighting, or activity level. Because of these
important behavioral effects, the small hypothalamus
attracts much research attention.

Pituitary Gland

The pituitary gland is an endocrine (hormone-producing)
gland attached to the base of the hypothalamus by a stalk that
contains neurons, blood vessels, and connective tissue (see
Figure 3.10). In response to messages from the hypothalamus,
the pituitary synthesizes hormones that the blood carries to
organs throughout the body.

Basal Ganglia

The basal ganglia, 