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PREFACE

The purpose of this collection is to present some of the diversity of ideas
and studies about species that can be classified as “ecosystem engi-
neers.” As with any developing concept, we find disagreement about the
meaning and usefulness of this term in the literature and among our-
selves. The idea for the book arose in a National Center for Ecological
Analysis and Synthesis (NCEAS) working group designed to develop
models of ecosystem engineering species. Our meetings could be char-
acterized as lively, punctuated as they were by vigorous debates regard-
ing definitions and arguments over whether a particular species’ actions
were appropriately characterized as engineering. Given that a small
group of eight people with an active interest in the concept could not
reach an agreement about definition, it is even less likely that the larger
scientific community will do so in the immediate future. Notably, though,
all eight found utility in the concept. In these pages, we invite other
authors to contribute to this diversity of opinion in the hope that the
variety of ideas and applications will engender further research in this
area and a concomitant refinement of the concept. Given the breadth of
the topic, only an edited book like this one, which draws on a wide range
of authors, could hope to provide even the semblance of a balanced
overview.

To begin, what is an ecosystem engineer? In proposing the concept,
Jones et al. (1994, 1997) describe species which physically modify, main-
tain, or create habitats. They give as one canonical example, beavers,
which create pond habitats by building dams that modify water flow
regimes. One key characteristic of this activity is that it is not directly
linked to the processes of consumption. That is, while beavers consume
the living tissue of the trees, it is not this consumption that leads directly
to the creation of a pond. It is here that most debates regarding ecosys-
tem engineering seem to originate. That is, do we focus on the process
of ecosystem engineering (i.e., the modification of the abiotic environ-
ment through nontrophic interactions) and label those actions eco-
system engineering, or do we instead focus on the outcome of species
activities (i.e., the creation of habitat regardless of means). This type
of distinction can lead to fierce discussions over whether the seastar
Pisaster ochraceus in Bob Paine’s classic (1961) study acts as an

xiii
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ecosystem engineer, and consequently, whether there is any difference
between keystone species and ecosystem engineers.

Similarly, there has been much discussion regarding the utility of the
ecosystem engineer concept. After all, all species to some extent modify
their environment simply by existing. Opponents argue that ecosystem
engineering cannot be used to distinguish one group of species from
another, or one type of activities from another, and as a result, they
suggest that the concept has no utility at all. Clearly, this claim is too
extreme, as illustrated by the contributions in this collection and in the
ecological literature that use the concept to increase the explanatory
power of their studies. It is only by considering the effects of habitat
modification that the importance of some species and their actions can
be discovered. For example, the salt marsh grass Spartina alterniflora on
the West coast of the United States invades and modifies the coastal
mudflats into a thickly vegetated tidal plane with much reduced wave
action and increased sedimentation rates, greatly influencing commu-
nity composition. The community-level effects of this invasive species
cannot be understood from a food web diagram, or even an ecosystem
model of energy flows. The effects of such habitat modification entirely
change the ecosystem.

Apartfrom ecological understanding, the management of such impacts
may also require the incorporation of ecosystem engineering. One key
to developing management plans is the understanding that the habitat
modification effects of a given species may not subside with the demise
of the species. Many ecosystem engineering effects are characterized by
legacy effects which persist after death. The quintessential example may
be coral, whose reef structures often persist for centuries and provide an
engineered substratum for a community unparalleled in its diversity.
Although coral are engaged in trophic interactions, the habitat provi-
sioning by the coral is the attribute managers clearly seek to protect or
restore. The number of artificial reef restoration programs seeking
to introduce objects that replicate the coral’s structure is testament
to this.

We have organized the book into four sections. The first lays out the
historical origins and broad concepts of ecosystem engineering. Addi-
tionally, it presents some of the contrasting viewpoints on definitions
mentioned above. Section 2 presents some in-depth examples of ecosys-
tem engineers. A major aim of this section is to provide tangible, highly
varied examples to apply to conceptual and theoretical developments in
other sections. Chapters in Section 3 develop the mathematical theory
of ecosystem engineers and review the very brief ecosystem engineer
theoretical literature. Finally, the authors of Section 4 address applied
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examples where ecosystem engineers have been important to the success
or failure of resource management, restoration, or conservation. Each
section has a concluding chapter that brings together the contributions
in that section into a more unified framework.

We hope that the biggest contributions of our book are to stimulate
discussion of ecosystem engineering, and perhaps spur further develop-
ment of viable tools to aid its study, particularly to practical applications.
As exemplified here, ecosystem engineering has many indications of
being a powerful way of categorizing an important subset of ecological
interactions. Assessing its history and merits, presenting solid examples,
recapping and developing relevant theory, and examining successful
applications are thus all important and timely aspects to present in our
collected volume.

Kim Cuddington
James E. Byers
William G. Wilson
Alan Hastings
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HISTORY AND DEFINITIONS 0
ECOSYSTEM ENGINEERING

We begin with contributions discussing the history of the ecosystem
engineer concept, its definition, and its utility. As with other terms in the
ecological literature (e.g., keystone species), ecosystem engineering has
been met with debate about its usefulness and precise definition. In this
section, authors attempt to bring clarity to this discussion by outlining
the historical antecedents of the idea, discussing its potential usefulness,
and providing more nuanced definitions. It should be recognized that
the controversy regarding this idea is reflected in the different defini-
tions provided by different authors. However, the differences of opinion
expressed here do advance this debate by moving past somewhat trivial
difficulties and striking at some of the key issues, such as the inclusion
of both positive and negative interactions, and the value of a process-
based vs. an outcome-based definition.
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ON THE PURPOSE, MEANING, AND
USAGE OF THE PHYSICAL ECOSYSTEM
ENGINEERING CONCEPT

Clive G. Jones and Jorge L. Gutiérrez

1.1 = INTRODUCTION

There has been substantial growth of interest in the concept of physical
ecosystem engineering by organisms since the publication of Jones et al.
1994 and 1997a. The concept has certainly catalyzed new case studies,
methods, modeling, generalization, and synthesis (see reviews by Lavelle
et al. 1997; Crooks 2002; Coleman and Williams 2002; Gutiérrez et al.
2003; Wright and Jones 2004, 2006; Boogert et al. 2006; Caraco et al. 2006;
Gutiérrez and Jones 2006; Jouquet et al. 2006; Moore 2006; Hastings
et al. 2007; also see Table 1.1). However, the concept has also generated
controversy and uncertainty over meaning, usage, and purpose (e.g.,
Jones et al. 1997b; Power 1997a, 1997b; Reichman and Seabloom 2002a,
2002b; Wilby 2002), reflected in the following questions. Don’t all organ-
isms change the environment? Aren’t all organisms therefore ecosystem
engineers? If so, isn’t the concept too broad to be useful? Don’t engineers
always have large or large-scale impacts? Shouldn’t engineers be limited
to species with large effects? Aren’t engineers and keystone species the
same? Isn’t engineering equivalent to facilitation or positive influence?
Isn’t the approach overly reductionist? Why do we need the concept?
How can we use it?

Ecosystem Engineers
© 2007 Elsevier, Inc.
All rights reserved.
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TABLE 1.1 Tllustrative usage of the physical ecosystem engineering concept.

Conceptual Application

References

Population dynamics

When survival depends on habitat
modification

Linked to dynamics of patch creation

Invasion

Community organization
Consequences for community structure

Species interactions and altered
resource availability or abiotic stress
Patterns of species distribution

Variation in species responses across
abiotic gradients

Environmental heterogeneity and species
diversity at patch and landscape scales

Parsing species effects into trophic
(assimilatory—dissimilatory) and
nontrophic contributions

Structural legacies and community
organization

Species diversity in fossil communities

Assessing effects on community organization

Predicting patch-level richness effects

Ecosystem processes
Controls on material fluxes between
ecosystems

General determinants of biogeochemical
heterogeneity
Integration with state factors

Conservation, restoration, and management

Global change scenarios for soil

Persistence of endangered species

Support of species diversity via habitat
diversity

Conceptual models for management and
conservation of threatened species

Evaluation of abiotic restoration options

Gurney and Lawton 1996

Wright et al. 2004
Cuddington and Hastings 2004

Flecker 1996, Flecker and
Taylor 2004, Gutiérrez and
Iribarne 1999

Gutiérrez and Iribarne 2004,
Daleo et al. 2006

Escapa et al. 2004, Jouquet
et al. 2004

Crain and Bertness 2005,
Wright et al. 2006, Badano
and Cavieres 2006b

Wright et al. 2002, 2003, 2006;
Lill and Marquis 2003;
Badano and Cavieres 2006a,
2006b

Crooks and Khim 1999, Wilby
et al. 2001

Gutiérrez and Iribarne 1999

Parras and Casadio 2006
Badano et al. 2006
Wright and Jones 2004

Caraco et al. 2006, del-Val
et al. 2006, Gutiérrez et al.
2006

Gutiérrez and Jones 2006

Jones et al. 2006

Lavelle et al. 1997

Pintor and Soluk 2006

Bangert and Slobodchikoff
2006

Goubet et al. 2006

Byers et al. 2006




1 Usage of the Physical Ecosystem Engineering Concept

Uncertainty, misconstrual, and misunderstanding impede scientific
progress, but since no concept is ever born fully developed, they also
justify clarification. Concepts that cannot eventually be sufficiently
unambiguously defined as to be made operational deserve to disappear.
Further, while a concept is not a theory, it is a foundation upon which
theory is built, and the foundation must be solid if one has any aspira-
tion for theory development (Pickett et al. 1994). The questions outlined
in Jones et al. (1994) clearly beg theory development.

Here we present a perspective on selected aspects of the purpose,
meaning, and usage of the concept, including some new thoughts, some
clarification, and some reification. We briefly describe the domain,
general purpose, and components of the concept. We then define the
two coupled, direct interactions comprising ecosystem engineering—
the physical ecosystem engineering process responsible for abiotic change,
and physical ecosystem engineering consequence that addresses biotic
effects of abiotic change. We clarify the meaning of “ecosystem” in eco-
system engineer. We address causes of process ubiquity and how they
lead to general expectations of consequence. We examine sources of
context-dependent variation in engineer effect magnitude and signifi-
cance and what needs to be known to predict effects. We define condi-
tions for detectable engineering effects and the condition for large
effects, all other factors being equal (i.e., ceteris paribus). We argue
against unspecified conflation of process and consequence. We illus-
trate where explicit consideration of influential physical ecosystem engi-
neering may or may not be needed, point out what the concept has been
used for, and suggest general topics where it might be useful. We end
with comments on how conceptual breadth relates to utility, and what
perspective on species interactions is reflected in the concept. Our
overall intent is conceptual clarification and amplification.

1.2 = ON THE DEFINITION

ON THE CONCEPTUAL DOMAIN, GENERAL PURPOSE,
AND COMPONENTS

Physical ecosystem engineering as defined by Jones et al. (1994, 1997a;
Table 1.2) is a particular form of abiotic environmental modification by
organisms that often, but not invariably, has effects on biota and their
interactions. Abiotic environmental change occurs as a consequence of
the physical structure of organisms or via organisms causing changes in
the physical structure of the living and nonliving materials. These abiotic
changes can then affect biota, including the engineer. Biotic influence
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TABLE 1.2 Definitions of physical ecosystem engineering.

Jones et al. 1994: “Ecosystem engineers are organisms that directly or indirectly
modulate the availability of resources (other than themselves) to other species
by causing physical state changes in biotic or abiotic materials. In so doing
they modify, maintain and/or create habitats. The direct provision of resources
by an organism to other species, in the form of living or dead tissues is not
engineering.”

Jones et al. 1997a: “Physical ecosystem engineers are organisms that directly
or indirectly control the availability of resources to other organisms by causing
physical state changes in biotic or abiotic materials. Physical ecosystem
engineering by organisms is the physical modification, maintenance or
creation of habitats. Ecological effects of engineers on many other species
occur in virtually all ecosystems because the physical state changes directly
create non-food resources such as living space, directly control abiotic
resources, and indirectly modulate abiotic forces that, in turn, affect
resource use by other organisms. Trophic interactions, i.e., consumption,
decomposition and resource competition are not engineering.”

Physical ecosystem engineering process: Organismally caused, structurally
mediated changes in the distribution, abundance, and composition of energy
and materials in the abiotic environment arising independent or irrespective
of changes due to assimilation and dissimilation.

Ecosystem engineering consequence: Influence arising from engineer control
on abiotic factors that occurs independent or irrespective of use of or impact
of these abiotic factors on the engineer or the participation by the engineer in
biotic interactions, despite the fact that these can all affect the engineer and its
engineering activities.

“Ecosystem” in Ecosystem Engineering: A place with all the living and
nonliving interacting. Hence, ecosystem refers to the biotic on abiotic of the
engineering process and the abiotic on biotic of engineering consequence.

For discussion see text and cited references.

encompasses organisms, populations, communities, ecosystems, and
landscapes and can be integrated by thinking of physical ecosystem
engineering as the creation, modification, maintenance, and destruc-
tion of habitats. The concept therefore addresses some but not all of the
ways organisms can change the abiotic environment and the conse-
quences thereof.

The concept was developed to encompass a variety of disparate and
oft-ignored ecological phenomena not addressed by the historical focus
of ecology on trophic relations (i.e., predation, resource competition,
food webs, energy flow, nutrient cycling, and the like). Ecologists had
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long been familiar with many examples (see Chapter 2, Buchman). Some
specialty areas in ecology and other disciples had emphasized some
aspects (e.g., marine sediment bioturbation, mammalian soil distur-
bance, geomorphology). Nevertheless, as evidenced by omission from
ecological textbooks, formal recognition and study of the general process
and its consequences were not central to ecological science. So the
primary purpose of the papers (Jones et al. 1994, 1997a) was to draw
attention to the ubiquity and importance of this process and its conse-
quences, to provide an integrative general framework, to lay out a pro-
visional question-based research agenda, and to give it a name.

The concept addresses the combined influence of two coupled direct
interactions. The first is the way organisms change the abiotic environ-
ment—the physical ecosystem engineering process. The second is how
these abiotic changes affect biota—ecosystem engineering consequence.
The distinction reveals important criteria of demarcation for what is and
is not physical ecosystem engineering, exposes context dependency for
effects that enhance prediction of effect magnitudes and significance,
and helps clarify the purpose of the concept and how one might use it.
In the following text we examine these two component interactions
before briefly reintegrating them with the overall concept.

ON THE PHYSICAL ECOSYSTEM ENGINEERING PROCESS

The physical ecosystem engineering process can be defined as the fol-
lowing: Organismally caused, structurally mediated changes in the dis-
tribution, abundance, and composition of energy and materials in the
abiotic environment arising independent or irrespective of changes due
to assimilation and dissimilation.

“Organismally caused” distinguishes the process from purely abiotic
forces (i.e., climatic and geologic processes) that are functional analogs
when they change the same abiotic variables. Wind and elephants both
uproot trees creating tip-up mounds. Organismal causation also invokes
potential for spatial and temporal differences in the resulting abiotic
environment compared to purely abiotic forces, even when the mean
abiotic change is the same (cf. Reichman and Seabloom 2002a). Ele-
phants and wind both may knock over trees, but different factors are
needed to predict when and where such events might occur (Pickett et
al. 2000).

“Structurally mediated changes” reflects the requirement for abiotic
change to arise via structural change (i.e., physical state changes, Jones
et al. 1994, 1997a). This can occur autogenically where the living organ-
ism is the structure, or allogenically where the organism makes the
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structure from living or nonliving materials (Jones et al. 1994). Thus if
there is no structural change there is no physical ecosystem engineering
process. This requirement distinguishes this process from other ecologi-
cal processes that may have the same abiotic effect (e.g., increased nitro-
gen in aquatic invertebrate burrows can result from invertebrate
excretion and from increased oxygen supply that controls microbial
mineralization, Aller 1988), or the same overall biotic response (e.g.,
increased macrophyte growth in the presence of burrows, Bertness
1985).

Inherent in structural mediation but not explicit in the definition is
recognition that structures have some degree of persistence. Dead auto-
genic engineers and allogenic engineering leave structural legacies with
concomitant abiotic effects, with the persistence of legacies being a
function of construct durability and the abiotic and biotic forces causing
their disappearance (Jones et al. 1994, Hastings et al. 2007).

“Changes in the distribution, abundance, and composition of energy
and materials in the abiotic environment” is the most general possible
description of abiotic influence. Such effects are not unique to the engi-
neering process. Geomorphic structures can have similar abiotic effects
(e.g., rocks and trees both cast shade), and as discussed in following text,
organismal uptake and release of materials can bring about comparable
abiotic changes. However, within a structural context, ecosystem engi-
neering encompasses organismally changed structure (e.g., a burrow,
leaves tied by caterpillars, earthworm litter burial), interactions of struc-
ture with various forms of kinetic energy (e.g., hydrological attenuation
by beaver dams), abiotic consequences of such kinetic interactions
(e.g., sedimentation behind the dam), and interactions of organismally
made structures and kinetic energy imparted by organisms (e.g., bur-
rowing polychaetes pumping water by body movement, Evans 1971).
For further discussion of some of these relationships, see Gutiérrez and
Jones 2006.

Finally, the requirement that abiotic change occur “independent or
irrespective of changes due to assimilation and dissimilation” distin-
guishes the engineering process from changes caused by the universal
processes of organismal uptake (light, water, nutrients, other minerals,
0,, CO,, trace gases, organic compounds) and release (carbon and nutri-
ents in litter, woody debris, feces, urine, and carcasses; water, O,, CO,,
trace gases, H', other organic and inorganic chemicals). Since the physi-
cal ecosystem engineering process can result in altered energy and
material flows (e.g., water kinetic to potential energy in a beaver
impoundment and sedimentation of suspended materials), and these
can involve chemical changes (e.g., redox effects on beaver pond sedi-
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ment geochemistry due to reduced water column oxygen exchange), this
part of the definition is a necessary and important qualifier for the non-
assimilatory and nondissimilatory (or “nontrophic”) basis of any abiotic
effects.

It is worth further exploring what we mean by “independent or irre-
spective,” since it informs where the engineering process begins and
ends. “Independent,” in the context of our definition, means that there
are many other life processes unrelated to or only very distally related to
assimilation and dissimilation that can result in changes to structure
and the abiotic environment—growth, predator and stress avoidance,
and movement, to name but a few. Examples include wind attenuation
by trees, nests and dens that shelter animals, and the hoofprints and
trails made by large animals.

“Irrespective,” in the context of our definition, means that many
organismal activities associated to varying degrees with assimilatory and
dissimilatory transfers also have structural influences whose effects on
the abiotic occurregardless of any influence of the transfers. For example,
leaf litter affects soil-gas exchange and rain splash impact irrespective
of its role as a resource for decomposers (Facelli and Pickett 1991). Trees
cast shade, in part because they assimilate photons (uptake) and in part
because, like any physical structure, they absorb and reflect photons
(engineering). Desert porcupines always dig soil to feed on bulbs
(Shachak et al. 1991); soil effects occur irrespective of consumption but
are always associated with it. Effects of insect defoliation on the under-
story physical environment (e.g., Doane and McManus 1981) depend
upon consumption amount (along with extant canopy structure and
extrinsic abiotic conditions) but occur irrespective of effects on trees or
caterpillars or altered nutrient cycling via frass. The central point is not
that assimilation—dissimilation must always occur separately from the
engineering process, although as noted in preceding text it is often inde-
pendent, but that any co-occurrence requires the distinction if we are to
invoke either engineering or assimilation—dissimilation as a causal
explanation for abiotic change.

ON ECOSYSTEM ENGINEERING CONSEQUENCE

Abiotic changes due to the engineering process are the starting point
of consequence. While worthy of study alone (e.g., erosion, hydrology,
sedimentation, pedogenesis, heat balance, physical gas exchange, etc.),
they necessarily underpin all consequences for biota and their interac-
tions on which we now focus. We can broadly define consequence as the
following: Influence arising from engineer control on abiotic factors that
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occurs independent or irrespective of use of or impact of these abiotic
factors on the engineer or the participation by the engineer in biotic
interactions, despite the fact that all these can affect the engineer and
its engineering activities.

“Control” (modulation is equivalent) is analogous to a faucet on a
pipe; flow is regulated independent or irrespective of water use. Thus
beaver dams control hydrology and flood and drought impact (Naiman
et al. 1988), while dead mollusk shells control living space, enemy-free
space, and abiotic stress (Gutiérrez et al. 2003). The term control helps
distinguish engineering effects on biota and their interactions from any
other influence of the engineer via other types of ecological interactions
(e.g., abiotic resource uptake and direct resource competition; role as
predator, prey, pollinator, or disperser).

“Abiotic factors” is shorthand for the large number of abiotic influ-
ences on biota and their interactions very familiar to ecologists. All that
differs here is recognition that an organism is responsible for abiotic
change via structural change, but the kinds of abiotic variables are no
different. They are the following: consumable energy and materials (e.g.,
light, nutrients, water); nonconsumable resources (e.g., living space,
enemy- or competitor-free space); and abiotic constraint or enablement
including direct abiotic influences on organisms (e.g., temperature,
salinity, wind, redox) and influences on information exchange or cues
used by organisms (e.g., sound attenuation or amplification, tempera-
ture, light quality).

This first part of the definition (“influence arising from engineer
control on abiotic factors”) contains an important, unstated but implicit
recognition that since species and their interactions vary in their sensi-
tivity to the abiotic, engineer effects will be context dependent on the
degree of abiotic change caused by the engineering process and the
degree of abiotic limitation, constraint, or enablement experienced by
species. Such context dependency applies to direct abiotic effects on
species (e.g., trapped runoff water on plant growth, Eldridge et al.
2002) and abiotic influences on species interactions (e.g., how engineer-
altered resources influence plant competition, Shachak et al. 1991; how
refugia may affect predator—prey interactions, e.g., Usio and Townsend
2002).

The latter part of the definition (“that occurs. .. engineering activi-
ties”) recognizes the potential importance of engineering feedbacks to
the engineer and effects of other biotic interactions on engineering
activities. It also emphasizes that the relationship between the engineer
and its engineering effects is fundamentally no different from the effect
of the engineer on other species, i.e., effects arise via control on abiotic
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factors. Again, it excludes any other types of ecological interactions that
the engineer may have with other biota, while recognizing that if these
other interactions affect engineer density, engineering activities, and
structural change, they can then affect the degree and type of abiotic
change.

ON COMBINING ENGINEERING PROCESS AND CONSEQUENCE

Given a suitably broad construal of habitat encompassing all relevant
abiotic aspects of place along with some biotic effect, process and con-
sequence can be usefully combined into the recognition that physical
ecosystem engineering is organismal, structurally mediated habitat
change, conforming to the definition of Jones et al. (1994, 1997a).

We think the definitions of ecosystem engineering process and con-
sequence enhance the overall definition of physical ecosystem engineer-
ing, helping provide clear criteria of demarcation as to what it is and
what it is not. There is no fundamental change in either the intent or
meaning of the concept, hopefully just illumination. As we show later,
this collectively informs expectations for effect magnitude and signifi-
cance, and how to use the concept.

ON “ECOSYSTEM” IN ECOSYSTEM ENGINEERING

We will not go into the meaning of the word engineer. It is certainly
neither defined nor treated tautologically in the concept, and this issue
has been adequately discussed (Power 1997a, 1997b; Jones et al. 1997b;
Wright and Jones 2006). However, we will make a brief comment on
“ecosystem” in ecosystem engineer. Some have construed the meaning
as large scale or extensive. However, the meaning derives from Tansley
(1935). His definition of ecosystem was size independent. An ecosystem
can be large or small, but it is always a place with all the living and non-
living interacting (Likens 1992, Pickett and Cadenasso 2002). Thus here
“ecosystem” refers to the biotic—abiotic-biotic interactions representing
the engineering process (biotic on abiotic) and consequence (abiotic on
biotic). Certainly, some engineers can affect the functioning of large
areas (e.g., oyster reef influences on estuarine flows and sedimentation,
Ruesink et al. 2005; tsunami attenuation by mangrove forests, Kathiresan
and Rajendran 2005), but they often have local effects (e.g., animal
burrow, woodpecker hole, phytotelmata, birds nest). So, although the
spatial scale of engineering is an interesting and important topic (e.g.,
see Hastings et al. 2007), it is neither a defining feature of the concept,
nor the meaning of the word ecosystem in the concept.

11
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1.3 = ON PROCESS UBIQUITY

Are all organisms capable of the physical ecosystem engineering process?
Based on the definition of the process and first principles of physics, the
answer is almost certainly yes for all free-living organisms, although this
clearly cannot be empirically proven. All physical structures interact
with kinetic energy (i.e., radiant as light, heat, sound; energized fluids as
water, air, and other gases). The inanimate and animate do not funda-
mentally differ in this regard. All free-living organisms have physical
structures (autogenic). Many alter the physical structure of their sur-
roundings (allogenic). Some, such as bioturbators, also generate kinetic
energy in their structurally modified surroundings (allogenic). All these
structures are inserted into abiotic kinetic energy flows. Physics tell us
that these structures must affect and be affected by those flows, resulting
in some degree of energy transformation and the redistribution of ener-
gized fluids and the materials they may contain. Given sufficiently accu-
rate and diverse measurement instrumentation, it is a reasonable bet
that all structures will result in some detectable change in one or more
abiotic variables. A bird’s nest affects local turbulent airflow, and mobile
animals cast temporary shade, even though these almost certainly have
no broader significance. So in this sense the physical ecosystem engi-
neering process is an extended property of life. This should not be a
blinding revelation, but then, nor is the fact that all free-living organisms
also necessarily change the abiotic environment via the uptake and
release of energy and materials.

Organisms therefore cannot be physically engineering unless they
directly cause structural change within an abiotic milieu. So, ignoring
the obviously trivial (e.g., shade cast by moving animals), it follows that
if they are not causing such changes they are not engineering; and if they
are not free-living they cannot engineer (cf. Thomas et al. 1998). We
might expect greater capacity for influence when organisms are or make
persistent rather than ephemeral structures (Jones et al. 1997a). Organ-
ismally created structures that are large relative to the abiotic environ-
ment experienced by other biota might be more influential (e.g., forests,
Holling 1992; impoundments in tree holes or phytotelmata, Fish 1983;
leaves tied by caterpillars, Lill and Marquis 2003) than those that are
relatively small (e.g., effects of herb shade on large mammals). Small-
bodied autogenic engineers likely have to be numerous (e.g., algae,
Townsend et al. 1992) or aggregated into larger structures (e.g., micro-
bial biofilms, Battin et al. 2003) to have large abiotic effects. It seems
reasonable to suppose that small allogenic engineers will either have to
have large per capita effects (e.g., earthworms, Darwin 1890, Lavelle
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et al. 1997) and/or be numerous (e.g., termites, Dangerfield et al. 1998,
Jouquet et al. 2006) to cause substantive abiotic change (Jones et al.
1994, 1997a).

While the preceding is somewhat informative, it is clearly insufficient
to predict what abiotic changes will occur, how large they will be, or what
the biotic significance may be—issues we turn to next.

1.4 = ON EFFECT MAGNITUDE AND SIGNIFICANCE

Ubiquity of a life process does not equate to universality of importance.
We should expect that the physical ecosystem engineering process may
often have little consequence, in the same way that energy and material
uptake and release by many of the organisms in an ecosystem are not
central to understanding energy flow, nutrient cycling, or food web
dynamics. Nor for that matter is ubiquity a cause for phenomenological
dismissal. Some physical engineering is significant, just as the uptake
and release of energy and materials by some organisms is important.
The challenge is to determine what makes the difference between the
significant and insignificant.

The answer is it depends on context, and we think the separation of
physical ecosystem engineering into process and consequence helps
address this context dependency. First, from the definition of process,
there can be no abiotic effect, hence no biotic consequence, without
structural change. Second, given structural change, depending on the
abiotic variable(s) of interest selected and baseline abiotic conditions
(i.e., the structurally unmodified state), measurable abiotic change may
or may not occur, depending upon structural form and abiotic milieu.
The physical properties of structures and the physics of their interaction
with kinetic energy are central to predicting this effect. Third, given
some detectable abiotic effect, changes may be the same as, or larger or
smaller than, those caused by other forces (i.e., purely abiotic or assimi-
latory—dissimilatory). Further and as noted earlier, the spatial or tempo-
ral dynamics of such abiotic effects may be the same as or different from
those due to other forces. Thus we can judge the importance of the
engineering process in terms of abiotic change relative to the effect
magnitudes and dynamics due to these other forces acting on the same
abiotic variable(s). Fourth, given some abiotic change, we should then
expect that whether or not there will be biotic consequence will depend
upon the degree of abiotic change (magnitude and direction) and the
sensitivity of the biota or their interactions to this abiotic variable in
terms of limitation, constraint, or enablement. An understanding of
species sensitivities relative to baseline abiotic conditions can be used

13
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to predict the particular response. Finally, given some abiotic effect on
some biotic response variable of interest, we can judge the relative
import of the engineering in comparison to other forces (abiotic or other
types of biotic interactions) affecting the same biotic response
variable.

The preceding dependencies allow for a very precise definition of
when physical ecosystem engineering will have a biotic effect. If an
organism causes structural change that results in an abiotic change that
is larger than or different from that caused by other abiotic or biotic
forces; and if biota are sensitive to that degree or type of abiotic change;
and if the biotic responses to these abiotic changes are greater than
those due to other biotic forces acting on the same biotic response vari-
able; then there will be a detectable engineering effect. If any one of
those conditions does not hold, there will be no detectable effect. It
follows that physical engineering by organisms that causes large abiotic
changes affecting highly sensitive biota where there is no other influence
(i.e., ceteris paribus) will have large effects.

While the preceding analysis identifies the primary sources of context
dependency and how to address them, it is clear on both theoretical and
empirical grounds that we should expect that, overall, physical ecosys-
tem engineering by organisms can have no effect, or positive or negative
effects; and that any effects will vary from small to large (Jones et al. 1994,
1997a). Such considerations indicate that it might be unwise to conflate
process and consequence without clear accompanying statements of
conditionality.

As ecologists we seek to predict and explain the significant. We doubt
anyone could get a paper published on the lack of effects of turbulence
due to bird’s nests on canopy gas exchange, or the lack of effects of shade
cast by mobile animals on plant growth. Scientists know how to avoid
the trivial, so we are not concerned that the literature will be over-
whelmed by such papers. We are, however, very much concerned about
the opposite tendency, that of merging engineering process and conse-
quence into statements that are solely about the significant without
appropriate statements of conditionality.

We note an unhealthy tendency in the literature for such unspecified
conjunction, and we think this a dangerous deviation from the meaning
and intent of the concept that seriously weakens its value. Thus we are
not at all enamored of statements that can be construed as saying the
equivalent of the following: All engineers have large effects; or engineers
ought to be restricted to those that have large effects; or keystone species
and engineers are the same; or engineers have mostly positive or facilita-
tive effects. Based on the original papers that discussed these issues
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(Jones et al. 1994, 1997a), other papers pointing out the same problem
(Boogert et al. 2006, Gutiérrez and Jones 2006, Wilby 2002, Wright and
Jones 2006), and the preceding considerations, we think such statements
are scientifically indefensible on both empirical (e.g., Wright and Jones
2004) and theoretical grounds unless they are accompanied by clear
statements of conditionality. Such unconditional statements are episte-
mologically equivalent to saying that predation always has large effects
on prey density; or we will only call it a predator if it has a large effect;
or that a predator invariably negatively affects prey density—statements
we know not to be universally true (e.g., Adams et al. 1998, Strauss 1991,
Wooton 1994).

Physical ecosystem engineering is a process that may have significant
consequence given certain conditionalities outlined in preceding text.
We are as concerned as anyone with being able to predict which species
will be important engineers and what and how big their effects will be;
it is the central theoretical challenge to which the concept can contrib-
ute. We already know that organismal activities that change structure
vary, that structures vary, that baseline abiotic environments vary, that
resulting abiotic change varies, and that species vary in their sensitivity
to abiotic factors. We do not think this challenge can be met by unspeci-
fied conflation that thereby eliminates the very sources of variation in
cause and effect. Ecological outcomes are often context dependent.
Little is to be gained by ignoring this in our quest for general
understanding.

1.5 = ON USAGE

That a concept exists and is used by some should not obligate others to
use it, nor should the fact that it is unnecessary in some situations pre-
clude consideration of its utility elsewhere. Nor should we, as authors,
attempt to proscribe usage; this is anathema to creativity and assumes
omniscience we lack. Instead, we will illustrate some situations when
explicit consideration of physical ecosystem engineering may not be
needed even though it may be influential, briefly point out what the
concept has been used for, and make a few suggestions for general topics
where it might be particularly useful.

Many ecological questions about abiotic environmental effects can be
answered by taking the abiotic as a given or treating it as stochastic
variation. We do not need to consider the engineering if the abiotic is
measured as an independent variable, and we make no inference about
causation. If the abiotic is not measured, any assumptions about and
conclusions based on independence in abiotic state or dynamics, or
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treatment as stochastic abiotic variation, are violated if it is engineered.
This is because the spatial and temporal dynamics of the abiotic envi-
ronment will, in some way, reflect the factors influencing the engineer
and its engineering activities. If the engineering can legitimately be
treated as an externality (i.e., no engineer feedback), the abiotic still can
be taken as a given, even though it is “made” by the engineer, again
provided it is measured and provided no assumptions are made that its
dynamics are independent of biota. If the engineer is not an externality
to the system, then whether or not the engineering has to be explicitly
considered will be a function of the degree to which engineering feed-
backs to the engineer and structurallegacies alter dynamics. For example,
if the abiotic is always changed the same way and to the same degree
over the same space and time scales as the presence of the engineer,
then the engineering could be collapsed into presence-density of the
engineer.

Parsimony suggests that other extant models or concepts may serve
as well or better than engineering in some circumstances, even when
engineering is responsible for observed effects. For example, plant shade
is, in part (see earlier text), an engineering process controlled by canopy
architecture, leaf area index and photon absorption, and reflection prop-
erties of leaves; however, simple light competition models often suffice
(e.g., Canham et al. 2006). Such models are not appropriate for under-
standing habitat creation for understory plants, since this is not compe-
tition; either nonmechanistic facilitation models or engineering models
could be used. If we are interested in how variation in light quantity and
quality within a forest creates habitat diversity for understory species,
we may need to measure some of the preceding physical engineering
variables across species. But perhaps we might also collapse this into
light quality neighborhoods associated with certain tree species, taking
the underlying engineering processes as given.

One might imagine that consideration of engineering would be de
rigueur in studies on the population dynamics of obvious, significant
ecosystem engineers. However, we may not have to explicitly expose the
engineering under all circumstances. To date, modeling and theoretical
studies indicate that explicit consideration is required under five basic
circumstances: When engineering feedbacks affect density-dependent
regulation (Gurney and Lawton 1996, Wright et al. 2004; also see Chapter
3, Wilson); when structural legacies created by engineers introduce
lagged environmental decay (Gurney and Lawton 1996, Wright et al.
2004, Hastings et al. 2007); when mobile engineers exhibit differential
preference for various engineered environmental states (Wright et al.
2004); when engineering is optional and dependent on environment
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state (Wright et al. 2004); and when the engineering has spatial dimen-
sions that do not simply relate to the presence of the engineer (e.g.,
extensive influence, Hastings et al. 2007).

So, in general, if we seek causal explanation of abiotic change, includ-
ing its dynamics, we may often, but not invariably, invoke physical eco-
system engineering, but this does not mean that all the underlying details
always require exposure. Clearly, understanding when explicit consid-
eration is de rigueur would be of considerable value, and modeling can
do much to help answer this question. Perhaps the easiest answer to the
usage question is just to point out where the concept seems to have been
useful over the last 12 years. Table 1.1 illustrates some of the diversity of
ecological questions that have substantively made use of the concept in
population, community, and ecosystem ecology, and in conservation,
restoration, and management.

We end this section with some eclectic suggestions of general
topic areas where we think consideration of the ecosystem engineering
dimensions may be particularly worthwhile: abiotic heterogeneity,
its consequences and context dependency; explanation of indirect,
legacy, keystone, foundation, and facilitative species effects; assessing
relative contributions of species to multiple processes; understanding
species effects at various levels of organization, especially comparative
studies; habitat creation, maintenance, and destruction by species;
understanding human environmental impacts; and using species to
achieve conservation, restoration, and environmental management
goals.

1.6 = ON BREADTH AND UTILITY

We have periodically heard comments that the ecosystem engineering
concept is too broad to be useful. Certainly the concept is broad, but we
do not understand this reasoning. Many ecological concepts are at least
as broad in scope and are very useful (e.g., the ecosystem, predation,
competition [as a process], nutrient cycling, energy flow, dispersal).
Some concepts are broad and still under debate as to their utility (e.g.,
keystone species, intermediate disturbance, ecological thresholds, func-
tional groups). Some broad concepts have been abandoned as not being
particularly useful (e.g., Clemensian superorganism, balance of nature,
phytosocial sintaxa). Breadth is determined by the variety of phenomena
encompassed by the central idea. Conceptual value is judged by the
degree to which it affords better scientific understanding, given suffi-
cient time for a community of investigators to further develop and assess
it. We leave it to the community to judge whether the concept has been
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useful and still can be useful based on the literature and our preceding
discussion.

If ecosystem engineering encompassed only beaver or only gophers,
it would be so narrow that it would be just a species description and
neither interesting nor useful. If, based on its definition, the concept
attempted to encompass all types of abiotic change by all organisms,
then it would be incorrect, an impediment, and too broad. The concep-
tual domain is, however, very specific. It refers only to organismally
caused, structurally mediated abiotic change and its biotic effects. The
breadth arises from the fact that many organisms do this to some degree.
While we can recognize subclasses within (e.g., autogenic, allogenic), we
cannot arbitrarily include some organisms that fit the definition, while
excluding others that also fit the definition. This is another reason why
we consider that defining an ecosystem engineer as such only when it
has a large effect is a fundamental deviation from the purpose of the
concept. Such a deviation would force us into confronting the same
insoluble problem facing the keystone species concept: how to univer-
sally define species importance in a context-dependent world with vari-
able outcomes.

1.7 = ON THE UNDERLYING PERSPECTIVE

The ecosystem engineering concept has certainly led to a wider appre-
ciation of the ubiquity of organismally caused, structurally mediated
abiotic change and its effects on organisms, populations, communities,
ecosystems, and landscapes. We think it helps provide a broader view of
nature, one extending beyond the dominant trophic perspective. Nev-
ertheless, it is also a perspective. It is just a way of looking at certain
things organisms do that affect the way they interact with the abiotic
environment and hence each other.

It is a mechanistic rather than a phenomenological view. The ecosys-
tem engineering process and organismal abiotic sensitivity both must
be considered to predict outcomes. To some who consider outcomes the
Holy Grail, in ecology—we agree that predicting outcomes is a Grail—
such a mechanistic, context-dependent perspective may seem insuffi-
ciently phenomenological. On the other hand, as pointed out by Wright
and Jones (2006), many process-based concepts have ultimately turned
out to be more useful than outcome-based ones, perhaps reflecting their
greater suitability for addressing context dependency.

To others, the abstraction of organismal features relevant to engineer-
ing may seem like reductionism or atomization. Yet the focus on relevant
organismal features has been of great value in other areas of ecology
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(e.g., predation, direct resource competition, vectoring). It does not pre-
clude recognition of multiple roles of species, nor their integrated total
effect. So akin to these other areas, identifying organismal attributes
relevant to engineering can contribute to our understanding of context-
dependent species effects, while facilitating cross-species and cross-
system comparisons (for excellent examples, see Crooks and Khim 1999,
Wilby et al. 2001).

1.8 = A CONCLUDING REMARK ON CONCEPT AND
THEORY

As pointed out in this chapter’s introduction, a concept is not a theory,
but it is a foundation upon which theory is built. This foundation must
be solid. We hope that our discussion helps provide some solidification
with a concomitant reduction in uncertainty, misconstrual, and misun-
derstanding. We do think the concept can be built into more fully devel-
oped theory. Indeed, we see clear signs that this is happening. Many of
the examples of use of the concept (Table 1.1) involve general hypothe-
ses, frameworks, methodologies, models, and applications that all con-
tribute to theory development. There is, however, much to be done
before we would call physical ecosystem engineering a developed theory;
not least, demonstrating that the concept can help predict which species
will have what magnitude of engineering effects, on which abiotic vari-
ables, with what biotic consequence, in which types of abiotic
environments.
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A HISTORICAL PERSPECTIVE ON
ECOSYSTEM ENGINEERING

Natalie Buchman, Kim Cuddington,
and John Lambrinos

2.1 = INTRODUCTION

Ecologists have been aware that animals and plants modify the physical
environment for at least 150 years, even though the term ecosystem engi-
neer was not coined until 1994 (Jones et al. 1994). As we have argued
elsewhere (Beisner and Cuddington 2005), awareness of the historical
development of any ecological topic can lead to deeper understanding
and more rapid scientific progress. In this spirit, we outline some of the
major areas of research on ecosystem engineering that have been impor-
tant historically, focusing on early studies in the late 1800s to the more
recent contributions of the early 1990s (Figure 2.1).

Before we begin, it is worth noting that there is some controversy
about the appropriate use of the term ecosystem engineering. Jones et al.
(1994) originally defined an ecosystem engineer as an organism that
creates, modifies, or maintains a habitat by altering the availability of
resources to other organisms. More recent definitions emphasize the
alteration of the physical environment by these species (Jones et al. 1997,
Guttiérez and Jones 2006). Some authors have argued that these defini-
tions include all organisms, and claim that the term should be restricted
to those species that have large impacts on the environment and

Ecosystem Engineers
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2 A Historical Perspective on Ecosystem Engineering

associated communities (Reichman and Seabloom 2000a). In this review,
we focus on studies of organisms that alter the physical environment
without attempting to limit our survey to species that have large effects,
however defined. In practice, most published literature will emphasize
those species thought to have important effects, and our review will
certainly share this bias.

There has been a steady stream of literature on species-specific modi-
fication of the physical environment since the late 1800s. For example,
Morgan (1868) claimed that beaver impact the hydrology and geomor-
phology of stream ecosystems. Soon after, Lyell (1873) noted that organ-
isms could locally and superficially alter geomorphology. Darwin
described the actions of earthworms on soil and sediment processes
(Darwin 1881), while Shaler (1882) reviewed the effects of many other
species on soils. The observation that organisms interact with each other
indirectly through physical habitat modification has also played an
important, although often implicit, role in the development of key eco-
logical concepts such as succession and facilitation (see Cowles 1911,
and Bertness and Callaway 1994).

The number of studies that are encompassed in this topic is, however,
vast, and our review should be considered selective rather than exhaus-
tive. Following major divisions in the literature, we have organized these
studies into four categories: soil processes, plant succession, microcli-
mate modification, and habitat creation. We note that this topic catego-
rization helped early scientists to draw analogies between seemingly
disparate organisms. For example, Elton (1927) suggests that land crabs
on coral islands played a similar role to that of earthworms in continen-
tal regions. This type of analogy seems to us to be a precursor of the more
overarching category of ecosystem engineer.

2.2 = SOIL AND SEDIMENT PROCESSES

The study of soil processes is an area where the impact of ecosystem
engineering has been, and continues to be, widely recognized. Lavelle
(2002) recently argued ecosystem engineering is more important for the
regulation of soil processes than trophic interactions. Historically, many
studies in the past 150 years have addressed the large effect of animals
and plants on soil and sediment processes at local scales. For example,
in 1892, Shaler provided an early overview of the impact of microorgan-
isms, animals, and plants on soil processes. In addition, early ecologists
recognized that these soil engineers, by altering the composition and
structure of soils, may also affect other organisms that occupy the soils.
Moreover, some early workers were also aware of the functional
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analogies of different organisms in different soil and sediment environ-
ments. Most early investigators, however, focused on particular groups
of organisms and their effects soil processes. We provide an overview of
this area of research using the most commonly studied groups such as
earthworms, mound-building insects, burrowing rodents, benthic fauna,
and terrestrial plants.

Darwin’s (1881) famous book described the enormous effect that
earthworms have on physical soil structure through their burrowing,
mixing, and casting activities. It has been known for some time that
earthworms grind soil particles in their digestive tract and so cause
increased aeration of soil (Shaler 1892). In a later work, Hopp (1946)
observed that the action of casting aggregates soil particles and allows
soil to drain readily, which aids in the prevention of erosion. Since then,
many ecologists have found that the addition of earthworms to soil
causes increased growth and vitality of vegetation because of improved
soil structure and moisture penetration (Hopp and Slater 1948, van Rhee
1965, Stockdill 1966). The mixing and incorporation of organic matter in
soils by earthworms also have a long history of study. Early researchers
observed earthworms pulling leaves and other organic matter into their
burrows, thereby introducing organic matter into lower levels of the soil
(Shaler 1892). Later studies found that earthworm casts increase micro-
bial activity (Barley and Jennings 1959, Parle 1963, Jeanson 1960), which
causes dead material to be incorporated into the soil surface at a much
faster rate (Stockdill 1966). As a result, nitrogen and phosphorus in soils
increase with activities of earthworms (Lunt and Jacobson 1944, Barley
and Jennings 1959, Aldag and Graff 1975, Sharpley and Syers 1976).

Early ecologists realized that the action of mound-building insects in
tropical regions was analogous to the effects of earthworms in temperate
climates (Branner 1896). Many species of ants and termites profoundly
modify physical soil properties by selecting and redistributing soil par-
ticles during the construction of nests, mounds, and foraging galleries.
These activities have a direct influence on soil characteristics such as
bulk density, turnover rates, profile development, and water infiltration.
These physical changes can secondarily influence a number of impor-
tant soil processes such as redox and nutrient cycling (Lobry de Bruyn
and Conacher 1990).

Early studies catalogued some of these effects. Shaler (1892) claimed
that in some areas, ants are so numerous that they transfer 1/5 inch of
new soil to the surface each year. In early work in the tropics, Branner
(1896) observed ant and termite mounds covering large areas and con-
sisting of many tons of soil. He also noted that mound-building ants
brought up soil from lower levels to the surface, which causes large soil
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particles to break up and also promotes the incorporation of organic
material. Bell (1883) argued that organic debris such as leaves and dead
plant tissue would not be as readily incorporated into soil if it were not
for the burrowing action of insects. It was also observed that ants drag
their food and leaves of plants into underground channels, which causes
increases in organic matter content (Branner 1896). Later studies, in
various systems (Baxter and Hole 1967, Wiken et al. 1976, Mandel and
Sorenson 1982, Levan and Stone 1983, Carlson and Whitford 1991), found
that ant mounds have increased levels of inorganic and organic material,
lowered bulk density, and altered soil structure as compared to sur-
rounding nonmound areas. Finally, recent work suggests that the action
of mound building, subterranean gallery construction, and redistribu-
tion of soil particles by ants also increases the water content, pH (Rogers
and Lavigne 1974, Briese 1982, Beattie and Culver 1983), and the rate of
colonization by microorganisms because of the increase in decompos-
able material and access due to the underground tunnels (Czerwinski
et al. 1971, Lockaby and Adams 1985).

In addition to these direct effects on soil processes, some researchers
concluded that vegetation patterns are influenced by ant (Czerwinski
et al. 1971, King 1977, Beattie and Culver 1983) and termite mounds
(Glover et al. 1965). Salem and Hole (1968) found that ant activities of
depositing subsoil on the surface and excavating chambers caused a
reduction in bulk density and an increase in available nutrients to plants.
Black seed harvester ants (Messor andrei) create large nest mounds of
excavated soil. In California grasslands these mounds support plant
assemblages that are distinct from nonmound vegetation. Hobbs (1985)
hypothesized that selective seed harvesting by M. andrei caused the
unique mound vegetation. Brown and Human (1997), however, used ant
exclusions to demonstrate that granivory had little influence on vegeta-
tion dynamics. Instead, physical differences between mound and non-
mound patches such as soil temperature seem to be driving vegetation
patterns. Studies such as this that explicitly test alternative mechanisms
have been rare. Most studies examining the influence of ant and termites
on vegetation or ecosystem traits have been correlative. In general,
however, research into the mechanisms by which soil invertebrates act
as ecosystem engineers is more advanced than any other area (see
Jouquet et al. 2006 for a recent review).

Burrowing rodents have figured prominently in the recent literature
on ecosystem engineering (e.g., Reichman and Seabloom 2002a, 2002b).
Early researchers also observed that burrowing rodents, like soil inver-
tebrates, cause a mixing of the soils and the addition of vegetation and
other organic compounds into the burrows (Shaler 1891, Green and
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Reynold 1932). Taylor and McGinnie (1928) found that the burrowing
action of the kangaroo rats, pocket gophers, ground squirrels, and prairie
dogs has an enormous impact on soil properties and vegetation growth.
Taylor (1935) observed that the sublayers of soil are brought to the
surface by this action, which increases the fertility of soils. Early work
also illustrated that digging of burrows increases water infiltration and
retention (Green and Reynold 1932, Taylor 1935), which could have
a positive effect on plant growth or influence community structure
(Reynolds 1958), and also affect soil erosion and stability (Arthur et al.
1929, Meadows 1991). Early and more recent analysis of soils worked
over by rodents shows an increase in calcium, magnesium, bicarbonate,
nitrate, and phosphorus (Green and Reynold 1932) and increased
microbial activity (Meadows 1991).

Analogous studies in aquatic systems also have a long history. Davison
(1891) was one of the first to investigate the bioturbation of aquatic sedi-
ments in a study of a polychaete feeding on tidal flats. Miller (1961) sug-
gested that 2-3cm of marsh sediment is reworked due to the deposit
feeding action of fiddler crabs. Rhoads and Young (1970) found that
deposit feeders affect grain size, increase water content at sediment
surface, change sediment stability, and affect species diversity in aquatic
sediments. Both early and later studies demonstrated that the produc-
tion of fecal pellets and burrowing action by various aquatic species have
large effects on aquatic sediments (Moore 1931; Brinkman 1932; Rhoads
1963, 1967; McMaster 1967; Rhoads and Young 1970; Brenchley 1981;
Posey et al. 1991). With few exceptions (e.g., Aller 1982), the burrowing
action of macrofauna increases organic matter, solute transport, oxygen
content, sulphate and nitrate reduction, and metabolic activity in aquatic
sediments (e.g., Anderson and Kristersen 1991). For example, Bertness
(1985, 1991) found that in marsh habitats, the burrowing of fiddler crabs
caused an increase in soil drainage, soil oxidation-reduction potential,
decomposition of below-ground plant debris, and cord grass produc-
tion. Reichelt (1991) found that the construction of burrows by meio-
fauna redistributes sediment, which affects the physical, chemical, and
biological properties of the system. Other studies catalogue the effects
of various species on sediment composition, such as herbivorous snails
(Bertness 1984), atyid shrimp (Brenchley 1981, Pringle et al. 1993), cray-
fish (Soluk and Craig 1990, Wallace et al. 1981, Pringle and Blake 1994),
and fish (Flecker 1996).

Of course, plant species also have dramatic effects on soils and sedi-
ments. As early as 1892, Shaler described the profound effect plant roots
have on soils. They cause movement of soil, breakup of rocks, addition
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of organic compounds, and creation of channels from decaying roots.
He also noted that the overturning of trees will bring nutrient-rich subsoil
to the surface. Other early studies reported that forest soils had increased
air, water, and organic matter content compared to bare unforested
regions (Ramann 1897, Hoppe 1898, Albert 1912, Engler 1919), and
various mechanisms mediated by root growth were invoked to explain
such differences. The accumulation of dead leaves as litter also changes
the microenvironment of soils by altering surface structure, drainage,
and heat and gas exchange (Facelli and Pickett 1991). Various types
of vegetation employ similar engineering mechanisms that affect
the pattern of soil properties in many different environments (oak
tree in heath land: Muller 1887; orange trees in Florida orchards:
Jamison 1942; desert shrubs: Fireman and Hayward 1952, Muller and
Muller 1956).

This disparate literature describing how organisms affect soil pro-
cesses at the local scale has historically had only a minor influence on
studies examining large-scale geomorphological processes. Lyell’s (1873)
early observations and Charles Darwin’s (1842) theory of coral atoll for-
mation notwithstanding, for most of its early history the discipline of
geomorphology focused mainly on understanding how physical pro-
cesses influence the evolution of landforms (Chorley and Beckinsale
1991). In the last several decades, however, researchers have increasingly
recognized the important influence that organisms can have on land-
form development (Viles 1988, Butler 1988, Stallins 2006). The incorpo-
ration of biological feedbacks into physical process models has been
especially useful in understanding highly dynamic processes operating
over relatively short time scales, such as coastal erosion and desertifica-
tion (Costanza et al. 1990, von Hardenberg et al. 2001)

2.3 = SUCCESSION

The investigation of successional processes has been tightly related to
the studies of organisms’ effects on soil processes. Cowles (1911) pro-
vided a detailed overview of early succession studies. One of the first
observations of this process was made by William King in Philosophical
Transactions (1685), in which he described bog formation due to the
production of peat. Biberg (1749) initiated the idea that moss and lichen
establishment on unoccupied rocks causes the production of soil, and
subsequently the establishment of vegetation. Early appreciation of
engineering mechanisms is also found in early successional studies con-
ducted in various climates and habitats (islands: Reissek 1856; sand
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dunes: Warming 1891; Rhone Delta: Flechault and Combry 1894; German
hearth: Graebner 1895).

Beginning with von Humboldt’s (1805) pioneering work on plant geog-
raphy, the concept of abiotic determinism had a strong influence on the
development of the concept of succession. Steenstrup (1842) was one of
the first to argue that vegetation changes preserved in the fossil record
reflected changes in European climate since the last glacial period. In
early succession models climate was the primary mechanism regulating
climax community composition, either as integrated units (Clements
1916) or as individually reacting species (Gleason 1939). These early suc-
cession models did implicitly assume that species—environment interac-
tions partly drove successional changes towards the eventual climax
community. Empirical studies documented the stabilization of sand
dunes by pioneer plants allowing the colonization of other vegetation
(Cowles 1889, Olson 1958), and the ultimate impact of microclimate
modification (see following text) was noted in the action of nurse plants
in providing shade for the colonization and growth of vegetation (Streve
1931, Niering et al. 1963).

Early examples of the dynamic interaction between the biotic and
abiotic environments greatly influenced the development of the ecosys-
tem concept. In introducing the term, Tansley (1935) argued that plant
communities were in dynamic equilibrium with the abiotic environment
such that “the biome is determined by climate and soil and in its turn
reacts, sometimes and to some extent on climate, always on soil.” In
contrast to the early conceptual models of succession, later models
described successional changes explicitly as the outcome of direct
species interactions. These models, however, focused on the ultimate
population impacts of the species interactions rather than on the under-
lying mechanisms (e.g., Horn 1974, Connell and Slatyer 1977). Recently,
it has been found that invasive plant species can have a large impact on
community change (Vitousek 1986, 1990).

2.4 = MICROCLIMATE MODIFICATION, FACILITATION,
AND INHIBITION

The influence of plants on the local microclimate was first noted by Jozef
Paczoski in the mid 1800s (Maycock 1967). The alteration of local condi-
tions can either facilitate or inhibit the growth of new plants. Various
studies have described the positive effects that plants can have on the
environment and the colonization of other species. In an early study,
Streve (1931) found that there was a greater amount of herbaceous



2 A Historical Perspective on Ecosystem Engineering

plants, perennials, and seedlings under bushes and desert trees com-
pared to the surrounding barren areas because of the increased shading
and moisture. Ellison (1949) observed that seedling establishment and
survival in a depleted alpine range are higher under plant canopies due
to less extreme temperature and increased soil moisture. Chapin et al.
(1979) found that Eriophorum vaginatum dominate the Alaskan tundra
because of its tussock growth form, which increases soil temperature
and moisture via insulation. More recently, it has been suggested that
nurse plants in desert habitats can reduce surface temperatures due to
increased shading and enhance the survival and distribution of seed-
lings (Steenberg and Lowe 1969, Turner et al. 1969, Franco and Nobel
1989). These microhabitats also affect other species in the community.
On the forest floor the microenvironment that is created due to shad-
ing has profound effects on the microbial community (Williams and
Gray 1974).

Plant litter can also affect the microclimate of an area by changing
the physical and chemical environment (Facelli and Pickett 1991).
McKinney (1929) found that litter aids in the prevention of soil freezing
by providing insulation. Litter also intercepts sunlight, reduces thermal
amplitude of soils, and can affect the germination and growth of seeds
(Bliss and Smith 1985, Fowler and Knauer 1986, Facelli and Pickett 1991).
It also can reduce evaporation (Hollard and Coleman 1987, Facelli and
Pickett 1991). Similarly, peat also insulates soils, affecting microclimate
and increasing soil respiration (Petrone et al. 2001).

Of course, not all habitat modification is beneficial. The inhibition of
new vegetation growth by previously established vegetation has long
been an area of research and, under some definitions, can be considered
ecosystem engineering. Early studies on bogs reported that plant roots
give off excretions causing bog water and soil to become toxic to other
plantgrowth (Livingstonetal. 1905, Schreinerand Reed 1907, Dachnowski
1908, Tansley 1949). Salisbury (1922) noticed that in woodlands in
England the soil was becoming more acidic due to the change in vegeta-
tion. The acidification of soils by plants can have a negative impact on
the growth of new vegetation (Grubb et al. 1969, Nihlgard 1972). Muller
(1953) reported that the toxins produced by desert shrubs significantly
impacted the distribution and abundance of other plant species. Several
other earlier investigators found salt accumulation (Litwak 1957, Sharma
and Tongway 1973) and a change in pH (Fireman and Hayward 1952) in
soils beneath plants.

Sometimes such modification occurs in the context of invasion. Exotic
species of plants can alter the microclimate to an extent that causes an
unfavorable environment for native species. The salt accumulation in an
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exoticice plant causes an increase in soil salinity and reduces soil fertility
inhibiting the growth of nontolerant plant species allowing it to domi-
nate (Vivrette and Muller 1977, Kloot 1983). The invasion of Myrica faya,
an actiorrihozal nitrogen fixer, causes an increase of nitrogen in the area
surrounding this plant (D’Antonio and Vitousek 1992). Exotic grasses in
semi-arid scrublands have caused the increase in fire because of the
increased production of litter (Parsons 1972).

Similarly, a wide variety of other species alter microenvironments
through diverse mechanisms. For example, porcupines dig holes that
can become filled with water, which then become favorable sites of plant
colonization (Yair and Rutin 1981). In aquatic environments, plankton
biomass and distribution can affect heat content and thermal structure
of lakes due to the light interception and reflection off of these particles
(Mazumber et al. 1990).

2.5 = HABITAT CREATION

Both plants and animals create habitats for themselves and other organ-
isms. This creation of habitat can contribute to species diversity and
distribution. Early on, Miiller (1879) noted that plant physical structures
are habitats for animals and plants, and in 1928, Varga coined the term
phytotomata to describe the small aquatic habitats created by plants.
Mobius (1877) discussed the community of organisms inhabiting oyster
beds, “which find everything necessary for their growth and continuance
such as suitable soil, sufficient food, the requisite percentage of salt and
a temperature favorable to their development.” Since these early studies,
many species have been identified as habitat creators. Debris dams are
created by fallen forest trees, which alter the morphology and stability
of streams and so create habitats for various organisms (Heede 1972,
Keller and Swanson 1979, Likens and Bilby 1982). Kelp forests (Round
1981) and sea grass prairies (Jones et al. 1994) also support a diverse
abundance of plant and animal communities. In more recent literature,
it has been noted that leaf shelters serve as homes for other species after
they have been abandoned by their arthropod creators (Fukui 2001).
Even organisms such as small algae have a large impact on the creation
of habitats. Coral reefs are formed dominantly by the action of algae
overgrowing and cementing accrual together (Ladd 1961, Womersley
and Bailey 1969, Round 1981, Anderson 1992), which provides a habitat
for many aquatic organisms. In 1972, Dayton collectively defined these
organisms as foundation species that build the structure of the
environment.
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One of the earliest (Morgan 1868) and most intensely studied species
that create habitats are beavers (Naiman 1988, Wright et al. 2002). Early
and later studies have determined that beaver dams play an important
role on stream ecosystem dynamics by changing hydrology (Gard 1961,
Smith etal. 1991), nutrient cycling (Francis et al. 1985, Naiman et al. 1991,
Yavitt et al. 1992), decomposition dynamics (Hodgkinson 1975, Naiman
et al. 1986), nutrient availability (Wilde et al. 1950, Johnston and Naiman
1990), and biogeochemical cycles (Naiman et al. 1994). The activities of
beaver affect wildlife (Bradt 1947, Swank 1949, Grasse and Putnam 1950,
Rutherford 1955), stream invertebrates (Hanson and Campbell 1963,
McDowell and Naiman 1986), fish (Gard 1961, Hansen and Campbell
1963, Snodgrass and Meffe 1998), and vegetation (Johnston and Naiman
1990, Feldman 1995, Barnes and Dibble 1988, Wright et al. 2002). Such
consequences are long lasting (Rudeman and Schoonmaker 1938, Ives
1942, Naimen et al. 1994), spatially extensive, and result in legacy effects
after the dam has been abandoned (Neff 1957). In a similar fashion, it has
long been noted that alligators also play a very important role as habitat
creators in wetland ecosystems. Beard (1938) claimed that wallow
digging by alligators had a great impact on organisms in wetland ecosys-
tems. Wallows provide refuge for aquatic and terrestrial vertebrates,
invertebrates, and microorganisms (Allen and Neil 1952, Loveless 1959,
Finlayson and Moser 1991). The creation of these holes allows the sur-
vival of many organisms, and thereby increases local species richness
and diversity (Kushlan 1974). Wallows also play a role in shaping plant
community structure (Craighead 1968, Palmer and Mazzotti 2004). In
addition, alligators also create nest mounds that are used by turtles (Dietz
and Jackson 1979) and other reptiles (Kushlan and Kushlan 1980). More
recent studies have found that the wallows of crocodiles in Australian
swamps are analogous in function to Florida wetland alligator wallows
(Magnusson and Taylor 1982).

Mollusks are another group whose importance in the creation of habi-
tats was noted early on (e.g. Mobius 1877). The production of mollusk
shells in aquatic environments serves many purposes, such as provision
of hard substrate, protection from predation and from physical and
physiological stress, and modulation of solute and particulate transport
(Gutiérrez et al. 2003).

Early studies found that a variety of organisms live in these habitats,
including fish (Breder 1942), octopus (Voss 1956), hermit crabs (Reese
1969), and many other organisms. More recent ecologists have found
that shell-producing species can have a large impact on aquatic ecosys-
tems because of the abundance (Russell-Hunter 1983), durability
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(Kidwell 1985, Powell et al. 1989), and diverse species occupancy (McLean
1983) of the shell structure.

2.6 = CONCLUSION

Far from being newly recognized phenomena, this historical review
makes it clear that ecologists have been actively engaged in studying the
myriad ways in which species alter their physical environment for the
entire history of ecology. Is there any benefit then in grouping these
phenomena under a common term of ecosystem engineering (Jones
et al. 1994)? One of the principal challenges facing the science of ecology
is the immensely complex and contingent nature of its units of study
(Strong 1980, Simberloff 2004). One important tool for ordering this
complexity has been to identify key functional traits that have important
influence on community or ecosystem processes. Early on, authors like
Shaler (1881) and Elton (1927) perceived that even very different species
often can share similar functional roles within ecosystems.

Yet, there have been two notable problems in the implementation of
this realization over the preceding years. First, many definitions of func-
tion have been phenomenological and nonmechanistic. Second, there
has been a near obsession with the contribution of trophic mechanisms
to functional roles (e.g., Paine 1969), to the neglect of nontrophic mecha-
nisms. We suggest that the ecosystem engineering concept helps remedy
both of these difficulties. As the studies in this review illustrate, engineer-
ing mechanisms are ubiquitous and play diverse functional roles across
a range of ecosystems. The ecosystem engineering concept helps unify
under common mechanistic functions a diverse array of processes that
previously had been treated as idiosyncratic species—environment inter-
actions. Moreover, the overarching grouping of ecosystem engineer
may now move us to draw parallels between species whose effects on
the physical environment are quite different, and whose ecosystem
functions may also seem quite different (e.g., crabs that affect soil pro-
cesses vs. plants that form phytotomata). This categorization hopefully
will help facilitate the integration of these processes into ecological
models that historically have focused exclusively on trophic mecha-
nisms. From a more applied point of view, species that provide impor-
tant engineering-based functions within ecosystems are being targeted
for conservation (Crain and Bertness 2006). We are also beginning to
appreciate that invasive species exert many of their most pernicious
impacts through ecosystem engineering (Crooks 2002), but also that
ecosystem engineers can be important tools for the management and
restoration of ecosystems (e.g., Byers et al. 2006).
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A NEW SPIRIT AND CONCEPT FOR
ECOSYSTEM ENGINEERING?

William G. Wilson

3.1 = INTRODUCTION

Controversy remains over the concept of ecosystem engineer (Jones et
al. 1994, Wright and Jones 2006), although some signs indicate general
resolution and acceptance (Stinchcombe and Schmitt 2006). The argu-
ments for and against ecosystem engineering sometimes pertain to
issues as trivial as whether or not engineer connotes motive (Power
1997a, Jones et al. 1997), with reservation of the term engineer to some
entity having purpose (Power 1997b). One might assert that this level of
semantic argument leaves ecology looking a bit pedantic, given that, say,
physics discusses the flavors of quarks, including types called charm and
strange. Even so, why should purpose be ascribed only to humans in
their activities, and not, say, to beavers building dams?

More important arguments are that the ecosystem engineering (EE)
concept has been so broadly defined as to include all species at all times
in all situations (Reichmann and Seabloom 2002a, 2002b). If so, then the
term becomes rather useless as an ecological concept, though some take
this situation as a positive sign of its ubiquity (Wright and Jones 2006).
After many discussions, however, the distinction between EE and abiotic
interactions remains unclear.

Ecosystem Engineers
© 2007 Elsevier, Inc.
All rights reserved.
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I have three objectives with this chapter. First, I briefly present histori-
cal precedents of the term abiotic interactions and early discussions of
the feedback between organisms and their environment. In no way is
this a definitive review, but hopefully it’s representative of the intellec-
tual development. Interestingly, I found a particularly poignant remark
by Cooper (1926) regarding ecology’s buzzwords: “It almost seems that
the moment one formulates a concept and provides it with a name and
a terminology the spirit of it flies away and only the dead body remains.”
The “Cooper principle” is holding in this case: The spirit of ecosystem
engineering has been around for at least 80 years as “environment modi-
fication,” but its recent naming as ecosystem engineering and the asser-
tions of its importance and ubiquity might be revealing its skeletal
remains. I hope this historical perspective helps bring back the spirit.

My second objective is exploring the concept in pictures and math,
which, I think, helps clarify the many words written on the topic. Only a
few theoretical treatments exist, which have all been good, and it is this
type of development that I explore here. Focusing on logistic growth-like
mathematical models, I uncover what I believe is the most interesting
situation deserving the label ecosystem engineering as unique from envi-
ronment modification. Briefly, it is the situation where an organism
modifies its environment to promote its own growth.

Third, I try to relate previous definitions of ecosystem engineering to
other concepts, primarily abiotic interactions, keystone species, and
niche construction. I avoid old ground, primarily for the insufficient
reason that the semantic arguments are difficult for me to follow given
the mathematical wiring of my brain, not to mention that Wright and
Jones (2006) reviewed the verbal arguments quite extensively.

Summarizing my conclusions, I show that the concept of feedback
between organisms and their environments, including knock-on effects
to other organisms, has a long history dating back at least to the 1920s,
and would perhaps best be dubbed environment modification after
Solomon (1949). I argue that environment modification is a more general
idea that encompasses recent definitions of ecosystem engineering.
However, I'll use the two terms somewhat synonymously until the very
end. Using a series of linearized models, I demonstrate a connection
between ecosystem engineering and the keystone species concept (e.g.,
Power et al. 1996). Essentially, there’s the organism, the activities it per-
forms, and the consequences of its activities. Keystone species are those
with large consequences, whereas advocates of ecosystem engineering
focus on the activities irrespective of the consequence’s magnitude.
Finally, exploring the consequences of feedbacks between organisms
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and their environment reveals a situation in which natural selection
leads to runaway growth and extreme environmental modifications.

3.2 = A SHORT HISTORICAL PERSPECTIVE

An excellent comment by a reviewer to an earlier draft motivated an
exploration of the history of the phrase, abiotic interaction, which, to me,
implies the interaction between a species and an abiotic component of
its environment. This pursuit also uncovered earlier mentions of ideas
that might be called the spirit of ecosystem engineering.

ABIOTIC INTERACTIONS

The earliest use of the term “interaction” that I found occurred when
Tyndall (1874) wrote (p. 47):

There are two obvious factors to be here taken into account the creature
and the medium in which it lives, or, as it is often expressed, the organism
and its environment. Mr. Spencer’s fundamental principle is that between
these two factors there is incessant interaction. The organism is played
upon by the environment, and is modified to meet the requirements of the
environment. Life he defines to be “a continuous adjustment of internal
relations to external relations.”

Similarly, Ryder (1879) writes (p. 17): “. .. the static or dynamic environ-
ment and the organism are considered to be in a relation of retroactiv-
ity—in a state of interaction.” One might also argue that the sentiment
that the environment is modified by the organism is also expressed,
dependent on the meaning of the term retroactivity, but  won’t push this
sentiment being present at this early date.

Twenty-some years later the attitude of environmental determinism
seems to predominate. In his study of a glacial lake and its flora, Reed
(1902) separately describes hydrodynamic factors, edaphic (soil) factors,
and atmospheric factors, before describing (p. 137)

Biotic factors—Fully as important as any of the fore going factors are the
conditions imposed upon plants by the presence of other plants or animals;
conditions to which they must adapt themselves if they survive.

It is not clear that he really considered biotic factors as “fully as impor-
tant.” Cowles (1899a) gives a similar litany of environmental factors, rel-
egating to “Other Factors” the following statements (p. 110): “Animals do
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not appear to exert any dominating influences on the dune floras” and
“The influence of plants. .. is relatively inconspicuous on the dunes,”
though he mentions that plants contribute organic matter that is quickly
removed. However, he states later (Cowles 1899b, pp. 385-386),

A great deal of physiographic work has been done in sand dune areas in
total disregard of the plant life, although the results obtained from this
study show that the vegetation profoundly modifies the topography.

Clements (1905) is more direct in pushing environmental determinism.
In a section titled, “Cause and effect: habitat and plant,” he writes
(p. 17),

... thehabitat and the plant . . . is precisely the relation that exists between
cause and effect, and its fundamental importance lies in the fact that all
questions concerning the plant lead back to it ultimately. Other relations
are important, but no other is paramount, or able to serve as the basis of
ecology.

Later, Clements describes (p. 86):

Biotic factors are animals and plants. With respect to influence they are
usually remote, rarely direct. Nevertheless, they often play a decisive part
in the vegetation.

Thus begins some conciliatory prose (p. 87):

As a dead cover, vegetation is a factor of the habitat proper, but it has rela-
tively little importance....Its chief effects are in modifying soil
temperature, . . . holding snow and rain, . . . adds humus to the soil. . . .

He further concedes, “. .. living vegetation reacts upon the habitat in a
much more vital fashion, exerting a powerful effect upon every physical
factor of the habitat.” These quotes by Reed, Cowles, and Clements indi-
cate a clear distinction between environmental and biotic factors, but
environmental factors seem considered of such great importance that
lumping them under “not biotic” would perhaps be too overarching and
provide undue emphasis on biotic factors.

The first relevant mention of abiotic that I found was in a review by
Faull (1919) of a book on tree diseases: “The first 4 chapters deal with
such maladies of biotic and abiotic origin as are common to many kinds
of trees. . ..” However, this reference is unclear without detailed exami-
nation of the book in question because, as I learned from this review,
short-wavelength radiation was known as “abiotic rays” around that
time. For example, Smith (1926) writes (p. 444): “. .. abiotic rays are
known to be superficial in action, being unable to penetrate the human
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epidermis . . . [but are] lethal to bacteria and other living organisms.”
Biotic rays hurt people.

Clear use of the term as “not biotic” is seen when Trapnell (1933)
writes,

The organisms themselves and the set of modified conditions they produce
in their environment are here termed internal factors. Those concerned
are the abiotic factors of plant-modified climate and of plant- and animal-
modified soil, and the causal organisms, treated as phytobiotic and zoobi-
otic factors.

Note that Trapnell (1933) mentions the modification of the environment
by organisms. Severtzoff (1934) uses the phrase “. . . increased resistance
of the individual to abiotic factors resulting in the lengthening of the
period between two plagues caused by abiotic factors.” As a final example,
Smith (1935) writes (p. 874): “. . . the role played by biotic factors can not
well be considered separately from the abiotic factors.” Smith (1935) also
writes (p. 897): “. .. that abiotic factors are of extreme importance in
relation to fluctuations in numbers.” However, he states earlier that (p.
894),

density-dependent factors are mainly biotic in nature, while density-inde-
pendent factors are mainly physical or abiotic, and principally climatic.

The term abiotic doesn’t seem to resonate with Clements and Shelford
(1939), who describe (p. 68)

... two distinct types of interaction. The first of these is reaction, the effect
of organisms upon the habitat; the second, coaction, or the influence of
organisms upon each other. Such a distinction becomes of paramount
importance when the biotic community is made the basis of treatment.

Solomon (1949) mentions the ongoing discussion (p. 24), “as to whether
biotic factors are more important than physical factors, and vice versa,”
and states that

In general, the performance of a population depends both on its inherent
qualities and on the nature of the environment, and it would be pointless
to claim that either is more important than the other.

Itis likely that most ecologists today agree with Solomon’s sentiment that
the old abiotic versus biotic regulation dispute is a dull one. Whether it
is the environment or species interactions that regulate a popula-
tion depends on the species, the community, and the environmental
context.
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Twenty years later, the situation leads us to the merging of the terms
to form “abiotic interactions.” McGinnis et al. (1969) state in their first
sentence (p. 697), “Humid tropical forest ecosystems are among the most
complex terrestrial systems on earth in terms of their biotic and abiotic
interactions.” Likewise, Hamilton (1969) writes that (p. 588) “. .. culture
experiments . . . found enhanced growth for various algae as a result of
abiotic interactions between various compounds in an enrichment
medium,” though this phrase may refer to purely chemical interactions.
Finally, Power et al. (1988) use the term when describing their general
goal (p. 457) “. .. to summarize and discuss . . . the complexity of biotic—
abiotic interactions in lotic ecosystems.” Thus we have the progression
from environmental determinism to the division of organismal interac-
tions into those with biotic factors and those with abiotic factors.

ENVIRONMENT MODIFICATION AND ECOSYSTEM ENGINEERING

Excluding the possible allusion through “retroactivity” by Ryder (1879)
as quoted earlier, Tansley (1920) clearly recognized the mutual
interaction between organisms and the environment when he wrote
(p. 120)

Nevertheless it is clear, even to the most superficial observer, that the
complex of interactions between plants and their environment does lead
to a certain degree of order in the arrangement and characters of the result-
ing vegetations.

And speaking of succession, he says (p. 132) it

... 1is carried out either by the mere simultaneous or successive migration
of species into the habitat . . . or also by the reaction of the successive plant
populations upon the habitat continuously modifying the latter. . . .

Similarly, Forbes (1922) states (p. 90), “. . . ecology is the science of the
relation of organisms to their environment, including, of course, the
interactions between the environment and the organism....” So did
Cooper (1926) when he wrote (p. 398)

The organisms produce vegetational change through their effects upon the
environment, and upon each other through the environment; and by the
production of new forms, varieties, species, through evolution. The envi-
ronment brings about changes in the vegetation because it, too, is under-
going constant change, partly inherent in itself but in part caused by the
action of the vegetation upon it. Through selection it is also of great impor-
tance in the process of evolution.
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Later, Tansley (1935) describes a biome (p. 301) as a

system, of which plants and animals are components, . . . determined by
climate and soil and in its turn reacts, sometimes and to some extent on
climate, always on soil.

He later defines (p. 306) “the biome considered together with all the
effective inorganic factors of its environment is the ecosystem.” In a more
modern way, Solomon (1949) writes (p. 17)

Modlification of the environment by the population: Unfavorable modifica-
tion represents a reduction in one or more aspects of environmental
capacity, the extent of the reduction increasing concurrently with density.
The result is an increase in the intensity of the relevant density-dependent
actions. Favorable modification represents an increase in environmental
capacity concurrent with density. Such action is opposed to that of the
other density-dependent factors.

It is clear that an appreciation of interactions and feedbacks between
organisms and their environment existed long ago.

Given this historical context, we can consider the definition of ecosys-
tem engineers by Jones et al. (1997, p. 1947):

Physical ecosystem engineers are organisms that directly or indirectly
control the availability of resources to other organisms by causing physical
state changes in biotic or abiotic materials. Physical ecosystem engineer-
ing by organisms is the physical modification, maintenance, or creation of
habitats. The ecological effects of engineering on other species occur
because the physical state changes directly or indirectly control resources
used by these other species.

Jones et al. (1997) also state that (p. 1949) “the direct uptake and utiliza-
tion of an abiotic resource (light, water, nutrients) by an organism is not
engineering.” An example of an engineer is the provision of physical
structure to another organism, for example, the habitat provided by a
tree branch to an epiphyte makes the tree an ecosystem engineer. I will
address this point in more detail in following text, but it is also stated
that “many keystone species are engineers (e.g., beavers), but others
(e.g., sea otters) are not.”

Does ecosystem engineering differ from the “environment modifica-
tion” that was developed progressively by Cooper (1926), Trapnell (1933),
Tansley (1935), and Solomon (1949), paraphrased simply as the feedback
between the biotic and abiotic components of an ecosystem? Cooper
(1926) explicitly mentions effects on other organisms, and Solomon
(1949), in the breadth of his paper, describes control through density-
dependent processes. The primary distinction seemingly arises in the
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Jones et al. (1997) definition with the specific modifier “causing physical
state changes” and the subsequent control of resources due to the physi-
cal state changes, though this phrase sometimes takes on less impor-
tance in later definitions (Wright and Jones 2006).

From the Jones et al. (1997) definition I have difficulty distinguishing
what is and is not ecosystem engineering. All interactions lead to a physi-
cal state change in one way or another. All organisms, by their very exis-
tence, impart physical state changes that affect resource availability to
other organisms. Can an organism control the availability of resources
to other organisms without causing physical state changes? Pisaster has
been called an engineer because it generates open space that subdomi-
nant organisms can occupy, but it seems that a sea otter, excluded earlier,
presumably also makes open space when it consumes mussels (but
perhaps not sea urchins).

All of these difficulties would be solved by removing all references to
“physical state change” from the Jones et al. (1997) definition, leaving
what appears to be the more general historical concept of “environment
modification” by Cooper (1926) and Solomon (1949) describing favor-
able or unfavorable environment modifications having evolutionary
consequences. This historical precedent is a more general one because
itincludes all state change possibilities, not just physical states. Certainly
there could be useful discussions about the many ways in which one
organism or another modifies the many aspects of the environment,
including those that modify, maintain, and create structural modifica-
tions, and the importance to the ecosystem of the subsequent effects in
so doing. I like the spirit of environment modification.

3.3 = A CONNECTION WITH KEYSTONE SPECIESe

How can the interactions between the biotic and abiotic components be
represented? Two extremes are represented separately and together in
Figure 3.1, while only considering within-species biotic interactions. The
first panel, Figure 3.1A, represents a situation where the per capita birth
and death rates, B(E,n) and D(E,n), depend on both the environment E
and the species’ population density, 1, which can be represented math-
ematically as

l@ =B(E,n)—D(E,n)
n dt

= (bo(E) — bi(E)n) — (do(E) + d\(E)n)
= K(E)-oa(E)n, (1)
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where in the second line, for the clarity of further development, I have
assumed birth and death rates that have linear dependencies on species
density (with environment-dependent coefficients) and then combined
them into density-independent, K(E) = b,(E) — d,y(E), and density-depen-
dent, a(E) = b,(E) + d,(E), terms (e.g., Wilson et al. 2003). Some ecologists
take umbrage at such a shocking disregard for the true, nonlinear com-
plexity of true ecological systems, yet pursue two-factor experiments to
understand the true, nonlinear complexity of true ecological systems. A
linearized mathematical model can sometimes highlight and enhance
the understanding of more complicated systems, just like experiments
on simplified situations.

Given the preceding model, its equilibrium population density is n* =
K(E)/ a(E), an equilibrium dependent upon an extrinsically set environ-
ment E, mediated, in part, through species interactions o(E). The cari-
cature of Figure 3.1A has the species population dynamics dependent
on the environment, but the environment, as drawn, is unaffected by the
presence or absence of the species denoted by n. With all respects, Cle-
ments would be quite pleased. The only purpose of this trivial model is
to expose what was an implicit environmental dependence, making it
conceptually explicit, which is something that everyone who might write
down the logistic growth equation knows implicitly.

The second example, Figure 3.1B, demonstrates a species whose exis-
tence drives the production of the environmental component described
by E, but is completely unaffected by this environmental component.
This situation is represented mathematically as

1dn
T _K.,— 2
ndr 0~ O (2a)
dE
~— = f(n, E), 2b
o f(n, E) (2b)

where K, is the combination of density-independent birth and death
rates, o is the combined density-dependent per capita birth and death
rates, and f(n,E) details the environment and population density-
dependent production and destruction of environmental factor E. At
equilibrium, n* = K,/ o, which by assumption of this extreme case is
unaffected by the environment, but the state of the environment is set
by the implicit condition f{n*,E*) = 0, which involves the species’ density.
An important aspect of this example is that, unlike the situation in
Figure 3.1A, the environment dependence of the species’ per capita
growth rate is removed. All that this model does is represent the state-
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FIGURE 3.1 Essential components of biotic and abiotic interactions. The birth and death
rates (solid arrows) for a population n are affected by interactions (dashed arrows),
both biotic (emanating from the population) and abiotic (emanating from the environ-
ment E). (A) The environment affects the demographic rates, but is not affected by the
population. (B) The population influences the environment, but the environment does not
affect the population’s demographic rates. (C) A population n affects the environment
E, which, in turn, influences a population m.

ment that all living organisms affect some aspect of their environment.
In both of the previous two cases there is no feedback between the
species and the environmental feature under consideration.

A third example, Figure 3.1C, connects the preceding two situations,
with one species denoted by density n affecting the environment, which
in turn affects the dynamics of a second species denoted by density m,
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1d
;d—rtlzKO—ocon (3a)
dE
~—=fnE 3b
=B (3b)
Ldm _ g (B (Eym. 3¢)
m dt

At equilibrium, the density of the first species is unaffected by the envi-
ronmental feature, n* = K,/ 0, in turn the environmental state is set
implicitly by fin*,E*) = 0, and, finally, the second species has an equilib-
rium density m* = K,,(E)/ o,,(E), dependent upon the environment set by
the first species n. This model, I believe, precisely captures Cooper’s
(1926) ecological sentiments. Note that it doesn’t concern species m
whether the environment E is determined biotically by species n or
determined by some arbitrary abiotic mechanism; it simply responds to
the environment with no direct biotic interactions with n. All that this
model does is represent that some species affect environmental vari-
ables that affect other species.

This third situation seemingly encompasses both ecosystem engineer-
ing and “keystoneness.” Species n is the organism that does something,
the something that it does is maintain E, and the consequence of the
something is seen in species m. These are the engineer, engineering, and
ecosystem effects, respectively. For example, if n represents tree density,
then E might represent the nook density, and m might represent epi-
phyte density. Species 7 is then an ecosystem engineer providing spatial
habitat E for another species m. Regarding the keystone species concept,
Power et al. (1996) define the community importance (CI) of a species
with density 7 as its relative effect on some arbitrary community trait
(p. 609),

1 d(trait)
(trait) dn

) (4)

and to qualify as a keystone species, its community importance has to
be much greater than one, representing a high relative impact. Although
they did not specifically state that a community trait can be a single
species’ density, they did allow it to be the density of a functional group
of species. Then, if the trait is taken to be the density of species m (alter-
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natively, I could consider m as the density of a functional group of
species), it depends on E, which depends on n, or by the chain rule of
calculus we see the purported keystone species do its work through the
environment,

1 d(trait) dE
 (trait) dE dn’

(5)

Again, species n is the organism that does something, the something that
it does is mediated through E, and the consequence is seen in species
m. These are the keystone species, consumption or interaction measure,
and relative trait change, respectively.

Thus, using this third example from Figure 3.1C we can assign words
from both ecosystem engineering and the keystone species concept to
its elements, so exactly what is the distinction between an ecosystem
engineer and a keystone species? There is agreement that the organism
in question is species n, both admit abiotic and biotic factors for E, and
both have impacts measured by m. There are apparent differences: E
must be physical state changes for ecosystem engineering, but can be
any abiotic or biotic interactions for keystone species (Power et al. 1996).
The difference for m is that for a keystone species the impact must be
relatively great, but the impact level, as long as there is one, isn’t impor-
tant for ecosystem engineering. One might say that a keystone species
depends on its effect for its classification, and the ecosystem engineer
depends on its process for its classification. The qualifying processes for
keystone are broader than for EE, but the level of effect to qualify as EE
ranges down to the ecologically insignificant.

If I have interpreted everything correctly, what is and is not an ecosys-
tem engineer hinges critically on the phrase “physical state” and the
change thereof. It seems that if an organism has any interaction that
causes a physical state change in the ecosystem that affects another
organism, then it is an ecosystem engineer. However, since the “direct
uptake and utilization of an abiotic resource” is not included, something
like nutrient concentration is not a physical state of the ecosystem. But
nutrient concentration is a physical state of the environment, and then
the definition of EE no longer hinges on the definition of “physical state,”
but rather on how the physical state is changed. Parsing processes into
engineering and nonengineering then becomes seemingly problematic,
and it is at this point in my understanding that the spirit of the concept
flies away, and Cooper’s principle rings true. Instead, I like the phrase
“environment modification” as what goes on with E, irrespective of its
impact on m, and irrespective of the modification process details.
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3.4 = A UNIQUE FEATURE FOR ECOSYSTEM
ENGINEERING?

In this section I propose a specific ecological situation that might well
be reserved for the term ecosystem engineering. There is a feedback
aspect of the species—environment interaction, as expressed by Solomon
(1949), that hasn’t garnered much apparent attention by the main pro-
ponents of ecosystem engineering, and is completely distinct from the
keystone species concept. However, Gurney and Lawton (1996), Wright
et al. (2004), and Cuddington and Hastings (2004) address this feedback
feature quite well, and it is this feature, or some general representation
of it, that I propose be reserved for ecosystem engineering. The feedback
idea has also been addressed quite well by Cuddington et al. (unpub-
lished), and my aim here is to present an abbreviated and specific peda-
gogical version of that latter model.

The caricature of the model for ecosystem engineering sits somewhere
between the two concepts pictured in Figure 3.1A and 3.1B, combining
species interactions and the environment and feedback between the
two, and resulting in the interaction picture of Figure 3.2. In particular,
the species “produces” the environmental variable at a per capita rate
y > 0, and the environment, in turn, affects either or both of the birth
and death rates of the species. The representation used here combines

Births ' Popula‘[ion Death& '
AN <

, ’

4

]
\
Kg, 0g ® R " Kg, O

FIGURE 3.2 The presence of an environment affected by a species, which has demo-
graphic rates that are themselves affected by the environment, sets up a situation that,
with a positivefeedback loop, can lead to extreme environmental modification and
runaway species growth.
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density-independent birth and death factors into a single term, and,
likewise, the density-dependent factors; hence one set of interaction
parameters, K and oy, affect both birth and death rates. A mathematical
representation takes the logistic growth equation and adds the effects of
the coupled environment, giving

l@:K(E)—oc(li)n
n dt
=(Ko+KgE)—(ay+ogE)n (6)
dE
- fnE
ALY

=—p(E - Ey)+yn. (7)

In the preceding equations I have taken the liberty of simplifying the
species’ interactions by making the density-dependent and density-
independent coefficients have a linearized environmental dependence,
similar to the linearization with density of the logistic growth model and
to which umbrage may be taken. I have also assumed that the environ-
ment decays to a set point of E= E, > 0 in the absence of the engineering
species, represented by n = 0. The environmental trait, E, is produced
proportional to the species density, but production by n is independent
of the level of E. Note that y= 0 recovers Equation 1 describing Figure
3.1A, and K; = o = 0 recovers Equation 2a describing Figure 3.1B. For
the sake of reducing the number of parameters, in the remainder of the
analysis I will assume that the environmental set point is E, = 0 in the
absence of species n.

Once again, my goal is conceptual clarity, and I follow the approach
of Cuddington et al. (unpublished), but for only a single exemplary case
with an evolutionary extension. In particular, I assume that the species
has positive growth when rare in the absence of environmental feed-
back, or K, > 0.

Suppose now, for ease of analysis, that the environmental variable is
one that adjusts rapidly compared with the population dynamics of
the purported engineering species, such that we can always consider
the environment to be in equilibrium with the species n’s population
density. In other words, whenever n changes a little or a lot, the
environment responds immediately, taking on the value that satisfies
dE/dt = 0. This is called a “quasiequilibrium” assumption. In the case
described by Equation 7, the environment takes on the quasiequilibrium
value, E* = yn/p. This value can then be placed into the equation for the
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population dynamics, under the assumption of instantaneous
feedback,

l@:(KO+KEE*)—(OCO+O(EE*)n
n dt

:(K()'FKE’J/—’,Z)—((X()'FOCEY—’?)’/I
p p

=(1<0)+(K;y —ao)n—(a;y)nz. (8)

The per capita growth rate as a function of density n is depicted in Figure
3.3 for two useful limiting situations. When the environment has no
effect on density-dependent regulation, or os = 0, the isolated effects of
the environment on density-independent growth, shown in Figure 3.3A,
has three levels of effect. When K< 0, the equilibrium population density
is suppressed, and when Kj > 0 it is enhanced, but when K; > po,/ 7, the
engineering effects of density-independent growth overwhelm the unen-
gineered density-dependent regulation, resulting in runaway environ-
mental modification and positive per capita growth for all population
densities.

The second limiting case examines effects of the environment
on density-dependent regulation given fixed Ky < poy/y shown in
Figure 3.3B. The result is uneventful when oz > 0, and the environment
increases density-dependent regulation, depressing the equilibrium
population density of species n. However, an interesting scenario occurs
for the case oy < 0, when interactions with the environment reduce the
density-dependent regulation in the system. This case results in two
changes. First, the stable equilibrium population density associated with
the oy = 0 situation is enhanced. Second, a new upper equilibrium is
introduced, but this equilibrium is unstable. If the population density
were, somehow, to find itself above this upper equilibrium, runaway
environmental modification and positive population growth would take
place.

Thus, the scenario outlined by Solomon (1949) leads to some interest-
ing ecological situations, particularly what he would call “favorable envi-
ronmental modification.” It is only an aside that, clearly, no ecologist,
not even a theoretical one, argues for the realism of runaway growth. All
that runaway growth means in a model is that, given the ingredients put
into it, population regulation has been lost. Fortunately, there are other
ecological ingredients that can regulate populations, but such regulating
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FIGURE 3.3 Net per capita growth rates under different scenarios for environment-depen-
dent contributions to density-dependent (o) and density-independent (Ky rates. It is
assumed that ¥y > O and, thus, the environment takes on positive values. (A) If the envi-
ronment only affects density-independent rates, mutants with larger values of K¢ always
have positive per capita growth rates when the wild-type, with lower values, are at
equilibrium. If K¢ exceeds pon/y, a runaway growth situation occurs. (B) Fixing K¢ for
clarity, it is seen that mutants with smaller values of & have positive per capita growth
rates near the wildtype equilibrium. Interestingly, an unstable equilibrium occurs for
higher density when ¢ < 0, meaning that a runaway growth situation can occur if the
density ever exceeds this equilibrium.

ingredients are irrelevant to the question at hand. However, the condi-
tions for runaway growth indeed indicate an interesting outcome worthy
of understanding.

3.5 = A SELECTIVE ARGUMENT FOR ECOSYSTEM
ENGINEERING?

Suppose we have a wild-type species that is unaffected by the environ-
ment through either its density-independent or density-dependent
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interactions. This situation is represented mathematically in Equation 6
by specifying K = o = 0. In words, this wild-type species affects the
environment, but is unaffected by it, precisely like Figure 3.1B. The
results that follow hold correct even if the wild-type’s interaction terms
are affected by the environment. At equilibrium we have

(04

n*

9)

P&y

E* (10)

Now consider a mutant with a low population density, n’ << n, which has
a response to the environment at the level set by the wild-type species.
It also interacts, in a population density-dependent way, with the wild-
type species. Assuming that there are no mutations in the environment-
free growth rate parameters, the mutant has a per capita growth rate
given by

LY Ko+ KiE)~ (oo + o B
n’ dt
=(K0+ng rKo )—(aoﬂxg rKo j&
POy PGy J Oy
_ 1K [Kg—&ag}. (1)
POl o

There are four interesting features coming out of this analysis. The first
two features are that the strength of selection, by which I mean the factor
in front of the brackets in Equation 11, yK,/po, is greater when the wild-
type species strongly affects the environment (the parameter vyis large),
and is weaker when the environmental return time is fast (the parameter
p is large). Hence, species that have little impact on a quickly recovering
environmental variable have weak selection on their environmental-
dependent interactions, but species that greatly affect an environmental
variable that relaxes slowly to the unengineered state can have strong
selection. The second two features are tantamount to the traditional
r-K selection concepts (Pianka 1970, Reznick et al. 2002): Mutants that
have a higher density-independent growth rate, Kz > 0, or lower density-
dependent interactions, o< 0, can increase their numbers when rare. In
this model, by design, those changes come about through abioticinterac-
tions with the “engineered” environmental variable E, and by design,
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E> 0. Thus, selection on K and o move the species’ traits into the para-
meter region having an enhanced equilibrium population and runaway
growth, as discussed in the previous section. In other words, given the
feedback outlined here, selection enhances the environmental modifica-
tion effect, setting up the opportunity for species with extreme ecosystem
engineering. Thus, we have linked Solomon’s (1949) conception of biotic—
abiotic feedback with Cooper’s (1926) evolutionary ecology ideas.

3.6 = DISCUSSION

Given the results of the conceptual and mathematical exploration just
presented, I have a proposed definition for an ecosystem engineer that
narrows its definition, but builds on Solomon’s (1949) definition of an
environment modifying organism:

Ecosystem engineer: An ecosystem engineer modifies some aspect of
the environment that feeds back to itself by enhancing its density-
independent per capita growth rate or reducing its density-dependent
regulation to have an over-all positive benefit to its per capita growth rate
when compared to the unmodified environment.

Under this definition, it is insufficient for an engineer just to have an
abiotic interaction that enhances an environmental variable, as depicted
in Figure 3.1A. This situation would just be environment modification.
It is insufficient for an engineer to have only a growth rate that depends
on an aspect of the environment, as depicted in Figure 3.1B. This situa-
tion would just be an abiotic interaction affecting species growth. The
combination of these two processes, as in Figure 3.1C, is also insuffi-
cient. This situation, if the impact is large, would just be a keystone situ-
ation. Indeed, this proposed definition makes a distinction between a
negative engineering species and a positive engineering species: The
effects on the environment by a negative engineering species degrade
the environment for its own growth, but the effects of a positive engi-
neering species promote its own growth. There is also natural selection,
which further enhances positive ecosystem engineering traits. 'm torn
between my preceding definition and reserving only the runaway growth
and extreme environmental modification scenario for ecosystem engi-
neering. Note that the preceding definition is independent of the impacts
felt by other species in the community, from which, doubtless, some will
benefit and some will suffer for any given environmental modification.
This independence really makes the adjective ecosystem irrelevant, save
for the involvement of an environmental component of the ecosystem
(sensu Tansley 1935).
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Given the definition just put forward, I am somewhat hard-pressed to
distinguish between the concept of an ecosystem engineer as I have
defined it here and the concept of “niche construction” (Odling-Smee
et al. 1996, Laland et al. 1999, Wright and Jones 2006). Crain and
Bertness (2006) state that the difference is essentially one of ecology
versus evolution. The resolution may very well come down to what
Cooper (1926) notes, “The environmental factors associated with the soil
and the activities of the organisms themselves may bring about vegeta-
tion changes of any degree of speed.” In essence, engineering happens
quickly, niche construction happens slowly, but that is a rather weak
difference. We can see one aspect of the speed idea in the preceding
evolutionary analysis. Selection on the intensity of environmental modi-
fication, or more specifically on mutants having different values for yin
the preceding equations, may require environmental “localization” in
that, even while rare, the mutant experiences the environmental effects
of its own doing—rather than that of the wild-type—and these local
effects feed back to its own per capita growth rate. The niche construc-
tion literature solves this problem as a process taking place over several
generations (Odling-Smee et al. 1996, Laland et al. 1999), and the previ-
ous generations serve as the wild-type. Demonstrating this localization
result for the within-generation situation is left as an exercise for the
reader.

This proposed definition makes the purpose behind engineering
somewhat validated, though my semantic arsenal is not rich, and I won’t
push this point too strongly. The engineering species benefits from envi-
ronmental modification through the feedback by the engineering that is
performed. Certainly this is not “purpose” as bestowed by a supernatural
power, but natural selection can operate on this loop and enhance the
engineering effects, thereby making the purpose of the engineering the
enhancement of the species’ per capita growth, which could be purpose
as bestowed through a natural power.

Though previous definitions of ecosystem engineering emphasize its
independence of subsequent impacts (Wright and Jones 2006), appeal
is often made to situations in which the ecosystem impact is so complete
that the entire community changes from one ecotype to another, the
prototypical example being the beaver. I would also argue that this
knock-on effect to other species is irrelevant to my proposed definition.
If the environment modification does not feed back to the engineering
species, then the species is not an ecosystem engineer; rather it’s just a
bull in a china shop causing environmental change. This species may or
may not constitute a keystone species because of its potential down-
stream effects, but as soon as the species itself benefits from the envi-

65



66

I HISTORY AND DEFINITIONS OF ECOSYSTEM ENGINEERING

ronmental change it performs, the situation changes drastically from a
natural selection perspective. Does Pisaster benefit from the space that
it relieves of mussels? It doesn’t, and from my perspective, that makes it
a keystone species given its community-level impacts, but not an engi-
neer because of the lacking feedback. Indeed, ecosystem engineers
would now include hard-to-imagine species that have absolutely no
impact on other species, but perform extreme habitat modifications to
attain their own fitness benefits.
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ECOSYSTEM ENGINEERING: UTILITY,
CONTENTION, AND PROGRESS

Kim Cuddington

In the previous chapters, an overview of the different facets of the eco-
system engineer concept is provided through historical, conceptual, and
mathematical analysis. By surveying the literature, Buchman et al. (Ch
2) provide a review of early empirical studies that may be included in the
general area of ecosystem engineering. Wilson (Ch 3) surveys the histori-
cal development of the study of “abiotic interactions” in a more general
sense, while Jones and Guttiérez (Ch 1) touch on recent controversy and
development of the definition of ecosystem engineering. After situating
the concept and related issues in the literature, all three sets of authors,
to a greater or lesser extent, comment on the utility of the engineering
concept. Finally, Jones and Guttiérez, and Wilson go on to provide analy-
ses that they feel will clarify the concept even further.

The historical surveys reveal that the conceptual and empirical study
of species-specific modification of the abiotic environment is not new,
although the coining of a catchall phrase for this process and its conse-
quences may be (i.e., the introduction of the term ecosystem engineer is
relatively recent, Jones et al. 1994, 1997). Empirical studies of processes
that can be encompassed in various definitions of ecosystem engineer-
ing date back to at least the mid 1800s (Buchman et al., Ch 2), while the
importance of this general class of interactions has been recognized for
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at least 80 years (Wilson, Ch 3). It is not even true that biotic-abiotic
interactions have been generally thought of as unimportant until
recently. Indeed, Buchman et al. point out that key ecological concepts
such as succession, facilitation, foundation species, and ecosystems
contain implicit references to ecosystem engineering.

Why then introduce a new term to describe this general class of eco-
logical interactions? Both Jones and Guttiérez, and Buchman et al.
suggest that although these bidirectional interactions with the abiotic
environment have long been recognized, in general, ecology has focused
on trophic interactions. Buchman et al. claim that, by allowing us to
draw analogies between disparate organisms with seemingly diverse
relationships, the ecosystem engineer concept will enable us to general-
ize about species that affect the abiotic environment. Indeed, historically
ecologists have used similar groupings to gain new understanding. The
functional analogies between species that are important in determining
soil processes are particularly well developed (Buchman et al., Ch 2). By
moving beyond an idiosyncratic view of these biotic-abiotic interac-
tions, ecologists may be able to generate a new conceptual framework
for understanding population, community, and ecosystem dynamics
and function (Buchman et al., Ch 2; Jones and Guttiérez, Ch 1).

This potential benefit of the concept does much to deflate objections
that suggest ecosystem engineering is so broadly defined that it is useless
(i.e., since all species affect the abiotic environment merely by existing).
I am inclined to agree with Jones and Guttiérez that ubiquity does not
inhibit the usefulness of a given concept. For example, energy flow is a
ubiquitous feature of biotic communities, and yet, its ubiquity does not
make it a less useful concept for describing how ecosystems function.
Regardless of its commonness, engineering also seems to offer a useful
point of view for understanding ecological relationships. Clearly we all
are aware that a food web or a nutrient flow diagram does not capture
all the roles that individual species play in a community and ecosystem.
The concept provides the significant advantage of focusing our attention
on these interactions that have been overlooked by trophic and energy
flow approaches (Buchman et al., Ch 2).

Potential usefulness aside, there still are questions about the precise
nature of ecosystem engineering. Jones and Guttiérez, and Wilson offer
two different definitions. These two contributions seem to get at the
heart of the controversy over ecosystem engineering. That is, do we
define ecosystem engineering as an outcome or a process? Some authors
have suggested that the term ecosystem engineering be restricted to those
species that have large-magnitude effects (Reichman and Seabloom
2002). Some difficult issues arise from this type of outcome-based defini-
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tion. If one defines ecosystem engineers as those species that have
important, or large-magnitude, effects on community or ecosystem
dynamics, how are either important or large-magnitude to be defined?
For example, Jouquet et al. (2006) point out that some earthworms have
a strong local influence while others have a more diffuse, but larger
spatial influence on soils. Without a specific question in mind, it is diffi-
cult to classify the actions of only one of these groups as engineering
using an outcome-based definition. Clearly, the definitions of such
thresholds may turn on issues of spatial and temporal scale, and indeed,
it recently has been suggested that progress in the application of the
ecosystem engineer concept now depends on an explicit grappling with
the issues of scale (Hastings et al. 2007).

Another related issue is the role of the environmental response in
determining the impact of engineering. Ecosystem engineering refers to
a species-specific, biotic-abiotic interaction. As such, the abiotic com-
ponent of the interaction has dynamics of its own that can determine
whether a species impact on population, community, or ecosystem
dynamics is large or small. That is, the outcome of a particular biotic—
abiotic interaction is context dependent. For example, in some environ-
ments burrowing fauna may not change erosion patterns significantly,
while in other systems such activities may cause catastrophic effects
(e.g., puffin burrowing on the island of Grassholm [UK], Furness 1991).
Such context dependence suggests that outcome-based definitions of
ecosystem engineering may miss the point. Similarly, it is clear that pre-
dation and competition could alter the ultimate impact of a species that
has a particular abiotic influence. In this framework, an activity classi-
fied as ecosystem engineering in one environment may not be so defined
in another environment. This context dependency is not merely a seman-
tic point: The use of an outcome-based definition of ecosystem engi-
neering may imply that the particular mechanism of environment
modification is relatively unimportant, and further, that we could
account for such effects in a trophic framework. However, the context
dependency of these relationships suggests that, unless the environ-
mental dynamics are known a priori, phenomenological descriptions of
ecosystem engineering that roll the effects of engineering into explana-
tory frameworks based on trophic processes may be subject to large
prediction error.

On the other hand, process-based definitions are not without difficul-
ties. Wilson (Ch 3) notes that all interactions lead to a physical state
change in the environment one way or another, and it is not clear why
some of these changes qualify as engineering and others do not. In some
cases it seems that loose definitions may lead to a long cascade of engi-
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neers. If one concludes that Pisaster is an engineer because it produces
empty space by eating mussels, then mussels also should be considered
engineers because they fill space. Indeed, it could become difficult to
identify any rocky intertidal organism that is not an engineer. These dif-
ficulties seem to culminate in the problems of determining whether
chemical changes to the environment qualify as ecosystem engineering.
The quantity of nutrients available in a system, such as nitrogen, would
seem to be a physical state of a system. If reductions due to plant assimi-
lation are not ecosystem engineering, it seems likely that we also should
not include increases in nitrogen due to fixation. However, the introduc-
tion of nitrogen-fixing plants can have profound effects on community
structure (Vitousek 1986). Ecologists are still grappling with the relation-
ship between chemical state changes and ecosystem engineering.

Jones and Guttiérez (Ch 1) clearly state that in their view, an outcome-
based definition of ecosystem engineering is inadequate and weakens
the value of the concept. In part, consequence-based definitions lead to
the conflation of terms such as ecosystem engineer and keystone species.
These authors define physical ecosystem engineering by referring spe-
cifically to the process involved: the modification of the abiotic environ-
ment through structural change. This emphasis on structural change
allows them to distinguish this process from other processes that have
similar effects (e.g., nitrogen increases in sediments that result from
invertebrate excretion vs. increases that result from improved oxygen
circulation in channels created by burrow construction). Jones and Gut-
tiérez firmly reject suggestions that the term ecosystem engineer be
restricted to those species that have large impacts, or positive impacts.

Wilson (Ch 3) notes that consequence-based definitions do indeed
conflate keystone and ecosystem engineer species. However, he suggests
that this confusion cannot be resolved with a process-based definition.
Moreover, he claims that such definitions will artificially limit our studies
of the ways in which species may alter the physical environment, sucking
the life out of an inherently interesting topic. He suggests instead that
we focus on environmental modification per se, irrespective of its impact
or the particular process of modification. Finally, rather than using the
term ecosystem engineering to refer to the process of environmental
modification in general, Wilson claims that the most appropriate and
parsimonious response is to limit the use of ecosystem engineer to those
species that have a positive impact on their own population growth. That
is, Wilson would restrict the use of ecosystem engineer to those species
that Jones et al. (1997) describe as extended phenotype engineers.

The two contributions therefore take quite different approaches while
simultaneously acknowledging the utility of the ecosystem engineer
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concept, and the importance of related issues such as a more explicit
consideration of environmental modification in ecological studies. While
Jones and Guttiérez claim that there is no fundamental difference
between an engineering species affecting its own population dynamics
and an engineering species affecting those of other species, Wilson sug-
gests that only those species which affect their own population growth
should be classified as engineers. Similarly, while Jones and Guttiérez
explicitly include negative feedback in the engineering concept, Wilson
specifically excludes it. The same debate about the inclusion of negative
interactions has occurred in the niche-construction literature (e.g.,
Dawkins 2004, Brodie 2005).

Aside from the differences in definition, Jones and Guttiérez, and
Wilson also illustrate two different approaches to resolving questions
about the definition of ecosystem engineering. Jones and Guttiérez use
a careful exegetical approach to defining the concept, while Wilson high-
lights the potential benefits of a mathematical approach. As this area of
research matures, I suspect that such modeling approaches will be more
prominent, as mathematical biologists become more aware of the eco-
system engineering concept and its potential utility.

Some may conclude that the conceptual disagreements expressed in
these contributions are evidence that the ecosystem engineering concept
has little value and little to contribute to ecological studies. I suggest just
the opposite. Disagreement is almost always a clear sign that something
of scientific import is being discussed, and such arguments are the main
means to understanding. The contributions here crystallize points of
disagreement and agreement, lending new clarity to an ongoing
discussion.
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EXAMPLES AND APPLICATIONS

In this section, the chapters we have assembled detail the actions and
effects of several prominent ecosystem engineers. We suggest that, in
addition to their general interest, these thorough examples of ecosystem
engineers aid greatly in understanding and thinking tangibly about the
topics covered in the other portions of this book that deal with general
concepts, mathematical representations, and conservation applications.
The examples we have included purposefully span a wide spectrum of
species and habitats, including aboveground and belowground, aquatic
and terrestrial, extant and paleontological. Collectively, they emphasize
the diversity and ubiquity of ecosystem engineering and the disparate
systems to which the concept can be readily applied.
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EARTHWORMS AS KEY ACTORS IN
SELF-ORGANIZED SOIL SYSTEMS

Patrick Lavelle, Sebastien Barot, Manuel Blouin,
Thibaud Decaéns, Juan José Jimenez, and
Pascal Jouquet

5.1 = INTRODUCTION

Earthworms are undoubtedly the most spectacular animal ecosystem
engineers in all soils where neither prolonged drought nor toxic condi-
tions occur. They are ancient organisms that have inhabited soils for very
long periods of evolutionary time. Although the absence of fossils does
not allow precise dating, we know that they were among the first aquatic
organisms to colonize terrestrial environments ca. 200 million years ago.
They can be found from several meters deep in soils to 20-30m up in
suspended soils of tropical tree canopies. Although they rarely have been
acknowledged by societies for the major role they play in soils, scientists
long have recognized their importance as “intestines of the soil” (Aristo-
tle, 384-322 B.c.) or key actors of the “formation of vegetable mould”
(Darwin 1881).

Three different functional groups comprise over 10,000 species of
earthworms, from tropical forests and humid savannahs to boreal forests
(Bouché 1977, Lavelle 1983). While small, brightly pigmented epigeic
species specialize in the natural composting of organic debris deposited
at the soil surface, large anecics with antero dorsal dark pigmentation
inhabit semipermanent burrows in which they shelter most of the time.

Ecosystem Engineers
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Anecics leave their burrows during wet nights to collect litter that they
accumulate close to the burrow entrance as “middens,” or drag inside
prior to ingesting it admixed with some mineral soil (Subler and Kirsch
1998, Bohlen et al. 2002). Endogeics, the third large functional group of
earthworms, are unpigmented and seldom leave the soil. With geopha-
gous feeding habits, they literally eat their way through the soil. Some of
them, the “compacting” endogeics, transform unaggregated soil parti-
cles into solid macroaggregated structures, while others have the oppo-
site “decompacting” effect (Blanchart et al. 1999).

Earthworms are clearly physical ecosystem engineers as defined by
Jones et al. (1994): “organisms that directly or indirectly modulate the
availability of resources to other species, by causing physical state
changes in biotic or abiotic materials.” They seem to be mostly extended
phenotype engineers that build structures that likely maintain suitable
conditions for their growth (Jouquet et al. 2006). The “extended pheno-
type engineers” are organisms that create structures or effects that
directly influence the fitness of individuals. On the contrary, engineers
creating biogenic structures that have no direct positive effect on them-
selves are accidental engineers (Jones et al. 1997). Some endogeics may,
however, be considered as accidental engineers because the building of
structures that they operate does not appear to have immediate positive
feedback effects on their growth. It seems for example to be the case for
species that ingest small soil aggregates that they further egest as large
aggregates which they cannot re-ingest. Once having exhausted the
stock of small aggregates, they are expected to suffer local extinction
and/or move to nearby patches where soil is less macroaggregated (Rossi
2003).

Earthworm effect on soils may be summarized in a few striking statis-
tics. Several hundreds of tonnes of soil annually transit through their
guts in suitable environments (for example, 800 to 1300 10°gha'yr™" in
moist savannahs of the Ivory Coast, Lavelle 1978). Surface casts depos-
ited range from 1-3 to 20-50 tonnes ha'yr' (Lavelle and Spain 2006).
They have the potential to ingest and bury all the leaf litter annually
deposited in some forests. Populations of Lumbricus terrestris, for
example, can consume the entire annual leaf fall; that is, 300 gm™ in only
3 months in mixed forests of England (Satchell, 1967), or 94% of litter
fallen in woodlands in Michigan (U.S.) in only 4 weeks (Knollenberg
etal. 1985). Some estimates even indicate ingestion rates higher than the
annual litter fall (1071 gm™in evergreen oak forests in Japan [Sugi and
Tanaka 1978, in Edwards and Bohlen 1996)]. These large mechanical
impacts have profound effects on the soil environment and the organ-
isms that live in it. Earthworms can also develop allelochemical interac-
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tions with plants (Rice 1984) by producing specific energetic or
hormone-like chemicals and influencing their dispersal or germination
patterns (Martin et al. 1987, Decaéns et al. 2003).

This chapter describes the drilosphere, which is defined as an earth-
worm population, all the biogenic structures that they build in the soil,
and the communities of smaller organisms that inhabit these structures
(Lavelle and Spain, 2006). We show that drilospheres have all the char-
acteristics of self-organizing systems according to definitions given by
Perry (1995) and Lavelle et al. (2006) and discuss the theoretical and
practical meaning of this organization. We then address the interactions
with micro-organisms and other inhabitants of the drilosphere that
allow earthworms to derive energy from decomposing organic matter.
Then we describe the physical domains created in soils by the accumula-
tion and spatial array of biogenic structures (earthworm casts, galleries,
voids, and middens), addressing the effects of this system on the soil
environment and the possible positive feedbacks provided in return to
earthworms and inhabitants of the drilosphere. Finally, we discuss how
effective management of the drilospheres relates to sustained provision
of soil ecosystem services, such as water infiltration and storage,
C-sequestration, and nutrient cycling.

5.2 = ADAPTATION OF EARTHWORMS AND OTHER
ORGANISMS TO SOIL CONSTRAINTS:
THE POWER OF MUTUALISM

Soils are highly constraining environments (Lavelle and Spain 2006).
Movement is restricted since only 50-60% of the total volume is com-
prised of pores, at best. Pores have greatly diverse sizes, typically in the
range of a few millimeters to microns or less. Their shapes are also
greatly diverse, and connection is rarely achieved in a way that would
allow easy and free movements for relatively large organisms. This poros-
ity is filled with either air or water, in largely variable proportions accord-
ing to climatic conditions.

Small microflora and microfauna (<0.2mm on average) live in the
water-filled soil pores. They mostly comprise bacteria, fungi, protists,
and nematodes. Their capacity for movement is limited, and they have
developed highly effective mechanisms for resisting dessication. Meso-
faunal invertebrates (0.2 to 2 mm on average) live in the air-filled portion
of soil pores and litter layers. Earthworms and a few other groups of
larger soil invertebrate ecosystem engineers have the ability to dig the
soil. This allows them to move freely by digging burrows and galleries
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while creating the voids they use for sheltering, feeding, and reproduc-
tion (Lavelle and Spain 2006).

The other major constraint in soil environments is the generally poor
quality of food resources. Leaf and root litter and products of their suc-
cessive stages of decomposition are the main food resources. They are
often low in nutrients, creating important stoichiometric limitations on
their use (Swift et al. 1979, Sterner and Elser 2002). Organic complexation
of nutrients and simple dilution of organic matter in the mineral soil
matrix are further constraints that require highly specialized breakdown
systems for all soil organisms (Lavelle and Spain 2006). Bacteria and fungi
are the only organisms that can process any organic material present in
soils. Microorganisms usually operate via chain processing, with differ-
ent generalist or specialist groups progressively breaking down even the
most complex organic molecules while releasing metabolites that are
then available to all the other soil organisms. Key components of the
microbial community are the white rot fungi, a group of Basidiomycete
that has the rare but essential capacity for breaking down polyphenol
protein complexes that can immobilize over 80% of the nitrogen con-
tained in decomposing leaves and roots (Toutain 1987).

Invertebrates seem to have rather limited proper digestive capabili-
ties. A few studies demonstrate that part of the digestive enzymes present
in their guts have been actually produced by microorganisms. This is the
case for earthworms that have developed mutualist digestion systems in
association with free-soil bacteria, as hypothesized by Lavelle et al. 1995
(also see Zhang et al. 1993, Lattaud et al. 1999, and Garvin et al. 2000).
When geophagous earthworms ingest soil, they add an equivalent
volume of water in their anterior gut plus 5 to 40% of the soil dry weight
as intestinal mucus, a highly energetic product of the anterior gut wall
(Martin et al. 1987, Barois et al. 1999). This mixture is energetically
blended in the gizzard, which frees bacteria from soil micropores where
they would be in dormant stages and gets them to full activity and enzy-
matic capacities within a remarkably short period of time. When the soil
gets into the medium part of the gut, mucus that has not been metabo-
lized by bacteria is removed, and bacteria start to digest soil organic
matter for their own benefit and that of the earthworm (Lavelle et al.
1995). Experiments have actually shown a great increase in microbial
activity in the posterior gut of earthworms (Barois and Lavelle 1986).
Some of the enzymes found in the gut content are not produced by gut
tissues, which supports the hypothesis of a microbial origin (Lattaud et
al. 1999).

This digestion system allows earthworms to make use of very poor soil
resources. An extreme case is represented by the endogeic African earth-
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worm Millsonia ghanensis that feeds on soil from the deep (20-40 cm)
horizons of sandy soils in savannahs of Central Ivory Coast. This soil only
contains 0.6% organic matter on average, and it is known that organic
matter at such depth in soil is significantly humified and therefore little
digestible. The most common species in this savannah, Reginaldia
omodeoi' Czusdi is a rather large animal, 15 to 20cm in length at the
adult stage, that may daily ingest up to ten times its weight in soil at
maturity, and up to 30 times for recently born juveniles. Overall, worms
of this species ingest 500 to 800 Mg soil ha™ yr™', with a maximum during
the rainy seasons and mostly in the upper 10 cm of soil. Only a few mega-
grams are deposited at the soil surface, the rest being deposited in the
galleries that the worms just opened as they moved forward in search of
the small organic rich aggregates that they ingest. The energy cost of this
behavior, however, is enormous. For example, 96% of the energy assimi-
lated by R. omodeoi Czusdi is spent in respiratory activities required by
the daily ingestion of 10-25 times their own weight of soil and its further
transformation into compact casts (Lavelle 1978).

Comparison of feeding regimes of earthworms across a latitudinal
gradient from Western Africa to Northern Europe showed that as soon
as temperature decreases, earthworms tend to feed on increasingly
richer substrates (Lavelle 1983), presumably as the mutualist interaction
with microflorais less efficient at lower temperatures (Lavelle et al. 1995),
which forces them to use better quality material. Barois (1987) actually
showed that the tropical geophagous earthworm Pontoscolex corethru-
rus was not able to grow when kept at 15°C. The lack of growth was
explained by a much smaller increase in microbial activity in the poste-
rior gut than at 27°C. This limited increase in microbial activity would
not allow the worms to get enough assimilates from the poor soil they
usually fed on. While endogeic geophages, which live on poor soil organic
matter, dominate communities in the wet tropics, anecics that feed on
a mixture of soil and litter are the dominant group in grasslands of
France or England, and epigeics and the small polyhumic endogeics,
which feed on leaf litter and soil organic accumulations, respectively,
comprise most of the communities in Scandinavia and Iceland.

Interactions of earthworms with microorganisms allow them to derive
significant amounts of energy from poor soil organic resources. In the
Lamto savannah, for example, geophagous earthworms assimilate every
year the equivalent of 1.2 Mg organic matter (24.8.10°]). They spend 96%
of it in respiratory activities, and most of this energy is actually invested
in the bioturbation of over 1000 Mg soil ha™ yr' in their drilospheres. The

! Formerly known as Millsonia anomala Omodeoi.
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result is the formation of a macroaggregated structure in the upper 20 cm
of soil (Lavelle 1978).

5.3 = THE DRILOSPHERE AS A SELF-ORGANIZING
SYSTEM

Earthworms and other major soil ecosystem engineers create physical
domainsin soils that have all the characteristics of self-organized systems
as defined by Perry (1995): Based on strong and rather specific interac-
tions within physical boundaries, these systems change the constraints
of their environment with positive feedbacks on their own living condi-
tions (Lavelle et al. 2006; see Figure 5.1).

Soil constraints indeed have pushed soil organisms to develop intense
interactions along evolutionary time, mostly of a mutualistic type (Lavelle
and Spain 2006). These interactions operate within the boundaries of the
rhizosphere of roots, drilosphere of earthworms, and termitosphere of
termites, as well as a few other such domains (Lavelle 2002) that have
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FIGURE 5.1 A general model of the drilosphere system. Within the boundaries (large
dotted line) of their functional domain, the drilosphere, earthworms accumulate macro
aggregates, galleries, and other pores that constitute the habitat for specific communities
of microorganisms and invertebrates. Earthworms interact with these organisms. These
interactions affect the external environment, especially plant growth and the composition
of their communities, hydraulic conditions, and organic matter inputs and storage. Note
that + signs indicate positive feedbacks.
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more or less recognizable limits. These systems in turn have feedback
effects on external constraints. Roots and earthworms, for example, sig-
nificantly affect soil structure with known impacts on water availability
and their own ability to further penetrate this environment.

These systems, finally, are in a metastable state of equilibrium: The
engineer makes the environment on which it and other species depend,
and this situation lasts as long as engineers produce structures that
replace the ones that have been degraded or destroyed. The large amount
of energy channeled into the drilosphere actually is invested in the build-
ing of solid aggregates and creation of voids that allow soils to provide
ecosystem services at a high rate.

We shall first focus on the description of these individual structures
before considering their assemblage in soils and their emerging effects
on soil properties.

BIOGENIC STRUCTURES

Earthworm casts may have diverse shapes and sizes. A first classifica-
tion separates granular casts formed from an accumulation of small,
fragile, and fine-textured pellets from globular casts comprised of coa-
lescent round or flattened units (Lee 1985). While soil texture has a great
influence over the final shape and structure of casts, some anatomic
features of the posterior part of the earthworm gut also influence the
process. Some earthworms produce a continuous flow of small inde-
pendent pellets that rarely stick together to form a globular mass. Others
expel atdiscrete intervals rather large amounts of wet and plastic digested
soil material that tends to form units of up to 1cm depending on the
species. These units when wet easily stick to others, forming sometimes
large and solid structures after they have been dried at least once
(Shipitalo and Protz 1988, Blanchart et al. 1993). When deposited and
regularly accumulated at the soil surface, globular casts may form
spectacular tower-shaped structures up to 10-15cm high and several
hundred g dry mass (Figure 5.2).

Granular casts are fragile structures easily whipped off by rain when
deposited at the soil surface. Globular casts may persist for very long
periods of time, especially when they have been deposited in the soil and
stabilized by one or two drying-rewetting cycles (Shipitalo and Protz
1988, Marinissen and Dexter 1990). In the African savannah of Lamto
(Ivory Coast), Blanchart et al. (1997) showed that the large casts that
comprise the macroaggregated structure of these soils in the upper
15 cm can still be found almost intact 32 months after removal of earth-
worms by a 48 hr artificial flooding. Dry globular casts deposited at the
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Figure 5.2 Tower-shaped earthworm cast in fallows in Vietnam. This structure is formed
after weeks of daily deposition of casts at the top edge of the structure. Note dense colo-
nization by fine roots. Photo P. Jouquet. (See color plate.)

soil surface can persist for periods of a few days to several weeks or
months, depending on their own mineral constitution, the degree of
protection by plant cover, and the intensity of rain and other climatic
events (alternance of dry and moist periods; freezing/thawing) (Decaéns
2000, Le Bayon and Binet 1999). They may also be crushed by large
mammals or broken by invertebrates that use them as shelter and/or
food (Decaéns 2000).

When fresh, casts are the seat of intense microbial activities, and
ammonium and other nutrients are found at relatively high concentra-
tions (Lavelle et al. 1992, Blair et al. 1995). In fresh casts of the pantropi-
cal endogeic species Pontoscolex corethrurus, for example, ammonium
concentrations in fresh casts vary from 67 to 1052 ugg™ soil depending
on clay mineralogy and N (nitrogen) content of the soil they had ingested.
This represents on average 4 to 10% of the ingested organic N (Lavelle
and Spain 2006). Assimilable P (phosphorus) concentration is also mul-
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tiplied by a factor of 2 to 8 in the same casts as compared to a nonin-
gested control soil (Lopez-Hernandez et al. 1993, Chapuis-Lardy et al.
1996). Once dried, casts become a harsh environment for microorgan-
isms. Porosity is often extremely reduced. Casts of R. omodeoi, for
example, have a bulk density of 2.3 as compared to 1.4 on average in soil.
A superficial 15um pellicle rich in clay minerals and polysaccharides
seems to isolate the cast environment from the outside and limit water
and air penetration (Blanchart et al. 1993). Laboratory incubations have
shown that organic matter mineralization was reduced to almost zero in
these structures after 30 days, while a control nonaggregated soil con-
tinued to lose C (carbon) (Martin 1991). The quality of organic matter
contained in earthworm casts is significantly different from the one in
the nondigested control soil. Spectral signatures (Near Infrared Reflect-
ance Spectrometry) allow separating them from aggregates produced by
other biological or physical processes (Velasquez et al. 2007).

In soils favorable to earthworm activities, subterranean casts tend to
accumulate as stable macroaggregates forming >40% of the total soil
volume (Blanchart et al. 1999). Persistence and dynamics in time of these
biogenic structures are still poorly documented. Highly unstable fresh
globular casts can be easily dispersed or included into larger structures
made by the addition of a number of similar structures.

The continuous deposition of casts at the soil surface is a response of
earthworms to the general trend of soil to compact and a contribution
to soil-forming processes. The proportion of the ingested soil that they
deposit at the soil surface may vary from less than 5% to over 80%
depending on species and soil conditions. Surface cast deposition is
therefore a very poor indicator of earthworm activity; in the Lamto
savannah, overall soil ingestion by endogeic earthworms estimated by a
simulation model and surface cast depositions actually had opposite
temporal patterns (Lavelle and Spain 2006). Surface cast deposition was
maximum at the onset of the rainy season, while actual maximum soil
ingestion by populations occurred several months later when surface
deposition was very low.

Both categories of surface casts participate in the soil-creeping process,
a general mechanism that transfers small-sized organic and mineral soil
particles from the most elevated parts of the landscapes to low-lying
areas where they accumulate (Nooren et al. 1995). Surface cast deposi-
tion also contributes to the progressive burial of gravels and stones by
covering each year the soil surface with a continuous layer of 0.25-
0.50mm (Darwin 1881) to 1-2mm (Lavelle 1978).

Gallery networks and burrows made by anecic and a few endogeic
species have been studied independently from aggregate assemblages.
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In a 12-year-old pasture in France, Bastardie et al. (2005) made a thor-
ough quantitative description of earthworm burrow systems by applying
X-ray tomography to 12 soil cores 25 cm in diameter and 60 cm in depth.
Earthworm mean density was 101+-3 S.D. individuals m™ distributed
among 8 species. Three were anecic, four endogeic, and one was epigeic.
Total burrow length ranged from 687 to 1212 mm™. Volume represented
13.3 to 24.41m™>3, which is less than 2.5% of soil volume. Total area of
internal burrow walls represented 1069 to 7237 cm®*m™. Only 9-43% of
the volume was connected to the soil surface, and large seasonal varia-
tions did occur.

Burrow systems seem to have species-specific shapes and organiza-
tions. The diameter of galleries, their branching, orientation, and the
continuity of the burrow system significantly vary among species
(Kretzschmar 1990, Lamparski et al. 1987, Lightart et al. 1993, Bastardie
et al. 2005).

Earthworm burrowing activities are highly sensitive to soil compac-
tion (Kretzschmar 1991) and such soil pollutants as heavy metals
(Nahmani etal. 2005) or pesticides (imidacloprid also known as “gaucho”;
Capowiez et al. 2005). Galleries may act as preferential ways of circula-
tion for gases and water. Their walls are regularly recoated with cutane-
ous mucus and sometimes with cast deposits each time the worm passes
through. Cast deposition occurs more frequently in deep soil strata than
closer to the surface; as a result, continuity between gallery and porosity
of the rest of the soil is much better achieved in upper soil horizons than
in the deeper soil.

THE TOPOLOGY AND DYNAMICS OF DRILOSPHERIC
ASSEMBLAGES

Recent studies have demonstrated a significant relationship between
soil macroaggregation, especially the abundance and size of biogenic
aggregates, and the presence of earthworms and other soil ecosystem
engineers (Blanchart et al. 1999, Bossuyt et al. 2006, Velasquez et al. in
press). In the Brazilian Amazonian region of Para, pastures derived from
a primary forest cut 6 years ago were planted to four different plant
species and all possible combinations of them, in a complete randomly
designed experiment replicated in three blocks. There were two shrub
species, the local weed Solanum nigrum and the legume Leucaena leu-
cocephala, and two herbaceous species, the legume Arachis pintoi and
the African grass Brachiaria bryzantha, the same grass that had been
planted 6 years ago when the pasture had been created. Soil macro-
invertebrate communities significantly responded to the change that
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Figure 5.3 Significant co-inertia among soil fauna and soil morphology parameters in
Amazonian pasture soils submitted to all possible combinations of four different plants.
Projection on factorial plane 1-2 of fauna and soil morphology variables shows close
location, in the right half of the figure, of earthworm species and biogenic aggregates,
suggesting that they are formed by these earthworms. Key: pm, pl, ps: medium, large,
and small physical aggregates; bs, bm, bl: biogenic aggregates of small, medium, and
large size; rs, rm, rb: root aggregates of different sizes; inv: invertebrates found in small
soil blocks.

occurred in vegetation. Soil macroaggregation also changed, and co-
inertia analysis showed a significant relationship of this soil attribute
with macrofauna communities (p < 0.01). Earthworms, especially endo-
geic species, were responsible for a great part of this aggregation as
shown by location of their projections close to respective projections of
biogenic aggregates in the factorial plan (Lavelle et al. unpublished data,
Figure 5.3).

Drilosphere boundaries have never yet been directly described. They
can be seen when examining thin sections of soil showing a discrete
array of aggregates of different sizes and shapes; they also are felt when
manually separating soil blocks into different classes of aggregates that
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further exhibit distinct spectral signatures (Velasquez et al. 2007). It will
be particularly interesting to observe the frontiers of rhizospheres
and drilospheres, two systems that otherwise develop very intense
interactions.

Topology and dynamics of earthworm structure assemblages inside
drilosphere boundaries are largely ignored. Laboratory and field experi-
ments indicate only a few basic features that determine the spatial dis-
tribution of earthworms and the biogenic structures that they produce
at spatial scales of a few centimeters to decameters.

First, endogeic earthworms do not seem to re-ingest casts of their own
species unless they have been totally disintegrated (Lavelle 1978). This
observation made on endogeic earthworms that produce globular casts
has profound implications on the spatial distribution of their popula-
tions (Rossi 2003). In African moist savannahs at Lamto (Cote d’Ivoire),
earthworms that produce globular casts (as the “compacting” species)
have opposite patterns of horizontal distribution to species that produce
granular casts (“decompacting” species). Patches with dominant decom-
pacting populations actually had significantly lower bulk density (hence
higher porosity) and a larger density of fine roots than patches predomi-
nantly occupied by “compacting” species. Statistical tests (partial Mantel
test) showed that the nature of earthworm communities was responsible
for these differences, not the opposite. The hypothesis that patches of
opposite functional groups should move in time when transformation
of soil has been completed has not been tested so far in the field. A
modeling exercise predicts a shift in population distribution after 2-3
years of activity (Barot, in press).

Second, anecic earthworms seem to have rather sedentary and territo-
rial ways of life (Edwards and Bohlen 1996). This allows soils that host
dense populations to have rather regularly distributed vertical (and
sometimes horizontal) drainage networks. A very interesting case was
observed in rainforests of Madagascar that led to formulate a hypothesis
on the role of anecic earthworms on soil conservation in these environ-
ments (Lavelle et al. unpublished data). The observed forest grows on
highly unstable oxisols. Below a A, 5 cm thick holorganic horizon, a 30 cm
thick Al horizon tops a 60 cm deep clayey B horizon. This B horizon has
a special prismatic vertical structure that tends to disaggregate in case
of physical disruptions like the one created by cutting a slope to create
a road (Figure 5.4). Any excessive water infiltration in this soil layer is
likely to generate horizontal disruptions leading to massive erosion
events. Such events are prevented by absorption and drainage of the
water in the upper 30 cm of soil, maintained by biological activities. The
surface humic horizon, an accumulation of invertebrate fecal pellets
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Figure 5.4 Hypothesized role of giant anecic earthworms in soil conservation of tropical
rainforest in Madagascar (Ambohilero forest). Rainfall is first absorbed by a 10cm thick
surface organic layer and then enters soil of the A horizon, where a subhorizontal
network of earthworm galleries stores and channels water toward low-lying areas. This
prevents water from penetrating too much in unstable low-lying horizons. Cutting a road
across the slope exposes the B horizon (with a prismatic fragile structure) and C horizon
made of highly dispersable alterites, eliminates the natural drainage system and acceler-
ates massive soil erosion and the occurrence of major landslides (“lavakas”). Drawing
by R.L. Andriamarisoa.

(mainly Diptera larvae, in that case), acts like a sponge able to absorb
the equivalent of approximately 100 mm rainfall. Below this spongelike
structure, giant anecic earthworms create a dense network of regularly
distributed horizontal galleries that seem to act as a pipe network allow-
ing water to store and convey by a horizontal transfer to low-lying areas
and natural effluents (Figure 5.5). If confirmed, this hypothesis would
explain how the destruction of these self-organized systems may lead to
such spectacular landslides at the landscape scale.

Another consequence of the relative sedentarity of anecic and some
endogeic earthworms is the accumulation over time of surface casts at
the same place, which end up making rather large, sometimes tower-like,
structures at the soil surface (Edwards and Bohlen 1996). In predomi-
nantly herbaceous fallows in Vietnam, individual cast accumulations
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Figure 5.5 Section of the A horizon in soil of the Ambohilero Forest (Madagascar)
showing anecic earthworm horizontal galleries (arrows and smaller photo) forming a
pipe network allowing subhorizontal drainage. (Photos by P. Lavelle).

may amount to several hundred g dry weight, and total mass deposited
at the soil surface may be approximately 10kg dry mass m* (Jouquet
unpublished data). Anecics also may collect litter deposited around the
mouth of their burrow, creating “middens” colonized by a dense and
rather specific fauna and microflora (Hamilton and Sillman 1989, Subler
and Kirsch 1998, Bohlen et al. 2002). This community is thought to
achieve a preliminary decomposition of litter before earthworm inges-
tion. This process achieves an “external rumen” type of digestion as
defined by Swift et al. (1979).

All these observations still are rather isolated and need to be sup-
ported by more fieldwork and modeling exercises and extended to a
larger number of species and situations to be considered as general fea-
tures. They also need to be interpreted in terms of the interactions that
earthworms and other organisms develop inside the drilosphere.

BIOLOGICAL INTERACTIONS INSIDE THE DRILOSPHERE

With a few exceptions, studies show increased microbial activities in
gut contents, fresh casts, and burrow walls produced by earthworm
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activities (Parle 1963, Barois and Lavelle 1986, Scheu 1987, Daniel and
Anderson 1992, Fischer et al. 1995, Karsten and Drake 1997, Lattaud
et al. 1997, Winding et al. 1997, Zhang 2000, Tiunov et al. 2001, Kersante
et al. 2006). This activity—largely associated with earthworm digestion
processes—is mostly that of soil-dwelling microorganisms. They used to
be in resting stages in the soil and took advantage of optimal conditions
created by the earthworm in its foregut to resume their activity. This
process has been described as the “Sleeping Beauty” paradigm, which
states that most microbial activity in soils occurs in specific microsites
created by the activities of macroorganisms. Microbial communities in
soil are mostly in resting stages, waiting for these “Prince Charmings” to
reactivate them (Lavelle et al. 1995). Earthworm guts, gallery walls, and
fresh casts are the drilospheric microsites where such activations do
occur. There is growing evidence that only part of microorganisms are
stimulated in this process, and more research is required to know how
specific this interaction is and whether activated microbial communities
differ among earthworm species and among the different soil functional
domains (Lavelle et al. 2005).

Drilosphere structures are the habitat of very diverse communities
of invertebrates of all sizes, while fine roots often concentrate in this
specific environment. Decaéns et al. (1999a) showed a rather fast colo-
nization of casts of the anecic neotropical earthworm Martiodrilus
carimaguensis by fine roots and a diverse community of invertebrates of
the macro- and mesofauna. Drilospheres are also highly favorable habi-
tats for Collembola and Acari (Marinissen and Bok 1988, Loranger et al.
1998). In a pasture of Martinique (French West Indies), patches densely
colonized by the earthworm Polypheretima elongata had 28 instead of
23 species of Collembola; population density was 13,000 m™ instead of
9000 outside the patches, and the Shannon index of diversity for their
communities was 3.53 instead of 2.74 outside the patches.

FEEDBACK EFFECTS OF THE DRILOSPHERE ON SOIL CONDITIONS
AND OTHER ORGANISMS

Feedback effects of biological interaction on environment constraints
are expected to occur in drilosphere as a result of self-organization (Perry
1995). The accumulation of earthworm biogenic structures in soils has
significant effects on soil physical properties that may, or may not, have
positive feedback effects on earthworms through changes in moisture
regime in soils, a fundamental determinant of earthworm activities
(Edwards and Bohlen 1996).
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Many experiments in laboratory and observations in field conditions
have indicated such effects (Edwards and Bohlen 1996, Chauvel et al.
1999, Decaéns et al. 1999b, Hallaire et al. 2000). Clay mineralogy seems
to be one clue to the occurrence of significant influence of earthworms
with more pronounced and lasting effects in soils with kaolinitic 1:1
type clays than with smectitic 2:1 clay materials (Blanchart et al.
2004).

Pontoscolex corethrurus, a very active endogeic invasive earthworm
that produces globular casts, has been claimed to be responsible for soil
compaction in sweet potato cultures (Rose and Wood 1980), maize crops
(Hallaire et al. 2000), and recently installed Amazonian pastures follow-
ing conversion of primary forest to pasture (Chauvel et al. 1999). P. core-
thrurus is actually a clear example of invasive engineer as defined by
Cuddington and Hastings (2004), as it is able to survive in conditions that
many native species cannot withstand and modify the habitat in ways
that make other species’ return more difficult (Lavelle et al. 1987, Lapied
and Lavelle 2003).

Unlike compacting species, decompacting filiform endogeics signifi-
cantly decrease soil bulk density when kept alone in experimental soils
(Blanchart et al. 1999). Although more data clearly are needed to reach
a conclusion, it seems that single earthworm species are not able to
maintain alone suitable physical conditions in most cases. They proba-
bly need to interact with other earthworm and other invertebrate engi-
neer species, or natural physical processes, in order to achieve this
feature. These findings support the view of Jouquet et al. (2006) that
endogeic earthworms may be accidental rather than extended pheno-
type ecosystem engineers. However, regulations obviously occur at the
scale of communities, and positive feedback of soil structure maintained
by a community may further affect each of the species in the community.
Earthworms seem to re-ingest casts of other species, thus converting
certain types of structures (e.g., casts of anecics rich in organic residues,
or compact casts of large endogeic species) into other types (epigeic or
other litter invertebrates, Scheu and Wolters 1991; loose granular casts
of epigeics, Mariani et al. 2001), and thus exerting regulatory effects on
the proportions of each type and preventing the accumulation in excess
of a single category of casts.

Compacting species seem to exert negative feedbacks on their own
survival by reducing the porous space and eating out the small aggre-
gates that are their feeding resource; however, decompacting species
develop at the same time opposite effects in adjacent patches. The result-
ing effect of the two functional groups likely has positive feedbacks on
both groups at the scale of the ecosystem.
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The experiment conducted in natural field conditions in Brazilian
Amazonia (Figure 5.3) by Lavelle et al. (unpublished data) and observa-
tions of Velasquez et al. (2006) showed that earthworms actually may be
responsible for a significant part of aggregation in the upper 10-20cm
of many soils. Soils that have improved biogenic aggregation are less
compact and likely present improved hydraulic properties in the upper
few cm below surface. This result, however, largely depends on the diver-
sity and composition of earthworm and other soil engineer communities
and the nature of their respective biogenic structures.

Feedback effects on direct or indirect competitors comprise the
decrease in litter dwelling arthropods when anecic populations
increase and adverse effects on communities of plant parasitic nema-
todes (Yeates 1981, Lavelle et al. 2004). As regards microbial communi-
ties, drilospheres tend to be colonized by bacteria rather than fungi
(Hendrix et al. 1986). Mutualist digestion systems developed in earth-
worm guts seem to involve only bacteria, and there is slight evidence
that earthworm cutaneous mucus sprayed over litter accumulated in
“middens” orin burrow walls might have some fungistatic effects (Tiunov
et al. 2001). Positive effects on plant growth also are likely to increase
the amount of food available to earthworms (Brown et al. 1999, Scheu
2003).

ALLELOCHEMICAL AND BIOLOGICAL EFFECTS ON PLANT HEALTH
AND COMMUNITIES

Interactions among earthworms and plants are intense and involve a
rather diverse range of mechanisms. Plants’ growth and resistance to
parasites are improved in the presence of earthworms. Their communi-
ties also may be affected by the selective effect of earthworms on the
germination of the soil seed bank. Several hundreds of laboratory and
field experiments have shown significant increases in plant production
in over 70% of cases (Brown et al. 1999, Scheu 2003). The sense and
intensity of this effect vary with plant and earthworm species. Shoot and
grain productions are generally significantly enhanced, while root pro-
duction remains unaffected or decreases (Brown et al. 1999). Effects
generally are greater in poor than in fertile soils. This supports the
hypothesis that earthworm effects are constant and proportional to their
overall activity; their contribution is less visible when plant production
is not limited by soil constraints. Five mechanisms likely explain earth-
worm effects:
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the release of nutrients in fresh casts and their uptake by fine roots;

favorable effects on soil physical properties;

enhanced activities of mutualist microorganisms, mycorhizae, and N-
fixing bacteria;

direct protection from belowground parasites; indirect protection from
aboveground parasites;

hormone-like effects on plant growth.

Allelochemical effects are clearly involved in the last mechanism and
likely operating to some extent in mechanisms 3 and 4.

Recently, Blouin et al. (2006) have shown that the enhancement of rice
growth in the presence of Reginaldia omodeoi was due neither to an
enhanced nutrient availability, nor to any change in soil physical proper-
ties. Plants received different amounts of mineral-N fertilizer, from 0 to
1600 umoll™. In the presence of earthworms, a rather constant increase
was observed, whatever the mineral-N concentration. Since the experi-
ment did not allow parasites or specific root mutualists to act, and
because no limitation in water availability or other nutrients was present,
they concluded that a “hormone-like effect” probably was responsible
for the observed effects (Figure 5.6). This effect, first mentioned by
Tomati et al. (1988), has been found in Eisenia fetida lombricompost
extracts (Atiyeh et al. 2002, Arancon et al. 2003).

Earthworm effect therefore is more than a simple indirect effect of
their physical engineering activities on plants. This was shown again in
an experiment where rice plants (Oryza sativa) had been infested with a
cyst-forming nematode with or without earthworms (R. omodeoi) in the
soil (Blouin et al. 2005). Earthworm activities changed the expression of
stress-responsive genes in the leaves of rice plants and allowed them to
become tolerant instead of drying out, as was observed when earth-
worms were absent (Blouin et al. 2005). This systemic response of plants
to earthworm activities recently has been confirmed with Arabidopsis
thaliana interacting with the Lumbricidae Aporrectodea caliginosa (U.
Jana, A. Reppelin, Y. Zuily-Fodil unpublished data). It is an indication
that highly sophisticated communication and interactions among earth-
worms and plants have been selected by evolution. The exact nature of
the interaction—the signal molecules likely involved and their origin
(produced by the earthworm or by specific microbes activated by the
earthworm)—is not known.

Another example of a systemic response of plants to earthworm activi-
ties is observed in tea plants restored with the FBO (Fertilisation
Bio-Organique) patented method in South China (Senapati et al. 1999,
P. Lavelle, J. Dai, E. Velasquez, and N. Ruiz-Camacho unpublished data).
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Figure 5.6 Response of rice (Oriza sativa) to increasing inputs of mineral nitrogen, in
the presence (dotted line) and absence (solid line) of earthworms. The effect of earth-
worms on plant growth (distance between the two curves) is constant whatever the
nutrient status of soil, which allows rejecting the hypothesis of enhanced mineralization
to explain the gain in plant growth observed in their presence.
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Following the inoculation of earthworms and stimulation of their activi-
ties by organic amendments in soil, tea quality evaluated by systematic
tasting assessment was significantly improved.

At the larger scale of a pasture plot, several studies have shown that
earthworms have significant effects on the germination of seed banks
(Decaéns et al. 2003, Milcu et al. 2006). Other examples show how earth-
worms and other soil organisms may influence the composition of plant
communities and their natural successions through different effects
(Bernier and Ponge 1994, De Deyn et al. 2003).

5.4 = HARNESSING THE DRILOSPHERE TO RESTORE
ECOSYSTEM FUNCTIONS IN DEGRADED SOILS

Drilospheres are one of several self-organized systems operated by eco-
system engineers that drive soil function. They have significant effects
on soil-based supporting and regulating ecosystem services, especially
plant production, carbon sequestration, and water infiltration and
storage (Lavelle et al. 2006). Although drilospheric effects on organic
matter dynamics are complex, and may have opposite directions depend-
ing on scales and specific organic fractions, there is some evidence that
earthworm activities have positive effects on carbon sequestration in the
long term (Lavelle and Spain 2006). Much research still is required,
however, to answer this critical issue.

Drilospheric effects on plant growth and health and on soil physical
properties are much better understood. Earthworms are legitimately
considered important actors in the maintenance of adequate hydraulic
properties in the upper 20 cm of soils, where infiltration and most detoxi-
fication processes operate. For these reasons, earthworms and their
drilospheres long have been recognized as useful resources, and the
potential for their management in agroecosystems is vast and diverse
(Lavelle et al. 1999, Jimenez and Thomas 2001).

Soil degradation is most often associated with a depletion in biodiver-
sity and abundance of earthworm and other invertebrate communities.
Earthworms are greatly sensitive to land use intensification at plot and
landscape levels. Ploughing and pesticide applications are especially
harmful to them (Edwards and Bohlen 1996). Conversion of forests to
pastures and cropped land and habitat fragmentation may eliminate a
large proportion of native species where they still exist, although with
variable and still poorly understood patterns (Fragoso et al. 1997, Lavelle
and Lapied 2003, Hendrix et al. 2006). Natives are partly replaced by
communities of exotic species, less than 50 species that form similar
assemblages worldwide in comparable environment conditions. We thus
are losing at a very fast rate the extraordinary diversity of native com-
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munities generated by exceptional rates of endemism in highly seden-
tary organisms. In Amazonia, for example, the average ratio of local
species richness to regional richness has been estimated at approxi-
mately 1%, compared to 20-30% on average for ants and termites and
80% for Sphingidae moths (Lavelle and Lapied 2004).

Communities of peregrine species or locally adapted species in turn
tend to disappear when soil management makes the environment too
difficult for them to survive. They suffer most from a lack of organic
resources on which to feed, frequent destruction of their populations
and habitats by ploughing, poisoning by pesticides, and water stress in
soils when reduced plant and litter covers are reduced. In these soils,
most ecosystem services associated with drilospheric activities tend to
decline, even plant production that may require increasing amounts of
chemical and other inputs to achieve the same crop yield level.

Management of ecosystem engineers is an important option in eco-
system restoration (Byers et al. 2006). Reconstitution of drilospheres,?
particularly, is an action to consider when re-creating or restoring soils,
and several options already have been proposed to achieve this purpose
(Senapati et al. 1999). The FBO (Fertilisation Bio Organique) patented
method® used in tree plantations creates hot spots of high fertility where
organic residues of different qualities are buried in a specific order in the
soil and inoculated with appropriate earthworms. A recent application
of this method in India and China has allowed biodiversity of inverte-
brate communities and soil aggregation to significantly improve, while
the organic tea thus produced had a significantly improved gustative
quality (Pradeep Panigrahi unpublished data; Patrick Lavelle, Jun Dai,
Nuria Ruiz-Camacho, Elena Velasquez unpublished data).

In general, drilosphere establishment first requires a restoration of
organic inputs that provide adequate and sufficient feeding resources for
the earthworms (Lavelle et al. 2001). Maintenance of permanent plant
covers and organic amendments are practices that allow achieving, at
least partly, this objective, provided the quality and location of organic
materials are adequate for the earthworm species present. Such feeding
resources eventually will allow local relict populations or inoculated
earthworms to develop their digestive interactions with local microor-
ganisms and increase their population density.

The quality of biological interactions within the new drilosphere thus
created must be considered. In some cases, earthworm inoculation does

* This process should not, however, be confounded with vermicomposting, which is
the transformation of raw organic matter into a high-value compost by the Lumb-
ricidae earthworm Eisenia fetida. This process is done outside the soil, and these
worms are epigeics that cannot dig the soil.

> PCT/FR 97/01363 for Sri Lanka; W0 98/03447.
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fail, probably due to the inability of earthworms to adapt a microbial
community that is too different from that of their original soil. This has
been observed, for example, by Gilot-Villenave (1994), who showed that
adult worms from the species R. omodeoi taken from a savannah site
would not survive if transplanted in soil of an adjacent gallery forest;
young worms issued from cocoons produced in savannah would survive,
however, if they did hatch in the forest soil and interact from the begin-
ning with the local soil microflora.

Once the interactions of organisms inside the drilosphere are re-estab-
lished, the system will start to function and expand as biogenic struc-
turesarecreated. Interactionswith other functionaldomains (drilospheres
of other earthworm species, rhizospheres) restore the essential mecha-
nisms that allow soils to provide the large range of functions used by
human populations as ecosystem services.

Interactions of earthworms with plant roots are another important
process to consider at that stage. It is likely that the topology of root
systems that greatly differs among plant species has much to do with
plant response to earthworm activities. Plants that have dense systems
with a large proportion of very fine roots—e.g., the well-known tropical
American plant Bixa orelana L. used by American Indians for their tra-
ditional face paintings—best respond to earthworm inoculations; con-
versely, plants with short systems or rather thick roots, such as the palm
tree Bactris gasipaes Kunth, have limited responses (Brown et al. 1999).

5.5 = CONCLUSION

The recognition that earthworms are key operators of self-organized
systems (SOS) in soils has important theoretical and practical implica-
tions. As regards soil ecology theory, we found a clear correspondence
between the main characteristics of drilospheres and those of SOS as
precisely defined by Perry (1995). This means that other characteristics
of SOS that are more difficult to observe or assess also may be applicable
to drilospheres and should be explored.

The shape and localization in soils of system spatial boundaries (for
example, the limits among drilospheres and rhizospheres), the existence
of discrete time boundaries at which different SOS interact (for example,
critical stages during successional or invasive processes where earth-
worms trigger massive nutrient releases from organic reserves; Bernier
and Ponge 1994, McLean and Parkinson 1997), the exact nature of the
hierarchical organization of SOS in soils, and the place of drilospheres
in them all are research topics that should be addressed in the future in
order to better understand soil ecological function.
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There is also a great need to depict and understand the nature of
interactions among different SOS in soil. Interactions of soil inverte-
brates with plants and the vast domain of belowground-aboveground
interactions are another research field that still is in its infancy and
requires increased research efforts (Hooper et al. 2000, Blouin et al.
2006).

These new research questions should help address still-ignored mech-
anisms and patterns that affect soil function. We might thus find truly
adapted concepts and theories for soils where current “aboveground”
general theories often prove to be poorly applicable. Ecosystem engi-
neering and self-organization are clearly levers that allow organisms to
thrive in soils, and plants to grow better while having strong interactions
with all soil organisms. Models based on purely trophic vertical (i.e.,
along food webs) or horizontal (i.e., among organisms with comparable
ecological niches) interactions are unlikely to explain much of the soil
function, except in soils where ecosystem engineers have been elimi-
nated or never existed (Lavelle 2002).

On the other hand, the research field of plant-soil invertebrate inter-
actions and roles played by microorganisms in them seems highly prom-
ising. As indicated by the SOS theory, these interactions that are critical
in sustaining soil functions should take place at discrete scales of space
and time that we need to discover while chemical and other mechanisms
involved will be described.

The view of drilospheres as ecological “modules” that could be added
when lacking, or replaced and/or repaired if damaged, has great practi-
cal consequences. To start, drilosphere restoration requires adequate
environmental conditions and significant energy inputs (Senapati et al.
1999). In practical terms, there is a need to know basic soil and climate
conditions that are required by species considered for reintroduction or
enhancement (Barois et al. 1999, Fragoso et al. 1999). There is also a need
to understand the way introduced individuals will interact with local
microflora in order to establish efficient mutualist relationships (Gilot-
Villenave 1994). The energy budget of the operation is also fundamental
to determine how much organic matter should be brought, and in which
form, to sustain drilospheric activities to a level that produces significant
improvements in target ecosystem services (Lavelle et al. 2001).

Management of drilospheres, although highly promising, still requires
important research and technological developments. Plant physiologists
and soil fertility and soil ecology experts must coordinate their efforts to
optimize the production of ecosystem services by a sustainable manage-
ment of drilospheres and other soil self-organized systems. The best nat-
urally selected or genetically modified plants will never achieve their
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potential for production in a degraded soil, nor will poorly productive
traditional cultivars produce more in the most ecologically active soil.
Conservation of soil biodiversity, water infiltration and storage, and C-
sequestration also will have to be efficient in any of these systems to meet
the rapidly growing demand for soil ecosystem services. In this necessary
effort to optimize the provision of all soil ecosystem services at higher
rates, all approaches need to be used in a comprehensive way.
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MICROHABITAT MANIPULATION:
ECOSYSTEM ENGINEERING BY
SHELTER-BUILDING INSECTS

John T. Lill and Robert ]. Marquis

6.1 = INTRODUCTION

Plant-feeding insects that construct shelters on their food plants provide
ample opportunities for examining the impacts of allogenic ecosystem
engineering on nature’s most diverse group of organisms, the arthro-
pods. Shelters serve as habitats for a variety of plant-dwelling arthropods
that exploit a range of available resources within these constructs. The
small size and somewhat ephemeral nature of these constructs at first
may suggest their effects on animal community composition and eco-
system processes are trivial (see criteria in Jones et al. 1997). A growing
body of observational and experimental studies, however, demonstrates
that shelter-builders are “microhabitat manipulators” that construct a
large number of structures that are sufficiently persistent to permit colo-
nization by a wide variety of secondary inhabitants. For example more
than 25 species of arthropods from nine different orders have been
recorded inside leaf rolls constructed on cottonwood trees (Martinsen et
al. 2000). Thus, shelter-builders can play a pivotal role in structuring
arthropod communities. Unlike the constructs of larger animals, whose
engineering behaviors are difficult to simulate, leaf shelters and their
occupants are easily manipulated. As such, they provide an ideal system
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for testing some of the more general theories regarding the scaling of
engineering impacts on species richness (Wright et al. 2002, Castilla
et al. 2004), the integration of trophic and engineering impacts (Wilby
et al. 2001, Wright and Jones 2006), and the influence of engineering
on community-level interactions or “interaction networks” (Proulx et al.
2005).

6.2 = SHELTERS AND SHELTER-BUILDERS

A wide variety of arthropods, including spiders, caterpillars, sawflies,
weaver ants, thrips, tree crickets, and beetles, use plant foliage to con-
struct domiciles, partially or fully enclosed retreats within which they
reside for all or a portion of their life (Wagner and Raffa 1993, Berenbaum
1999, Taylor and Jackson 1999, Anderson and McShea 2001, Fukui 2001,
Marquis and Lill 2006). These constructs can take the form of leaf rolls,
leaf webs (clusters of leaves connected by or enveloped in silk), leaf ties
(sandwiches of overlapping leaves sewn together with silk), leaf folds
(folding all or part of a leaf onto itself, held fast with silk), and leaf tents
(e.g., the constructs of some skipper larvae, in which a flap of leaf is cut,
folded over, and fastened to the main leaf surface with silken “guy wires”;
Lind et al. 2001). In addition to these leaf shelters, many other groups of
arthropods create habitats on or in plants by consuming plant tissues
(i.e., gall formers, leaf miners, and various types of borers) (Marquis and
Lill 2006). While we make occasional reference to the literature examin-
ing the engineering effects of these internal feeders, this chapter focuses
primarily on the externally feeding insects that use silk to construct
shelters on plant foliage.

The shelter-building habit is perhaps most widespread within the
Lepidoptera (Scoble 1992), in which the larvae of species in at least 24
families use silk to construct shelters out of live foliage (Jones 1999). While
widespread within the order, most engineering species are microlepidop-
tera (Powell 1980). Several species of gregariously feeding sawfly larvae
(Hymenoptera: Symphyta) in the family Pamphiliidae (e.g., species of
Neurotoma, Cephalacia, and Acantholyda; Wagner and Raffa 1993) also
use silk to form shelters out of foliage in an analogous manner. We refer to
these lepidopteran and sawfly species collectively as leaf shelter-builders.
Representatives of several otherlepidopteran families (e.g., Incurvariidae,
Psychidae, and Tineidae) use silk, leaf material, and sometimes frass to
make “portable” shelters; we group these species with larvae that con-
struct cases (e.g., larvae in the Coleophoridae) and larvae that hide under
silk mats or within frass tubes on the surface of plant foliage into a guild
we call concealed feeders. The distinction between shelter-builders and
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concealed feeders is that species in the latter category typically build shel-
ters sufficientlylarge to house themselves alone. As such, these constructs
are likely to provide relatively little in the way of usable habitat for other
organisms. In contrast, the constructs of shelter-builders are often (but
not always) available for colonization by other arthropods.

To our knowledge, the feeding strategies of regional Lepidoptera
faunas have been characterized in only two regions: Great Britain and
Canada. In Great Britain, the microlepidoptera constitute approximately
60% of all species (Table 3 of Gaston et al. 1992). Among the microlepi-
doptera, 40% of the >1100 species construct leaf shelters; this amounts
to approximately 25% of all the species of Lepidoptera endemic to
Britain, notincluding the shelter-building macrolepidoptera. The second
regional example comes from the data collected by the Canadian Forest
Insect Survey (McGugan 1958; Prentice 1962, 1963, 1965). Among the
more than 950 species characterized by the survey, shelter-builders com-
prise approximately 20%. Fifty percent of all microlepidoptera (domi-
nated by the families Tortricidae, Gelechiidae, Oecophoridae, and
Pyralidae) are shelter-builders. Among the Canadian macrolepidoptera,
shelter-builders are most common in the families Hesperiidae (skippers)
and Lasiocampidae (tent caterpillars), and also include a few species of
Nymphalidae, Notodontidae, Noctuidae, and Arctiidae. At a more local
scale, shelter-building caterpillars comprise approximately 25% of the
leaf-chewing herbivore species on oaks (Quercus sp.) in Missouri (R.].
Marquis unpublished data) and 28% of the species on American beech
(Fagus grandifolia) in Maryland (J.T. Lill unpublished data).

In evaluating the importance of shelter building in structuring arthro-
pod communities, the abundance, size, and spatial distribution of
shelter-builders and their constructs within plant canopies are likely to
be more important than their species richness. Unfortunately, relatively
few large-scale studies of herbivore communities have been conducted
that include counts of microlepidoptera (but see Diniz and Morais 1997,
Marquis et al. 2000, Forkner et al. 2006); the majority of community
studies have focused on externally feeding macrolepidoptera, which are
generally much easier to identify and count. To begin to address this
issue, we present here a portion of our own data, compiled from multiple
studies of temperate forest trees, each of which involved the same sam-
pling method (visual sampling of fixed quantities of understory foliage),
but which varied in the identity of the focal host plant. Densities of
shelter-builders, expressed as a percentage of the leaf-chewing fauna
recorded in a given census, were quite variable among host plant species
and censuses (Figure 6.1). It is evident from these data, however, that
these shelter-building insects, though small in size, are nonetheless
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FIGURE 6.1 Summary plot of the mean (+1 SE) percentage of leaf-chewing herbivores
recorded in each of four feeding guilds on foliage of four understory tree species. Bars
are means of multiple visual censuses conducted over several years (N = 6 censuses,
F. grandifolia; N = 12, Q. alba; N = 12, Q. veluting; N = 5, P. serotina). Data are
compiled from multiple studies conducted by the authors in Missouri, Maryland, and
Washington, D.C. Mean total herbivores (+1 SE) recorded per census = 1056 + 410

(F. grandifolia); 2668 + 364 (Q. alba); 662 + 91 (Q. velutina); 740 + 99
(P. serotina).

important (and sometimes dominant) components of the herbivore
faunas of these tree species. Similar results have been reported for other
tree species, including willows (Salix spp.) in Japan (Nakamura and
Ohgushi 2004), cottonwoods (Populus sp.) in the U.S. (Furniss and
Carolin 1977), and at least one species of tropical tree (Xylopia aromat-
ica) in Brazil (Barosela 1999, Costa and Varanda 2002), all of which rou-
tinely support very high relative abundances of shelter-builders. In
addition, many species of shelter-builders are important economic pests
of a variety of timber, fruit tree, and crop plants and periodically undergo
outbreaks, dramatically increasing the availability of shelter habitats
(Table 6.1). If these patterns are representative of tree species in general,
it suggests that the microhabitats constructed by these high-density
insects are a widespread and dependable feature in forested environ-
ments, factors which should increase their “importance value” as eco-
system engineers (Jones et al. 1994).
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6.3 = LEAF SHELTERS AS HABITATS FOR ARTHROPODS

To assess the impact of a particular ecosystem engineer, it is important
to evaluate the quality of the habitat patches it creates relative to non-
engineered patches; the greater the difference in quality (or in the types
of resources provided) among patches, the greater the impacts are likely
to be (Jones et al. 1997). For shelter-occupying arthropods, habitat
quality is perhaps best assessed from the point of view of the shelter-
builder itself; after all, at least some of the resources that it creates for
itself are likely to mirror those utilized by other arthropods. Multiple
hypotheses have been proposed to explain the adaptive nature of the
shelter-building habit, all of which enjoy some experimental support
(Damman 1993, Fukui 2001, Danks 2002). Chief among these are the
amelioration of harsh abiotic conditions, the manipulation of plant
tissue quality, and decreased levels of attack from natural enemies. None
of these hypotheses are mutually exclusive, and the benefits and costs
attributed to shelter construction and occupancy are likely to vary among
environments.

AMELIORATION OF ABIOTIC CONDITIONS

The microenvironments created by shelter-builders differ markedly
from ambient conditions encountered on nonengineered leaves or other
plant surfaces with regard to four important variables: temperature,
humidity, wind, and solar radiation (Willmer 1980, Joos et al. 1988,
Hunter and Willmer 1989). Because shelters consist of transpiring foliage,
the relative humidity inside of shelters is typically increased relative to
ambient conditions. The drying effects of wind also are decreased or
eliminated, increasing the ability of the shelter-builders (and other occu-
pants) to maintain water balance (Willmer 1980, 1982; Hunter and
Willmer 1989). Because desiccation is a significant threat for many
arthropods (Carne 1969, Zalucki et al. 2002), its amelioration has prob-
ably been a selective factor supporting the independent evolution of
shelter building in various arthropod lineages. However, insects also
must maintain thermal balance, and shelter types differ in their abilities
to moderate temperature fluctuations (Hensen 1958a). At least one
species of shelter-builder (Choristoneura conflictana) has been observed
toabandonitsleafrolls when internal temperatures exceed 36°C (Hensen
1958a). Other species, such as colonial tent caterpillars (Malacosoma
spp.; Fitzgerald 1995), fall webworms (Hyphantria cunea), and leaf-
webbing Pieridae (Fitzgerald and Underwood 2000), construct larger,
more complex structures offering a range of thermal environments that
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can be behaviorally exploited by occupants to meet their particular
thermal needs (Costa 1997). In addition, shelter-builders often may
select the site and orientation of the shelter to increase the quality of the
resulting internal microclimate (Alonso 1997).

Few studies of the micrometeorology of different shelter types have
been conducted (Table 6.2), and almost all of these have come from
regions with temperate climates, making generalization difficult. If pro-
tection from desiccation is a principle adaptive feature of shelter build-
ing, the incidence of shelter-builders in regional faunas should be an
inverse function of average relative humidity (holding other factors con-
stant). Similarly, the high relative humidity inside many types of leaf
shelters would be expected to enhance the engineering effect for desic-
cation-prone arthropods in dry environments. Larsson et al. (1997)
tested this hypothesis with larvae of the non-shelter-building beetle,
Galerucella lineola, which responded to decreasing humidity by increas-
ing their affinity for, and performance in, artificially constructed willow
leaf rolls. While Fernandes and Price (1992) showed a link between
decreased humidity and increased incidence of gall formation, studies
of shelter-builders show higher incidences of shelter building in the
tropics than those reported for temperate regions. For example, Diniz
and Morais (1997) found that 65% of the externally feeding caterpillars
in the cerrado of Brazil build shelters, while Janzen (1988) reported more
than 60% of the caterpillars in a Costa Rican dry forest were either
shelter-builders or leaf miners. While both of these tropical habitats have
strong dry seasons, average relative humidity during the growing season
(when most larvae are present) is high, suggesting other selective factors
may play a more important role in determining feeding habits in these
faunas.

While shelters built by different species can vary substantially in
their capacities to modulate aspects of the abiotic environment
(Table 6.2), studies suggest that the following physical variables are
useful in predicting the microclimate inside of particular shelter
types: shelter exposure to incident radiation (a function of position in
the canopy and/or proximity to edges or light gaps), orientation
(lateral vs. vertical), the surface area of exposed foliage relative to shelter
volume, whether the structure is sealed or ventilated, and absorptive
properties of the foliage (Hensen 1958a, Willmer 1982, Fukui 2001).
Comparative studies examining the differential colonization and use of
these varying microenvironments by secondary users should help to
identify associations between particular groups of arthropods and the
shelter types they prefer to inhabit. Combined with data on the abun-
dances of primary shelter-builders, such studies could then be used to
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6 Microhabitat Manipulation

predict which systems are likely to elicit the greatest engineering
responses.

MANIPULATION OF TISSUE QUALITY

A number of studies indicate that arthropods occupying leaf shelters
have enhanced access to high-quality food resources. The nutritional
benefits of concealed feeding may result from reduced exposure to light,
which can alter tissue quality (e.g., decreased leaf toughness and pheno-
lic concentrations in rolled leaves; Sagers 1992, Oki and Varanda 2000,
Fukui et al. 2002) or from the toxic effects (both pre- and post-ingestive)
of foliage consumption in the presence of light (Berenbaum 1978,
Sandberg and Berenbaum 1989, Champagne et al. 1996). The direct
influence of foliage manipulation on structural defenses (e.g., lignins
and leaf toughness) and other quantitative carbon-based defenses with
low turnover or mobility (e.g., polyphenolics; Feeny 1970) is likely to be
greatest for shelters constructed with young, expanding foliage, because
the light environment in which these tissues develop can affect the accu-
mulation of these compounds (Coley et al. 1985, Dudt and Shure 1994,
Ruohomaki et al. 1996, but see Costa and Varanda 2002 for a counterex-
ample). For example, leaf rolls constructed by oecophorid moth larvae
on immature foliage of Byrsonima intermedia in Brazil had almost a
threefold reduction in tannin concentrations relative to immature foliage
exposed to full sun (Oki and Varanda 2000), and Japanese lilac (Syringa
reticulata) leaf rolls constructed by the tortricid Rhopobota naevana had
significantly lower concentrations of total phenolics than nonrolled
leaves (Fukui et al. 2002).

While few studies have quantified foliage quality of shelter vs. nonshel-
ter leaves directly, a number of studies have performed bioassays to
assess the preference for, or performance on, shelter vs. nonshelter
foliage. Three studies have found that shelter-building caterpillars pref-
erentially construct shelters using leaves of lower nutritional quality than
those available, suggesting that food quality effects are secondary to
other ecological factors in these systems. The larvae of both Achlya flavi-
cornis (Thyatiridae) and Omphalocera munroei (Pyralidae) preferentially
select younger and older leaves of their host plants, respectively, for use
in shelter construction and feeding; in the absence of enemies, these
choices reduced larval development time (both species) and reduced
pupal mass and survival (A. flavicornis) relative to larvae reared on avail-
able higher quality foliage (Damman 1987, Reavey 1991). Similarly,
Hunter (1987) found that larvae of Diurnea fagella (Oecophoridae) pref-
erentially built shelters on oak leaves that had been previously damaged,
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118 11 EXAMPLES AND APPLICATIONS

even though these leaves reduced survival in the absence of enemies. In
all three of these cases, the authors argue that the choice of suboptimal
foliage is offset by other advantages provided by the foliage (e.g., ease of
construction, longevity of the construct, or reduced predation during or
after construction). Several other studies suggest that the suitability of
foliage as a building material for making constructs is of greater impor-
tance than nutritional quality per se (Ruehlmann et al. 1988, Mueller and
Dearing 1994, Loeffler 1996a, Dorn et al. 2001). For example, Forkner et
al. (2004) suggest that higher abundance of spring leafrollers found on
high-tannin black oak canopy foliage compared with low-tannin white
oak foliage may reflect a preference for the larger black oak leaves, which
enable the caterpillars to form rolls with more whorls.

Because most shelter-builders feed upon the leaves in their shelter,
herbivorous shelter-builders may alter the quality of the foliage to which
they have access if the host plant is capable of localized induced
responses (Karban and Baldwin 1997). While induced responses to
feeding by shelter-builders have not been examined explicitly, many
shelter-builders change shelters prior to exhausting the food resources
present within a shelter (e.g., Ide 2004), possibly because of feeding-
related declines in food quality (Edwards and Wratten 1983, Ruehlmann
et al. 1988). However, shelter-building that occurs on lactiferous plants
may increase the palatability of the affected foliage when trenching
behaviors, such as severing of leaf veins, are required to facilitate shelter
construction (Dussourd 1993).

Because other herbivores are common secondary occupants of leaf
shelters (Cappuccino 1993; Fukui 2001; Lill and Marquis 2003, 2004), the
foliage quality available in existing shelters may influence the arthropod
response to these engineered constructs. Clearly, additional studies
comparing the nutritional ecology of shelter and nonshelter foliage from
a variety of different shelter types using leaves of different ages are nec-
essary to assess the general importance of altered food quality for sub-
sequent occupation and use of shelters by other herbivores.

PROTECTION FROM NATURAL ENEMIES

Perhaps the most commonly assumed adaptive feature of shelter-
making is increased protection against natural enemies. Studies have
demonstrated the protective function of shelters against particular guilds
of natural enemies, including ants (Fowler and MacGarvin 1985, Heads
and Lawton 1985, Vasconcelos 1991, Loeffler 1996b, Jones et al. 2002,
Eubanks et al. 1997), birds (Atlegrim 1989, Atlegrim 1992, Sipura 1999,
Low and Connor 2003), ladybird beetles (Messina et al. 1997), spiders
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(Loeffler 1996b), predatory wasps (Damman 1987, Jones et al. 2002), and
fish (Mueller and Dearing 1994, Dorn et al. 2001). Several studies have
demonstrated that experimentally removing shelter-builders from their
shelter increases mortality (Damman 1987, Cappuccino 1993), or that
high rates of mortality occur during construction (Mueller and Dearing
1994). However, because many species spend little or no time outside of
their shelters (once constructed), assessing mortality in unsheltered
locations can be problematic. Such studies may require tethering larvae
to foliage (e.g., Damman 1987), a factor that may cause larvae to behave
abnormally (i.e., many shelter-building larvae will not feed until they
have located an existing shelter or built their own). Many secondary
occupants of leaf shelters, however, are facultative shelter-users, occur-
ring naturally both inside and outside of shelters, facilitating experimen-
tal tests of the importance of shelters in reducing mortality from enemies
(e.g., Larsson et al. 1997, Messina et al. 1997).

Once occupied, shelters offer several potential antipredator benefits
to residents. One of the most evident is the ability to conceal feeding
from visually oriented predators that cue in on movement (Bernays
1997). Although not all shelter-dwellers feed on the tissue of their shel-
ters, those that do can take advantage of this protection and feed rela-
tively continuously, includingdiurnally, when manyfree-livingherbivores
avoid feeding or moving altogether (Wagner 2005). Such continuous
feeding can result in more rapid development, minimizing the window
of exposure for larvae to natural enemies (Clancy and Price 1987, Benrey
and Denno 1997, Lill and Marquis 2001).

While most studies documenting the beneficial effects of shelters on
enemies point to decreased detection as the primary means of escape,
at least one study has demonstrated that frass incorporated into shelters
contains toxic compounds derived from cyanogenesis, thus repelling
predatory ants (Peterson 1986). Because many species of shelter-build-
ers incorporate frass into their shelters (Weiss 2006), it is possible that
repellant effects of this sort are more widespread, calling for increased
investigation.

While a number of studies have highlighted the realized or potential
antipredator benefits of shelters, other studies have demonstrated that
shelter occupants suffer high rates of predation and parasitism. For
example, a number of bird species actively forage on leaf rolls or dead
curled leaves, using the constructs as visual cues to efficiently locate prey
(Robinson and Holmes 1982, Remsen and Parker 1984, Murakami 1999),
a behavior that has been shown to have both innate and learned (via
reinforcement) components (Greenberg 1987). Similarly, social wasps
(Polistes spp.) will readily locate and attack skipper larvae inside their
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shelters once they learn they contain prey (Weiss et al. 2004). Besides the
visual cues presented by the construct itself, damage to the shelter leaves
and the release of plant and frass volatiles are additional “token stimuli”
used by a variety of natural enemies for prey location (Heinrich 1979,
Heinrich and Collins 1983, Odell and Goodwin 1984, Steiner 1984, Loef-
fler 1996b, Jones et al. 2002, Weiss 2003). Some shelter-builders behavior-
ally reduce damage or frass-related cues by feeding and defecating
outside of their shelters (e.g., many skippers and some Pantheidae, such
as Charadra deridens and Colocasia spp.; Wagner 2005), presumably to
reduce attack by predators and parasitoids (Mattiacci and Dicke 1995).
These and other antipredator behaviors exhibited by shelter-builders
(e.g., chemical defense secretions produced by tent-making caterpillars;
Darling et al. 2001) imply that simply residing in leaf shelters does not
ensure protection from enemies. In addition, a number of studies have
found high rates of secondary occupancy of leaf shelters by genera-
list predators (e.g., Martinsen et al. 2000, Fournier et al. 2003), poten-
tially facilitating encounters between shelter-occupants and natural
enemies.

We are aware of no studies that have demonstrated reduced parasitism
inside of shelters compared with outside. On the contrary, shelter-build-
ers, like other concealed feeders and leaf miners, often have high rates
of attack and support diverse parasitoid assemblages (Pasek and Kearby
1984, Hawkins and Sheehan 1994, Lill 1999). For example, Le Corff et al.
(2000) found that parasitism of highly concealed spring leaf-rolling cat-
erpillars on oaks was equal to that of free-feeding caterpillars in each of
two years (between 30 and 40%), despite large differences in exposure.
So while occupants of some shelters may gain a measure of protection
against a variety of generalist predators, others may be obvious targets
subject to high mortality from enemies.

6.4 = ENGINEERING EFFECTS ON
ARTHROPOD COMMUNITIES

The construction of leaf shelters on plants has been shown to have
strong effects on the abundance (Martinsen et al. 2000, Bailey and
Whitham 2003, Fournier et al. 2003, Nakamura and Ohgushi 2003, Lill
and Marquis 2004), species richness (Walz and Whitham 1997, Martin-
sen et al. 2000, Bailey and Whitham 2003, Lill and Marquis 2003), and
community structure (Bailey and Whitham 2003; Lill and Marquis 2003,
2004) of plant-dwelling arthropods. While the number of studies exam-
ining community-level arthropod responses is relatively small, the
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resulting engineering effects have been strong and positive, suggesting
that the resources provided by shelters are readily exploited. The organ-
isms affected represent a variety of feeding guilds and trophic levels. As
a consequence, the nontrophic engineering effects of shelter-building
frequently elicit coupled trophic interactions, which may accentuate or
dampen net engineering effects on communities, depending on the
organisms involved (Wilby et al. 2001). In addition, a number of studies
have examined the biotic and abiotic factors that regulate where and
when engineering can occur, acting as “regulators” of these coupled
engineering-trophic interaction webs.

ENGINEERING EFFECTS ON BIOTIC AND
ABIOTIC RESOURCE FLOWS

Leaf shelters increase the habitat heterogeneity that exists on plants
(Lawton 1983) and thus would be expected to have positive effects on
species richness and abundance if the engineered habitats are used by
a different set of species than use corresponding nonengineered habitats
(Jones et al. 1997). Secondary occupants include other shelter-builders
(Carroll and Kearby 1978; Carroll et al. 1979; Cappuccino 1993; Cappuc-
cino and Martin 1994; Bailey and Whitham 2003; Lill 2004; Lill and
Marquis 2003, 2004) and non-shelter-building arthropods (Morris 1972;
Carroll and Kearby 1978; Carroll et al. 1979; Hajek and Dahlsten 1986;
Martinsen et al. 2000; Bailey and Whitham 2003; Fournier et al. 2003;
Nakamura and Ohgushi 2003; Lill and Marquis 2003, 2004; Lill 2004;
Crutsinger and Sanders 2005) from a wide variety of taxa (reviewed in
Fukui 2001, Marquis and Lill 2006). Secondary occupation of existing leaf
shelters can occur while the original shelter-builder is still present or
following the abandonment of the shelter by the engineer (Cappuccino
1993, Lill 2004).

The resources provided to secondary occupants of shelters are even
more varied than those created for use by the primary occupant; these
may include each of the habitat features detailed in preceding text, as
well as prey items for predators and parasitoids, detritus (e.g., frass,
exuvia, uneaten dead portions of leaves, and accompanying fungi) fed
upon by scavengers, and honeydew produced by aphids or other sucking
insects occupying (or creating) leaf shelters (Fukui 2001, Nakamura and
Ohgushi 2003). Some secondary occupants take up permanent residence
in leaf shelters, while others use them temporarily as resting sites, ovi-
position sites (e.g., many adult moths and beetles; Lill and Marquis
2004), or protected sites in which to molt (Fukui 2001). In systems in
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which shelters are occupied by a succession of shelter-builders (of the
same or different species), the engineering effects are likely to be magni-
fied because the structural integrity of the shelters can be extended well
beyond the residency of the initial constructor(s). Such positive feedback
loops between successive generations of shelter-builders may increase
local densities of these species, potentially resulting in outbreaks (e.g.,
of some agricultural and forestry pests; Table 6.1).

Increased habitat heterogeneity created by shelter-builders can alter
arthropod diversity in a variety of ways. Shelters can provide recruitment
sites for species with specialized microhabitat requirements that other-
wise may not be found on the plant. For example, in our study of the
effects of leaf ties on the arthropod communities of white oak saplings,
we found that several species of low-density shelter-builders occurred
only on trees containing preexisting shelters (Lill and Marquis
2003). The habitats provided by shelter-builders also can increase the
abundance and diversity of habitat generalists capable of occupying
both engineered and nonengineered habitats. For example, spiders often
use leaf constructs when building webs or selecting nesting sites. As a
result, plants with high densities of leaf shelters may have higher densi-
ties of spiders than plants with low densities of shelters due to the
increased structural complexity offered by these plants (Fournier et al.
2003). Specialist predators and parasitoids also would be predicted to
increase, tracking the increased diversity of their prey or hosts. Non-
shelter-usingarthropods (shelter-avoiders) could be negatively impacted
by shelter-constructors if the availability of non-shelter habitats becomes
limited (Marquis and Lill 2006). Because there is no a priori reason to
expect that the habitats produced by shelter-builders will support a
greater or lesser diversity of arthropods than similar-sized patches
of nonengineered foliage (Jones et al. 1997), any net positive effects of
engineering on diversity measures should stem from the availability of
multiple habitat types, each with its own set of associated arthropod
species.

Recruitment of arthropods to engineered habitat patches frequently
occurs in conjunction with reproduction, whereby arthropods of various
types lay eggs or give birth (e.g., many parthenogenetic aphids) on foliage
incorporated into a shelter (Cappuccino and Martin 1994, Lill and
Marquis 2004) or lay eggs into host arthropods residing within shelters
(Pasek and Kearby 1984, Lill 1999). Shelters used temporarily by more
mobile arthropods (e.g., many adult beetles) may increase the “residence
time” of these arthropods on the plant by providing concentrated, high-
quality resources. The fidelity, survivorship, and residence time of arthro-
pods secondarily occupying leaf shelters of different types require
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further study so that we can move beyond simply documenting shelter
use to gaining insights into the ecological factors determining arthropod
responses to habitat creation.

ENGINEERING EFFECTS ON INTERSPECIFIC INTERACTIONS

In addition to the engineering effects just described, the secondary
occupation of leaf shelters by different species of arthropods can influ-
ence the outcomes of a variety of interspecific interactions among
arthropods, including those between competitors, predators and prey,
and mutualists. These interactions thus can have important effects on
community outcomes.

Competitive interactions

Because shelters are frequently occupied by multiple arthropods
(either concurrently or sequentially), there is considerable potential for
both intraspecific and interspecific competition. Among herbivores
sharing shelters, competition can be quite intense because the food
resources available inside leaf shelters can be limited due to high densi-
ties of occupants. When food resources are exhausted, herbivores that
have not completed development will be forced either to expand their
shelter by pulling in additional foliage or to relocate and establish a new
shelter on less-damaged foliage. However, studies have found that previ-
ously occupied (and damaged) leaf ties are as equally attractive to new
herbivores as unoccupied ties, suggesting that food resources may not
be the limiting factor in site selection (Lill 2004, Lill and Marquis 2004,
Lill et al. 2007).

While the negative effects of resource competition within shelters
remain to be examined, several studies have documented antagonistic
behavioral interactions occurring among shelter occupants. For example,
the leaf webs constructed by Depressaria pastinacella on parsnip are
aggressively defended from being usurped by conspecifics displaced
from their own webs (Berenbaum et al. 1993). Similarly, cherry leafroller
caterpillars (Caloptilia serotinella) utilize vibrational signals (i.e., leaf
scraping) in response to intruders in what are hypothesized to be territo-
rial disputes (Fletcher et al. 2006). While the mechanism is unclear, one
species of leaf-tying caterpillar (Psilocorsis quercicella) attained higher
pupal mass when reared singly in a leaf shelter than when reared with
two conspecifics when food was not limiting (Lill et al. 2007), suggesting
that such negative behavioral interactions can influence fitness mea-
sures. The very existence of these aggressive behaviors underscores the
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prominent role competition likely has played in shaping the traits of
shelter-dwellers.

Predator—prey interactions

As with primary occupants, secondary occupation of leaf shelters can
reduce or increase the risk of predation. Secondary occupants can expe-
rience increased rates of predation due to cues left behind by the primary
constructor, enhanced cues to natural enemies, or because shelters
increase their contact with natural enemies using the shelters for other
reasons (i.e., as nesting sites, or as shelters from the elements or their
own predators). To our knowledge, only two studies (Larsson et al. 1997,
Lill et al. 2007) have examined the consequences of secondary occupa-
tion of leaf shelters for attack by natural enemies, and these studies
found either weak or inconsistent effects.

Mutualistic interactions

Shelter-buildingalso canimpact mutualistic interactions. For example,
aphids and other sap-sucking insects (e.g., lace bugs) are some of the
most common secondary occupants of leaf shelters in a variety of systems
(Hajek and Dahlsten 1986, Nakamura and Ohgushi 2003, Crutsinger and
Sanders 2005). Aphids can reach very high densities inside of leaf shel-
ters, although it is unclear what benefits they receive from occupying
shelters. The honeydew produced by large colonies of aphids can attract
tending ants, which in turn can influence the abundance or distribution
of other arthropods on the plant. The use of floral structures by some
species of shelter-builders also raises the possibility that shelter-building
can influence plant-pollinator mutualisms. Even small amounts of
damage to flowers can decrease visitation by pollinators (Mothershead
and Marquis 2000), so the potential exists for such interactions. In the
case of flower feeding by the inflorescence-webbing caterpillar Depres-
saria pastinacella on Pastinaca sativa, part of the reduction in seed pro-
duction is due to reduced pollinator service associated with avoidance
of webbed inflorescences (Lohman et al. 1996).

Predicting engineering effects of shelter-builders

While comparative studies examining the engineering effects of dif-
ferent shelter types (or species of shelter-builders) have yet to be con-
ducted, several features might be expected to be important and deserve
consideration when planning experiments involving shelter-builders.
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These include the persistence, size, number, and accessibility of shelters,
as well as their physical properties. Persistent shelters, or shelter types
that are routinely colonized by other shelter-builders (e.g., many leaf ties
and rolls) should have greater effects on arthropod communities than
shelters that disassemble following abandonment by the primary engi-
neer (Jones et al. 1997). Larger structures may also have greater engi-
neering impacts by permitting secondary occupation by a greater
number of arthropods with a wider range of body sizes. For solitary
shelter-builders, shelter size is at least partially constrained by the size
of the foliage of their host plants. The number of leaf shelters constructed
(and abandoned) by an individual arthropod over its life should be posi-
tively related to its engineering impacts. Leaf shelters also vary consider-
ably in their accessibility to secondary occupants, with some shelters
(e.g., many leaf folds and rolls) being “sealed shut” while others (e.g.,
many loose leaf webs) are quite open to potential colonists. Finally, shel-
ters providing a high-quality microenvironment that ameliorates the
most important climatic threats facing many arthropods in a particular
environment are likely to have greater engineering effects than shelters
with microenvironments that are little changed from ambient (non-
sheltered) habitats or that provide microclimates used by only a small
subset of potential colonists.

Scaling effects of shelter-builders

In addition to these local effects, shelter-builders may have larger
regional effects by influencing population dynamics. For example,
because many species of shelter-building caterpillars are bivoltine or
multivoltine, shelter-provisioning by one generation can facilitate estab-
lishment of future generations of both conspecifics and heterospecifics
(Cappuccino 1993) resulting in regional differences in caterpillar densi-
ties and diversities. Such feedback loops between engineers have been
proposed by Jones et al. (1997) and modeled by Gurney and Lawton
(1996). We suggest that the rapid generation times of these insects make
them ideal candidates for empirical study; such studies will provide
much-needed parameters useful in testing and refining these models.

While multiple studies have indicated that shelter-building tends to
increase arthropod species richness, the spatial scales used in sampling
differ among studies, leaving open the question of how the engineering
effects on species richness change with the number of habitat “patches”
sampled (comparing engineered and nonengineered habitat patches).
Studies have found strong effects of shelters on arthropod richness at
relatively small scales (saplings or branches of larger trees with a rela-
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tively small number of habitat patches; Martinsen et al. 2000, Lill and
Marquis 2003), but at larger scales (i.e., landscapes) these engineering
effects on richness might be expected to attenuate, because the propor-
tion of obligate shelter-users is relatively small compared with non-
shelter-using arthropod species in the regional fauna.

If shelter-building has a compounding effect on plant damage by
attracting more herbivores, which has been shown in some systems
(Marquis et al. 2002, Marquis and Lill unpublished data), and damage
influences plant fitness, then shelter-builders have the potential to alter
plant community structure. If plant damage is concentrated on a domi-
nant competitor, engineers could indirectly increase plant community
diversity (or decrease diversity if focused on inferior competitors). A
variety of studies have documented the strong engineering effects of
herbivores on plant communities (e.g., Wilby et al. 2001), but most of
these have focused on soil disturbance by animals and its influence on
recruitment. Few shelter-builders appear to routinely defoliate plants
(outbreaking species in Table 6.1 are exceptions), but the successive use
of shelters by other herbivores has the potential to compound plant
damage over the season.

Controls on engineering

Because shelter-builders have cascading impacts on arthropod com-
munities through both their engineering effects and their resulting
trophic interactions, it is salient to consider what factors regulate their
abundance on different plant species or in different habitats. Leaf age
appears to be a limiting factor for some shelter-builders, due to changes
in leaf toughness or foliage size, both of which can affect the ability of
shelter-builders to build and maintain their constructs (Damman 1987,
Mueller and Dearing 1994, Dorn et al. 2001). For example, many leaf-
rollers are restricted to using young foliage, which may be available only
at a certain time of year in seasonal environments with synchronously
flushing plant species (Coley and Barone 1996). Similarly, the creation of
other shelter types (e.g., leaf ties) may be possible only after leaf expan-
sion is near completion and leaf overlap occurs (Marquis et al. 2002).

Marquis et al. (2002) found that plant architecture, specifically the
number of touching leaves, determines the density of leaf ties formed
on white oak (Quercus alba) saplings. Bailey and Whitham (2003) found
that elk browsing of aspen (Populus tremuloides) decreased leaf fold galls
formed by the sawfly Phyllocolpa bozemanii, an important aspen micro-
habitat used by a variety of arthropods. Hunter (1987) found that early-
season damage by two caterpillar species (Tortrix viridana and
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Operophtera brumata) increased the leaf-rolling ability of late-season
Diurnea fagella caterpillars. Finally, Seyffarth et al. (1996) found that
fire in the cerrado vegetation of Brazil increased the abundance of leaf-
rollers (unidentified species) on the common host plant Ouratea hexa-
sperma, as a result of refoliation following the burn. The growing
recognition of the importance of such “interaction webs” requires that
engineering be integrated into more traditional models involving trophic
interactions alone in formulating predictive models of the network of
factors influencing community and ecosystem dynamics (Proulx et al.
2005).

6.5 = PROSPECTUS

Looking forward, there are a number of open paths of inquiry into
the ecology of shelter-builders. Studies that quantify the engineering
impacts of different shelter types on arthropod abundance, diversity, and
community structure are needed for amuch wider variety of plant species,
growth forms, and climatic regimes. Most studies conducted to date (and
all of those examining community-level responses) have focused on leaf
shelters constructed on temperate tree species. Studies documenting
engineering effects for both herbaceous and woody plants growing in
other parts of the world (especially in the tropics) are needed to test the
generality of the results obtained thus far. Replicated experiments across
taxa or sites are imminently feasible because most shelter types can be
created by investigators. Within a particular habitat, it would be prudent
to compare the effects of leaf shelters on plant species with well-
developed vs. poorly developed shelter-building faunas; such a compari-
son would shed light on whether arthropod responses to these constructs
are driven by evolved, canalized habitat selection behaviors or are more
serendipitous and behaviorally plastic.

Because modification of the abiotic environments inside of shelters is
thought to have played an important role in the evolution of the shelter-
building habit, faunal studies examining the incidence of shelter build-
ing along an abiotic stress gradient, or that examine the phylogeography
of shelter-builders, would help to test this assertion and perhaps illumi-
nate which environmental variable(s) are the most commonly altered by
the construction of the shelter. In addition, more detailed autecological
studies of the physical and chemical properties of different shelter types
would help circumscribe the niche space produced and occupied by
shelter-builders and their associates (Odling-Smee et al. 2003). These
include more detailed studies of temperature and humidity fluctuations
inside of shelters, further examination of how and when shelter-building
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influences leaf quality, and how the microclimate of a shelter influences
arthropod physiology and fitness.

The biotic interactions that occur within leaf shelters also are likely to
be important drivers of subsequent engineering effects. For example, the
importance of inter- and intra-specific competition for food resources
by shelter-inhabiting herbivores can determine how frequently shelter-
builders move and thus the quantity of sheltered habitat available for
use by other animals. The relatively small size of most shelters and the
large amount of damage they incur is compelling evidence that direct
competition for limiting food resources is a common occurrence, but
this requires confirmation through carefully designed field and/or labo-
ratory experiments. Moreover, because leaf shelters are frequently occu-
pied by more than one arthropod at a time, studies of species interactions
occurring within these shelters are likely to provide much-needed
insights into how engineering and trophic effects interact to influence
the size and diversity of arthropod assemblages. For any particular
shelter type, are the resident arthropods random collections of potential
colonists, or do certain species tend to co-occur? Are shelter-dwelling
predators important sources of mortality for cohabitants? Can residents
behaviorally exclude potential colonists? Do arthropods sharing a shelter
partition the space to reduce interactions? How frequently do shelters
provide enemy-free space (Jeffries and Lawton 1984) and against what
types of predators? To address many of these questions, “windows” into
the dynamics of within-shelter interactions are needed and may require
some creativity. For leaf ties, we have had some success with using arti-
ficial leaves of clear acetate that can be clipped to leaves to provide one
surface to visualize interactions occurring with the ties.

The engineering impact of multiple shelter types constructed on the
same plant is another area that warrants investigation. Many plants host
a variety of different shelter types as well as other types of plant modifi-
ers (e.g., concealed feeders and internal feeders: miners, borers, and
gallers). All of these structures have the potential to increase habitat
heterogeneity (Lawton 1983), but it is not known whether their engineer-
ing effects are additive or nonadditive. In addition, the relationships
between shelter density and community responses are totally unknown
(e.g., are they linear, saturating, or unimodal, and over what scales?;
Marquis and Lill 2006). We argue that the ease of manipulation of these
constructs relative to other types of ecosystem engineers holds great
promise for addressing both system-specific questions and more general
questions posed by theoreticians and those seeking to integrate ecosys-
tem engineering more fully into ecological and evolutionary studies
(Wright and Jones 2006).



6 = Microhabitat Manipulation 129

ACKNOWLEDGMENTS

We thank John Landosky, John Flunker, Nick Barber, Banak Gamui, and
Beto Dutra for comments on an earlier version, and acknowledge USDA
grant 99-35302-8017 for financial support.

REFERENCES

Alonso, C. (1997). Choosing a place to grow. Importance of within-plant abiotic
microenvironment for Yponomeuta mahalabella. Entomologia Experimentalis et
Applicata 83:171-180.

Anderson, C., and McShea, D.W. (2001). Intermediate-level parts in insect societies:
Adaptive structures that ants build away from the nest. Insectes Sociaux
48:291-301.

Atlegrim, O. (1989). Exclusion of birds from bilberry stands: Impact on insect larval
density and damage to the bilberry. Oecologia 79:136-139.

——. (1992). Mechanisms regulating bird predation on a herbivorous larva guild in
boreal coniferous forests. Ecography 15:19-24.

Bailey, J.K., and Whitham, T.G. (2003). Interactions among elk, aspen, galling sawflies,
and insectivorous birds. Oikos 101:127-134.

Baker, W.L. (1972). Eastern Forest Insects. Washington, D.C.: USDA Forest Service.

Barosela, J.R. (1999). Herbivoria foliar em Xylopia aromatica (Lam.) Mart. de trés
fisionomias de Cerrado e sua relacdo com o teor de taninos, valor nutritivo e
entomofauna asociada. Dissertascao de maestrado, Universidade Federal, Sao
Carlos.

Bastian, R.A., and Hart, E.R. (1991). Temperature effects on developmental parame-
ters of the mimosa webworm (Lepidoptera, Plutellidae). Environmental Entomol-
ogy 20:1141-1148.

Beckwith, R.C. (1973). The Large Aspen Tortrix. Washington, D.C.: USDA Forest
Service.

Benrey, B., and Denno, R.F. (1997). The slow-growth-high-mortality hypothesis: A test
using the cabbage butterfly. Ecology 78, 987-999.

Berenbaum, M.R. (1978). Toxicity of a furanocoumarin to armyworms: A case of
biosynthetic escape from insect herbivores. Science 201:532-534.

——. (1999). Shelter-making caterpillars: Rolling their own. Wings 22:7-10.

Berenbaum, M., Green, E., and Zangerl, A.R. (1993). Web costs and web defense in
the parsnip webworm (Lepidoptera: Oecophoridae). Environmental Entomology
22:791-795.

Bernays, E.A. (1997). Feeding by lepidopteran larvae is dangerous. Ecological Ento-
mology 22:121-123.

Capinera, J.L., Renaud, A.R., and Naranjo, S.E. (1981). Alfalfa webworm Loxostege
commixtalis foliage consumption and host preference. Southwestern Entomologist
6:18-22.

Cappuccino, N. (1993). Mutual use of leaf shelters by lepidopteran larvae on birch.
Ecological Entomology 18:287-292.



130 11 EXAMPLES AND APPLICATIONS

Cappuccino, N., and Martin, M.-A. (1994). Eliminating early-season leaf-tiers of paper
birch reduced abundance of mid-summer species. Ecological Entomology
19:399-401.

Carmona, A.S., and Barbosa, P. (1983). Overwintering egg mass adaptations of the
eastern tent caterpillar, Malacosoma americanum (Fab.) (Lepidoptera: Lasiocam-
pidae). Journal of the New York Entomological Society 9:68-74.

Carne, P.B. (1969). On the population dynamics of the Eucalypt-defoliating sawfly
Perga affinis Kirby (Hymenoptera). Australian Journal of Zoology 17:113-141.

Carroll, M.R., and Kearby, W.H. (1978). Microlepidopterous oak leaftiers (Lepidoptera:
Gelechioidea) in central Missouri. Journal of the Kansas Entomological Society
51:457-471.

Carroll, M.R., Wooster, M.T., Kearby, W.H., and Allen, D.C. (1979). Biological observa-
tions on three oak leaftiers: Psilocorsis quercicella, P. reflexella, and P. cryptolechiella
in Massachusetts and Missouri. Annals of the Entomological Society of America
72:441-447.

Castilla, J.C., Lagos, N.A., and Cerda, M. (2004). Marine ecosystem engineering by the
alien ascidian Pyura praeputialis on a mid-intertidal rocky shore. Marine Ecology
Progress Series 268:119-130.

Champagne, D.E., Arnason, J.T., Philogene, B.J.R., Morand, P., and Lam, J. (1996).
Light-mediated allelochemical effects of naturally occurring polyacetylenes and
thiophenes from Asteraceae on herbivorous insects. Journal of Chemical Ecology
12:835-858.

Clancy, K.M., and Price, P.W. (1987). Rapid herbivore growth enhances enemy attack:
Sublethal plant defenses remain a paradox. Ecology 68:733-737.

Coley, P.D., and Barone, J.A. (1996). Herbivory and plant defenses in tropical forests.
Annual Review of Ecology and Systematics 27:305-335.

Coley, P.D., Bryant, J.P., and Chapine, F.S., III. (1985). Resource availability and plant
anti-herbivore defense. Science 230:895-899.

Conway, B.E., McCullough, D.G., and Leefers, L.A. (1999). Long-term effects of jack
pine budworm outbreaks on the growth of jack pine trees in Michigan. Canadian
Journal of Forest Restoration 29:1510-1517.

Costa, A.A., and Varanda, E.M. (2002). Building of leaf shelters by Stenoma scitiorella

Walker (Lepidoptera: Elachistidae): Manipulation of host plant quality. Neotropical
Entomology 31:537-540.

Costa, J.T. (1997). Caterpillars as social insects. American Scientist 85:150-159.

Crutsinger, G.M., and Sanders, N.J. (2005). Aphid-tending ants affect secondary users
in leaf shelters and rates of herbivory on Salix hookeriana in a coastal dune habitat.
American Midland Naturalist 154:296-304.

Damman, H. (1987). Leaf quality and enemy avoidance by the larvae of a pyralid
moth. Ecology 68:88-97.

——. (1993). Patterns of interaction among herbivore species. In Caterpillars: Ecologi-
cal and Evolutionary Constraints on Foraging, N.E. Stamp and T.M. Casey, Eds. New
York: Chapman and Hall, pp. 132-169.

Danks, H.V. (2002). Modification of adverse conditions by insects. Oikos 99:10-24.

Danthanarayana, W. (1983). Population ecology of the light brown apple moth, Epi-
phyas postvittana (Lepidoptera: Tortricidae). Journal of Animal Ecology 52:1-33.



6 Microhabitat Manipulation

Darling, D.C., Schroeder, F.C., Meinwald, F., Eisner, M., and Eisner, T. (2001). Produc-
tion of a cyanogenic secretion by a thyridid caterpillar (Calindoea trifascialis, Thy-
rididae, Lepidoptera). Naturwissenschaften 88:306-309.

Diniz, I.R., and Morais, H.C. (1997). Lepidopteran caterpillar fauna of cerrado host
plants. Biodiversity and Conservation 6:817-836.

Dixon, P.L., and Carl, K. (2002). Croesia curvalana (Kearfott), blueberry leaftier
(Lepidoptera: Tortricidae). In Biological Control Programmes in Canada, 1981-2000,
P.T. Mason and J.T. Huber, Eds. New York: CABI, pp. 87-89.

Dorn, N.J., Cronin, G., and Lodge, D.M. (2001). Feeding preferences and performance
of an aquatic lepidopteran on macrophytes: Plant hosts as food and habitat.
Oecologia 128:406-415.

Douglas, S.M., and Cowles, R.S. (2006). Plant Pest Handbook: A Guide to Insects, Dis-
eases, and Other Disorders Affecting Plants. The Connecticut Agricultural Experi-
ment Station. Available at http://www.caes.state.ct.us/PlantPestHandbookFiles/
pphintroductory/pphfront.htm.

Dreistadt, S.H., Clark, J.K., and Flint, M.L. (1994). Pests of Landscape Trees and Shrubs:
An Integrated Pest Management Guide. (Publication 2259.) Oakland, CA: University
of California Division of Agriculture and Natural Resources.

Dudyt, J.F., and Shure, D.J. (1994). The influence of light and nutrients on foliar
phenolics and insect herbivory. Ecology 75:86-98.

Dussourd, D.E. (1993). Foraging with finesse: Caterpillar adaptations for circumvent-
ing plant defenses. In Caterpillars: Ecological and Evolutionary Constraints on For-
aging, N.E. Stamp and T.M. Casey, Eds. New York: Chapman and Hall, pp. 92-131.

Edwards, P.J., and Wratten, S.D. (1983). Wound induced defenses in plants and their
consequences for patterns of insect grazing. Oecologia 59:88-93.

Eubanks, M.D., Nesci, K.A., Petersen, M.K,, Liu, Z., and Sanchez, H.B. (1997). The
exploitation of an ant-defended host-plant by a shelter-building herbivore. Oeco-
logia 109:454-460.

Feeny, P. (1970). Seasonal changes in oak leaf tannins and nutrients as a cause of
spring feeding by winter moth caterpillars. Ecology 51:565-581.

Fernandes, G.W., and Price, P.W. (1992). The adaptive significance of insect gall dis-
tribution: Survivorship of species in xeric and mesic habitats. Oecologia 90:14-20.

Fitzgerald, T.D. (1995). The Tent Caterpillars. Ithaca: Cornell University Press.

Fitzgerald, R.D., and Underwood, D.L.A. (2000). Winter foraging patterns and volun-
tary hypothermia in the social caterpillar Eucheira socialis. Ecological Entomology
25:35-44.

Fletcher, L.E., Yack, J.E., Fitzgerald, R.D., and Hoy, R.R. (2006). Vibrational communi-
cation in the cherry leaf roller caterpillar Caloptilia serotinella (Gracillarioidea:
Gracillariidae). Journal of Insect Behavior 19:1-18.

Forkner, R.E., Marquis, R.J., and Lill, ].T. (2004). Feeny revisited: Condensed tannins
as anti-herbivore defences in leaf-chewing herbivore communities of Quercus. Eco-
logical Entomology 29:174-187.

Forkner, R.E., Marquis, R.J., Lill, ].T., and Le Corff, J. (2006). Impacts of alternative
timber harvest practices on leaf-chewing herbivores of oak. Conservation Biology
20:429-440.

131



132 11 EXAMPLES AND APPLICATIONS

Fournier, V., Rosenheim, J.A., Brodeur, J., Laney, L.O., and Johnson, M.W. (2003). Her-
bivorous mites as ecological engineers: Indirect effects on arthropods inhabiting
papaya foliage. Oecologia 135:442-450.

Fowler, S.V., and MacGarvin, M. (1985). The impact of hairy wood ants, Formica
lugbris, on the guild structure of herbivorous insects on birch, Betula pubescens.
Journal of Animal Ecology 54:847-855.

Fraenkel, G., and Fallil, F. (1981). Spinning (stitching) behavior of the rice leaf-folder,
Cnaphalocrosis medinalis. Entomologia Experimentalis et Applicata 29:138-146.
Fukui, A. (2001). Indirect interactions mediated by leaf shelters in animal-plant com-

munities. Population Ecology 43:31-40.

Fukui, A., Murakami, M., Konno, K., Nakamura, M., and Ohgushi, T. (2002). A leaf-
rolling caterpillar improves leaf quality. Entomological Science 5:263-266.

Furniss, R.L., and Carolin, V.M. (1977). Western forest insects. In Miscellaneous Pub-
lication 1339. Washington, D.C.: United States Forest Service.

Gaston, K.J., Reavey, D., and Valladares, G.R. (1992). Intimacy and fidelity: Internal
and external feeding by the British microlepidoptera. Ecological Entomology
17:86-88.

Greenberg, R. (1987). Development of dead leaf foraging in a tropical migrant warbler.
Ecology 68:130-141.

Gross, P. (1993). Insect behavioral and morphological defenses against parasitoids.
Annual Review of Entomology 38:251-273.

Grossmueller, D.W., and Lederhouse, R.C. (1985). Oviposition site selection: An aid to
rapid growth and development in the tiger swallowtail butterfly, Papilio glaucus.
Oecologia 66:68-73.

Gurney, W.S.C., and Lawton, J.H. (1996). The population dynamics of ecosystem engi-
neers. Oikos 76:273-283.

Hajek, A.E., and Dahlsten, D.L. (1986). Coexistence of three species of leaf-feeding
aphids (Homoptera) on Betula pendula. Oecologia 68:380-386.

Hawkins, B.A., and Sheehan, W. (1994). Parasitoid Community Ecology. Oxford: Oxford
University Press.

Heads, P.A., and Lawton, J.H. (1985). Bracken, ants, and extrafloral nectaries. I1I. How
insect herbivores avoid ant predation. Ecological Entomology 10:29-42.

Heinrich, B. (1979). Foraging strategies of caterpillars: Leaf damage and possible
predator avoidance strategies. Oecologia 42:325-337.

Heinrich, B., and Collins, S.L. (1983). Caterpillar leaf damage and the game of hide
and seek with birds. Ecology 64:592-602.

Hensen, W.R. (1958a). The effects of radiation on the habitat temperatures of some
poplar-inhabiting insects. Canadian Journal of Zoology 36:463-478.

——. (1958b). Some ecological implications of the leaf-rolling habit in Compsolechia
niveopulvella Chamb. Canadian Journal of Zoology 36:809-819.

Hertel, G.D., and Benjamin, D.M. (1979). Biology of the pine webworm Tetralopha
robustella in Florida USA slash pine Pinus elliottii var. elliottii plantations. Annals
of the Entomological Society of America 72:816-819.

Horsley, S.B., Long, R.P., Bailey, S.W., Hallett, R.A., and Wargo, P.M. (2002). Health of
eastern North American sugar maple forests and factors affecting decline. Northern
Journal of Applied Forestry 19:34-44.



6 Microhabitat Manipulation

Hunter, M.D. (1987). Opposing effects of spring defoliation on late season oak cater-
pillars. Ecological Entomology 12:373-382.

Hunter, M.D., and Willmer, P.G. (1989). The potential for interspecific competition
between two abundant defoliators on oak: Leaf damage and habitat quality. Ecol.
Entomology 14:267-277.

Ide, J.-Y. (2004). Leaf trenching by Indian red admiral caterpillars for feeding and
shelter construction. Population Ecology 46:275-280.

Ives, W.G.H., and Wong, H.R. (1988). Trees and Shrub Insects of the Prairie Provinces.
Edmonton: Canadian Forestry Service.

Janzen, D.H. (1988). Ecological characterization of a Costa Rican dry forest caterpillar
fauna. Biotropica 20:120-135.

Jeffries, M.J., and Lawton, J.H. (1984). Enemy-free space and the structure of ecologi-
cal communities. Biological Journal of the Linnean Society 23:269-286.

Jones, C.G., Brodersen, H., Czerwinski, E.J., Evans, H.J. and Keizer, A.J. (1996). Results
of Forest Insect and Disease Surveys in the Northeast Region of Ontario, 1995.
Canadian Forest Service Information Report O-X I-VIII, pp. 1-27.

Jones, C.G., Lawton, J.H., and Shachak, M. (1994). Organisms as ecosystem engineers.
Oikos 69:373-386.

——. (1997). Positive and negative effects of organisms as ecosystem engineers.
Ecology 78:1946-1957.

Jones, M.T. (1999). Leaf shelter-building and frass ejection behavior in larvae of Epar-
gyreus clarus (Lepidoptera: Hesperiidae), the silver-spotted skipper. Washington,
D.C.: Georgetown University, M.S. thesis.

Jones, M.T., Castellanos, I., and Weiss, M.R. (2002). Do leaf shelters always protect
caterpillars from invertebrate predators? Ecological Entomology 27:753-757.

Joos, B., Casey, T.M.,, Fitzgerald, T.D., and Buttemer, W.A. (1988). Roles of the tent in
behavioral thermoregulation of eastern tent caterpillars. Ecology 69:2004-2011.

Karban, R., and Baldwin, I.T. (1997). Induced Responses to Herbivory. Chicago: Uni-
versity of Chicago Press.

Landis, D.A.,Menalled, F.D., Costamagna, A.C., and Wilkinson, T.K. (2005). Manipulat-
ing plant resources to enhance beneficial arthropods in agricultural landscapes.
Weed Science 53:902-908.

Lange, W.H. (1987). Insect pests of sugar beet. Annual Review of Entomology
32:341-360.

Larsson, S., Haggstrom, H.E., and Denno, R.F. (1997). Preference for protected feeding
sites by larvae of the willow-feeding leaf beetle Galerucella lineola. Ecological Ento-
mology 22:445-452.

Lawton, J.H. (1983). Plant architecture and the diversity of phytophagous insects.
Annual Review of Entomology 28:23-39.

Le Corff, J., Marquis, R.J., and Whitfield, J.B. (2000). Temporal and spatial variation in
a parasitoid community associated with the herbivores that feed on Missouri
Quercus. Environmental Entomology 29:181-194.

Leonova, I.N., and Slynko, N.M. (2004). Life stage variations in insecticidal suscepti-

bility and detoxification capacity of the beet webworm, Pyrausta sticticalis L. (Lep.,
Pyralidae). Journal of Applied Entomology 28:419-425.

133



134 11 EXAMPLES AND APPLICATIONS

Lill, J.T. (1999). Structure and dynamics of a parasitoid community attacking larvae
of Psilocorsis quercicella (Lepidoptera: Oecophoridae). Environmental Entomology
28:1114-1123.

——. (2004). Seasonal dynamics of leaf-tying caterpillars on white oak. Journal of the
Lepidopterists’ Society 58:1-6.

Lill, J.T., and Marquis, R.J. (2001). The effects of leaf quality on herbivore performance
and attack from natural enemies. Oecologia 126:418-428.

——. (2003). Ecosystem engineering by caterpillars increases insect herbivore diver-
sity on white oak. Ecology 84:682-690.

——. (2004). Leaf ties as colonization sites for forest arthropods: An experimental
study. Ecological Entomology 29:300-308.

Lill, J.T., Marquis, R.J., Walker, M., and Peterson, L. (2007). Ecological consequences
of shelter-sharing by leaf-tying caterpillars. Entomological Experimentalis et
Applicata. doi: 10.1111/j.1570-7458.2007.00546.x.

Lind, E.M., Jones, M.T., Long, J.D., and Weiss, M.R. (2001). Ontogenetic changes in
leaf shelter construction by larvae of Epargyreus clarus (Hesperiidae), the Silver-
spotted skipper. Journal of the Lepidopterists’ Society 54:77-82.

Loeffler, C.C. (1996a). Adaptive trade-offs of leaf folding in Dichomeris caterpillars on
goldenrods. Ecological Entomology 21:34-40.

——. (1996b). Caterpillar leaf-folding as a defense against predation and dislodge-
ment: Staged encounters using Dichomeris (Gelechiidae) larvae on goldenrods.
Journal of the Lepidopterists’ Society 50:245-260.

Lohman, D.]., Zangerl, A.R., and Berenbaum, M.R. (1996). Impact of floral herbivory
by parsnip webworm (Oecophoridae: Depressaria pastinacella Duponchel) on pol-
lination and fitness of wild parsnip (Apiaceae: Pastinaca sativa 1.). American
Midland Naturalist 136:407-412.

Low, C., and Connor, E.F. (2003). Birds have no impact on folivorous insect guilds on
a montane willow. Oikos 103:579-589.

Marquis, R.J., Forkner, R.E., Lill, ].T., and Le Corff, J. (2000). Impact of timber harvest
on species accumulation curves for oak herbivore communities of the Missouri
Ozarks. In Proceedings of the Second Missouri Ozark Ecosystem Project Symposium:
Post-Treatment Results of the Landscape Experiment, S.R. Shifley and ]J.M. Kabrick,
Eds. Saint Paul, MN: USDA Forest Service, North Central Research Station, pp.
183-195.

Marquis, R.J., and Lill, J.T. (2006). Effects of arthropods as physical ecosystem engi-
neers on plant-based trophic interaction webs. In Indirect Interaction Webs: Non-
trophic Linkages Through Induced Plant Traits, T. Ohgushi, T.P. Craig,and P.W. Price,
Eds. Cambridge: Cambridge University Press, pp. 246-274.

Marquis, R.J., Lill, J.T., and Piccinni, A. (2002). Effect of plant architecture on coloniza-
tion and damage by leaftying caterpillars of Quercus alba. Oikos 99:531-537.

Martinsen, G.D., Floate, K.D., Waltz, A.M., Wimp, G.M., and Whitham, T.G. (2000).
Positive interactions between leafrollers and other arthropods enhance biodiver-
sity on hybrid cottonwoods. Oecologia 123:82-89.

Mattiacci, L., and Dicke, M. (1995). The parasitoid Cotesia glomerata (Hymenoptera:
Braconidae) discriminates between first and fifth larval instars of its host Pieris



6 = Microhabitat Manipulation 135

brassicae on the basis of contact cues from frass, silk, and herbivore-damaged leaf
tissue. Journal of Insect Behavior 8:485-497.

McGugan, B.M. (1958). Forest Lepidoptera of Canada, Papilionidae to Arctiidae, Vol.
1. Ottawa: Department of Forestry of Canada.

Messina, F.J., Jones, T.A., and Nielson, D.C. (1997). Host-plant effects on the efficacy
of two predators attacking Russian wheat aphids (Homoptera: Aphididae). Envi-
ronmental Entomology 26:1298-1404.

Miliczky, E.R., and Calkins, C.O. (2002). Spiders (Araneae) as potential predators of
leafroller larvae and egg masses (Lepidoptera: Tortricidae) in central Washington
apple and pear orchards. Pan-Pacific Entomologist 78:140-150.

Moore, W.S., Koehler, C.S., and Frey, L.S. (1982). Fruittree Leafroller on Ornamentals
and Fruit Trees. Leaflet 21053c. Oakland: University of California Division of Agri-
culture and Natural Resources.

Morin, R.S., Jr., Liebhold, A.M., and Gottschalk, K.W. (2004). Area-wide analysis of
hardwood defoliator effects on tree conditions in the Alleghany Plateau. Northern
Journal of Applied Forestry 21:31-39.

Morris, R.F. (1972). Predation by insects and spiders inhabiting colonial webs of
Hyphantria cunea. Canadian Entomologist 104:1197-1207.

Moskal, L.M., and Franklin, S.E. (2004). Relationship between airborne multispectral
image texture and aspen defoliation. International Journal of Remote Sensing 25:
2701-2711.

Mothershead, K., and Marquis, R.J. (2000). Fitness impacts of herbivory through indi-
rect effects on plant-pollinator interactions in Oenothera macrocarpa. Ecology
81:30—40.

Mueller, U.G., and Dearing, D. (1994). Predation and avoidance of tough leaves by
aquatic larvae of the moth Parapoynx rugosalis (Lepidoptera: Pyralidae). Ecological
Entomology 19:155-158.

Murakami, M. (1999). Effect of avian predation on survival of leaf-rolling lepidop-
terous larvae. Research Population Ecology 41:135-138.

Murdoch, C.L., Tashiro, H., Tavares, ].W., and Mitchell, W.C. (1990). Economic damage
and host preference of lepidopterous pests of major warm season turfgrasses of
Hawaii, USA. Proceedings of the Hawaiian Entomological Society 30:63-70.

Nakamura, M., and Ohgushi, T. (2003). Positive and negative effects of leaf shelters
on herbivorous insects: Linking multiple herbivore species on a willow. Oecologia
136:445-449.

——. (2004). Species composition and life histories of shelter-building caterpillars on
Salix miyabeana. Entomological Science 7:99-104.

Odell, T.M., and Goodwin, P.A. (1984). Host selection by Blepjaripa pratensis, a tachi-
nid parasite of gypsy moth. Journal of Chemical Ecology 10:311-320.

Odling-Smee, F.J., Laland, K.N., and Feldman, M.W. (2003). Niche Construction: The
Neglected Process in Evolution. Princeton, NJ: Princeton University Press.

Oki, Y., and Varanda, E.M. (2000). Lepidoptera rollers and Byrsonima intermedia rela-
tionship: The role of secondary metabolites and nutritional status. In XXIth Inter-
national Congress of Entomology Abstracts. Iguassu Falls, Brazil: Embrapa.



136 11 EXAMPLES AND APPLICATIONS

Pasek, J.E., and Kearby, W.H. (1984). Larval parasitism of Psilocorsis spp. (Lepidoptera:
Oecophoridae), leaftiers of central Missouri oaks. Journal of the Kansas Entomo-
logical Society 57:84-91.

Peterson, S.C. (1986). Breakdown products of cyanogenesis: Repellency and toxicity
to predatory ants. Naturwissenschaften 73:627-628.

Pfeiffer, D.G., Kaakeh, W, Killian, ].C., Lachance, M.W., and Kirsch, P. (1993). Mating
disruption to control damage by leafrollers in Virginia apple orchards. Entomologia
Experimentalis et Applicata 67:47-55.

Powell, J.A. (1980). Evolution of larval food preferences in microlepidoptera. Annual
Review of Entomology 25:133-159.

Prentice, R.M. (1962). Forest Lepidoptera of Canada, Nycteolidae, Notodontidae, Noc-
tuidae, Liparidae, Vol. 2. Ottawa: Department of Forestry of Canada.

——. (1963). Forest Lepidoptera of Canada, Lasiocampidae, Drepanidae, Thyatiridae,
Geometridae, Vol. 3. Ottawa: Department of Forestry of Canada.

——. (1965). Forest Lepidoptera of Canada, Microlepidoptera, Vol. 4. Ottawa: Depart-
ment of Forestry of Canada.

Proulx, S.R., Promislow, D.E.L., and Phillips, P.C. (2005). Network thinking in ecology
and evolution. Trends in Ecology and Evolution 20:345-353.

Reavey, D. (1991). Do birch-feeding caterpillars make the right feeding choices? Oeco-
logia 87:257-264.

Remsen, J.V., Jr., and Parker, T.A., I1I. (1984). Arboreal dead-leaf-searching birds of the
Neotropics. The Condor 86:36—-41.

Robinson, S.K., and Holmes, R.T. (1982). Foraging behavior of forest birds: The rela-
tionships among search tactics, diet, and habitat structure. Ecology 63:1918-1931.

Roland, J. (1993). Large-scale forest fragmentation increases the duration of tent cat-
erpillar outbreak. Oecologia 93:25-30.

Ruehlmann, T.E., Matthews, R.W., and Matthews, J.R. (1988). Roles for structural and
temporal shelter-changing by fern-feeding lepidopteran larvae. Oecologia
75:228-232.

Ruohomaki, K., Chapin, F.S., III, Haukioja, E., Neuvonen, S., and Suomela, J. (1996).
Delayed inducible resistance in mountain birch in response to fertilization and
shade. Ecology 77:2301-2311.

Sagers, C.L. (1992). Manipulation of host plant quality: Herbivores keep leaves in the
dark. Functional Ecology 6:741-743.

Sandberg, S.L., and Berenbaum, M.R. (1989). Leaf-tying by tortricid larvae as an
adaptation for feeding on phototoxic Hypericum perforatum. Journal of Chemical
Ecology 15:875-885.

Scoble, M.]. (1992). The Lepidoptera: Form, Function and Diversity. Oxford: Oxford
University Press.

Seyffarth, J.A.S., Calouro, A.M., and Price, P.W. (1996). Leaf rollers in Ouratea hexa-
sperma (Ochnaceae): Fire effect and the plant vigor hypothesis. Revista Brasiliera
de Biologia 56:135-137.

Simard, M., and Payette, S. (2005). Reduction of black spruce seed bank by spruce

budworm infestation compromises postfire stand regeneration. Canadian Journal
of Forest Restoration 35:1686-1696.



6 Microhabitat Manipulation

Singh, O.P., and Rawat, R.R. (1979). Assessment of losses to mustard Brassica juncea
ssp juncea by the cabbage webworm Crocidolomia binotalis (Lepidoptera Pyrali-
dae). Indian Journal of Agricultural Science 49:967-969.

Sipura, M. (1999). Tritrophic interactions: Willows, herbivorous insects and insectivo-
rous birds. Oecologia 121:537-545.

Stamp, N.E. (1992). Relative susceptibility to predation of two species of caterpillar
on plantain. Oecologia 92:124-129.

Steiner, A.L. (1984). Observations on the possible use of habitat cues and token stimuli
by caterpillar-hunting wasps: Eudynerus foraminatus (Hymenoptera: Eumenidae).
Quaestiones Entomologicae 20:25-34.

Taylor, P.W., and Jackson, R.R. (1999). Habitat-adapted communication in Trite plani-
ceps, a New Zealand jumping spider (Aranae: Salticidae). New Zealand Journal of
Zoology 26:127-154.

Trimble, R.M., and Appleby, M.E. (2004). Comparison of efficacy of programs using
insecticide and insecticide plus mating disruption for controlling the oblique-
banded leafroller in apple (Lepidoptera: Tortricidae). Journal of Economic Entomol-
ogy 97:518-524.

Vasconcelos, H.L. (1991). Mutualism between Maieta guianensis Aubl., a myrmeco-
phytic melastome, and one of its ant inhabitants: Ant protection against insect
herbivores. Oecologia 87:295-298.

Vishakantaiah, M., and Jagabeesh Babu, C.S. (1981). Bionomics of the turf webworm
Maruca testulalis (Lepidoptera, Pyralidae). Mysore Journal of Agricultural Science
14:529-532.

Wagner, D.L. (2005). Caterpillars of Eastern North America. Princeton, NJ: Princeton
University Press.

Wagner, M.R., and Raffa, K.F. (1993). Sawfly Life History Adaptations to Woody Plants.
New York: Academic Press.

Walz, AM., and Whitham, T.G. (1997). Plant development affects arthropod
community structure: Opposing impacts of species removal. Ecology 78:2133—
2144.

Weiss, M.R. (2003). Good housekeeping: Why do shelter-dwelling caterpillars fling
their frass? Ecology Letters 6:361-370.

——. (2006). Defecation behavior and ecology of insects. Annual Review of Entomol-
0gy 51:635-661.

Weiss, M.R., Lind, E.M., Jones, M.T., Long, ].D., and Maupin, J.L. (2003). Uniformity
of leaf shelter construction by early-instar larvae of Epargyreus clarus (Hesperi-
idae), the silver-spotted skipper. Journal of Insect Behavior 16:465-480.

Weiss, M.R., Wilson, E.E., and Castellanos, 1. (2004). Predatory wasps learn to over-
come the shelter defences of their larval prey. Animal Behavior 68:45-54.

Wilby, A., Shachak, M., and Boeken, B. (2001). Integration of ecosystem engineering
and trophic effects of herbivores. Oikos 92:436-444.

Willmer, P.G. (1980). The effects of a fluctuating environment on the water relations
of larval Lepidoptera. Ecol. Entomology 5:271-292.

——. (1982). Microclimate and the environmental physiology of insects. Advances in
Insect Physiology 16:1-57.

137



138 11 EXAMPLES AND APPLICATIONS

Wright, J.P., and Jones, C.G. (2006). The concept of organisms as ecosystem engineers
ten years on: Progress, limitations, and challenges. BioScience 56:203-209.

Wright, J.P., Jones, C.G., and Flecker, A.S. (2002). An ecosystem engineer, the beaver,
increases species richness at the landscape scale. Oecologia 132:96-101.

Zalucki, M.P., Clarke, A.R., and Malcolm, S.B. (2002). Ecology and behavior of first
instar Lepidoptera. Annual Review of Entomology 47:361-393.



CARPOBROTUS AS A CASE STUDY OF THE
COMPLEXITIES OF SPECIES IMPACTS

Nicole Molinari, Carla D’Antonio,
and George Thomson

7.1 = INTRODUCTION

Along-held interest among ecologists has been to understand traits that
characterize species that have dramatic effects on ecosystem structure
or functioning. From the plant perspective, Hans Jenny, in his classic
work on soil formation, included “the organism,” and in particular,
plants, as one of the state factors affecting ecosystem development
(1958). Likewise early plant ecologists such as Cowles and Clements
recognized the important role that individual plant species play in ame-
liorating abiotic stresses and thus affecting rates or patterns of succes-
sion (Cowles 1911, Clements 1916). Hence the general importance of
individual plants to shaping ecosystem development has long been rec-
ognized. Nonetheless, the context specificity of plant species effects and
the mechanisms through which they are exerted was largely unstudied
until the rise in interest in invasive, non-native species beginning in the
early 1990s. Since that time many examples of plant species effects have
been documented and several reviews written (e.g., Vitousek 1990,
D’Antonio and Vitousek 1992, Mack and D’Antonio 1998, Ehrenfeld 2003,
Levine et al. 2003, D’Antonio and Corbin 2003, D’Antonio and Hobbie
2005), including attention to the conceptual problem of defining types
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of impacts, and how and when they arise (e.g., Chapin et al. 1996, Parker
et al. 1999). These latter authors stress that a species impact arises from
a combination of its abundance and its per capita impacts. A species
where individuals have a small per capita effect can still have a large
impact if the species becomes very abundant. An example of such a
species is a fire-promoting annual grass like Bromus tectorum: Individu-
als are diminutive in size, but together their horizontal continuity and
slightlyless decomposable tissue mass (relative to native annuals) creates
a fine fuel bed that has dramatically changed sagebrush steppe ecosys-
tems through the spread of lightning-ignited fires. By contrast, a species
where individuals have a large per capita effect due to some unique
feature may not have to be abundant numerically to have a notable
impact. This is likely common for introduced top predators. For plants
this condition can result when an alien species performs a novel func-
tion in its introduced range, such as a nitrogen-fixing tree invading early
successional sites previously lacking them (Vitousek et al. 1987). Even
then it is not clear at what point effects are observed beyond the
immediate sphere of an individual plant.

Simultaneous with this rise in interest in species invasions has been a
rise in interest in the topic of individual species as ecosystem engineers
(Jones et al. 1994, 1997). Generally speaking, species that are considered
ecosystem engineers directly or indirectly alter biotic and abiotic materi-
als within an environment. Autogenic engineers change the physical
structure through their own body form while allogenic engineers indi-
rectly transform the environment through their effects on important
ecosystem processes (Jones et al. 1994). Numerous species may fall under
these broad categories, but those species that are necessary to maintain
valued ecosystem structure and functioning should be of primary concern
to managers and conservation biologists. Likewise, species whose inva-
sion causes dramatic negative changes in important or valued ecosystem
properties should also be of conservation concern, particularly species
that create positive feedbacks that are difficult to disrupt or reverse.
Those invader species that alter large-scale ecosystem structure and
function have been referred to as “transformer species” (Richardson et al.
2000a) and these may also be considered to be ecosystem engineers
under a broad definition of engineering. Whether particular pathways of
engineering are more common among invasive non-native species is not
known. Crooks (2002) reviewed invasive species impacts in light of eco-
system engineering and concluded that many allogenic engineer-invad-
ers have unique traits that are responsible for major changes such as
alterations in fire regimes (e.g., fire-enhancing grasses; D’Antonio and
Vitousek 1992, D’Antonio 2000) or large increases in soil nitrogen pools
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(Vitousek et al. 1987, Stock et al. 1995, Yelenik et al. 2004). Some of these
invaders, such as fire-enhancing grasses, create positive feedbacks that
further promote the altered ecosystem state. Crooks’s discussion of
unique traits is identical to the earlier suggestion of Chapin et al. (1996)
that “discrete trait invaders” would have larger effects than “continuous
traitinvaders”—that s, species with discretely different traits would have
effects that are manifested more rapidly and intensely than species with
traits that overlapped with residents. Whether all of these discrete trait
invaders qualify as engineers depends on the breadth of definition of this
concept. More critical from our perspective is whether impacts are pre-
dictable, cause substantial changes in the living conditions for other
species, and are readily reversible.

Despite widely cited examples that support the hypothesis that trait
uniqueness is critical to impact, very few studies of plant invaders actu-
ally compare species impacts across a range of environments where
residents vary in their trait values relative to invaders or where invaders
vary in their biomass or abundance. Such evaluations would aid in pre-
dicting impacts of future invasions and generate an understanding of
how rapidly impacts emerge, where they are likely to be most severe, and
how hard they are to reverse. Within a single habitat, the impact of a
species as an “engineer” could depend on how abundant it is within the
site. When the species is uncommon, as in early invasion stages, it may
not have a big enough effect to be classified as an engineer, and it may
be only when the species completely dominates the site that it can be
fully categorized as an engineer.

Most definitions of ecosystem engineering involve descriptions of
species that alter habitat structure and abiotic features of the environ-
ment in some way. An unanswered question is when might an invader
simplify versus diversify environmental heterogeneity? Crooks (2002)
points out that some invaders enhance species diversity while others
decrease it, and this may be the result of whether the invader adds struc-
ture or simplifies structural complexity and homogenizes resource avail-
ability. Similarly, comparison of an invader’s ability to alter ecosystem
properties across habitats allows insight into the conditions under which
an invader might facilitate further spread (ala Simberloff and Von Holle
1999, Richardson et al. 2000b) versus reduce the likelihood of further
spread.

Here we present a discussion of one invasive plant species that we
believe can act as both an autogenic and an allogenic engineer poten-
tially influencing resident species composition and ecosystem processes
through any of several pathways. Our goals are: (1) to demonstrate how
a single species can have effects through multiple pathways, some of
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which are ecosystem engineering; (2) to explore the context specificity
of impact; and (3) to stimulate discussion about the strength and revers-
ibility of various impacts. Rather than demonstrating that one species is
definitively an ecosystem engineer, we aim to demonstrate the useful-
ness of invasive species as tools for studying questions about the rela-
tionship between abundance and impact, invader and resident relative
traits, and reversibility of different types of impacts.

7.2 = CARPOBROTUS AS AN ECOSYSTEM ENGINEER
SPECIES BACKGROUND

Carpobrotus edulis (highway iceplant, hottentot fig) is a succulent,
mat-forming perennial plant native to South Africa that grows almost
like a vine, spreading from an initially central stem and able to overgrow
adjacent plants growing low to the ground (Figure 7.1). Stems root at the
nodes as they grow and individual branches can live independently if
severed from the initial main stem. Individual plants can live for decades.
Stems layer over one another forming mats that can reach up to 30 cm

FIGURE 7.1 Transect through a highly invaded backdune community at Vandenberg Air
Force Base, California. The mat forming C. edulis can be seen along the entirety of the
transect. (See color plate.)
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or more in depth and more than 8 m in diameter (D’Antonio, personal
observation). The growth form can be thought of as a dense blanket that
carpets the soil surface. Stems grow up onto short stature shrubs and
subshrubs and eventually completely cover them. Occasionally stems
are found blanketing shrubs up to 1 m tall, although this is not typical.

Carpobrotus edulis is considered an invasive weed in California,
Australia, France, Spain, and the Balearic Islands of the Mediterranean.
It was apparently introduced into California in the early 1900s from
South Africa because of its potential to stabilize dune soils. By the 1980s
it was recognized as an invasive species of native coastal habitats (e.g.,
Hoover 1970, Zedler and Scheid 1988). D’Antonio (1990) demonstrated
that its indehiscent fruits are eaten by a variety of native vertebrates that
inadvertently disperse the seed to new locations.

Controls over the invasion of C. edulis into “native” or unmanaged
plant communities have been well studied in California. Seedlings of the
species are readily consumed by native generalist herbivores, slowing
rates of invasion into most habitats (D’Antonio 1993). Establishment
probabilities were lowest in coastal scrub sites due to extremely high
rates of herbivory by rabbits. Seedlings in dune sites suffer from physio-
logical stress and some herbivory resulting in intermediate establish-
ment probabilities. Seed establishment probabilities are highest in
grassland sites where soil disturbance by animals is highest and native
vegetation is not competitive once C. edulis is established.

We chose to use C. edulis as a case study for several reasons. It is an
ideal species to assess the impacts of organisms with unique traits,
because it has succulent leaves and a mat-forming prostrate growth
form that is largely unique in comparison to most other native Califor-
nian plant species in the habitats where it is invading. It grows low to the
ground, which also contrasts with the generally taller growth forms that
dominate several of the habitats where it invades. This is in contrast to
many autogenic engineers that appear to introduce taller, more complex
structures. Because the species invades a range of coastal habitats and
invades relatively slowly, we could measure impact across different habi-
tats at different stages of invasion within any one habitat type. While C.
edulis has been demonstrated to have negative effects on the growth of
neighbors (e.g., D’Antonio and Mahall 1991), mechanisms of impact are
not fully understood. From the perspective of engineering, its dense
blanket-like form alters the soil surface, the rooting environment, and
the chemistry of the soil. At alarger scale, its provision of fruits to animals
at a time of year when little else is available (D’Antonio 1990a) could
have significant trophic-level impacts. Figure 7.2 presents a schematic
of the array of impacts caused by this species. In following text we briefly
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FIGURE 7.2 Conceptual diagram of multiple pathways of impact caused by C. edulis.

discuss these, using preliminary and unpublished data to make several
points about impacts and the extent to which C. edulis functions as an
ecosystem engineer.

IMPACTS RELATED TO ABOVEGROUND GROWTH FORM

We hypothesized that along an environmental gradient (dune to
coastal sage scrub) C. edulis will have differential impacts depending on
the community in which it invades. More specifically, we expected envi-
ronmental modifications to be less extreme in the dune communities
because they are dominated by more prostrate growth forms, while
impacts should have been greater in shrub-dominated communities
such as the coastal sage scrub and chaparral because of the difference
in life form. As a first step toward testing this hypothesis, we sampled
from two plant community types being invaded by C. edulis. We docu-
mented vegetation height, species affiliations, light availability at the soil
surface, and vegetative and litter biomass at low, intermediate, and high
abundances of C. edulis in backdune and coastal sage scrub sites at
Vandenberg Air Force Base, in Santa Barbara County, California.

Vegetation height is an important component in the determination of
a community’s structural complexity. The maintenance of vegetative
complexity is important to the preservation of the native fauna within a
given community. Therefore structural engineering induced by the
stature of C. edulis may provide insight into the impacts these autoge-
nic changes have on invertebrate, bird, reptile, and mammalian
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FIGURE 7.3 Average of maximum vegetation heights along 30m transects. Height was
measured every 0.3m along non-, moderately, and highly invaded backdune and
coastal scrub sites (N = 100). Effects of C. edulis invasion were not significant for back-
dune sites (ANOVA, F =2.74, P = 0.066). In the coastal scrub, Turkey’s post hoc analy-
sis shows significant differences across all levels of invasion (ANOVA, F = 99.0, P <
0.001). Values are means and 1 SE.

communities. In our study, C. edulis differentially altered vegetation
height and distribution in backdune and coastal sage scrub communi-
ties. Backdune communities in this region are typically dominated by
low-growing species, such as Abronia spp., Carex pansa (a low-growing
rhizomatous sedge), Dudleya caespitosa, and some prostrate shrubs
(Holland and Keil 1995). In contrast to the backdune sites, coastal sage
scrub is dominated by woody shrubs 1-2m tall, with little herbaceous
understory. We therefore predicted that when C. edulis becomes domi-
nant in the coastal sage scrub, it should cause a decline in vegetation
stature while this is less likely to be the case in the backdune. The back-
dune community that we sampled contained low-growing dune vegeta-
tion punctuated with scattered shrubs. We found no change in vegetation
height across the three levels of C. edulis invasion (Figure 7.3) sampled,
supporting our prediction that the vertical structure of backdunes will
have minimal changes following the invasion of C. edulis.

By contrast, we found that the maximum height of vegetation declined
dramatically in fully invaded coastal sage scrub sites (Figure 7.3). It did,
however, remain the same for noninvaded and partially invaded coastal
sage scrub sites. Indeed, our qualitative observations suggest that C.
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TABLE 7.1 A point intercept was employed along an invasion gradient in back-
dune and coastal scrub communities. Hits at the soil surface were recorded every
0.3 meters along a 30-meter transect in uninvaded, moderately invaded, and

highly invaded sites.

Bare Ground Native Litter C. edulis Litter
Backdune
None 58 41 0
Moderate 19 55 26
High 4 0 96
Coastal scrub
None 5 91 0
Moderate 0 20 82
High 0 0 100

edulis actually may increase the structural complexity of sites where it
dominates only partially. This occurs through the addition of a low-
growing succulent understory to an otherwise shrub-dominated com-
munity with occasional erect herbs. By contrast, coastal scrub sites
completely dominated by C. edulis had almost completely lost their
shrub component. D’Antonio (1993) and Vila and D’Antonio (1998a)
both suggest that invasion of C. edulis into shrublands is a slow process
due to herbivory by resident rabbits. Yet it proceeds as C. edulis plants
find spatial or temporal refuges from herbivory. Fire can trigger the loss
of shrubs and speed conversion to full C. edulis dominance, at which
point the community has very low structural complexity and does not
revert to a shrubland.

Additional engineering brought about by alterations in horizontal veg-
etation cover may also affect organisms, including other plant species.
For example, alterations in vegetative cover may have profound influ-
ences on seedling recruitment because thick matted vegetation can
function as a barrier to seed germination or to seedlings being able to
get their roots down into mineral soil. Because we are particularly inter-
ested in how C. edulis alters the soil surface, we performed point inter-
cept readings across a 30 m transect in uninvaded, moderately, and
highly invaded sites. We found that in the backdune there was a decrease
from roughly 60% bare ground in noninvaded sites to 4% in invaded sites
(Table 7.1). We also found that highly invaded backdunes had a reduc-
tion in litter deposition by native species (Table 7.1), but had a signifi-
cant increase in total litter as a result of increased accumulation under
mats of C. edulis (Table 7.1 and Figure 7.4). This finding is most likely a
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FIGURE 7.4 Biomass of dry litter along noninvaded, moderately invaded, and highly
invaded backdune and coastal scrub transects. A minimum of three 1 m x 1 m plots were
sub-sampled per site. Post hoc analysis determined that litter was significantly greater in

highly invaded backdune (ANOVA, F = 4.65, P < 0.05) and coastal scrub sites
(ANOVA, F = 19.85, P < 0.01). Values are means and 1 SE.

result of highly invaded sites having a significant reduction in the abun-
dance of native species coupled (Figure 7.5) with a 15-fold increase in
total community biomass that accompanies C. edulis invasion (wet
biomass (g) = 417 £ 190 SE in noninvaded and 6124 + 905 SE in highly
invaded sites).

In contrast to dune sites, noninvaded coastal sage scrub sites were
characterized by having very little bare ground and an abundance of
native species litter (Table 7.1). As coastal scrub sites were invaded by C.
edulis there was a decrease in native litter from 90% to 20% in intermedi-
ate invaded sites, which was further reduced to zero in the fully invaded
site (Table 7.1). While it might appear superficially that the shift in domi-
nance from native litter to C. edulis litter is just a matter of replacement
with little effect on seedling establishment, in fact the biomass of C.
edulis litter is quite different from the biomass of native litter (in pre-
invasion condition). There was a 450% increase in the weight of litter per
meter” between noninvaded and invaded sites (Figure 7.4). This litter
tended to carpet the soil in a 5-10cm layer and could be a physical
barrier to seed germination or establishment.

Vegetative cover generated by dense C. edulis mats significantly altered
light availability at the soil surface of both backdune and coastal scrub
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Average number of native plant species hit along noninvaded, moderately
invaded, and highly invaded backdune and coastal scrub transects. Line intercept
method was employed, and the total number of native species hit every 0.3 m along the
30m transect (N = 100) was recorded. Post hoc comparisons show that native species
were significantly reduced in highly invaded backdune sites (ANOVA, F = 47.18, P <
0.001). In addition, there was a significant decrease in native species across all levels
of invasion in coastal scrub sites (ANOVA, F = 92.62, P < 0.001). Values are means
and 1 SE.

communities (Figure 7.6). For example, highly invaded backdune sites
had roughly a 40% decrease in photosynthetic active radiation (PAR) at
the soil surface when compared to noninvaded sites (Figure 7.6), poten-
tially making it difficult for seedlings of any species to become estab-
lished or for plants that resprout from basal meristems to regrow each
year. The shrub canopy in the “native” coastal sage scrub site resulted in
substantially lower light levels at the soil surface than in backdune sites
(Figure 7.6). Nonetheless, the coastal sage scrub canopy is not impene-
trable to light, and patches of PAR are present but variable at the soil
surface. As a result, similar to dune sites, invaded coastal sage scrub
experienced a significant decrease in light availability at the soil surface
(Figure 7.6) due to the continuous vegetative cover in invaded C. edulis
sites.

Our investigations suggest that C. edulis effectively simplifies com-
munities, through its ability both to reduce vegetation height and to
homogenize horizontal vegetative cover. Even though vertical structure
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Percent of available photosynthetic active radiation (PAR) at the soil surface.
Measurements were taken every 3m along a 30m transect in noninvaded, moderately
invaded, and highly invaded backdune and coastal scrub site (N = 10). Post hoc analysis
shows a significant difference between noninvaded and highly invaded backdune sites
(ANOVA, F = 5.09, P < 0.05) and significantly less light availability in highly invaded
coastal scrub sites (ANOVA, F = 4.62, P < 0.05). Values are means and 1 SE.

in the dune community was not affected by C. edulis invasion, we found
that horizontal cover, light availability, and native species richness were
decreased along highly invaded backdune and coastal sage scrub tran-
sects. This environmental homogenization may happen along different
invasion trajectories in the backdune and coastal sage scrub. Although
C. edulis seedlings are susceptible to physiological stress in the back-
dune and young plants grow slowly there (D’Antonio 1993), loss of open
space will be a strict function of invasion and growth rates. Invasion into
coastal scrub sites will proceed very slowly because of intense herbivory
by native generalist herbivores (D’Antonio 1993, Villa and D’Antonio
1998a), thus creating a long period of time when coastal scrub commu-
nities may be more structurally diverse.

Regardless of temporary enhancement to the coastal scrub commu-
nity, however, the fate of the coastal sage scrub in the face of C. edulis
invasion is ultimately similar to that of the backdune: reduced structural
and physiognomic heterogeneity due to invasion. A trigger such as fire
that reduces the coastal sage scrub shrubs while not affecting iceplant
will likely push the coastal sage scrub community more rapidly into full
C. edulis dominance. Iceplant is unaffected by fire because of its highly
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succulent nature and close conformity to the soil surface. The inability
of native plant species to regenerate in highly invaded C. edulis com-
munities may result from the dense mat-forming nature of C. edulis, its
effects on light resources, and its access to the soil surface.

BELOWGROUND IMPACTS OF C. EDULIS

Carpobrotus edulis, like several other dune-growing species such as
European beach grass (Ammophila arenaria), was introduced into Cali-
fornia to stabilize sand dunes. Its ability to stabilize dunes is a result of
its dense fibrous rooting in the upper meter of the soil profile. Most
native dune species in California are deeply rooted without dense fibrous
roots immediately below the surface. While careful comparisons of C.
edulis and co-occurring California native species rooting patterns have
not been made, we do know that in some habitats C. edulis has extremely
dense fibrous roots that are fundamentally different in density, biomass
per unit area, and distribution than some of the California coastal shrubs
(D’Antonio and Mahall 1991). These authors showed changes in rooting
pattern in two native shrub species due to C. edulis invasion with appar-
ently detrimental effects on water availability to the shrubs. This in itself
may simply be viewed as interference competition for alimiting resource,
but there may be other structural changes to the belowground environ-
ment due to this dense rooting pattern that qualify this species as a
“belowground” engineer.

D’Antonio (1990b) documented that C. edulis can alter soil chemical
properties with the most pronounced and consistent effects being on
soil pH and calcium. Sampling four different community types, she
found that C. edulis can dramatically reduce soil pH in grassland, coastal
scrub, and maritime chaparral ecosystems (Figure 7.7) but found very
little evidence of a consistent pH effect in dune sites. These data there-
fore suggest that changes to soil chemistry are habitat specific. The
mechanism through which pH is altered is unknown and may be related
to salt uptake by growing plants, H* ion exudation to balance ammo-
nium or other cation uptake or production of organic acids during
decomposition of the abundant litter that accumulates under C. edulis.
In support of this latter hypothesis D’Antonio (1990b) shows a small but
significant decline in pH could be induced by piling iceplant litter onto
a grassland soil. Understanding this mechanism is important because it
would provide insight into the situations in which Carpobrotus will have
strong effects and also the potential for reversal of those effects. Further
sampling across a broad range of sites in coastal California with varying
levels of Carpobrotus abundance suggests that the alteration of soil
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Impacts of C. edulis clones on soil pH and calcium. Modified from D’ Antonio
(1990b). Soil cores were taken (10cm deep) from under 12 clones of C. edulis spread
out across a large area of each vegetation type and compared with soils from under
“native” vegetation 1-2 m away from the C. edulis plants. Only C. edulis plants more
than 3 m in diameter were sampled. Soil samples were air dried and then pH measured
in a 2:1 waterto-soil slurry. Calcium was measured in mg/g soil after ammonium
acetate extraction of air dried soils. For both pH and calcium, differences between under
and away from C. edulis were significant at P < 0.001 using two-way ANOVAs, except
for at the backdune sites where P > 0.16.

chemistry by C. edulis is somewhat proportional to abundance (Figure
7.8). In sites where cover of Carpobrotus was higher, soil pH was gener-
ally lower. In France, Suehs (2005) found that C. edulis had a significant
acidifying effect on soil pH.
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FIGURE 7.8 Relationship between Carpobrotus cover and soil pH across sites in coastal
California. Figure modified from Albert (1995). Regression: R square = 0.1684, P =
0.009, N = 39.

In addition to altering soil pH, D’Antonio (1990b) found that Carpo-
brotus caused significant declines in soil calcium (Figure 7.7) at the
acidified sites and a weak but significant overall increase in sodium
across all sites combined (data not shown). All sites showed more sodium
under C. edulis (average = 0.116 mg/g soil under versus 0.096 away), but
variability was high among samples and sites so that the positive effect
of C. edulis on sodium is seen only when all sites are considered together.
It is not known whether the decreased levels of calcium observed would
affect the ability of other species to grow in these soils although the per-
centage reduction is high (approximately 70%). D’Antonio (1990b) fol-
lowed soil cation levels after C. edulis removal in a grassland site where
C. edulis had caused a fivefold reduction in soil Ca™. After 31 months,
levels in removal plots were unchanged suggesting this soil property is
slow to recover. Calcium is deposited in coastal sites through marine
aerosol deposition or dust (e.g., Schlesinger and Hasey 1980, Chadwick
et al. 1999). Hence it could be slowly replaced after C. edulis is removed
from the site although this did not appear to happen over the 2-plus
years of monitoring. Schlesinger and Hasey (1980) found deposition of
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Ca™ in a chaparral area in Santa Barbara County was much greater on
plant leaves than away from plants and perhaps the lack of leaf material
in C. edulis removal plots impedes the deposition of elements back into
the soil. The buildup of sodium in soils under C. edulis is relatively slight
and it is not known if levels can become high enough as to inhibit other
species.

/.3 = DISCUSSION
CARPOBROTUS EFFECTS ON ABOVEGROUND HETEROGENEITY

In areview of habitat heterogeneity, Tews et al. (2004) found 75 studies
positively linking structural complexity and biodiversity. In addition,
they pose that the scale at which heterogeneity is measured plays an
integral role in its affect on biodiversity of particular groups of species
(Tews et al. 2004) because the scales at which microfauna and macro-
fauna operate (e.g., home range and dispersal) are variable. Carpobrotus
edulis can exert impacts as an autogenic engineer at multiple scales. At
local scales, C. edulis homogenizes architectural complexity, which may
result in local extirpation of taxa via competitive exclusion of other plant
species that function as autogenic engineers. In the case of C. edulis, its
low growth form may exclude fauna that require large stature plants for
nesting sites or shelter. However, micro- and macro-invertebrates may
utilize the physical growth form of C. edulis and therefore may be locally
abundant in highly invaded patches. At the landscape scale, patches of
invaded habitat increase the heterogeneity of the regional community.
Based on the work presented by Tews et al. (2004) we expect that this
increased large-scale heterogeneity may be coupled with increased bio-
diversity. Although in theory increased heterogeneity should increase
biodiversity, the fact remains that low-growing, dense architecture and
dense litter of C. edulis creates patches of land seemingly uninhabitable
by other species. This uninhabitable matrix can be considered a novel
type of autogenic engineering when viewed from the landscape scale.

At local scales, the introduction of a plant species into new habitats
can have three consequences on the structural heterogeneity of the veg-
etation. First, it might be assumed that, when the invader is similar in
growth form to the native plant species, the invader will have minimal
impacts as an autogenic ecosystem engineer. However, Gjerde and
Saetersdal (1997) found that bird diversity was highest in mosaics of
native pine forests mixed with nonnative spruce, but was lowest in pure
stands of nonnative spruce. The mechanisms driving avian communities
to prefer pure stands of pine over non-native spruce may be due to
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alterations of trophic interactions associated with reductions in native
pine species, rather than architectural alterations reducing habitat and
breeding sites. We suspect that the per capita impact of invaders with
similar growth form as the resident community may be minimal in com-
parison to invasive species with unique growth forms that alter both the
physical environment and trophic interactions.

The introduction of unique growth forms can alter vegetation struc-
ture by either increasing or decreasing the height of the vegetation.
For example, the addition of the non-native tree, Melaleuca quinque-
nervia, adds a woody component to an otherwise low-growing
sawgrass wetland in Florida. During moderate levels of invasion, species
richness of wildlife increased in the wetlands (mainly driven by avian
communities, but also by mammals and macro-invertebrates) (O’Hare
and Dalrymple 1997). However, in monospecific stands of M. quinque-
nervia there are reductions in fish, macro-invertebrate, and mammalian
abundance (Ceilley et al. 2005), indicating that monospecific stands
decrease goods and services. The mechanism through which M. quin-
quenervia disrupts the functioning of sawgrass wetlands is not fully
understood, but its impacts are most likely a combination of habitat
engineering and its ability to break down trophic interactions. Lastly,
there are few examples of invasive species that decrease the height of
vegetation as does C. edulis. In coastal scrub sites we found that highly
invaded communities were transformed from shrublands to low-growing
mats of C. edulis. The loss of the shrub component in the coastal scrub
will surely have impacts on habitat use by other organisms and
on trophic interactions, as well as biophysical effects on the local
microclimate.

In addition to altering the vegetation structure, a species like C. edulis
can affect higher trophic levels by providing food or pollen resources that
supplement those otherwise available. Carpobrotus edulis has large,
showy flowers that are open from March to June. Hybridization with
another introduced congener, C. chilensis, can further extend the flower-
ing season (Vila et al. 1998). The dense nature of Carpobrotus flowers
and the long season of flowering relative to most native species (personal
observation) suggest that the presence of Carpobrotus in California
could supplement the wide range of native generalist pollinators that
appear to use it (Vila et al. 1998). Whether this in turn disrupts native
plant-pollinator interactions in California is not known. C. edulis has
been shown in the Balearic Islands to disrupt the pollination success of
native plant species, although this depended on native composition,
insect abundance, and the abundance of C. edulis (Moragues and Raveset
2005). The eventual homogenization of pollen resources as Carpobrotus
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takes over a site could lead to loss of specialist insect pollinators or
herbivores.

Carpobrotus edulis may also exert impacts on native mammal popula-
tions by dramatically altering the quantity and quality of food supply.
While the fruiting of many coastal species in California has similar phe-
nology as C. edulis, the native species typically have dry pappus seeds
that likely result in a lower nutritional value. By contrast, C. edulis has a
fleshy fruit with 80% water content and high energy content (Vila and
D’Antonio 1998c). Native mammals such as brush rabbits (Sylvilagus
bachmanii), mule deer (Odocoileus hemionus), ground squirrels (Sper-
mophilus beecheyi), and black-tailed jackrabbits (Lepus californicus) are
common in these habitats. The period when C. edulis fruits are ripe
(typically summer and early fall) are the driest times of year in this Medi-
terranean climate, and the provision of fruits to these mammals may
supplement populations at a time that is otherwise physiologically
stressful for these species. D’Antonio (1990) and Vila and D’Antonio
(1998c) observed >90% fruit harvesting rates in C. edulis in California
during summer and fall. Increased mammal populations could acceler-
ate the loss of other plant species as Carpobrotus invades. In addition,
increases in frugivorous mammal populations may exert strong trophic
alterations via increased numbers of higher predators. The quantity and
quality of fruit produced by C. edulis are distinct in comparison to native
plant species and therefore may have dramatic impacts directly on
frugivorous mammals, as well as indirect effects on primary producers
and predators.

Overall, there are two emerging themes. First, autogenic engineers will
most likely have the greatest impacts on communities in which they are
structurally unique. This is not to say that spruce invasion into pine
forests and C. edulis invasion into backdunes will not have large impacts
on these systems; rather, they will most likely affect these systems by
altering trophic interactions. We suspect that invasions that introduce a
novel growth form into a resident community (such as M. quinquenervia
into wetland or C. edulis into shrub-dominated communities) will have
more severe impacts, because not only is there degradation of trophic
interactions between native species, but there also is the minimization
of shelter and breeding sites brought about through autogenic engineer-
ing. Second, as invasions progress, the ecosystem level effects change.
In moderately invaded sites there may be a temporary increase in com-
munity complexity, resulting in a temporary increase in biodiversity.
However, as the invasion progresses, the end product is quite often a
monoculture that may facilitate only a few species (such as Carex pansa
[see following text] or small herbivores for C. edulis) but create a net loss
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of biodiversity through homogenization of the environment resulting in
resource loss for multiple species.

ABIOTIC STRESS AND ENGINEERING

In previous studies, D’Antonio (1993) and Vila and D’Antonio (1998a,
1998b) demonstrate that backdune sites are more stressful locations for
C. edulis growth and establishment than are more stabilized and better
vegetated sites such as the coastal scrub site studied here or coastal
grassland sites. Dunes typically have more open soil, less stable soil, and
greater wind and water stress than more stabilized soil formations such
as those that support chaparral or coastal sage scrub. Nonetheless,
Carpobrotus tolerates the stress of the dune environment well and ulti-
mately can reach almost continuous cover in such sites as demonstrated
by our transect through the invaded backdune and through the extensive
surveys of Albert (1995).

Numerous studies have validated the importance of facilitation in abi-
otically stressful environments including dunes (e.g., Lortie and Turking-
ton 2002, Lortie and Callaway 2006). Theoretically, then, a stress-tolerant
species like C. edulis could facilitate the establishment of other species
by ameliorating the abiotic stresses in the local habitat. This would occur
if its positive effects on the physical environment outweighed biological
interactions such as competition for soil resources that might also occur.
In contrast to the dune environment, the coastal sage scrub site has
more soil organic matter and higher vegetative cover, and it should be
less subject to wind and water stress. As a result, the potential impor-
tance of facilitation through amelioration of abiotic stress by C. edulis
should be low at this site.

We found some evidence for facilitative effects of C. edulis in this dune
site. This evidence consisted of an increase by 8 cm of the average height
of the sedge Carex pansa, which was often grazed close to the soil surface
in the absence of C. edulis (Figure 7.9). Carex pansa was the most com-
monly encountered native backdune species at our study sites. This rhi-
zomatous spreading species appears to tolerate growing under some C.
edulis and may perhaps benefit by escaping herbivory in its presence.
However this species was in low abundance in the completely invaded
dune site (Figure 7.9). Unfortunately we do not know if it was never there
or if it succumbs to competition when C. edulis cover gets high. Like C.
edulis, C. pansa proliferates most of its roots in the upper half meter of
soil and so in the long run it may compete more directly with C. edulis
for root space than does the more deeply rooted E. ericoides, which per-
sisted even in the heavily invaded dune. We also found slightly higher
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Carex height (cm)

none moderate high

Average height of Carex pansa along a 30m transect in a noninvaded,
moderately invaded, and highly invaded backdune. Post hoc analysis shows differences
in C. pansa height across the invasion gradient (ANOVA, F = 12.44, P < 0.01, Nong
= 18, Nimoderate) = 31, Njnigny = O). Values are means and 1 SE.

abundance of Dudleya caespitosa along the partially invaded transect
compared with either of the other dune transects. We cannot rule out a
pre-existing difference between the sites but the sites are in very close
proximity and have the same slope and aspect. Also D’Antonio (unpub-
lished) found that heavy herbivory by deer occurred on Dudleya when
C. edulis was removed from around it, suggesting a protective function
offered by C. edulis. Despite the lack of rigorous data relevant to this
issue, we feel that invasive species entering a range of abiotic environ-
ments offer the opportunity to explore when ecosystem engineers might
act as facilitators via their effects on the harshness of the environment.
In this case, the modulating effect of the invader on the soil surface was
overridden by either the volume or chemistry of the accumulated litter
material.

CARPOBROTUS AS A SOIL CHEMISTRY ENGINEER

Since the rise in interest in impacts of invasive species, many studies
have documented that non-native species can alter soil properties
including total and available nitrogen pools, soil carbon, soil salinity, and
soil microbial communities (Vivrette and Muller 1977, Ehrenfeld 2003,
D’Antonio and Corbin 2003, Hawkes et al. 2006, Batten et al. 2006). Few
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of these changes have been definitively linked to altered species compo-
sition and ecosystem development. Likewise the effect of C. edulis on
the soil is a clear and potentially biogeochemically important plant-
driven change, but its implications for long-term successional change or
ecosystem function change are less clear. It has not been demonstrated
that the changes to pH or cations are creating positive feedbacks that
favor further C. edulis growth. Carpobrotus edulis patches can persist
almost unchanged for decades (D’Antonio, personal observation), but
the relative contributions of soil effects, litter buildup, outright shading
by the C. edulis canopy, or competition for water and nutrients in causing
declines to natives has yet to be determined.

A close relative of Carpobrotus edulis, Mesembryanthemum crystalli-
num (crystalline iceplant) was one of the first plant species to be dem-
onstrated to have a strong effect on soil chemistry and in particular soil
salinity (Vivrette and Muller 1977). Unlike C. edulis, however, M. crystal-
linum is an annual species that largely invades annual-dominated eco-
systems, and the mechanism through which it alters soil chemistry and
ecosystem dynamics is relatively straightforward. After germination in
the fall, M. crystallinum plants concentrate salts from throughout the
soil profile into live leaves thereby reducing soil salinity in the vicinity of
their roots. But when plants cease to grow and then senesce in the
summer and fall, the salts in the tissues are deposited on the soil surface
resulting in very high salinity levels at the soil surface. This in turn inhib-
its the germination and growth of other potentially co-occurring species
and thereby controls community dynamics (Vivrette and Muller 1977).
Whether this qualifies as allelopathy or engineering is semantic, but it is
a clear example of a positive feedback whereby an invader alters soil
chemistry in a way that favors its own persistence. By contrast, C. edulis’s
effect on soil chemistry, although dramatic in some systems, may not be
the main pathway through which it alters future plant community devel-
opment. D’Antonio and Mahall (1991) demonstrated that C. edulis com-
petes for water with native shrub species, and several investigators have
documented reduced diversity of native species under C. edulis (Suehs
2005, Albert 1995). The extremely dense litter layer could easily inhibit
germination of other species, which may be a more important initial
impact than soil chemistry changes. Management removal or decompo-
sition could reduce the impact of litter on germination of other species,
while soil chemistry changes may take longer to reverse.

Alterations to soil pH are likely to be important to local ecosystem
biogeochemistry after removal of iceplant. Soil pH is a fundamental soil
characteristic that affects the solubility of ions in the soil solution and
therefore nutrient availability to plant growth (Sposito 1989). In order for
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an acidified soil to become more basic, there must be an input of alkaline
cations, and although this can come in from atmospheric deposition, it
may take many years to replace lost cations and for pH to return to more
typical levels. While the change to soil chemistry induced by C. edulis is
dramatic, it proves difficult to pinpoint as the cause of long-term changes
in the successional trajectory and development of these sites.

7.4 = CONCLUSIONS

Carpobrotus edulis, like many plant invaders, can affect aspects of eco-
system structure and functioning in multiple ways. Its success in
taking over these environments is a function of both its ability to become
abundant via seed dispersal and escape from herbivory, and its ability
to grow into a dense, low-growing mat once established. This essentially
two-dimensional blanket changes soil surface properties, litter and
moisture distributions, and ultimately the physical continuity and height
of vegetation across sites. Nonetheless, its impacts do not occur imme-
diately and they are different depending on the state of the invasion
and the community being invaded. Such context-dependent variation
in species impacts are probably the rule but have rarely been
documented.

Species such as C. edulis are of conservation concern because very few
resident species appear to co-exist with them and they have the potential
to affect other trophic levels. Carpobrotus edulis was introduced because
of its ability to engineer the soil, yet its affect on soil stability is probably
not the reason why it is having such a large impact on resident species.
Its impacts do, however, likely relate to the very dense rooting structure
it creates and its influence on the soil environment, as well as its ability
to modify aboveground structure. If such an invader is removed, its
impacts will not be as readily reversed as those of an invader whose
impacts are largely the result of aboveground structures. Such compara-
tive studies of invader impacts and reversibility of impacts could prove
insightful to our understanding ecosystem development in a conserva-
tion and restoration context.
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ECOSYSTEM ENGINEERING IN THE FOSSIL
RECORD: EARLY EXAMPLES FROM THE
CAMBRIAN PERIOD

Katherine N. Marenco and David ]. Bottjer

8.1 = INTRODUCTION

Ecosystem engineering is a concept that had, until recently, been applied
only to modern environments, in which biological interactions can be
observed directly. Modern examples of ecosystem engineering have
been described from a diverse array of habitats and at a range of scales,
as the preceding chapters demonstrate. Only in the past few years,
however, have paleoecologists taken notice of the ecosystem engineer-
ing concept and begun to identify examples from the fossil record (e.g.,
Curran and Martin 2003; Gibert and Netto 2006; Hasiotis 2001; Marenco
and Bottjer in press; Nicholson and Bottjer 2004, 2005; Parras and Casadio
2006). Although the identification of ancient ecosystem engineers
can often be facilitated by comparisons with modern analogues (e.g.,
burrowing behavior in modern and Pleistocene decapod crustaceans;
Curran and Martin 2003), the task is invariably challenging because
considerable ecological information is lost during the processes by which
living organisms and their surroundings become preserved. Despite the
obstacles presented by the fossil record, searching for ancient examples
of ecosystem engineering is worthwhile because it helps to improve
our understanding of ecological relationships and evolutionary trends

Ecosystem Engineers
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throughout the history of life. In this chapter, we discuss the approaches
to and challenges of identifying ecosystem engineering in the fossil
record, beginning with paleocommunity reconstruction, and we describe
two examples from the Cambrian Period (ca. 542-500 million years ago)
that are among the earliest-known instances of ecosystem engineering
by metazoans.

8.2 = PALEOCOMMUNITY RECONSTRUCTION

In modern environments, it is possible to directly observe and document
the activities of organisms, the effects of those activities on the distribu-
tion of resources, and in turn, the impact of changes in resource supply
on the ecosystem as a whole. These observations permit the identifica-
tion of modern ecosystem engineers (Jones et al. 1994). When examining
the fossil record for evidence of ancient ecosystem engineering, paleo-
ecologists must use the limited information that is preserved within
rocks to reconstruct paleocommunities and, in turn, interactions among
community members.

The first task in this process is to determine the type of environment
in which the rocks were deposited, whether terrestrial, marine, or tran-
sitional. This is best accomplished by examining the rocks for sediment
characteristics and sedimentary structures that reflect environment-
specific physical processes and for fossil organisms that inhabited a
limited range of environments. Echinoderms, for example, are known to
have lived almost exclusively in marine settings since their appearance
over 500 million years ago (Brusca and Brusca 2003).

Second, the fossils preserved within a rock unit must be identified.
Metazoan fossils occur in two primary forms: body fossils, the physical
remains of anatomical structures; and trace fossils, structures that were
generated by organisms in the course of their activities (e.g., Bromley
1996). Paleoecological data that can be obtained directly from body
fossils include estimates of community diversity, relative abundances of
species or groups, and occupation of morphospace, or the set of theoreti-
cally possible body plans (morphotypes) (e.g., Thomas et al. 2000). Life
habits of community members can be inferred from body fossils using
functional morphology, in which modeling and comparisons between
analogous body structures in modern and ancient organisms facilitate
the interpretation of fossil behavior (e.g., Brenchley and Harper 1998).
Trace fossils are useful indicators of the range of benthic activities that
took place within ancient environments. In most cases, trace fossils are
the only preserved evidence for the presence of soft-bodied (nonskele-
tonized) organisms within a rock unit, unless exceptional conditions at
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the time of deposition permitted the preservation of soft tissues (Bottjer
et al. 2002).

Third, the physical condition of the fossils and their distribution within
the rock unit must be taken into account. For example, a marine rock
unit that contains abundant, randomly oriented shells is likely to repre-
sent a shell bed, a dense accumulation of wave-transported and often
fragmentary shell material, rather than a community of high population
density that was preserved in place. Determining whether marine organ-
isms were transported away from their habitat prior to preservation is
more difficult when studying ancient soft substrate environments, such
as muddy seafloors, than hard substrate environments, such as reefs and
carbonate hardgrounds, in which many benthic organisms lived perma-
nently or semipermanently attached to hard surfaces. In most instances
of hardgrounds in the fossil record, surface-attaching benthic organisms
are preserved in life position, providing opportunities for the study of
spatial relationships among many members of the benthic community
(Taylor and Wilson 2003). Although reefs generally require more recon-
struction due to their tendency to break apart prior to preservation, evi-
dence of original spatial relationships typically is found in well-preserved
fossil reefs, and this can provide insights into reef community structure
(e.g., Wood 1999).

Throughout the process of paleocommunity reconstruction, caution
must be taken to avoid the misinterpretation of evidence obtained from
rocks and fossils. One of the more troublesome factors to take into
account is the rate of sediment accumulation versus the rates of erosion
and bioturbation in a given environment. In modern environments,
sediment accumulation rates rarely remain constant for extended
periods of time. A meter-thick unit of rock may in one location represent
5 million years of slow sediment accumulation whereas in another area
it may represent merely 500,000 years, if sediment accumulation is rapid.
In addition, the rate of erosion may temporarily exceed the rate of sedi-
ment accumulation, leaving a gap, or hiatus, in the rock record. Biotur-
bation intensity often appears greater during periods of slow sediment
accumulation, when the seafloor experiences prolonged exposure to
benthic activity. In addition, benthic organisms that engage in vertical
burrowing may transport younger material down into older layers of
sediment, and vice versa. Thus, fluctuations in rates of erosion, bioturba-
tion, and sediment accumulation may lead to time-averaging of body
fossils, or the adjacent preservation of organisms that did not coexist in
life (e.g., Brenchley and Harper 1998).

A second complication to be dealt with during paleocommunity
reconstruction is the incompleteness of the fossil record, even after
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hiatuses and time-averaging have been taken into consideration. As is
the case in modern environments, many ancient organisms were soft-
bodied, or nonskeletonized. Soft tissues are much more susceptible to
decay than skeletal components and are not preserved unless decay is
inhibited through exceptional circumstances. Thus, most fossil-bearing
rock units contain body fossils only of skeletonized organisms. Trace
fossils are excellent indicators of this “missing” diversity because they
record the activities of both skeletonized and soft-bodied organisms.

8.3 = IDENTIFYING ECOSYSTEM ENGINEERS IN
THE FOSSIL RECORD

Jones and colleagues (1994) define two distinct categories of ecosystem
engineers: autogenic engineers, whose biogenic structures (living and
dead) change the environment; and allogenic engineers, whose activities
alter the “physical state” of pre-existing materials, thereby changing the
environment. Ecosystem engineers and the products of their engineer-
ing vary in their potential to be preserved in the fossil record.

Autogenic engineers of hard structures, such as reefs, can readily be
recognized in the fossil record because their often-substantial engineer-
ing products have high preservation potential, their original shape can
usually be reconstructed, and in most cases they reflect the taxonomic
affinities of the engineers that built them. Such “hard substrates” often
are preserved with other organisms still attached, in life position. This
type of preservation facilitates interpretation of inter-species relation-
ships and paleocommunity trophic structure.

Some autogenic engineers are soft-bodied, such as aquatic plants
(macrophytes) and most sponges. Aquatic plants may grow densely in
bodies of fresh water. In doing so, they may affect the environment, for
instance by changing the amount of light that reaches the bottom
(Carpenter and Lodge 1986). However, they are unlikely to be preserved
as fossils unless anoxic bottom conditions, generated by stagnation of
the water column, inhibit the decay of plant material (e.g., Brenchley and
Harper 1998). Sponges alter fluid flow in marine environments, through
both their passive filtration systems and their physical presence on the
seafloor. Some sponges also create nutrient-rich habitats for fish and
other animals (Saito et al. 2003). Sponge construction, which typically
consists of soft tissue surrounding a matrix of unarticulated skeletal ele-
ments or “spicules” (e.g., Brusca and Brusca 2003), is not conducive to
complete fossilization. Only the spicules are commonly preserved, and
these often become scattered and mixed in with sediment grains, leaving



8 = Ecosystem Engineering in the Fossil Record 167

no record of the sponge’s original structure or life position. Rare exam-
ples of spiculate sponges that are preserved intact have been found in
sedimentary deposits, such as the Lower Cambrian Chengjiang Biota of
southern China, that appear to have formed under exceptional circum-
stances (Hou et al. 2004, Xiao et al. 2005). Thus, physical evidence for the
influence of macrophytes or sponges on benthic communities usually is
absent or limited to indirect sources such as scattered spicules, except
in rare cases.

Allogenic engineers that construct macroscopic burrows (e.g., fiddler
crabs; Bertness 1985) or mounds (e.g., thalassinidean shrimp; Ziebis et
al. 1996) or graze on hard surfaces (e.g., periwinkles; Bertness 1984) may
have their activities recorded as trace fossils. However, a problem may
arise if the allogenic engineer is a soft-bodied organism, such as a poly-
chaete worm. In such a case, the engineering activity itself may be iden-
tifiable from trace fossils, but the identity of the engineer will likely
remain unknown. The reverse of this situation is also possible: An engi-
neer may have a preservable skeleton but produce an ephemeral struc-
ture (e.g., skeletonized diatoms produce mucilaginous mats; Winterwerp
and van Kesteren 2004). If no modern analogues for such an allogenic
engineer are known, then its engineering behavior may never come to
light.

An additional complication is that the quantity and depth of bioturba-
tion in marine environments have increased throughout the past approx-
imately 540 million years concurrently with the gradual rise in benthic
biodiversity (Ausich and Bottjer 1982, Droser and Bottjer 1993). Through
this time interval, as bioturbation structures began to extend to greater
depths and occur in greater densities within the sediment, individual
burrows and tunnels became obliterated, and the resulting sediment
and sedimentary rocks are left with a homogeneous appearance. Trace
fossils left by earlier seafloor communities often are later “overprinted”
by a different set of structures as environmental conditions change (e.g.,
Orr 1994). Thus, it may be difficult to discern the preserved work of a
single allogenic engineer from that of any of several hundred other
benthic bioturbators within a rock unit.

Allogenic engineers that either are microscopic (e.g., meiofauna, zoo-
plankton) or engage in engineering activities that do not result in the
production of physical structures (e.g., chemical effects), or both, can be
very difficult to identify in the fossil record. Zooplankton concentrate
organic matter into fecal pellets, which assist in the vertical transport of
material to the seafloor (e.g., Dunbar and Berger 1981). Although indi-
vidual pellets were not preserved under normal conditions, the rise of
zooplankton in ancient oceans is reflected in marine rocks by a change
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in the 8"C values of preserved organic matter (Logan and Butterfield
1998). In most cases, however, biochemical engineering effects are too
subtle to be recorded in rocks and fossils. If such effects are, in fact,
recorded, they may mistakenly be attributed to abiotic causes.

Incomplete fossil preservation of animals and their behavior precludes
the identification of more than a fraction of the ecosystem engineers that
once existed. At the same time, many well-preserved examples of eco-
system engineering in the fossil record have yet to be recognized. In the
next section, we describe and present evidence for two of the earliest
examples of metazoan allogenic and autogenic engineering in the history
of life.

8.4 = SETTING THE STAGE: THE CAMBRIAN PERIOD

The Cambrian Period (ca. 542-500 million years ago) was an important
time of transition in ecological and evolutionary history. Mineralized
skeletons and skeletal elements, such as “small shelly fossils” and sponge
spicules, appeared in the earliest Cambrian but did not become wide-
spread and diverse until the end of the Cambrian (e.g., Brasier et al. 1997,
Brasier and Hewitt 1979). A wide variety of soft-bodied fossils have been
described from the exceptionally preserved Early Cambrian Chengjiang
Biota in southern China, suggesting that nonmineralized metazoans
constituted a substantial component of Early Cambrian benthic com-
munities (Hou et al. 2004). Biomineralizing organisms, with predator-
and pressure-resistant skeletons, were capable of occupying a greater
range of niches than their soft-bodied counterparts, and this competi-
tive advantage allowed the populations of such organisms to expand into
a variety of marine environments (e.g., Vermeij 1989). Paralleling the
trend toward widespread biomineralization among metazoans was the
rapid diversification of metazoan body plans known as the Cambrian
explosion (e.g., Conway Morris 2006, Marshall 2006, Thomas et al. 2000).
Metazoan body plans in the earliest Cambrian were commonly simple
and limited to few types, whereas by the latest Cambrian, most of the
biological “architecture” considered characteristic of the major meta-
zoan groups had already become established (Sepkoski 1979, Thomas
et al. 2000).

Rocks that represent Early Cambrian shallow marine environments
below tidal range typically contain limited disruption of sedimentary
layers, which reflects a lack of vertically oriented bioturbation, and
common microbially mediated sedimentary structures in siliciclastic
facies (Hagadorn and Bottjer 1997) (Figure 8.1). Microbially mediated
sedimentary structures are thought to represent the effects of sediment
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binding by microbial mats (Hagadorn and Bottjer 1997, 1999; Noffke et
al. 1996), namely cohesive sediment behavior (Schieber 1999). Support
for this interpretation comes from observations of modern microbial
mats (e.g., Gerdes et al. 1993, Hagadorn and Bottjer 1999). The surfaces
of many such modern mats strikingly resemble the strange features
preserved in Lower Cambrian rocks, including “wrinkle structures”
(Hagadorn and Bottjer 1997) (Figure 8.1), “elephant skin” (Gehling
1999), “domal structures” (Schieber 1999), and “syneresis cracks”
(Pfliiger 1999).

In Lower Cambrian carbonate rocks deposited primarily in shallow
water, microbial structures are common (e.g., Rowland and Shapiro
2002). Microbialites, structures that formed through precipitation of car-
bonate in the presence of (and often triggered by) benthic microbial
communities, first appeared approximately 3.5 billion years ago (Wood
1999). Prior to the earliest Cambrian, the dominant form of microbialite
was the stromatolite, a laminated structure produced primarily by pho-
tosynthetic cyanobacteria (Wood 1999). Thrombolites, nonlaminated
microbialites with “clotted” textures, appeared in the Neoproterozoic
(ca. 1000-542 million years ago) but did not become abundant until the
earliest Cambrian (Wood 1999). The first true reefs were constructed by
microbial communities in the Neoproterozoic, and stromatolite-throm-
bolite reefs persisted into the earliest Cambrian (e.g., Rowland and
Shapiro 2002). The rise of metazoan reefs in the Early Cambrian likely
contributed to the decline of microbialites in many shallow marine
environments (Zhuravlev 2001).

Studies to date have shown that microbially mediated sedimentary
structures and microbialites are common in rocks of the Neoproterozoic
and Early Cambrian and are comparatively scarce in younger rocks
(e.g., Gehling 1999; Hagadorn and Bottjer 1997, 1999). This implies
that most seafloor sediments in the Neoproterozoic through Early
Cambrian were bound together by microbial filaments, making them
firmer and more cohesive than those of the modern oceans (e.g., Gehling
1999, Hagadorn and Bottjer 1997). These “matgrounds” would likely
have been difficult or impossible for benthic metazoans to penetrate,
and the combination of ubiquitous mats and a lack of infaunal bioturba-
tion would have prevented aeration of the sediment, allowing an oxic—
anoxic boundary to develop in the sediment close to the seafloor surface
(Mcllroy and Logan 1999). As a result, all metazoan activity likely took
place on the top surfaces of mats, within mats, or immediately beneath
them.

Seilacher (1999) proposed four guilds to characterize the categories of
metazoan activity that took place in late Neoproterozoic shallow marine
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FIGURE 8.2 lllustration of typical Precambrian “matground” seafloors and post-Cambrian
“mixground” seafloors with their associated communities. Matgrounds supported a spe-
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cialized community of “mat scratchers,” “mat encrusters,” “mat stickers,” and “undermat
miners” (Seilacher 1999). Post-Cambrian mixgrounds are characterized by a diverse

community of organisms that was active both on the seafloor surface and within the
sediment. Modified from Seilacher (1999).

benthic communities (Figure 8.2). These are “mat encrusters,” organ-
isms that lived permanently attached to the mat surface; “mat scratch-
ers,” mobile organisms that scavenged or hunted for food on the surface
of the mat without damaging it; “mat stickers,” suspension feeders that
used conical shells to maintain an upright orientation in the surface of
the mat; and “undermat miners,” burrowers that tunneled directly
beneath the mat and fed on detritus from the layers above (Seilacher
1999). These mat-associated lifestyles persisted into the Early Cambrian
but gradually disappeared from open marine environments along with
the microbial mats themselves (Dornbos and Bottjer 2001).

8.5 = EARLY METAZOAN ALLOGENIC ENGINEERS

The absence of vertical bioturbation in siliciclastic rocks deposited
during the Neoproterozoic and Early Cambrian indicates that conditions
beneath the seafloor surface may have been unfavorable for metazoan
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activity (Bottjer et al. 2000). Although limited food resources within the
sediment may have provided little incentive for organisms to burrow
infaunally, considerable evidence, including the presence of abundant
microbially mediated sedimentary structures, suggests that physical and
adaptive limitations were primarily responsible for restricting benthic
organisms to epifaunal habitats (e.g., Bottjer et al. 2000).

The fossil record of bioturbation exhibits a prominent trend over time
toward increasing trace fossil complexity, density, and penetration depth
beneath the seafloor (Ausich and Bottjer 1982, Droser and Bottjer 1993).
The earliest-known macroscopic trace fossils are found in rocks that
were deposited during the late Neoproterozoic (e.g., Jensen 2003, Jensen
et al. 2006). Most of these early biogenic structures consist of simple,
bilaterally symmetrical, horizontal forms that likely represent the activi-
ties of soft-bodied vermiform organisms on or just beneath the seafloor
surface or beneath microbial mats (Collins et al. 2000, Valentine 1995).
Trace fossils do not begin to exhibit a vertically oriented component
until the Neoproterozoic-Cambrian boundary (ca. 542 million years
ago), when Treptichnus pedum, a trace fossil that consists of a series of
shallow scoop-like marks, appears in rocks representing shallow marine
environments (e.g., Droser et al. 1999, Gehling et al. 2001) (Figure 8.3).
Although deeply vertical burrows occurred in nearshore and shoreface
environments in the earliest Cambrian (“Skolithos piperock”; Droser
1991), shallow burrow structures with little or no verticality were the
dominant form of bioturbation in subtidal environments until the Middle
to Late Cambrian (Bottjer et al. 2000) (Figure 8.3). The gradual increase
in bioturbation depth in shallow marine environments from the Early to
Late Cambrian has been demonstrated by Droser (1987) and Droser and
Bottjer (1988, 1989). Rocks that were deposited in shallow marine set-
tings of the Late Cambrian through the Modern display a very different
set of characteristics from those representing Early Cambrian seafloors,
including visibly disrupted sedimentary layers, common vertical burrows
that may overprint earlier bioturbation structures, and absent microbi-
ally mediated sedimentary structures (Bottjer et al. 2000) (Figure 8.3).
Thus, a transition occurred during the Cambrian Period between sea-
floors that were characterized by primarily horizontal bioturbation and
extensive microbial mats (as reflected by the abundance of microbially
mediated sedimentary structures and dearth of vertical sediment dis-
ruption in Lower Cambrian rocks) and those that were characterized by
extensive vertical bioturbation and absent microbial mats.

Seilacher and Pfliiger (1994) proposed the agronomic revolution
hypothesis to explain how and why this transition in seafloor conditions
and benthic behavior took place. According to this hypothesis, benthic
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FIGURE 8.3 Trace fossils preserved in Lower Cambrian (A, B) and Eocene (ca. 56-34
million year old) (C) rocks. (A) Treptichnus pedum, the first trace fossil to exhibit a verti-
cally oriented component, preserved upside down on the bottom of a Lower Cambrian
sedimentary rock unit. The nested lobes (arrows) of the trace likely represent systematic
probing of the seafloor sediment by a priapulid-like depositfeeding organism. (B) A
Lower Cambrian bedding plane surface that contains abundant horizontal trace fossils
(Planolites; arrows). (C) Abundant vertically oriented trace fossils in Eocene exposures
near San Diego, CA. Conostichus (black arrows), a large, lobe-shaped burrow, is pro-
duced by anemones and other stationary benthic suspension feeders during sediment
influx. Ophiomorpha (white arrows), a deep mud-lined burrow, is produced by many
types of benthic suspensionfeeding crustaceans, which require stable semipermanent
dwellings. (See color plate.)

metazoans acquired evolutionary adaptations during the Cambrian
explosion that allowed them to burrow vertically into matgrounds. Bio-
turbation depth and intensity increased, eventually disrupting thelayered
structure of the microbial mats and increasing the water and oxygen
content of the seafloor sediment. Mat development was relegated to
marginal environments in the wake of the agronomic revolution, and the
seafloor took on characteristics more typical of post-Cambrian marine
settings, such as improved nutrient distribution and an indistinct water-
sediment boundary (Bottjer et al. 2000) (Figure 8.1).
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The ecological and evolutionary effects of the agronomic revolution
are reflected in the record of body and trace fossils and have collectively
been termed the Cambrian substrate revolution (Bottjer et al. 2000).
Among the more significant of these effects were those felt by the mat-
ground community (Seilacher 1999). Mat scratchers and undermat
miners were better equipped than the other guilds for adjusting to new
seafloor conditions because their mobile lifestyles allowed them to repo-
sition themselves in response to changes in oxygen and substrate con-
sistency (Bottjer et al. 2000). However, mat scratchers were adapted to
living and feeding on cohesive sediment surfaces, and the disappear-
ance of such surfaces from open marine environments forced many
species to migrate into more restricted areas where hard substrates were
common, such as rocky coastlines and the deep ocean (Bottjer et al.
2000). Mat encrusters and mat stickers faced a greater challenge due to
their specialized sessile lifestyles. Lacking a means of migrating to more
suitable environments, many of these groups evolved stems or direct
attachment mechanisms that allowed them to utilize the limited hard
surfaces that were available in shallow marine settings (Bottjer et al.
2000). Not all such groups were successful, however. The mat-sticking
helicoplacoid echinoderms, for example, did not adapt to the new sub-
strate conditions and became extinct before the end of the Cambrian
(Bottjer et al. 2000; Dornbos and Bottjer 2000, 2001).

The agronomic and Cambrian substrate revolutions together repre-
sent the earliest-known instance of allogenic ecosystem engineering by
metazoans in the history of life. With increasing depth and intensity of
bioturbation, benthic metazoans brought about a dramatic change in
shallow subtidal seafloors of the Early Cambrian, supplanting microbes
as the dominant biotic influence on many seafloor conditions and
making available to other members of the community a variety of previ-
ously inaccessible resources and ecological niches (Bottjer et al. 2000,
Dornbos et al. 2004) (Figure 8.4). The transformative effects of bioturba-
tion have been recognized in a wide variety of modern ecosystems as
well (e.g., Meysman et al. 2006).

In this case of allogenic ecosystem engineering, as in some of the
examples discussed earlier, the engineers themselves were not necessar-
ily preserved, but the impact of the engineering activity can easily be
recognized in rocks. Efforts to identify the ecosystem engineer(s) of the
agronomic revolution are in their early stages, although soft-bodied
metazoans are likely candidates based on their abundance in exception-
ally preserved deposits such as the Chengjiang Biota (Hou et al. 2004).
Given the scarcity of preserved soft tissues in the fossil record, studying
the distribution and abundance of trace fossils in Lower Cambrian rocks
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FIGURE 8.4 A schematic illustration of the shift that occurred between the Late Neopro-
terozoic and postCambrian in the dominant processes that controlled seafloor condi-
tions. As indicated in the triangular diagrams, Late Neoproterozoic seafloor conditions
were controlled by physical and microbial processes. Microbial influence gradually
decreased during the Neoproterozoic-Phanerozoic transition, when metazoan bioturba-
tion became more abundant and disruptive. In the postCambrian, abundant and exten-
sive bioturbation by metazoans was the primary factor, in addition to physical processes,
that governed seafloor conditions. Modified from Bottjer et al. (2000).

may be the best way to determine the role soft-bodied organisms may
have played in engineering Early Cambrian ecosystems. A study of Lower
Cambrian shallow marine rocks in eastern California demonstrates that
the simple horizontal trace fossil Planolites, likely the product of shallow
burrowing by soft-bodied vermiform metazoans, was the most abun-
dant type of bioturbation present on horizontal “bedding plane” sur-
faces throughout the rocks examined (Marenco and Bottjer in press).
The proliferation of Planolites burrows on Early Cambrian seafloors
likely reflects the presence of a steady nutrient supply, generated by
widespread microbial mats, thatlikely was capable of sustaining a diverse
matground community. Other evidence for the existence of such a
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community in these Lower Cambrian rock units includes the common
occurrence of Volborthella, a small enigmatic Cambrian fossil inter-
preted as the skeleton of a matground-adapted animal (e.g., Seilacher
1999), and shell casts and molds of possible linguliform brachiopods,
which may have been adapted to life in the low-oxygen conditions pro-
moted by microbial mats (Bailey et al. 2006). Despite the abundance of
horizontal bioturbation, microbial activity was likely still the dominant
factor influencing substrate conditions in these particular Early Cam-
brian shallow marine environments prior to the agronomic revolution
(Bailey et al. 2006).

8.6 = EARLY METAZOAN AUTOGENIC ENGINEERS

As mentioned in preceding text, the earliest reefs known from the fossil
record were constructed entirely by microorganisms (e.g., Grotzinger
1989). These microbial reefs, with frameworks consisting entirely of stro-
matolitic and thrombolitic fabrics, were dominant in marine settings
until the Early Cambrian. The transition toward a new style of reef-
building was gradual, beginning in the Neoproterozoic and extending
10-15 million years into the Cambrian Period (Copper 2001). In the Late
Neoproterozoic (ca. 550 million years ago), the first metazoans to con-
struct calcium carbonate skeletons appeared (Grotzinger et al. 1995).
These include two possible cnidarian forms: Cloudina, a tube-building
organism (Grant 1990); and Namacalathus, a goblet-shaped organism
(Grotzinger et al. 2000). Although fossil evidence suggests that these and
other early skeletonized animals commonly lived within microbial
reefs or constructed small “thickets” and mounds independently, their
skeletons were not substantial enough to constitute a primary reef
framework (Wood 1999). It was not until approximately 530 million years
ago that metazoans began to play a more significant role in reef
construction.

Archaeocyath sponges were the first skeletonized metazoan compo-
nents of Early Cambrian reefs (Copper 2001, Wood 1999). These animals
lacked spicules, having instead a calcified skeleton with a complex inter-
nal structure (Wood 1999). Typical archaeocyath skeletons were cone- or
cup-shaped with double or single walls constructed of calcite (Copper
2001). In double-walled forms, the two walls commonly were joined
together by septa; this septate region, the intervallum, likely housed soft
tissue (Wood 1999). Archaeocyaths were solitary or colonial, and their
skeletal morphologies varied widely from single cones to branching or
sheet-like forms (Copper 2001) (Figure 8.5). Archaeocyath skeletons, sig-
nificantly more robust than those of earlier reef-associated metazoans,



FIGURE 8.5 Close-up views of an archaeocyath—calcimicrobial reef, Stewart's Mill, NV.
(Top) A branching archaeocyath sponge, which appears to have been preserved in life
position. Surrounding the archaeocyath is carbonate sediment that may have accumu-
lated slowly while the animal was alive, allowing it to be preserved in place. Scale bar
= 1cm. (Bottom) Accumulated fragments of skeletal material, including that of archaeo-
cyaths (arrows), and microbial structures surrounded by carbonate sediment. The sharp
boundary in the upper portion of the photograph (arrowheads) likely represents the floor
of a reef cavity, which would have harbored organisms that were specially adapted to
life in these cryptic settings. Photo courtesy of Matthew Clapham. (See color plate.)
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not only enhanced their preservation potential but likely also helped the
animals deter potential encrusters and competitors (Zhuravlev 2001).
Although they rarely grew to more than 20 cm in height (Wood 1999),
archaeocyaths were capable of constructing substantial reef frameworks
(Zhuravlev2001). Unlikelaterreef-buildingorganisms, however, archaeo-
cyaths required the assistance of calcified microorganisms to build reefs
(Rowland and Shapiro 2002, Wood 1999).

Calcified microorganisms, or calcimicrobes, likely were cyanobacteria
that were preserved by the precipitation of calcium carbonate around
their extracellular sheaths (Wood 1999). These “skeletal” microorgan-
isms rose to prominence as reef builders in the Late Neoproterozoic,
constructing mounds on the order of several hundred meters thick and
one kilometer wide (e.g., Aitken 1989). Calcimicrobes differ from stro-
matolites in their growth morphology, which commonly is clumpy or
shrublike (Wood 1999), and probably also in their mode of carbonate
precipitation, which is unknown but may have been influenced by envi-
ronmental factors (Copper 2001). The three main categories of calcimi-
crobes are Renalcis, a globular form comprised of clumps or clots
of fine-grained calcite; Epiphyton, a shrublike colonial form; and
Girvanella, a sheetlike or crustlike form (Wood 1999).

The presence of well-established, abundant calcimicrobes in earliest
Cambrian seafloor communities facilitated the reef-building success of
archaeocyaths 10 to 15 million years later (Wood 1999). Calcimicrobes
appear to have become cemented in calcium carbonate during active
reef growth (e.g., Kruse et al. 1995), which would have lent added strength
to any of their associated structures. In high-energy shallow-water envi-
ronments, calcimicrobial crusts likely stabilized the seafloor sediment,
allowing archaeocyaths to become established (Wood 1999). The pres-
ence of complexly intergrown calcimicrobes and archaeocyaths in fossil
reefs suggests that calcimicrobes strengthened archaeocyath frame-
works at later stages of reef growth (e.g., Zhuravlev 2001). Thus, calcimi-
crobes served as non-metazoan autogenic engineers by facilitating the
growth of the earliest substantial metazoan reefs.

As reef builders, archaeocyaths were autogenic ecosystem engineers
in their own right. The growth of archaeocyath—calcimicrobial reefs
expanded benthic ecospace on Early Cambrian seafloors. In addition to
increasing available surface area for organism attachment, these reefs
promoted diversification of the benthic community by dividing the
habitat into open-surface and cryptic (cavity) settings and increasing the
number of energy-dependent microhabitats through varied topography
(Wood 1999, Zhuravlev 2001) (Figure 8.5). Among the groups that
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colonized archaeocyath—calcimicrobial reefs were brachiopods, echino-
derms, gastropods, and trilobites, many of which evolved reef-specific
adaptations (Zhuravlev 2001). For example, the trilobite genus Gior-
danella became specialized as a reef-dwelling stationary suspension-
feeder (Zhuravlev 2001). Other groups, such as sponges and metazoan
microburrowers, became specialized inhabitants of reef cavities (Kobluk
1988, Wood 1999). Thus, in archaeocyath—calcimicrobial reefs, we have
a well-preserved multistage example of early autogenic engineering,
which likely contributed to the Cambrian explosion of marine animal
diversity.

8.7 = CONCLUSIONS

Recognizing ancient examples of ecosystem engineering in the fossil
record is challenging due to the loss of primary ecological information
that occurs during preservation. Problems such as time-averaging, fluc-
tuating sediment accumulation rates, and preferential preservation of
skeletonized organisms can hamper paleoecological investigations. Evi-
dence for engineering behavior, or for the presence of engineers them-
selves, may be impossible to obtain from the fossil record unless
exceptional conditions prevailed at the time of preservation. Autogenic
engineers, which altered the environment through their biogenic struc-
tures, are generally more apparent in the fossil record than allogenic
engineers, which altered the environment through the transformation
of pre-existing materials; this “bias” may become more apparent as the
study of ancient ecosystem engineering progresses.

The Early Cambrian agronomic revolution and development of
archaeocyath—calcimicrobial reefs are two of the earliest examples of
allogenic and autogenic engineering in the history of life. By expanding
benthic ecospace, these instances of engineering had broad ecological
and evolutionary effects. Erwin (2005) argues that the construction of
new ecological niches is essential if organisms’ genetic inventions are to
become successful innovations that persist in communities through
time. The development of new niches via the agronomic revolution and
the expansion of reefs likely helped facilitate the Cambrian explosion of
marine innovations.

The search for ancient ecosystem engineers is in its early stages, but
it promises to greatly improve our understanding of community ecology
over broad timescales. Paleoecologists must continue to refine and build
upon current strategies for identifying examples of ancient ecosystem
engineering in the fossil record.
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HABITAT CONVERSION ASSOCIATED WITH
BIOERODING MARINE ISOPODS

Theresa Sinicrope Talley and Jeffrey A. Crooks

9.1 = INTRODUCTION

The biotic consequences of ecosystem engineering are typically complex
and depend on many factors, including interactions among different
engineers within a system and spatio—temporal scales. Such complexi-
ties demonstrate the richness of engineering-related activities as well as
the value of having one overarching context with which to view seem-
ingly disparate interactions. Among the most extreme effects of engi-
neers (or any species) is the complete biogenic transformation of one
habitat type to another. When this occurs via the removal of physical
structure, claims are often made that “habitat has been lost” and the
species that effect this change are labeled “habitat destroyers.” However,
the consequences of habitat conversion activities are often not this
simple, and depend on the frame of reference and spatial scales under
consideration.

In nearshore marine systems, engineers such as vascular plants and
macroalgae are often the dominant structural forms. The biotic com-
munities associated with these autotrophs, such as salt marshes, man-
groves, seagrass beds, and kelp forests, are typically distinct from and
more diverse than communities that occupy sediments not occupied by

Ecosystem Engineers
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these engineers (Crooks 2002 and references therein). Species that cause
the disappearance of these structural elements through engineering,
therefore, can cause dramatic shifts in resident biotic assemblages. Bio-
eroders, such as crustaceans, echinoderms, molluscs, polychaete worms,
sponges, and fish, are examples of such engineers because their drilling,
rasping, scraping, and boring activities break down otherwise solid sub-
strates. Some of the most important bioeroders in marine systems are
the marine pill bugs (Crustacea: [sopoda). Sphaeromatid and limnoriid
isopods can burrow into a wide variety of substrates, which can lead to
cascading ecological consequences. The economic effects of their activi-
ties can also be substantial, including the decay of wooden structures
such as pier pilings and docks (Miller 1926, Ray 1959).

In this chapter, we will examine engineering activities and their con-
sequences for three types of marine isopods, Sphaeroma quoianum, S.
terebrans, and Limnoria spp., on the biogenic marine habitats formed
by marsh plants, mangroves, and kelp (respectively). We will focus on the
case of S. quoianum, drawing from published (Talley et al. 2001) and
previously unpublished (Levin et al.) data, and compare this example
with the two other taxa. Each of these isopods has been anthropogeni-
cally spread around the world. Although these species represent conser-
vation concerns, they also provide an opportunity for ecological insight
afforded by the study of biological invasions (Vitousek 1990, Crooks
2002). These isopods often perform their bioerosive activities in multi-
engineer systems, with the plants and kelp creating biogenic structure
and the isopods removing it. Sometimes the activities may act directly
on the physical environment, such as S. quoianum burrowing into
unvegetated banks. However, the actual mechanisms by which they
cause this loss of structure differ. Their activities include burrowing into
the substrate into which plants grow (S. quoianum); direct, but nontro-
phic burrowing into the plant tissue (S. ferebrans); and burrowing into
tissue associated with feeding activities (Limnoria spp.) (Figure 9.1). For
each taxon, we will consider the ecosystem engineering context of these
activities, and discuss how the loss of vegetated habitat can actually lead
to creation of habitat on two different scales. We will also identify gaps
in knowledge that are needed to provide a more complete picture of the
role of these species in ecosystems.

9.2 = SPHAEROMA QUOIANUM

S. quoianum (= S. quoyanum, S. pentodon) lives intertidally (Riegel 1959,
Morris et al. 1980) and burrows into a variety of available soft substrates
including peat, mud, and soft rock. It also bores into floating material
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FIGURE 9.1 Schematic diagrams showing the conversion of a (A) salt marsh, (B) man-
grove, and (C) kelp forest to open, unvegetated systems initiated by the burrowing
activities of isopods. The burrows of the isopods also create fine-scale habitat for bur-
rowing-dwelling organisms. Burrows are depicted as small black lines, and the water
surface by a blue dotted line. Despite the different systems, note the similarity of players
and processes—all systems contain an allogenic engineering (isopod) whose burrowing
activities create fine-scale habitat and remove a second, autogenic engineer leading to
the conversion of habitat from one state to another. See text for a full explanation. (See
color plate.)
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such as wood or Styrofoam (Barrows 1919, Miller 1926, Abbott 1940,
Higgins 1956, Carlton 1979), making it susceptible to human-influenced
dispersal. Sphaeroma quoianum likely was introduced to western North
America from Australasia by ships from Australia coming to California
for the gold rush in the mid- to late-1800s (Carlton 1979). It was first
reported in San Francisco Bay in 1893 and, since the turn of the twentieth
century, has spread to several bays, from Bahia de San Quintin in Baja
California, Mexico, to Yaquina Bay, Oregon (Carlton 1979, T. Davidson
personal communication). Although this isopod can burrow into a
variety of available substrata, its preferred habitats in this range are the
peat and mud banks of tidal creeks and marshes (Figure 9.1).

Relatively little is known about the effect of the isopod in its native
range. Where it has been introduced, however, the high-density and
intensive burrowing activity of S. quoianum have been observed to
weaken mud and clay banks of salt marsh edges, thus making them more
susceptible to erosion by wave action or creek flow than in uninvaded
areas, even in the presence of native burrowers (Carlton 1979, Josselyn
1983, Nichols and Pamatmat 1988). Carlton (1979) estimates that in
some areas of San Francisco Bay, tens of meters or more of marsh edge
had been lost since the introduction of this isopod at the end of the
nineteenth century, and that this species was likely one of the most
important agents of shoreline erosion (e.g., Figures 9.2 and 9.3).

To excavate the burrows in which it lives and eats, S. quoianum faces
headfirst into the substrate and creates a current with its pleopods that
passes forward over the dorsum, down in front of the head, under the
body to the posterior end, and out of the forming burrow (Rotramel
1975). It breaks off substrate with its mandibles and releases the particles
near its midline so that they are washed out of the burrow by the current,
without being caught in the feeding brushes on the first and third legs
(Rotramel 1975). S. quoianum does not appear to feed on its burrow
substrate, and is thought to filter-feed by using a similar current as that
used for burrowing. The action of the pleopods brings water into the
burrow, over the isopod, and through the brushes on the front legs,
thereby trapping particles. The pleopods occasionally stop beating and
the isopod cleans the brushes with its maxillipeds (Rotramel 1975).

In order to confirm that S. gquoianum does not eat plant material found
within the mud banks, we used stable isotope analysis to eliminate these
as food sources. In assessing trophic relationships using stable isotope
analysis, a shift of about 1 unit higher (heavier) of 8°C and 3 units higher
(heavier) of 8°N occurs from lower to higher trophic levels (Peterson et
al. 1984). The results indicate that S. quoianum (0C,3; = -17.4 £ 0.4,
ON;5 = 9.2 + 0.40) is likely not eating pickleweed, Sarcocornia perennis
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FIGURE 9.2 Extreme undercutting of salt marsh surface along the bay front of Corte
Madera marsh, San Francisco Bay, December 1998. The burrowing activity of
Sphaeroma quoianum into vertical marsh banks loosens sediments causing increased
localized erosion and undercutting. Photo credit: T.S. Talley. (See color plate.)

(= Salicornia virginica), the dominant plant found in the marsh plain
above burrows (6C,3 = —24.5 £ 1.3, 8N;5 = 4.5 £ 1.6), or the belowground
organic material (6C;3=-21.9 £ 1.8, 0N;5=8.9 £ 0.1) found in the vicinity
of its burrows.

The effects of S. quoianum on the abiotic environment and subse-
quent abiotic interactions have been quantitatively explored only over
fine scales (cm-m) in San Francisco Bay and San Diego Bay, California
(Talley et al. 2001). Throughout this region, S. quoianum prefers to
burrow into vertical, firm peat banks, such as those occupied by S. peren-
nis, compared with the softer, more sloping banks occupied by Pacific
cordgrass, Spartina foliosa (Talley et al. 2001). Burrow casts and X-rays
revealed that anastomosing burrow networks of the isopod contained
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FIGURE 9.3 Erosion of salt marsh bank on the bay front of Corte Madera marsh, San
Francisco Bay, December 1998. Extensive undercutting results in the breakage of large
chunks of the marsh surface and subsequent loss of vegetated salt marsh. Photo credit:
T.S. Talley. (See color plate.)

excavations that were generally somewhat horizontal and averaged
0.6 cm width and 2.2 cm length, with a maximum length of nearly 6 cm.
When present, burrows occupied 3-15% of the volume of the outer 5cm
of marsh bank sediments (Talley et al. 2001). Densities of S. quoianum
burrows were highly correlated with densities of the isopod itself, but the
burrows were more persistent than isopod, with visually assessed densi-
ties remaining similar throughout the year of the study even though
densities of the isopod were up to 13x lower in the winter (Talley et al.
2001). The explicit consideration of this persistence of an organism’s
structural modification beyond the life span of the organism itself is an
advantage of the engineering concept—as opposed to consideration of
traditional biotic interactions (e.g., predator—prey relationships), engi-
neering readily accounts for direct effects that outlast the species that
created them (Hastings et al. 2007).

Patches of high S. quoianum burrow density reduced local (several
cm) bank sediment stability, or shear strength, by an average of 2-4 x (in
both bays), with the largest reductions occurring in firmer sediments.
Supporting these findings were the results of an enclosure experiment,
which revealed that the presence of this isopod caused 2.4x more wet
sediment to be lost from enclosures (10 cm diameter x 10 cm depth) than
was lost from enclosures without isopods (Talley et al. 2001). Accord-
ingly, areas of bank with intermediate and high, but not low, burrow



9 Habitat Associated with Bioeroding Marine Isopods

Sloped Undercut Sloped Undercut
2 A 4 + @ . . R 4000 B. -
€
GE"-‘ L ] [ ] & .
£ 1.5 g 3000+ .
o o .
o shmme o @ =
a2 ) -
2 C -
= 1 [ . E 2000 ™ »
[=]
= S
E - . -% [ ]
* &
0.5 S 1000; Lt e
.
1 ] [ ]
]
L ] * o
J4e + @7 rr 8 S0 @y vt ﬂ' I
-60 -40 -20 0 20 40 60 -60 40  -20 0 20 40 60

Amount of undercutting (cm)

FIGURE 9.4 Relationship between undercutting of marsh banks and (A) Sphaeroma
quoianum burrow density and (B) the density of S. quoianum individuals. Undercutting
was measured as the largest distance from a vertical pole set on end on the creek bottom
or tidal flat surface and aligned parallel to and touching the top surface of the bank
(i.e., a true vertical bank distance would be ~Ocm). Burrow density was assessed visu-
ally, and ranked on a scale of O (low) to 2 (many). Data were collected in July 1998
from San Diego Bay and San Francisco Bay, n = 45 sampling stations (see Talley et al.
2001 for more information). Data demonstrate a clear threshold, with few burrows or
individuals on nonundercut banks and more burrows and individuals on undercut
ones.

densities tended to have the most undercut bank faces (Figure 9.4A).
Also, the density of isopods themselves were significantly correlated with
bank undercutting (p = 0.0006, F, 45 = 14, R* = 0.25; Figure 9.4B).

The isopod-induced bank erosion and subsequent undercutting led
to the eventual collapse of sections of bank (Figure 9.2). Measures of
marsh edge lateral loss averaged 15 + 3cm year™ in San Diego and 27 +
7cm year™ in San Francisco, with losses as high as 112cm year™ (Talley
et al. 2001). Losses of over 60 cm occurred when sections of marsh bank
(overhangs) fell to the surface below (Figure 9.3). Loss due to slumping
was most common on the bay front marsh edge in San Francisco Bay
where wave energy appeared to be highest due to large boat and ferry
traffic (Talley et al. 2001; Figure 9.3).

Salt marsh plant composition and cover atop banks that were suitable
for the isopod did not appear to differ with S. quoianum density (Levin
et al. unpublished data), illustrating either the lack of an effect or a lag
in response due to the long-lived nature of most of the marsh plants,
which consisted of perennial succulents and grasses (e.g., S. perennis,
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Batis maritima, Jaumea carnosa, Distichlis spicata, and Spartina foliosa).
These species are themselves ecosystem engineers, as they provide
aboveground and belowground physical structure affecting abiotic con-
ditions such as hydrodynamics, shading, sediment deposition, and bank
stabilization (e.g., Leonard and Luther 1995, Hacker and Bertness 1999,
Cavatorta et al. 2003). While isopod-induced horizontal loss of marsh
reduces habitat area for these species and the biota associated with
them, there would be a gain in the mudflat and creek-bottom habitat
created as a result of marsh loss (Figure 9.1A). Although not quantified,
logically this habitat conversion would tend to favor a different suite of
species than that supported by the vegetated marsh. For example, one
might expect transitions from a predominance of organisms with ter-
restrial traits such as insects, oligochaetes, pulmonate snails, mammals,
and songbirds to those with marine traits such as polychaetes, bivalves,
fish, and migratory shorebirds (e.g., Szedlmayer and Able 1996, Levin
et al. 1998, Talley personal observation; Figure 9.1A).

Habitat also appeared to be created at smaller spatio—temporal scales,
through the increase in the structural complexity of marsh banks (Figure
9.1A). Surveys were conducted in both bays to determine the effects that
the invasion of this isopod was having on the associated marsh benthic
community (Levin et al. unpublished data). Benthic samples were taken
equidistantly from vertical banks along each reach of salt marsh banks
used in the study, for a total of nearly 50 15 cm diameter x 5 cm deep cores
per bay. Each core was washed after preservation through 0.3 mm mesh,
and all macrofauna (fauna >0.3mm) were identified and enumerated
(estimates do not include the presence or abundance of S. quoianum or
its often-present commensal isopod, Iais californica). For the benthic
macrofauna, higher densities of S. quoianum were associated with greater
speciesrichness (R*=0.21, P<0.001, F, 5, =13.5) and higher total numbers
of fauna (R*=0.15, P = 0.003, F, 5, = 9.4) in San Francisco Bay, but not in
San Diego Bay (p = 0.66). Densities of several taxa increased with higher
S. quoianum numbers. Other peracarid crustaceans had the strongest
association in both bays (SF: R*=0.30, P < 0.001, F, 5, =22.6; SD: R*=0.40,
P<0.001, F, ;s=30.1), and, in San Francisco Bay, densities of most insect,
polychaete, and enchytraeid oligochaete taxa also increased in associa-
tion with S. quoianum (R*=0.11 - 0.16, P =0.003 - 0.01, F, 5, =6.6 —9.9).
The taxa in both bays that tended to decline with increased S. quoianum
were those normally associated with anaerobic conditions, such as
tubificid oligochaetes and capitellid polychaetes (R* = 0.10 — 0.37, P =
<0.001 — 0.04, F =4.5 - 29.7). In these descriptive studies, the individual
effects on the benthos by the isopod, its burrows, and the resulting abiotic
alterations were not separated, but could be by performing future
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experiments using artificial burrows and/or abiotic manipulations in
order to separate biotic from abiotic effects of the species.

Overall, S. quoianum has the potential to dramatically alter wetland
ecosystems (Carlton 1979, Talley et al. 2001). Locally, the increase in
habitat heterogeneity created by isopod burrows can facilitate some
suites of resident biota (while inhibiting others). At larger spatio—
temporal scales, the isopod can convert high-elevation, vegetated salt
marsh into low-elevation, unvegetated flats. The quantitative assessment
of both the rate and the biotic consequences of this conversion require
additional study, however. This work should focus on decoupling isopod-
induced erosion rates from background rates due to both natural and
other anthropogenic factors (e.g., boat wake). Quantitative assessment of
isopod effects on the larger complex of vegetated marsh and unvegetated
flats will require explicit sampling of these two distinct habitat types,
which will often necessitate different sampling strategies and compari-
sons across taxa not typically considered together (e.g., birds vs. fish).

Despite these uncertainties, the general effects of S. quoianum inva-
sion are clear enough to warrant conservation concern and manage-
ment action. Although we argue that “habitat” is not truly being lost, just
being converted, this transformation from vegetated marsh to unvege-
tated flats within invaded areas is largely undesirable. On the West Coast
of the United States, much salt marsh habitat has been lost to human
development and remaining areas are often encroached upon, no longer
able to migrate upland and compensate for loss due to sea level rise and
waterfront erosion. Yet, these marshes support a number of endangered
and threatened species (Mitsch and Gosselink 2000). A principal goal for
S. quoianum management should be to limit the spread of this species
to uninfested systems, which appears chiefly to occur through human-
aided transport on wood or man-made materials. The potential for this
species to be transported in plant material being used for marsh restora-
tion efforts also warrants concern. In terms of restoration design, within
infested areas it will also be beneficial to recognize the factors that limit
the engineering activity of the isopod, such as bank slope, and where
possible create systems that will not promote extensive isopod burrow-
ing or accelerated erosion rates. Assessments of invasion risk could also
be considered with appropriate landscape planning of proportions of
habitat type that would account for future habitat conversion.

9.3 = SPHAEROMA TEREBRANS

Sphaeroma terebrans is a cosmopolitan species of tropical and subtropi-
cal waters. It is thought to be native to the Indo-Pacific, and to have been
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spread in wooden ships to other locations around the world, such as
Florida (U.S.) (Rehm and Humm 1973, Carlton and Ruckelshaus 1997,
Brooks and Bell 2005), Central and South America (Ellison and
Farnsworth 1990), and East Africa (Svavarsson et al. 2002). Like S. quoia-
num, it is a burrowing species that appears to create burrows primarily
for living space and not for direct access to food (John 1971). Unlike S.
quoianum, however, it burrows directly into plant tissue—the exposed
woody prop roots of mangrove trees (Figure 9.1B). It is typically most
abundant in the prop roots at the lower extent of mangrove forests, and
densities decrease at sites with higher tidal elevations (Svavarsson et al.
2002).

There are several multispecies, scale-dependent contexts for consid-
ering engineering in relation to the activities of S. terebrans in mangals.
As with salt marsh plants, mangroves are engineers that structure the
environment through production of vegetative cover on intertidal sedi-
ments. Mangals increase shading and modify hydrodynamics, as well as
provide habitat in the form of structural complexity, supratidal canopy
structure, and root surfaces as sites for faunal attachment and burrowing
(Lugo and Snedaker 1974). It appears that the engineering effects of
mangroves may locally outweigh direct trophic inputs from the man-
grove plants, which are relatively inedible (Newell et al. 1995).

The burrowing activities of S. terebrans, like that of S. quoianum, rep-
resent allogenic engineering that can be considered on (at least) two
different scales. At the broadest scale, there has been considerable debate
about the effects of S. terebrans, especially in Florida (e.g., Rehm and
Humm 1973, Simberloff et al. 1978, Ribi 1981), where it is thought to have
been introduced. Some workers suggest that the boring activities of the
isopod cause loss of mangrove habitat through aerial prop root damage
and death resulting in the toppling of trees (Rehm and Humm 1973, Ribi
1981, Perry 1988, Perry and Brusca 1989, Ellison and Farnsworth 1990,
Svavarsson et al. 2002). Others, however, indicate that damage caused by
S. terebrans may in fact increase the amount of root branching, perhaps
benefiting the mangrove (Simberloff et al. 1978). More recently, it has
been argued that factors such as productivity (Carlton and Ruckelshaus
1997, Olafsson 1998) and the healing vs. branching response of the plant
(Brooks and Bell 2002) must be examined. Descriptive work in East Africa
has indicated, however, that the isopod can limit the lower intertidal
extent of mangal through higher infection rates and burrow densities,
and higher subsequent rates of root death and tumbling of trees in the
lower intertidal (Svavarsson et al. 2002). In general it is possible that
S. terebrans has dramatically affected the distribution of mangroves
wherever it has invaded (Carlton and Ruckelshaus 1997).
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In this sense, then, S. terebrans again has the potential to undo the
engineering effects of mangroves and convert complex mangal habitat
back to relatively simple tidal flat (Figure 9.1B), albeit sometimes with
the added structure of downed trees (e.g., Svavarsson et al. 2002). While
there have been no known studies directly comparing assemblages of
bare vs. mangrove-vegetated tidal sediments as a result of Sphaeroma
activity, first principles (e.g., an understanding of the role of habitat
complexity in shaping assemblages) and comparisons of mangrove vs.
mudflat ecosystems (e.g., Sheridan 1997) suggest rather obvious out-
comes. When mangroves are destroyed, mangal-associated species,
especially those associated with the forest canopy and roots, will be
replaced by species associated with more open and/or marine condi-
tions (Figure 9.1B). This will likely result in a loss of overall diversity,
which is why the loss of mangroves due to S. terebrans in Florida has
been labeled an “ecocatastrophe” (Rehm and Huhm 1973). However, as
Enright (1974) points out, the natural spread of mangroves into tidal flats
could equally well be viewed as ecocatastrophic from a marine perspec-
tive (although the status of S. ferebrans as an exotic was not yet known).
This highlights the need to consider larger perspectives and that the loss
of one habitat type will yield another.

The burrowing activities of S. terebrans likely also have smaller-scale
effects comparable to S. quoianum (Figure 9.1B). S. terebrans holes have
been reported to support other fauna (Brooks and Bell 2005), including
congeners (S. quadridentatum), which appear to benefit from the S. fer-
ebrans adults within the burrows (Thiel 2000). Interestingly, it has been
suggested that cover of other epibionts, such as colonial ascidians and
sponges (Perry 1988, Ellison and Farnsworth 1990, Ellison et al. 1996),
and burrowing molluscan shipworms (John 1971) inhibit the burrowing
activities of the isopod through the physical or chemical modification of
the root, which could also be viewed as ecosystem engineering.

As with S. quoianum, there are serious conservation implications
associated with S. terebrans, especially if it is exotic throughout much of
its range and has shifted what we perceive to be the natural distribu-
tional limits of mangroves (Carlton and Ruckelshaus 1997). Although
eradication of S. ferebrans is virtually impossible, management of man-
groves should take S. terebrans distribution and impacts into account.
For example, mangrove restoration is difficult in lower intertidal areas
where plants are subject to isopod attack, so protection of mature trees
in this zone is especially critical (Svavarsson et al. 2000). Ensuring the
presence of beneficial engineers such as diverse native root fouling
communities may also limit attack by S. terebrans (e.g., Ellison and
Farnsworth 1990).
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9.4 = LIMNORIA SPP.

Isopods in the genus Limnoria are cosmopolitan, with two of the wood-
boring species (L. tripunctata and L. quadripunctata) often inadvertently
transported and, therefore, introduced throughout the world (Carlton
1989, Williamson et al. 2002). Unlike sphaeromatids, the limnorid isopods
(Limnoria spp.), or gribbles, consume their burrowing substrate, which
consists of wood, seagrass, and algal material (Johnson and Menzies
1956, Cookson and Lorenti 2001, Thiel 2003). These species are best
known for their abilities as bioeroders of wooden structures, and the
damage associated with the activities of these and other bioeroders
(such as shipworms) can be substantial (e.g., Kofoid 1921, Reish et al.
1980). Given the economic implications of the engineering activities of
such species, a considerable field related to prevention of marine biode-
terioration has arisen (e.g., Costlow and Tipper 1984).

Although relatively little is known about the ecological effects of lim-
norid isopods, like the sphaeromatids, they are ecosystem engineers
able to cause habitat change by interacting with other engineers at
several spatial scales. Two noninvasive species, Limnoria algarum and
L. chilensis, can be found burrowing in kelp (Barrales and Lobbas 1975,
Thiel 2003), where their activities can weaken holdfasts, leading to the
loss of entire plants and contributing to or even instigating natural cycles
of kelp bed die back, especially in high exposure areas (Barrales and
Lobbas 1975, North 1979; Figure 9.1C). Kelps are important engineers in
marine systems; their canopies and holdfasts influence water-flow and
sedimentation rates (Eckman et al. 1989), as well as provide habitat for
a variety of species, including relatively sessile invertebrates and more-
mobile fish (Foster and Schiel 1985). The loss of these plants therefore
may transform canopied forest to open seafloor (Figure 9.1C), although
again the magnitude and direct effects of this loss have not been quanti-
fied. In general terms, though, species composition in open or defor-
ested areas compared with forested areas will differ dramatically (e.g.,
Graham 2004). Loosening kelps from the seafloor will also produce kelp
paddies, or rafts, which serve as habitat and transport mechanisms for
a variety of fish and invertebrates (Hobday 2000). At finer scales, habitat
is created for the organisms that inhabit burrows, including arthropods
and juvenile Limnoria (Sleeter and Coull 1973, El-Shanshoury et al. 1994,
Thiel 2003; Figure 9.1C).

As with the other two examples, there are applied implications for the
engineering activities of limnoriid isopods. As mentioned previously, the
burrowing activities of the invasive, wood-boring gribbles can lead to
substantial economic costs associated with damage to wooden
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structures such as piers, docks, and boats (Costlow and Tipper 1984). The
conservation implications of the algal-boring isopods are less clear, as
they are not thought to be non-native species. Nonetheless, effective
kelp forest management should take into account the engineering activi-
ties of these organisms, including adopting regional perspectives to kelp
patch distribution that would consider potential refugia from attack
(e.g., Holyoak 2000) and proportions of habitat necessary to account for
habitat conversion.

9.5 = LESSONS AND IMPLICATIONS

The central focus of much of the research on these isopods, the destruc-
tion of vegetated communities, correctly reflects the high conservation
priority placed on these biogenic habitats, especially in light of the pro-
pensity of these crustacean bioeroders to be invasive. However, in order
to more fully characterize the roles of these species in affecting available
habitat, broader perspectives are needed. The preceding examples, for
instance, highlight the importance of considering different scales and
contexts in assessments of the effects of ecosystem engineers. Although
such views typically have not been addressed for these isopods (and
many other habitat converters), they would be achieved by landscape-
level considerations (e.g., Wright et al. 2002, Talley in press). Such studies
would be potentially complicated in that they necessarily encompass
multiple and often distinct habitat types and associated biota, which
may require different types of sampling tools, approaches, and expertise.
This is a likely cause of the general tendency to focus attention on the
loss of one habitat type with less explicit consideration of the habitat
that replaces it.

These isopod examples also demonstrate the power of the engineering
concept to reveal commonalities in ecosystem responses to species with
seemingly distinct activities. Habitat conversion by Limnoria arises pri-
marily from feeding on plant tissue, whereas S. quoianum has little direct
influence on the plants whose habitat it ultimately destroys. The engi-
neering construct, of one organism affecting other organisms via changes
to the abiotic environment, irrespective of whether or not these changes
are associated with trophic interactions (Jones et al. 1994, 1997), neatly
captures the multifaceted nature of these interactions. In fact, trophic
relationships per se (e.g., in terms of flows of material and energy through
food webs), would not be sufficient to describe the ecosystem-level
changes caused by the activities of these organisms (although they would
clearly be important for understanding other ecological dynamics). The
concept of ecosystem engineering also helps identify gaps in current
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knowledge that require further attention, such as how available habitat
changes across the landscape, and offers explanations for outcomes
when purely trophic explanations are not sufficient. Utilizing the prin-
ciples of engineering and addressing the full breadth of species-induced
changes to habitat will improve our ability to make ecological general-
izations and predictions, as well as provide information necessary for
applied efforts such as restoration and invasions management.
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10

SYNTHESIS: LESSONS FROM DISPARATE
ECOSYSTEM ENGINEERS

James E. Byers

The chapters in this section illustrate that the precise effects of ecosys-
tem engineers can be highly system specific, but the ecosystem engi-
neering conceptreveals commonalities in engineering-related processes.
The intricacies of an insect tying leaves together (Lill and Marquis, Ch 6)
and an isopod collapsing salt marsh banks (Talley and Crooks, Ch 9) can
readily be viewed as distinctly disparate examples, yet both have com-
munity-level effects initiated by alteration of physical structure. The
idiosyncratic details of these examples are certainly important in their
own right for providing insight into individual systems; however, exam-
ining a diversity of examples provides unique opportunities for gaining
general insights and unifying theories. Here I draw out five major mes-
sages that are reflected in these chapters and evaluate some implications
for future directions for the study of ecosystem engineers.

First, one distinct benefit in considering many different ecosystem
engineers in side-by-side case studies is the identification of the unique
advantages that different systems may offer for examining different lines
ofresearch questions. For example, the shelter-buildinginsects described
by Lill and Marquis (Ch 6) and the soil-tilling earthworms described by
Lavelle (Ch 5) clearly alter the physical structure of habitat in important
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ways, but are often overlooked because of their small size. It is the small
size of these engineers, however, that makes them easy to manipulate
and replicate in experiments. Because most ecosystem engineering
studies are observational, systems such as these may provide valuable
insight into the mechanisms behind engineering outcomes. Similarly,
some systems are more heavily influenced by broad physical forces than
others allowing for examination of the interactions between engineering
and external, often larger-scale processes. Wave energy, for instance,
influenced the engineering potential of bioeroding isopods (Talley and
Crooks, Ch 9).

Second, and perhaps most notably, the various examples in the chap-
ters underscore that the temporal scale of the engineering and the persis-
tence of the engineered aspects differ greatly between systems (Hastings
et al. 2007). In temperate regions the structural changes of leaf tiers are
cast aside when leaves are shed by deciduous trees every autumn. In con-
trast, the chemical and salinity changes to soil deposited by iceplant often
persist for years even after the plant itself is removed (Molinari et al., Ch
7). As Molinari et al. further emphasize, differences in the spatial scale of
ecosystem engineering can also be apparent. On a small scale, invasive
ecosystem engineers can exact great physical changes resulting in lower
(Molinari et al., Ch 7) or higher (Talley and Crooks, Ch 9) species richness.
If the engineering skews the environment heavily enough, higher rich-
ness could especially be due to an increase in exotic species. At larger
scales, amosaic of engineered and unengineered habitat is likely in many
cases to lead to high regional-scale species richness due to enhanced
habitat heterogeneity. However, in extreme cases of engineering, like ice-
plant, where almost all species were excluded underneath it, low species
richness can still result at large scales. Thus, although we see a common
thread of engineers altering the physical environment and enhancing
environmental heterogeneity, the resultant community effects are deter-
minedlargely from thescaleatwhich environmental heterogeneity affects
biodiversity for a particular group of species as well as the baseline rich-
ness of unmodified habitats (Tews et al. 2004, Wright et al. 2006).

Third, physical, structural modification remains one of the most clear-
cut examples of ecosystem engineering. Such modification is easily
identified and has obvious effects on subsequent biotic interactions
within a community. For example the effect of certain earthworm species
to mesh soil particles into solid macroaggregated structures has direct
consequences for nutrient distributions to plants. In other cases, like the
bioeroding isopods, the structural modification may be so drastic that a
habitat is completely converted to another habitat type.

Although any changes to the abiotic environment could be thought of
as engineering, if such changes occur due to trophic, assimilatory, or
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even competitive purposes they may be better characterized with exist-
ing ecological terminology and frameworks like energy flow, metabo-
lism, or allelopathy. For example, a filter-feeding mollusc could increase
water clarity by removing plankton or sediment from the water column.
Although the effect on water clarity may be the same, the removal of
plankton is trophic while sediment removal is engineering. Placing the
emphasis of ecosystem engineering on the process (filtration of sedi-
ment) as opposed to the consequence (water clarity) is important
because it helps to indicate which ecological theories (e.g., ecosystem
engineering, food webs) might be most applicable in a given instance.
In this instance, dynamic feedbacks of the predator feeding on its plank-
tonic prey and subsequent community-level consequences will surely
differ from those arising from interactions of predators and nonliving
sediment particles. What makes ecologists’ task both difficult and com-
pelling is that species may often be influential due to a mixture of engi-
neering and biotic interactions. However, Talley and Crooks (Ch 9) make
aclear case that, from amanagement perspective, the bioerodingisopods
are important mostly in nontrophic ways. Thus an explicit ecosystem
engineering framework in and of itself would be particularly helpful to
management applications in this system.

An emphasis on the processes behind ecosystem engineering can lead
to some grey areas. In particular, it can sometimes be difficult to catego-
rize chemical changes to an ecosystem. For example, are chemical inputs
by iceplant into the soil best examined with an engineering framework
or with alleopathy or Lotka-Volterra competition models? Ultimately the
distinction between ecosystem engineering and biotic interactions that
yield similar environmental effects (like filtration or alleopathy) may
depend on the perspective and needs of the practitioner and which
framework is easiest and most efficient to apply. In the case of iceplant,
the clearest examples of chemical engineering may be through its spa-
tially and temporally extended abiotic influence via inorganic chemicals
(e.g., salt). Legacy effects of salt or chemicals that persist after an eco-
system engineer is removed might also be effectively framed as eco-
system engineering since there is no intentional competitive target of
these lingering abiotic changes.

Fourth, for most ecologists who deal with contemporary systems, the
paleontologic examples of Marenco and Bottjer (Ch 8) depicting some
of the earliest forms of engineering are intriguing. Specifically, the soft-
bottom bioturbating-aerating species they describe opened up a new
third dimension of habitat for marine infauna. By providing a broader
temporal view, such paleontological evidence provocatively implies that
ecosystem engineering may have important ramifications for evolution-
ary processes, particularly the appearance of novel functional groups of
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organisms. That is, if ecosystem engineers facilitate use of a completely
novel habitat, they can catalyze new modes of life. It would be a tantaliz-
ing exercise to try to identify the explosive radiations of species through-
out time and determine how many may have been attributable to novel
ecosystem engineers facilitating expansion into previously uninhabited
ecological niches. Such novel ecosystem engineers that began engineer-
ing in a new way or in a new habitat that physics alone could not engi-
neer effectively may have been critical catalysts in the radiation of
lifestyles and life-forms.

Fifth, two of the chapters in this section (Molinari et al., Ch 7 and Talley
and Crooks, Ch 9) dealt predominantly with ecosystem engineers in their
non-native environments. Although ecosystem engineers typically func-
tion as engineers in both their native and introduced environments,
when they are introduced to a new environment, ecosystem engineers
may become more abundant or we may simply have a tendency to notice
the engineering effects more in a place where the effects are novel. Inva-
sive ecosystem engineers will often have unique traits (Crooks 2002),
unless they happen to be structurally identical to a native species, e.g.,
one tree species replacing another. The large community changes that
can often occur in an environment where an ecosystem engineer is
introduced stem from the fact that the native species are often not
adapted to the newly engineered abiotic conditions. Even if native
species survive the direct alterations, the abiotic playing field, which
provides the context upon which all biotic interactions are dependent,
may be severely skewed. These disturbances may therefore erase a native
species’ prior advantage of local environmental adaptation accrued over
evolutionary time, giving non-native species equal or better opportunity
to compete their way into the community (Byers 2002). As opposed to
direct anthropogenic disturbances, the modification of historic, envi-
ronmental conditions by introduced ecosystem engineers may be par-
ticularly enhanced because, once established, they chronically alter the
environment. This is one reason the removal of invasive ecosystem engi-
neers is frequently a top priority in restoration efforts (Byers et al. 2006,
Byers in press).

In summary, the scientific literature has an increasing number of clear
examples of ecosystem engineers (Wright and Jones 2006). The most
convincing of these are cases where engineering effects far outweigh
effects from biotic interactions. Burrowing isopods and beavers are cer-
tainly part of food webs, but their largest impacts on the communities
are through their engineering activities. Even though the effects of eco-
system engineers on their communities can be pervasive and extreme,
there is still no widely used, off-the-shelf theoretical approach to study
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these effects that is analogous to the concepts and models available for
studying predation and competition. Mutualism theory is a partial inroad
in this direction (Bruno et al. 2003), and some progress has recently been
made with explicit ecosystem engineering models (Gurney and Lawton
1996, Cuddington and Hastings 2004; Wilson and Wright, Ch 11, Cud-
dington and Hastings, Ch 13, Meron et al., Ch 12). Ecosystem engineer-
ing, with its dynamic components of organisms affecting physical
structure and consequent feedbacks on the engineers and their com-
munities, would benefit from full development of analytical, conceptual,
and theoretical approach in ecology (Jones et al. 1994, Gurney and
Lawton 1996, Cuddington and Hastings 2004).

Generalizing types of ecosystem engineering would greatly aid such a
development of a full theoretical and conceptual treatment because one
of the impediments may be that each case of ecosystem engineering has
been viewed as idiosyncratic, to be addressed on a case-by-case basis.
In describing the paleo explosion of bioturbators—aerators as an impor-
tant, engineering life form, Marenco and Bottjer (Ch 8) have provided an
example of how we could meaningfully categorize engineers according
to their functional alterations of the environment. Examples of other
major categories of species that share overarching similarities of engi-
neering effects may include the following: flow modifiers, habitat modi-
fiers, and biogeochemical modifiers (Gutierrez et al. 2003). Identifying
common, unifying groups of ecosystem engineers is a challenging, yet
potentially fruitful pursuit for ecologists (Gutierrez et al. 2003). Because
some ecosystem engineers, including the ones in this section, span mul-
tiple categories, the category applied may depend on which affected
species one cares about. For example, earthworms modify both habitat
and nutrient flows. For ground-dwelling insects the habitat modification
may likely be the most important aspect, because aggregations and dis-
aggregations of soil structures have a profound influence on certain
other belowground species. However, for plants, the worms’ role as
nutrient distributors is likely to be a large one. In any event, such classi-
fication schemes would likely be welcomed by theoreticians seeking to
develop general models for particular suites of engineers, or empiricists
looking for common patterns across systems. The development of sound
classifications is perhaps one of the most important needs to advance a
generalized, unified study of ecosystem engineers.
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THEORIES AND MODELS

Relatively few models exist that specifically examine the ecosystem engi-
neering concept and its myriad implications for the engineer’s popula-
tion dynamics, not to mention the outcomes for the rest of an ecological
community and the environment being modified. This section examines
models related to ecosystem engineering. One key aspect of these models
is the link between the biotic and abiotic features of an ecosystem. There
are two ways that this linkage can take place. First, and perhaps simplest,
the link can be “one way,” a situation in which an organism modifies the
environment and the environmental modifications have subsequent
implications for other features or species in the community. These impli-
cations can be important in and of themselves when one is interested
in, say, the effects of climate change or community disruptions in the
presence of an invasive species. Perhaps more interesting from a theo-
retical point of view, the second situation concerns a feedback between
the ecosystem engineer and the consequences of its engineering. In
other words, the engineer’s activities modify an environmental feature
that either directly or indirectly affects the engineer’s population dynam-
ics. Here we examine models that represent both possibilities.
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COMMUNITY RESPONSES TO
ENVIRONMENTAL CHANGE: RESULTS OF
LOTKA—VOLTERRA COMMUNITY THEQRY

William G. Wilson and Justin P. Wright

11.1 = INTRODUCTION

A principal feature of ecosystem engineering is an alteration of one or
more environmental variables, an alteration that potentially has im-
portant impacts on the resident community. In some situations the
alteration of the environment is so complete that the entire community
changes from one habitat type to another, the prototypical example
being the beaver (Naiman et al. 1988, Wright et al. 2002). This rather
dramatic class of alterations is not the one we address in this chapter.
Instead, we are interested in less extreme situations in which the ecosys-
tem engineer has a weaker impact on environmental variables, causing
a less extreme impact on the ecological community. Examples include
the modification of resource availability by desert shrubs (Boeken et al.
1998, Raffaele and Veblen 1998, Wright et al. 2006), pocket gophers
(Williams and Cameron 1986, Inouye et al. 1987), or alpine cushion
plants (Badano et al. 2006). Within this scenario, our goal is to under-
stand what ecological factors enhance or reduce the influence of an
engineering species on patterns of species diversity in a community.

Ecosystem Engineers
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Within a single trophic-level community model, species-specific
growth rates and species interactions typically are represented as fixed
constants, imagined as either environmentally dependent, but with a
constant environment, or as independent of environmental variation. In
either case, explicit environmental dependence is unnecessary except
when considering dynamic resources. The single trophic-level commu-
nity model examined here relaxes this constant environment assump-
tion and, although no explicit representation is made, supposes that
there exists a species that modifies the environment and produces a
quantitative response in the pairwise interaction strengths and species-
specific growth rates in the community.

It is a fair question to ask whether our formulation differs from one
designed to study the impact of a general, slow environmental change
on an ecological community. Perhaps the best answer is that our formu-
lation is robust to either biotic or abiotic drivers of the environmental
change, but does not examine the potential feedback response on the
driver. This formulation makes our study relevant beyond ecosystem
engineers, applicable to any situation or mechanism causing a change
in environmental variables that affects community composition, for
example, abiotic interactions or human-induced climate change. Our
results are also robust to differing definitions of ecosystem engineer
(Wright and Jones 2006, Wilson, Ch 3).

Our approach differs significantly from previous attempts to model
the effects of ecosystem engineers on system dynamics that have expli-
citly accounted for feedbacks between the fitness of the engineering
species and the changes that it creates in environmental variables
(Gurney and Lawton 1996, Wright et al. 2004). Consideration of these
feedback loops provides useful insight into the situations in which the
engineer’s persistence is dependent upon its engineering activities. Our
model does not account for these feedbacks simply because our primary
interest is the community-level response of species richness to engineer-
ing effects.

We extend the recent Wilson et al.(2003) and Wilson and Lundberg
(2004, 2006) community model that yields approximate analytic results
for community properties. That framework considers linearized species
interactions, a la Lotka—Volterra models, as the mathematical founda-
tion, and then proposes an approximate mean-field solution for many
interesting ecological measures. Comparisons with numerical results
not subject to the approximations demonstrate the validity of the ana-
lytic results. Far and away the greatest benefit of the approximate solu-
tion is the explicit connection between community properties and
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the underlying distribution of species growth rates and interaction
strengths.

Here we consider these underlying species-level distributional proper-
ties, namely the mean and variance of growth rates and the strength of
species interactions, to be dependent on environmental variables. No
explicit consideration of the engineer is necessary; instead, its influence
on the community is mediated through the environment. Given
environmentally driven change in the distributions of species-level
growth rates and interaction strengths, we can ask about changes in com-
munity-level response variables, namely the number of species persist-
ing in the environment. We can also examine questions such as at what
levels of productivity does ecosystem engineering have weaker or stron-
ger effects. Finally, given the model predictions, we examine whether this
model analysis fits qualitative arguments made in the literature.

11.2 = LOTKA-VOLTERRA COMMUNITY MODEL

We extend the Lotka—Volterra (LV) community model for interacting
species under the assumption that every species in a local community
has the potential to interact with any other. Dynamics of closed systems
result from species-specific per capita births, B ({n}; E), and deaths,
D ({n}; E), dependent on the set of species densities, {n}, and the envi-
ronmental state E. The traditional formulation of an LV model can be
viewed as a linear approximation (by Taylor series expansion) of these
arbitrary birth and death functions, with an intermediate set of density-
independent per capita birth and death rates for species i, b;(E)
and d,(E) respectively, and density-dependent terms representing the
effect of species j on species i’s birth and death rates, ;(E) and 6;(E).
Collecting all of these terms,

dn,-
dt

=nB(in;}; E) - D;(in;}; E)] (1a)

P P
=N |:(bi (E)— Z,Bij(E)nj j - (di(E) + 2517(5)71]' ):| (1b)
j=1

j=1

p
= ni(Ki(E)_aii(E)ni_zaij(E)njj (1c)

J#i

reproduces the classic Lotka-Volterra community model (Lotka 1925,
Volterra 1926) for a regional pool of P species. The parameter K;(E) not
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only represents the maximum per capita growth rate of species i, but,
as shown in later text, it also scales the species’ equilibrium density.
Interaction rates, both intraspecific, ;(E), and interspecific, oy(E),
also can depend on the environmental state. Each of these parameters,
in general, involves combined aspects of both birth and death rates,
but isolates density-independent and density-dependent interactions.
As just indicated, all of the parameters are implicit functions of the
environmental state E, but in the remainder of this manuscript
we will drop the explicit dependence. We also assume that the interac-
tion parameters, considered across all species, can be described by a
mean and variance, for example K and c% both dependent on the
environmental state, and similarly for the intraspecific interaction
parameters, o, distributed with mean and variance, ¢; and ¢%, and
the interspecific interaction parameters, ¢y, distributed with mean
oy; and variance o3, where the H denotes interspecific (or heterospe-
cific) interactions. Note that this description does not require that
the parameters are normally distributed; the following calculations
simply use only the first two nonzero moments of the distributions,
which are the mean and variance. It is not clear that including
higher moments would introduce qualitatively new changes to our
results.

PSEUDO-EQUILIBRIUM ANALYSIS: TARGET DENSITIES

Our analysis begins by setting the derivatives in Equation 1c to zero,
indicating an equilibrium situation. Although it is typically thought that
Lotka-Volterra competition models yield rather stable equilibria, van
Nes and Scheffer (2004) clearly demonstrate multiple stable equilibria
as well as cyclic and chaotic dynamics when interspecific and intraspe-
cific interactions take on overlapping distributions. Although we have
also observed these interesting dynamics under appropriate conditions
(Wilson unpublished), we have not examined the importance of this
issue in detail, in part because the community tends to collapse to a
small subset of species with high density (for example, the large & limit
of Fig. 3 in Wilson et al. 2003). This small species number limit is beyond
the range of this target density approach’s validity.

Proceeding with the analysis, it is clear that no species density can be
negative, for trivial reasons, but there are no mathematical reasons to
impose such a restriction. Indeed, at least at the outset of the analysis,
allowing negative species densities at equilibrium provides an immedi-
ate solution to the steady-state situation,
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P
Ociifli=Ki—20£,~jﬁj, (2)

J#i

where 7i; is the equilibrium density for species i while allowing negative
species densities. These values are called “target densities” because they
represent the values towards which population densities would move if
they were allowed to take on any value. Another way to think of these
values is that, if a species is rare and the other species are at their target
densities, then the per capita growth rate of the focal species is propor-
tional to K; — X;c;7;. This growth rate when rare is also a primary deter-
minant of the target density, making the target density related to the
force increasing or decreasing the population density when the species
is rare.

The next step in the analysis begins by defining the average target
density, n, and substituting 7i; = n + Afi;, where Afi; represents a small
deviation from the average value, and similarly for all of the parameters,
into Equation 2. Explicitly,

_ _ p _
(R + A7) (0 + Aci) = (K + AK;) =Y (0t + Aay) (7L + A) 3)

J#i
and then expanding all terms gives,

a[ﬁ + a[Afli + ﬁAail’ + AaiiAfll’ =

— _ _P P
K +AK; = (P-Dayn—nY Aoy + oy Ait,— Y. Ao Afi;. 4)

Jj#i Jj#i

Equation 4 holds much information on the equilibrium densities of
the different species, as well as community-level properties. However,
obtaining all this information requires a slightly confusing analysis that
hinges on the idea that the sets of terms involving each order of the small
deviations must separately be zero. Consider, for example, the case when
all of the small deviations are zero. Substituting zero into Equation 4 for
all the small deviations leads to Equation 5a. This equation is called the
“zeroth order” one because its terms are proportional to the deviations
to the zero power. Next, consider deviations so small that the product of
any two deviations is negligible. This consideration has no affect on
Equation 5a, but yields another equation because the sum of all the first-
order terms must cancel in order for the equality Equation 4 to hold.
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Likewise, similarly considering the second-order terms provides us with
a total of three conditions,

ai=K —(P-1ayn (5a)
_ _ P
0 AT+ AQ; = AK; =11 Aot + 0 ATy (5b)
J#i
P

J#i

We can simplify the solutions to these equations by defining the overall

interaction strength of species i with its community, y;=o; + Zoc,-j , and
J#L

its average over all species, ¥ = oy;+ (P— 1) oy. With these new identities,

we obtain from Equation 5a the average target density,

(6)
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Straightforward manipulation of Equation 5b provides each species’
deviation,

Af=—X [Mfi - Aif’}, @)
o —0gy K X

where Ay; = Ao +2Aal—j, leading to the variance, 6; = o5+ (P — 1) 04
J#i

Equation 7 then provides the variance in the target densities,

1& . K Yoz o2
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It is an obvious note to point out that the set of Equation 7 defining the
deviations sums to zero as expected, but the less obvious implication of
this condition is that the deviations are thus correlated. Equation 5c
provides the condition that expresses this fine-scale correlation as some-
thing that involves the interaction structure of the community and the
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target densities. We will not delve into this detailed correlation structure,
but it may be of interest elsewhere.

COMMUNITY RESPONSE TO ENVIRONMENTAL CHANGE

Analysis of the model provides insight into the dependence of com-
munity-level properties on changes in the underlying model parameters
due to the engineer’s effect. We first focus on an estimate for species
richness based on the supposition that species with negative target den-
sities eventually will be excluded from the system. Given a species pool
of size P and assuming a normal distribution of target densities with
mean and variance given by Equations 6 and 8, the size of the remaining
community, S, is

S i #1202
p N27nn

This approximation results from an integration by parts of the species-
density distribution (Mathews and Walker 1970), and the most impor-
tant aspect of this expression is that S/P increases with increasing n°/ o;
(Wilson et al. 2003). Thus, the number of species in a community should
decrease with increasing interaction strength, ¥, and variability in inter-
action strengths or carrying capacity, and increase with increasing K
(see Equations 6 and 8). This general statement is qualified slightly by
the dependence on o; — oy,

In the following text we consider more detailed implications for species
richness, but we can also generate predictions for productivity. A termi-
nological aside might be useful at this point. There are three things that
could potentially be called productivity, each associated with a distinct
biological level. The first thing is the average species growth rate, repre-
sented in the model by K, which is a measure of nutrient levels and is a
function of many environmental variables. We will refer to the aggregate
of all these environmental variables as fertility. Processes that change
the fertility level might be called enrichment (Wilson and Lundberg
2006), although the two terms might also be used synonymously. The
second and third things make a distinction between individual-level
mass and population-level biomass. Consider, for example, in our model
a species at its equilibrium population density. At this density the popu-
lation-level biomass is unchanging, yet it is well understood that the
model represents population dynamics as the combined result of repro-
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duction, individual growth, and mortality. One possible population-level
measure of productivity is the standing biomass represented by this
equilibrium density, which is the measure of productivity we use here.
However, empiricists sometimes focus on the average individual growth,
as is sometimes appropriate, measuring this quantity as a biomass pro-
duction over some time interval and calling it productivity. One can
likely identify slow-growth and high-growth species that have similar
standing biomass, meaning that these two measures of productivity may
provide contrasting conclusions that are not reconcilable without further
empirical study. Our model makes no predictions concerning the indi-
vidual-level measure of productivity; indeed, the Lotka—Volterra
interaction coefficient ¢;;, as defined in Equation 1c, confounds the
density-dependent growth and death rates, 8;;and ;, respectively. Unless
one assumes that there are no density-dependent loss rates, making
predictions regarding individual-level productivity will require a differ-
ent analysis. In our model the sum of all species densities represents
“community productivity,” or,

Productivity = n S = I_<—S (10)

P xP

This measure should increase with increasing K and decrease with
increasing interaction strength, ¥, and variability in interaction strengths
or carrying capacity (via Equation 9). The relative importance of these
various dependencies is unclear for the most part, however in a two-
trophic level community, only the productivity dependence on K and
the species-richness dependence on o} were particularly strong (Wilson
and Lundberg 2006).

Equation 9 outlines a complicated dependence of species richness on
model parameters. However, we can pursue a more limited but focused
examination to understand how an engineer modifying some environ-
mental variable E affects community composition. Given that S/P
increases with increasing 71°/ o7, we can differentiate these expressions
to understand the general trends as

S\ 9 iz _ _
op) [Géj_ﬁ{i%z_i&fﬁ}

JE dE  o2|nt dE o2 JE

(11)

One result of the approximations taken in Equation 9 is that our interest
mostly involves the general trends in community size dependence. With
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this understanding, it becomes mathematically simpler to examine the
scaled derivative that we define as the quantity AS,

AS=—t ~"n/Z_ - 7" - 77 (12)

The derivatives in Equation 12 can be calculated using Equations 6 and
8 to give

1 9r* 29K 20y

o _ = 13
72 9F KOJE 7 OE (152
1390%, 1d0; 08
ldoy K*OE 2 0E % F&I?_lgﬂ
o2 JE o o2 o2 oi|KJE (xOJFE
<2 <
1 oy -
B (o —ay) (13b)
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Substituting these expressions into Equation 12 results in a rather com-
plicated expression in need of further simplification. To this end, it seems
reasonable, or at least not unreasonable, to assume that Jd(o; — o)/ JE =
0 under the idea that the environmental influence on intra- and inter-
specific interactions are similar. We can further define relative changes
in each of the important parameters,

AK = %g—g (14)
AGE = % %GEI% (14b)
Ay = %g—z (14c¢)
Ao? =L 9% (14d)
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Our goal will be to examine how the change in the relative measure of
species richness, AS, depends on the relative engineer-induced changes
in the species interaction parameters of interest. Substituting Equations
13 into Equation 12, using the shorthand notation defined by Equations
14, provides the relative importance of the various interaction parame-
ters to changes in species richness,

AS  20%/K? (15a)
AK o2lx*+0%1K?

AS — 20%/K° (15b)
AK  o2l7*+0%1K?

AS 1 (150)
Ac:  oilx*+oilK?

AS 1 (15d)

Ac? __G%/Z2+G,%/I?2'

These expressions demonstrate that relative changes in species richness
are affected twice as strongly by changes in the average growth rate and
interaction strengths as by changes in the variances.

Suppose that environmental change primarily affects fertility, or the
community’s distribution of maximum growth rates through the param-
eters K and 6%, and affect all other parameters only very weakly. Similar
arguments, however, can be made comparing changes in the average
growth rate with the parameters governing the distribution of interac-
tion strengths. Possible outcomes for the distributions of species values
are shown in Figure 11.1, depicting how engineering can change the two
distributional parameters quite independently. As seen by inspection of
Equations 15, increases in the mean and variance in K have opposing
effects on community richness. Concerning oneself with only growth
rate changes, the net effects on community richness might just be the
sum of the independent contributions through the growth rate parame-
ters, having a sum of relative species change,

AS AS 202 /K?-1

LAS - 16
AK Aoy o3/x*+0:/K? (16)

There is then a critical value, 20'12?/1? # =1, that serves as the tipping point
for when engineering will decrease community richness (262/K* < 1) or
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Environmental Change in LV Communities Wilson and Wright 23

K values
I

Unaltered Engineered Unaltered Engineered
Environment Environment

(A) Increased K. (B) Increased o

K values
I

Unaltered Engineered
Environment

(C) Increased K and oy

Figure 11.1 Possible shifts in species maximum growth rates in an engineered/modified
environment. (A) All growth rates increase equally, resulting in an increased K but
unchanged ok. Species richness is expected to increase under this scenario. (B) The
average growth rate K may stay constant while the standard deviation ok increases.
Species richness is expected to decrease in this situation. (C) Both the average growth
rate K and the standard deviation o might increase. The response in species richness
depends on which distributional parameter changes most markedly.
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increase community richness (20‘12?/12 > > 1). When the community has
relatively homogeneous maximum growth rates, o = 0, the denomina-
tor in Equation 16 takes on its smallest value. Thus, the magnitude of
community change is large, and the environmental change induced by
ecosystem engineering should have a strong, negative impact on spe-
cies richness. In contrast, communities with relatively heterogeneous
maximum growth rates, or large o, ought to become more species rich
with environmental change. As the community becomes increasingly
heterogeneous, relative community change saturates at a value of 2.

11.3 = DISCUSSION

Our conclusions for the effects of engineering on community properties
are relatively straightforward and follow from the results of Wilson et al.
(2003). If engineering (or some other process) modifies the environment
such that the average maximum growth rate of the species in the com-
munity is increased, or in the above representation, AK > 0, then the
community’s species richness increases. On the other hand, if engineer-
ing increases any other aspect of species growth, including the average
competitive strength, the variance in the maximum growth rate, or the
variance in competitive strength, then the community’s species richness
decreases.

The model presented here envisions an ecological community as a set
of interacting species not too far from their equilibrium such that pair-
wise species interactions can be linearized. Preliminary examinations of
a model having nonlinear interactions suggest that the linearization
assumption is not critical to the conclusions (Wilson unpublished). We
have supposed that the influence of an ecosystem engineer can be col-
lapsed to a “single” environmental variable that alters the mean growth
rate, the variation in growth rates, the mean interaction strength, and
the variation in interaction strengths. These changes then affect the
community, in particular species richness and productivity, defined here
as the sum of all species densities.

Wilson and Lundberg (2006) found that in a two-trophic-level com-
munity model, increasing K (or the mean and/or variance in competi-
tion) increased both productivity and species richness at the resource
level, whereas increasing of increased resource productivity and de-
creased resource species richness. A hump-shaped form would result
from differing relative effects of engineering on the different interaction
parameters along their gradient in strength (see also Wilson et al. 2003).
This conceptual picture is shown schematically in Figure 11.2. In this
situation, environmental change leading to higher fertility could lead to
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Environmental Change in LV Communities Wilson and Wright 24
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Figure 11.2 General model results demonstrate that species richness in a community
increases with increasing K and decreases with increasing interaction strength, 7, and
variability in interaction strengths, o2, or carrying capacity, ok. It is anticipated that at
low fertility, enrichment primarily increases K, whereas at high fertility, enrichment pri-
marily increases j, producing a hump-shaped curve in species richness with fertility.

lower productivity depending on the effects on other species-level
parameters.

An earlier conceptual model relating the effects of ecosystem engi-
neering on species richness to the effects that the habitat modification
has on primary productivity (Wright and Jones 2004) has results that are
potentially consistent with the results of our current model. Wright and
Jones (2004) assume a hump-shaped relationship between fertility and
species richness (see also Mittelbach et al. 2001). In low-fertility environ-
ments on the increasing limb of the fertility-richness relationship, engi-
neers that cause changes in the environment leading to higher fertility
should increase richness, while engineers causing a decrease in fertility
should decrease richness. Conversely, in high-fertility environments, on
the decreasing limb of the fertility—diversity relationship, engineers
increasing fertility cause a decrease in richness while those decreasing
richness cause an increase in richness.

To compare the two models, we make two assumptions, both of
which can be, and in one case have been, tested empirically. The first
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assumption is that in low-fertility environments, increasing fertility has
a stronger effect on growth rates than on the strength of interspecific
interactions while the opposite is true in high-fertility environments. In
other words, the importance of competition increases as fertility
increases. This assumption has theoretical (Grime 1973, 1977) and
empirical (Reader 1990, TwolanStrutt and Keddy 1996) support, although
there are contrasting theories (Newman 1973, Tilman 1988) that have
also been supported by empirical evidence (Wilson and Tilman 1991,
1993; Reader et al. 1994), and a meta-analysis of the intensity of competi-
tion across environmental gradients showed mixed results (Goldberg
et al. 1999). The second assumption is that species respond similarly to
changes in fertility, implying that the change in the variance in growth
rates and interaction strengths is small relative to the change in mean
values of growth rates and interaction strengths. There are suggestions
that interaction strength might be environmentally dependent (Sala and
Graham 2002, Navarette and Berlow 2006), but the magnitude of these
changes in variance relative to changes in the means are unknown.

If both assumptions hold, then the predictions of the current model
and the model proposed in Wright and Jones (2004) are consistent. In
relatively low fertility environments, ecosystem engineers that increase
fertility cause relatively large increases in mean growth rates (K) leading
to increases in species richness while those that decrease fertility
decrease K leading to decreases in richness as predicted in Wright and
Jones (2004). In high-fertility environments, ecosystem engineers that
increase fertility result in relatively large increases in overall interaction
strength () leading to decreases in richness, while those that decrease
fertility decrease ¥ leading to increases in richness. This again matches
the predictions of Wright and Jones (2004). The two models become
more difficult to compare directly if these assumptions do not hold.

An important point to be emphasized is the utility of a mechanistic
understanding our model provides for interpreting changes in commu-
nity structure and function. We have indicated how ecosystem engi-
neering, or even any other source of environmental change, alters
environmental variables that we collectively call fertility. Fertility then
alters species-level processes that can be summarized by density-inde-
pendent growth rate and density-dependent interaction strengths. These
alterations are best described as changes in the distributional properties,
themeanandvariance, of the species-level growth parameters. Our model
identifies how community properties, including species richness and
productivity, change with changes in these distributional properties. Key
empirical information is how all of the distributional parameters change
with changes in fertility. Estimating the distribution of interaction
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strengths and growth rates in diverse, intact natural communities in
different environments is clearly a daunting challenge. Yet, designing
appropriate experimental communities in which to examine how the
distribution of growth rates and interaction strengths change in different
environments, thereby testing our assumptions, should be feasible.
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12

MODEL STUDIES OF ECOSYSTEM
ENGINEERING IN PLANT COMMUNITIES

Ehud Meron, Erez Gilad, Jost von Hardenberg,
Antonello Provenzale, and Moshe Shachak

12.1 = INTRODUCTION

The dynamics and spatial organization of ecological communities are
strongly affected by various feedbacks between the biotic and abiotic
environments. The realization that organisms can modify the abiotic
environment, rather than merely being affected by it, has received much
attention since the introduction of the ecosystem engineering concept
by Jones et al. in 1994. Numerous case studies of ecosystem engineering
have appeared since then, providing data on the engineering process
and how it affects organismal, population, community, or ecosystem
ecology (Wright and Jones 2006). Feedback relationships between two
processes generally imply the inadequacy of studying unidirectional
influences alone; the processes are coupled and affect one another at
any instant of time. Studying the bidirectional relationships between
biotic and abiotic processes, including their large-scale and long-time
consequences, calls for the development and study of dynamic models
(Ellner and Guckenheimer 2006). Such models can provide powerful
complementary tools for unraveling mechanisms of ecosystem engi-
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neering at the single-patch and landscape scales, and along environ-
mental gradients.

Despite the extensive empirical work that has been devoted to ecosys-
tem engineering, very few mathematical models addressing engineering
aspects have appeared (Cuddington and Hastings 2004, Gilad et al. 2004,
Rietkerk et al. 2004, Wright et al. 2004). In this chapter we consider plant
communities in water-limited systems and present model studies of
ecosystem engineering along rainfall or consumer-pressure gradients,
and across different levels of organization. Our work is motivated in part
by field studies of plant interactions along environmental gradients
(Bertness and Callaway 1994, Bertness and Ewanchuk 2002, Bertness
and Hacker 1994, Brooker and Callaghan 1998, Callaway and Walker
1997, Callaway et al. 2002, Greenlee and Callaway 1996, Maestre et al.
2003, Pugnaire and Luque 2001), which report on changes from competi-
tion to facilitation as abiotic stresses or consumer pressures increase. In
water-limited systems such changes have been observed in woody-
herbaceous communities under conditions of increased aridity. Facilita-
tion in this case is manifested by the growth of annuals, grasses, and
other species under the canopy of woody plants (Pugnaire and Luque
2001), and might reflect a change in the ecosystem engineering strength
of the woody life-form.

The biotic—-abiotic feedbacks considered in this work couple biomass
densities to surface-water flow and soil-water density. Three feedback
processes are modeled: reduced evaporation by shading (“shading
feedback”), increased infiltration at vegetation patches (“infiltration
feedback”), and water uptake by plants’ roots (“uptake feedback”).
The first two processes concentrate the water resource at vegetation
patches, thus acting as positive feedbacks, while the third process
depletes the water resource and acts as a negative feedback.
Water uptake, however, also induces a positive biomass-feedback loop,
due to root augmentation in response to plant growth. As the plant
grows, the augmented root system probes larger soil volumes, takes up
more water, and further accelerates the growth of the plant. To capture
this effect, it is necessary to model explicitly the non-locality of water
uptake: Uptake at a given spatial point has a contribution from distant
plants whose roots extend to that point. This aspect of the water-uptake
process, which strongly bears on ecosystem engineering and its
resilience to environmental changes and disturbances, has not been
modeled in earlier works (Okayasu and Aizawa 2001; Rietkerk et al. 2002,
2004).

In a series of recent papers, we have developed and analyzed a set of
single- and multispecies models of plants in water-limited systems that
incorporate these three feedback processes (Gilad et al. 2004, 2006a,
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2006b). We present here a synthetic review of these studies emphasizing
aspects of ecosystem engineering. The outline of this review is as follows.
In the second section we present a spatially explicit dynamic model for
plant communities in drylands, and explain how it captures the various
biomass-water feedbacks. We then apply the model to a single life-form,
studying conditions under which it functions as an ecosystem engineer
by concentrating the water resource (third section). Considering next the
version of the model for two life-forms, we study (in the fourth section)
the response of herbaceous life-forms to the engineering of woody life-
forms at different levels of patch organization. We conclude in the fifth
section with a few remarks on the significance of detailed modeling of
biomass-water feedbacks for studying ecosystem engineering, and with
a note on future directions.

12.2 = A MATHEMATICAL MODEL FOR PLANT
COMMUNITIES IN DRYLANDS

We consider plant communities consisting of n life-forms in water-
limited environments. Depending on the particular context, a life-form
can represent a single species, or a community of species whose traits
fall in a narrow range of values in comparison to species of other com-
munities. The environments to be considered represent levels of organi-
zation ranging from single-patch plots to many-patch landscapes.

The model we present here was originally proposed in Gilad et al.
2004, 2006a and extended to multiple life-forms in Gilad et al. 2006b. The
extended model contains 7 + 2 dynamical variables: n biomass variables,
B:X,T) (i=1,...,n), representing biomass densities above ground level
of the n life-forms in units of [kg/m?], a soil-water variable, W(X,T),
describing the amount of soil water available to the plants per unit area
of ground surface in units of [kg/m?], and a surface-water variable,
H(X,T), describing the height of a thin water layer above ground level in
units of [mm]. (Since the density of water is approximately 10° kg/m™,
water height expressed in mm is equivalent to water height in kg/m?).
The model equations are

JB;

a_T:GIiB[Bi)W]Bi(]-_Bi/Ki)_MiBi+DBiV2Bi i:1,...,n
&W n n . )
—p =IUBHH-N 1-Y R:B;/K; |W-W Giy[B/]+ Dy V*W
i=1 i=1
8H 2172 2
—=P-I{B})H + DyV*H*+2DyVH -VZ +2DyHV*Z, (1)

aT



232 11 THEORIES AND MODELS

where {B;} stands for all biomass densities, V? = 0% + d%, and X and T are
the space and time coordinates. The quantity Gs[yr™'] represents the
growth rate of the ith life-form, Gj,[yr'] represents its soil-water con-
sumption rate, and K;[kg/m?] is its maximum standing biomass. The
quantity I[yr'] represents the infiltration rate of surface water into the
soil, the parameter Plmm/yr] stands for the precipitation rate, N[yr']
represents the soil-water evaporation rate, and R;> 0 describes the reduc-
tion in evaporation rate due to shading by the ith life-form. The param-
eter M;[yr'] describes the biomass loss rate of the ith life-form due to
mortality and various disturbances (e.g., grazing). The terms Dy V*B; and
Dy V*W represent, respectively, local seed dispersal of the ith life-form,
and soil-water transport in nonsaturated soil (Hillel 1998). Finally, the
non-flat ground surface height [mm] is described by the topography
function Z(X) where the parameter Dy[m?*/yr(kg/m?) ] represents the
phenomenological bottom friction coefficient between the surface water
and the ground surface.

The equations for the biomass densities and the soil-water density are
phenomenological, while the equation for the surface-water variable is
derived from shallow-water theory. The transport term D,V*(H?) follows
from the assumption of a Rayleigh-type bottom friction (linearly propor-
tional to the flow velocity). The term 2D,VH-VZ describes changes in
surface-water height due to water flow on a slope, and the term 2D;HV*Z
describes the accumulation of surface water in lower areas, where V>Z >
0, or the flow of surface water away from higher areas, where V°Z < 0.

Equations 1 model all three biomass-water feedbacks. The infiltration
feedback is modeled through the explicit form of the infiltration rate 1.
A monotonously increasing dependence of I on biomass density is
assumed in order to capture the positive nature of this feedback; the
larger the biomass density the higher the infiltration rate' and the more
soil water available to the plants.

The explicit dependence of the infiltration rate on the biomass density
is a generalization of an earlier form used in single-species models (Gilad
et al. 2004, 2006a; HilleRisLambers et al. 2001; Walker et al. 1981)

> YiB(X, T)+Qf

IX,T)=A Z_KBi(X,T)+Q )

(2)

! Various factors contribute to the higher infiltration rate of surface water into vege-
tated soil as compared with bare soil, including biological crusts that grow on bare
soil and reduce the infiltration rate (Campbell et al. 1989, West 1990), and soil
mounds, formed by litter accumulation and dust deposition, that intercept runoff
(Yair and Shachak 1987).
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where A[yr™'], Qlkg/m?], Y; and fare constant parameters and Y, = 1. Two
distinct limits of this form for the infiltration rate are noteworthy. When
¥, Y;B; — 0, this quantity represents the infiltration rate in bare soil, = Af.
When %,Y;B; >> Q it represents infiltration rate in fully vegetated soil, I =
A. The parameter Q represents a reference biomass density beyond
which the biomass density approaches its full capacity to increase the
infiltration rate. It is normally small relative to the maximum standing
biomass, implying a weak dependence of the infiltration rate on the
biomass density at high density values. The infiltration contrast (between
bare and vegetated soil) is quantified by the parameter f, defined to span
the range 0 <f<1. When f<<1 the infiltration rate in bare soil is much
smaller than the rate in vegetated soil. Such values can model bare soils
covered by biological crusts (Campbell et al. 1989, West 1990). As f gets
closer to 1, the infiltration rate becomes independent of the biomass
densities B;. The parameter f measures the strength of the positive feed-
back due to increased infiltration at vegetation patches. The smaller f
the stronger the feedback effect.

The uptake feedback is modeled through the explicit forms of the
growth rate Gj and of the consumption rate Gj,. These forms capture the
non-local nature of the uptake process by the root system, as well as
the augmentation of the root system in response to biomass growth
(Gilad et al. 2004, 2006a, 2006b). Water uptake obviously acts as a nega-
tive feedback; water availability increases biomass growth but biomass
growth decreases water availability through water consumption. The
uptake process, however, also acts as a positive feedback when root
augmentation is taken into account; as the biomass grows the root
system extends in size, probes larger soil volumes, and takes up more
water.

The growth rate Gj at a point X at time T is modeled by the following
non-local form:

G(X,T)=A; | G(X, X', TW (X', T)dX’,
| X-X"F }

— 3
2757 eXp{ 25,1+ E:B(X, )P ©)

Gi(X) X,) T) =

where A;[(kg/m?*)'yr~'] represents the plant’s growth rate per unit amount
of soil water, the Gaussian kernel G; (X,X’,T) [m] represents the distribu-
tion of the root system, and the integration is over the entire physical
domain Q.* According to this form, the biomass growth rate depends not

> The kernel G; is normalized such that for B; = 0 the integration over an infinite
domain equals unity.
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only on the amount of soil water at the plant location, but also on the
amount of soil water in the neighborhood spanned by the plant’s roots.
A measure for the root-system size is given by S;(1 + E;B;(X,T)) [m], where
E;[(kg/m?)™"] quantifies the root augmentation per unit biomass, beyond
a minimal root-system size S;. The parameter E; measures the strength
of the uptake feedback due to root augmentation; the larger E; the stron-
ger the feedback effect of the ith life-form.

The soil-water consumption rate at a point X at time 7T is similarly
given by

Giv(X, D=, | G(X', X, T)B(X’, T)dX’, 4)

where T';[(kg/m?)'yr'] measures the soil-water consumption rate per
unit biomass of the ith life-form. The soil-water consumption rate at a
given point is due to all plants whose roots extend to this point. Note
that G;X' X, T) # G:XX,T).

The shading feedback is quantified by the parameters R; in the
equation for W. It is a positive feedback, but unlike the infiltration
feedback, the increased soil-water density under a vegetation patch,
due to reduced evaporation, does not involve depletion of soil water in
the patch neighborhood. As a consequence, the shading feedback is
not expected to induce spatial instabilities leading to vegetation
patterns.

It is advantageous to express the model Equations 1 in terms of
nondimensional variables and parameters as defined in Table 12.1. The
nondimensional form of the model equations is

aab;:Gibi(l—bi)—,uibi‘f'&,-vzbi i=1,...,n
ow N " i 2
E:Jh—v 1_2pibi W—szw+5wV w
i=1 i=1
oh 01 o ,
Ezp—]h+5hv (h*)+26,Vh-Vs+26,hV=g, (5)

where V* = Jd; + d; and t and x = (x,) are the nondimensional time and
spatial coordinates. The infiltration term now reads

ZiV/ibi(X,t)+Qf

Ix, )=« )
D vibi(x,0)+q

(6)
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TABLE 12.1 Relations between non-dimensional and
dimensional variables and parameters. Note that
according to these relations A, = u; = 0y = 1.

Quantity Scaling Quantity Scaling

b; B/K; p APINM,)
w AWIN TK/M,

h AHN — n EK;

v N/M, p; R;

A AdA, o, S/,

1; M/M, S Dy/(M,S?

o AIM, S, Dy/(M, S

q Q/K; S DyN/(M,A, S
X X/S, Vi YiK/K,

t M, T ¢ AZIN

the growth rate term Gj is

Gi(x,1)=vA; jﬂg,-(x, x’, Hwx’, t)dx’,

, ] | x-x'P }
8i(%, X", 1) 27 fexp[ 2[o:(1+ nibi(x, ) | v

and the soil-water consumption rate is
Gi(x, ) =7; | &X', %, Db(X', AX" 8)

Noteworthy is the form of the nondimensional precipitation rate,
p = MP/(NM,), 9)

which implies the equivalence of decreasing the precipitation rate P and
increasing the biomass loss rate M,.

The studies of Equations 5 presented in the following sections are
mostly numerical. Analytical studies include linear stability analysis of
stationary uniform solutions, and are described in detail in Gilad et al.
2006a, 2006b. Numerical studies employ a fast algorithm for calculating
the non-local growth and water-consumption rates (Equations 7 and 8).°

* The biomass dependence of the kernel G;in Equation 3 rules out the use of standard
convolution algorithms.
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The algorithm is described in Gilad and von Hardenberg 2006. We note
that the numerical solutions described here are robust and do not
depend on delicate tuning of any particular parameter.

12.3 = ECOSYSTEM ENGINEERING IN THE MODEL

The model equations for a single life-form (n = 1) have two uniform solu-
tions describing bare soil (b, =0, w= p/v, h=p/(of )) and uniform vegeta-
tion (b, isanonzero constant).Inaddition, there are nonuniform solutions
describing vegetation patterns (Gilad et al. 2004; von Hardenberg et al.
2001; Klausmeier 1999; Lefever and Lejeune 1997; Meron et al. 2004;
Okayasu and Aizawa 2001; Rietkerk et al. 2002, 2004; Shnerb et al. 2003;
Valentin et al. 1999; Yizhaq et al. 2005). These pattern solutions vary from
gaps in uniform coverage at high rainfall to vegetation stripes at interme-
diate rainfall to vegetation spots at low rainfall. In the low-rainfall regime
there is a bistability range where stable spot-pattern solutions coexist
with stable bare-soil solutions. This range gives rise to single-patch solu-
tions. We begin studying ecosystem engineering using these solutions.
Throughout this work we define engineering as the capacity of a plant to
concentrate soil water beyond the level pertaining to bare soil. We will
occasionally use the terms positive engineering and negative engineering
(Jones et al. 1997) to distinguish between soil-water concentration and
soil-water depletion relative to the level of soil water in bare soil.

The actual soil-water distribution in and around a biomass patch area
is determined by the relative strengths of the various biomass-water
feedbacks. We will mainly be concerned here with the counter-effects of
the infiltration feedback (soil-water concentration) and the uptake feed-
back (soil-water depletion). The strengths of these feedbacks are con-
trolled by the parameters fand 7, respectively.

ECOSYSTEM ENGINEERING AND RESILIENCE

We may expect the engineering capacity of a plant, in terms of soil-
water concentration, to increase as the infiltration feedback becomes
stronger relative to the uptake feedback. Is there a price the system has
to pay for attaining high engineering? To answer this question we studied
the spatial distributions of the biomass and soil-water variables at
various values of fand 7, (Gilad et al. 2004). The results are summarized
in Figure 12.1 and indicate the existence of a trade off between the engi-
neering capacity of a plant and its resilience to disturbances; conditions
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FIGURE 12.1 Spatial profiles of the variables b;, w, and h as affected by the parameters
that control the main positive biomass-water feedbacks, f (infiliration feedback) and 7,
(uptake feedback). The profiles are cross sections of two-dimensional solutions of the
model equations (Equations 5-8). In all panels, the horizontal dotted lines denote the
soil-water level at bare soil. Strong infiltration feedback and weak uptake feedback
(panel c) lead to high soil-water concentration reflecting strong engineering. Strong
uptake feedback results in soil-water depletion and no engineering, irrespective of the
infiltration-feedback strength (panels a, d). While the species characterized by 1, = 2
is the best engineer under conditions of strong infiltration contrast (panel ¢}, it leads to
low system resilience; the engineer along with the micro-habitat it forms completely dis-
appear when the infiltration contrast is strongly reduced, e.g., by crust removal (panel
f). A species with somewhat stronger uptake feedback (17, = 3.5) still acts as an ecosystem
engineer (panel b) and also survives disturbances that reduce the infiltration contrast
(panel e), thereby retaining the system’s resilience. Parameter values are v = §,, = 3.333,
a = 33.333, g =0.05, 6 =333.333, n, = 3.5, y1 = 16.667, p; = 0.95, and &, =
0.033, with P =75mm/yr. Panels a and d span a horizontal range of 14m while all
other panels span 3.5m. The vertical range in all panels is [0,1] kg/m? for the biomass
density, and [0,187.5] kg/m? for the soil-water density. Reprinted with permission from
Gilad et al. (2004). Copyright 2007 by the American Physical Society.

that favor ecosystem engineering, resulting in water-enriched patches
or microhabitats, imply low resilience, and conditions that favor high
resilience imply weak or no engineering.

Shown in Figure 12.1 are spatial profiles of b;, w, and h for a single
patch of the ecosystem engineer at decreasing values of 7n;, representing
species with different root-extension properties, and for two extreme
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values of f. The value f= 0.1 models high infiltration rates under engi-
neer’s patches and low infiltration rates in bare soil, which may result
from a biological crust covering the bare soil. The value f= 0.9 models
high infiltration rates everywhere. This case may describe, for example,
uncrusted sandy soil. Engineering effects resulting in soil-water concen-
tration appear only in the case of (1) low infiltration in bare soil, and (2)
engineer species with limited root-extension capabilities, 1, = 3.5 or
m =2 (panels b and c in Figure 12.1). The soil-water density under an
engineer’s patch in this case exceeds the soil-water density level of bare
soil (shown by the dotted lines), thus creating opportunities for species
thatrequire this extraamount of soil water to colonize the water-enriched
patch.

While a weak uptake feedback enhances the engineering ability, it
reduces the resilience of the ecosystem engineer (and all dependent
species) to disturbances. Figure 12.1f shows the response of an engineer
species with the highest engineering ability to concentrate water (1, = 2,
Figure 12.1c) to a disturbance that strongly reduces the infiltration con-
trast (f=0.9). We continue referring to crust removal, but other distur-
bances that reduce the infiltration contrast, such as erosion of bare soil,
will have similar effects. The engineer, and consequently the micro-
habitat it forms, disappear altogether for two reasons: (1) surface water
infiltrates equally well everywhere and the plant patch is no longer effec-
tive in trapping water, and (2) the engineer’s roots are too short to collect
water from the surrounding area.

Resilient ecosystem engineers are obtained with strong infiltration
feedbacks and moderate uptake feedbacks (1, = 3.5) as Figure 12.1e
shows. Removal of the crust (by increasing f) destroys the micro-habitats
(soil-water density is smaller than the bare soil’'s value) but the
engineer persists. Once the crust recovers the ecosystem engineer
resumes its capability to concentrate water and the micro-habitats
recover as well. It is also of interest to comment that, when the uptake
feedback is too strong, the plant persists but the engineering is negative
(Figure 12.1a, d).

ECOSYSTEM ENGINEERING ALONG ENVIRONMENTAL
GRADIENTS

The spatial soil-water distribution induced by a given ecosystem engi-
neer can vary along an environmental gradient. Figure 12.2a shows solu-
tions of the model equations along a rainfall gradient. The line B shows
the soil-water content in bare soil while the line Sshows the maximal
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FIGURE 12.2 Solutions of the model for a single life-form (a, b, ¢), showing a transition
from negative to positive engineering as precipitation decreases, and solutions of the
model for two lifeforms (d, e), showing the corresponding transition from competition
to facilitation. The lines Band Sin panel (a) show, respectively, the soil-water density
in bare soil and under a by patch as functions of precipitation. Above (below) p = py
the water content under the b, patch is lower (higher) than in bare soil, implying nega-
tive (positive) engineering. Panels b—e show spatial profiles of by, b,, and w in the
competition range p > py (c, €] where the herbaceous lifeform, b,, is excluded by the
woody lifeform, by, and in the facilitation range p < pr (b, d) where b, grows under the
b, canopy. Precipitation values are p=0.25 (187.5mm/yr) for b, d; p=0.6 (450 mm/
yr) for ¢, e, and pr= 0.5 (378 mm/yr). Other parameter values are v = 8, = 1.667, «
=16.667, q=0.05, f=0.1, § = 416.667, n, = 3.5, 1, = 0.35, 5 = 2.083, p, =
0.208, p; = 0.95, p, = v, = 0.005, &, = 6,=0.167, 0, =1, 4, =10, and u, = 4.1.
Reprinted from Gilad et al. 2006b.

water density under an engineer patch. The two lines intersect at p = py
suggesting a crossover from negative engineering at high precipitation
(p > py), where the soil-water density under a b, patch is lower than in
bare soil, to posit