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Preface

In the past quarter century, we have seen protein therapeutics greatly expand the
horizon of health care. Many life-threatening diseases or chronic dysfunctions—once
beyond the reach of medicine—are now readily treatable. Much of the impact of pro-
tein therapeutics has come about through the successful use of a new production
vehicle—mammalian cells. Although the emergence of cell culture cultivation tech-
nology is relatively recent, the demand for technological advances to meet medical
needs has induced a rapid industrial transformation. Cell culture processes have
become an established method of creating new medicines in a short decade.

Numerous books, encyclopedias, and conference proceedings have captured
important aspects of cell culture processing over the years, helping to disseminate
knowledge of this technology. As we have watched the reach of protein therapeutics
continue to grow and many new professionals continue to enter careers related to
this technology, we have come to the realization that a comprehensive, single-volume
treatise on cell culture technology would be a worthwhile addition. We envisioned
the book to cover cell culture bioprocessing from A to Z, starting from cell line
development to the finished product. It encompasses both fundamental principles
and practical aspects of the technology to serve as a resource for information for sea-
soned professionals, and as comprehensive reading for those new to any specific area
of cell culture technology. This book is designed to last for many years to come.

Covering a wide range of topics essential to cell culture technology in a single
volume is no easy task. We are fortunate to have the participation of many esteemed
experts as contributors. Their dedication, commitment, and hard work transformed
our ideal into reality. Chapter 1, an overview of cell culture technology, reviews the
state-of-the-art technology and provides an historical perspective. The following
chapters on cell line development, medium, and process take the reader through a
journey of product development. Chapter 2 focuses on recombinant DNA tech-
nology and cell line development. A detailed discussion on medium development
is presented in Chapter 3. Chapter 4 outlines the current understanding of cell
metabolism for optimizing the performance of cell culture systems. An extensive
review on protein glycosylation is presented in Chapter 5. Chapter 6 gives an over-
view of cell culture bioreactors. In this chapter and Chapter 7, a number of reactor
operational topics, including aeration, mixing, and hydrodynamics in bioreactors is
discussed. Process instrumentation and process control are important for production
of cell culture-derived products, and these topics are covered in Chapter 8. This
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discussion is followed by Chapter 9, which covers the utilization of cell culture
kinetics and modeling. Cell culture bioreactors operate in different modes, and this
book covers both fed-batch (Chapter 10) and high-density perfusion (Chapter 11)
operation. Both chapters are comprehensive in their coverage and they provide
extensive guidelines for the cultivation of mammalian cells for the production of
recombinant proteins.

Cell separation and product capture in cell culture technology are the topics
of Chapter 12. This is followed by detailed coverage of downstream processing
(Chapter 13) and formulation (Chapter 14). The next two chapters focus on commer-
cialization of cell culture processes. Chapter 15 deals with process and equipment
validation, and Chapter 16 provides extensive guidelines for a commercial facility
design. Two somewhat unconventional methods for protein production using cell
culture technology are presented in Chapters 17 and 18, which cover transient
expression and large-scale propagation of insect cells, respectively. The final two
chapters of this book are dedicated to stem cells and their application for cell-based
therapies.

We thank all the contributing authors for their dedication and diligence in
bringing this project to fruition. Our families and many friends have been extremely
supportive during the editing of this book. In addition, we would like to recognize
Amy Fayette, Denny Kraichely, Subinay Ganguly, David Epstein, and Kristen
Cosgrove for their help in proofreading and Anita Lekhwani for the initiation and
support of this project.

Sadettin S. Ozturk
Wei-Shou Hu
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Francesc Gódia Department d’Enginyeria Quı́mica, ETSE, Universitat Autònoma
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1
Cell Culture Technology—An Overview

Sadettin S. Ozturk
Centocor Inc., Malvern, Pennsylvania, U.S.A.

INTRODUCTION

The last three decades have witnessed a major development in cell culture technol-
ogy. The field developed substantially and became an essential part of biotechnology
(1). During its evolution, cell culture technology successfully integrated various dis-
ciplines, including cell biology, genetic engineering, protein chemistry, genomics, and
chemical engineering. Cell culture technology is now the established method of pro-
ducing a number of important proteins, especially those that are large, complex, and
glycosylated (2).

Cell culture technology–derived products are currently used as medicines to
prevent and treat serious diseases such as cancer, viral infections, heredity deficien-
cies, and a variety of chronic diseases. The products are proven to be safe, effective,
and economical. The capacity requirements for these products and the market they
generated exceed the initial estimates. Some of the cell culture–derived products have
a demand of 500 kg=year and generate $1–2 billion in revenue.

Cell culture technology went through a significant evolution from its origin to
its commercialization. Cell culture techniques were originated as study tools to inves-
tigate cell and tissue behavior and function in vitro (3,4). Utilization of cell cultures
for therapeutic purposes started with the use of cells for vaccine production. Cul-
tured cells were successfully used as hosts to grow viruses, opening the field of
large-scale vaccine manufacturing.

The next big step for cell culture technology was the acceptance of continuous
cell lines by regulatory agencies. Continuous cell lines can grow indefinitely, have less
stringent growth requirements, and, most importantly, they can be cultured in sus-
pension. Elimination of solid substrate in suspension culture allows scaling up by
volume and allows the cells to grow in bioreactors using well-established methods
similar to those used for microbial systems.

Genetic engineering and the use of recombinant DNA technology made it pos-
sible to produce a vast number of products in cell culture. A number of vectors are
now used in a variety of cell lines to produce native and modified human proteins.
Engineering the machinery of the cells also allowed the modification of protein
products for stability, efficacy, and biological activity. A parallel development in
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cell culture technology resulted in tissue engineering, where cells are produced as
products for tissue replacement and gene therapy.

Advancement and development of cell culture technology required an interdis-
ciplinary approach. As a result of close collaboration and tight integration between
cell biology and biochemical engineering, cell lines with excellent productivities can
now be cultivated in large-scale bioreactors and at very high cell densities. Issues
related to shear sensitivity, aeration, and mixing in bioreactors are largely resolved.
The processes can be scaled up successfully and cells can be cultivated consistently in
20,000L bioreactors. Advances in medium development and cell retention tech-
nologies resulted in very high cell densities in the bioreactors. In addition to enhan-
cing productivity in the bioreactors, the cost of the cell culture process was
diminished significantly by the elimination of serum and other high-cost proteins
from the medium. Now, chemically defined medium is a reality. This progress con-
tributes significantly to the safety and reliability of raw materials in the production
of biologicals. Finally, the technology now utilizes efficient separation, purification,
and virus inactivation methods that result in highly purified, efficacious, and safe
products.

This chapter overviews the development and evolution of cell culture technol-
ogy from a historical perspective, and reviews the state of the art of cell culture tech-
nology. There are several products from cell culture technology approved for
treatment of diseases; a brief description of these products is also presented. Finally,
a look into the future of the biotechnology field and an assessment of current pro-
ducts in development are provided.

A BRIEF HISTORY OF CELL CULTURE TECHNOLOGY

Methods for growth and maintenance of primary cells in vitro opened the doors for
cell culture technology. Early studies with embryos and fibroblasts provided tools
for studying cell behavior and function in vitro. These studies also provided a tool
for developing cell culture media. The cells used in those days had a limited life span
unless they were transformed or were originated from tumors. The production of
biologicals from cell culture evolved gradually over the last three decades.

Early Days of Cell Culture Technology—First Products

Utilization of cultured cells for the production of viral vaccines was the first applica-
tion of cell culture technology. Viruses for vaccine production need living cells to
propagate. Embryonic chicken in eggs traditionally was used for vaccine production.
Due to increased demand, alternative methods were sought and cell culture technol-
ogy was the answer. The production of polio vaccine using cells grown in culture
started in 1954 (4). The cells were primary monkey kidney cells grown on surfaces
(attachment dependent cells). A similar development took place for the vaccine
against foot-and-mouth disease for veterinary use. Large-scale vaccine production
for FMD virus was a major activity 36 years ago. Increased demand and process eco-
nomics required more effective and scalable processes. Baby hamster kidney (BHK)
cells were adopted for this process and FMD vaccine could then be produced at a
5000L scale in suspension bioreactors. The medium used for this production was
Eagle’s medium with 5% adult bovine serum. Virus production continued to utilize
cell culture technology, and vaccines such as measles, rabies, mumps, rubella, and
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varicella are produced in large quantities. In addition to these human vaccines sev-
eral veterinary vaccines are manufactured by cell culture (5).

Production of biologicals for medical applications also underwent a significant
evolution. Interferon (IFN) alpha was the first cell culture derived product used as a
drug. IFNs were traditionally made from human white blood cells from blood
donors. The production of IFN was very limited, as it was dependent on donor blood
cells and was present at very low concentrations. Work at Wellcome Research
Laboratories was instrumental in this area. Initially, researchers at Wellcome wanted
to use BHK cells as they could be expanded in suspension and these cells have already
been approved for vaccine production. However, IFN-alpha was to be used as a med-
icine and issues were raised for the BHK cell line. BHK cells contain C-type virus par-
ticles and they have oncogenic potential. Nawalwa lymphoblastoid cells, on the other
hand, had a better biosafety profile and could be cultivated as easily as BHK cells.
The production of IFN moved cell culture technology to the 10,000L scale and the
process is being used successfully for IFN production.

Progress in Cell Line Acceptability

As mentioned before, cells used for early vaccine production were primary cells such
as monkey kidney cells and chicken embryo. These cells are attachment-dependent
cells requiring a surface on which to grow. In addition the primary cells have strin-
gent growth requirements (growth factors, serum) and their expansion requires a lot
of manipulation (trypsinization). These requirements inhibit the use of attachment-
dependent cells for large-scale production. The shift from attachment cells to suspen-
sion cells was a major advancement for cell culture technology. The use of BHK cells
for veterinary vaccines came from the need to meet the demand for FMD vaccine.
BHK cells are continuous cell lines and can grow in suspension. Although the
BHK cells were accepted for veterinary vaccines, these cells could not be approved
for human vaccines. BHK cells were considered unsafe because they contain tumori-
genic agents and viruslike particles. As a result, regulatory agencies (WHO, FDA)
evaluated other options and, in the end, they approved the use of human diploid cells
such as WI-38 and MRC-5 (6). These cells are ‘‘normal’’ cells, virus-free, and contain
no carcinogenic substrate. Although the biosafety profile of these cells was accepta-
ble, these cells were still a challenge in large-scale production. They have a limited life
span and are attachments-dependent cells.

The concerns of regulatory agencies about the use of transformed cells or cells
derived from cancer tissue were addressed by tight monitoring and control of cell
lines. In the 1980s, agencies accepted Namalwa cells for the production of IFNs
based on characterization data of the master cell bank. These cells did not have
any contaminants and the product did not have detectable infective agents. Even
though these cells had Epstein-Barr (EB) virus, it was not a serious drawback.
The product from these cells could be purified in a process that effectively removes
the majority of cell-derived proteins and DNA (6).

Continuous cell lines such as BHK, Chinese hamster ovary (CHO), myeloma
cells (SP2=0, NS0), and human embryonic kidney (HEK) cells were accepted gradu-
ally for use in cell culture technology. These cells can be grown in suspension and are
easy to scale up. Since the cells are continuous cell lines, their growth requirements
are manageable. In fact, these cells can grow in chemically defined media without
serum or protein supplements. In addition, these cells can be modified genetically
to produce recombinant proteins. In 1987, tissue plasminogen activator (tPA) was
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approved from recombinant CHO cells. In the last decade, tissue engineering was
used to generate tissues for replacement therapy and the cells themselves were
approved as products for tissue replacements. The latest development in tissue engi-
neering is the use of embryonic stem cells. These cells can differentiate to different
tissues that can be implanted or used as tissue replacement.

Progress in Large-Scale Cell Culture Technology

While small-scale cell culture provided sufficient products for investigational and
diagnostic purposes, the demand for vaccines and therapeutic products required
large-scale production. Some of the cell culture technology-based products such as
monoclonal antibodies need to be manufactured at 1000 kg=year. This can only be
done in large bioreactors (up to 20,000L) by efficient processes that produce several
kilograms a day (1,7).

Early cell lines used for vaccines were attachment-dependent cells. These cells
required medium supplemented with serum and surfaces on which to grow. The
expansion and propagation of cells required trypsinization. Scale-up of these systems
was achieved by adding more surfaces into the bioreactor system. Roller bottles, T-
flasks, and disk propagators are still used to scale up these cultures. A modernized
version of these systems is the cell cube, which bears a similarity to a multichamber
T-flask. Compared to suspension systems, attachment-dependent cell systems are
more difficult to scale up because the surface-to-volume ratio gets smaller at larger
scales.

The development of microcarrier cultures was a major breakthrough for
attachment-dependent cell systems (8). The microcarriers can be suspended in stirred
tanks similar to those used for microbial systems. Modifications to the impellers and
aeration systems ensured the success of the bioreactor process. The cells, when
inoculated into microcarrier-containing bioreactors, attach and grow on micro-
spheres. The cells can be fed by fresh medium and the product can be removed from
the bioreactor continuously. Microcarriers are easier to scale up; one can simply put
more microcarriers in larger bioreactors. These systems are now used for vaccine
production as well as for protein production at scales of 10,000L or higher. An
improvement in the microcarrier culture was the use of macroporous carriers in the
bioreactors. These macroporous carriers allow cells to grow inside as well as outside,
thus achieving higher densities by the extra room provided.

The acceptance of continuous cell lines made it possible to grow the cells in sus-
pension in large scale bioreactors. Continuous cell lines are mostly suspension cells
that can be agitated and aerated in bioreactors. However, culturing cells in bioreac-
tors was not straightforward. The absence of cell membranes and the stringent
growth requirement of cells required both the cultivation procedures and bioreactor
operating conditions to be customized. Optimal growth conditions in the bioreactor
were achieved by implementation of the results from intensive studies on shear, agi-
tation, aeration, and medium optimization. Today, cells can be cultivated at large-
scale bioreactors (up to 20,000L), at high densities (up to 50 million cells=mL),
for many months of operation (9).

High-Efficiency Cell Culture Processes

The efficiency of cell culture processes is measured by the productivity of the
cultures, i.e., the amount made per volume per day. This quantity, the volumetric
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productivity, is the product of the cell density achieved and the productivity of each
cell (specific productivity). Volumetric productivity determines the amount made in a
certain production period that can be measured as accumulated product concentra-
tion in the bioreactor.

Novel transfection, amplification, and selection methods resulted in high-
producing cell clones with high specific productivities. Specific production rate is a
measure of how much product is secreted from the cell per unit of time. For mono-
clonal antibodies, the specific production rate is commonly expressed in picograms
per cell per day. For commercial production of antibodies, a minimal specific pro-
ductivity of 10–20 pg=cell=day is expected. Advances in cell line development and
optimization of culture conditions can result in specific productivities as high as
40–100 pg=cell=day.

In addition to specific productivity, the volumetric productivity is directly pro-
portional to the cell density in the bioreactor. Cell density attainable in the bioreac-
tor depends on several factors such as cell growth and death rates, composition of
the medium, and aeration capacity (9). In early large-scale bioreactor development
studies, the aeration was a major limitation for achieving high cell density. Over
the years effective aeration strategies were developed and most of the issues with
sparging have been resolved. An optimized design of the sparger (gas flow rate, dia-
meter, etc.) and some media additives (F68, antifoam) can effectively minimize the
impact of sparging. Today, the cell density in the bioreactor is mostly dictated by
the media composition and media exchange rate.

Mammalian cells require a highly complicated medium and a delicate formula-
tion is required to maximize cell growth. If the aeration is not limiting, achievable
cell density in the bioreactor is controlled by: (a) the nutrient levels in the medium,
and (b) the medium exchange rate (9). Nutrient levels in the medium can be increased
by extensive medium optimization. Media development and optimization is an art
and a science. Many variables are involved in cell metabolism and the components
of the medium interact with each other. Early media formulations provided cell
densities of 1–2 million cells=mL. Today, a cell density of 10 million cells=mL
is achievable in a batch culture. This is an order of magnitude improvement,
accomplished in the last two decades. In perfusion cultures, the cell density can be
even higher due to high medium exchange rates resulting in cell densities of 20–50
million cells=mL (9).

Media Development

Process economics and implementation of cost-effective processes benefited not only
by increasing the productivity, but also by reducing the manufacturing cost. Medium
development contributed greatly to the process economics by allowing cells to grow
to high densities and by decreasing the cost of the medium components.

In the beginning, cell culture medium contained animal products such as
serum, albumin, and growth factors. For attachment-dependent cells, other compo-
nents were also added to stimulate attachment and to form extracellular matrices.
These components added to the cost of production and complicated the material
sourcing and material release processes. Over the years, serum and other animal
products were eliminated from the medium and most continuous cell lines can
now be grown in serum- and protein-free media formulations. The use of simple
media made it possible to produce kilogram amounts of protein per year economic-
ally from volumes close to 100,000L.
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Serum-free media development was followed by the complete elimination of
animal proteins from the medium. Initially, albumin and other proteins have been
used in serum-free media to substitute for some of the serum components. However,
concerns about viruses and animal disease such as bovine spongiform encephalopa-
thy (BSE) required the development of animal product-free (APF) media formula-
tions. Early APF media relied heavily on the use of plant hydrolysates such as soy
peptone and yeast extracts for optimal results. Thanks to extensive media develop-
ment efforts, these components could also be eliminated from the medium with mini-
mal loss in productivity. These efforts resulted in chemically defined media (CDM)
formulations. Chemically defined medium is now utilized in many biotechnology
processes as the medium of choice because every component could be traced and
consistently manufactured.

PRODUCTS FROM CELL CULTURE TECHNOLOGY

Viral Vaccines

Vaccination for the prevention of infectious diseases has been an effective
strategy for many years. Polio vaccine was the first cell culture technology–based
vaccine and was produced in cultured monkey kidney cells (7). The cell-based
vaccine technology evolved in the last four decades; the production of vaccines
now utilizes primary cells, human diploid cells, and continuous or even recombi-
nant cell lines. Vaccines against hepatitis B, measles and mumps, rubella, rabies,
and FMD had been very effective in preventing life-threatening diseases. New
vaccines target human immunodeficiency virus (HIV), herpes simplex virus,
respiratory syncytial virus, cytomegal virus (CMV), and influenza, and continue
to utilize cell culture technology for production. The latest developments in vac-
cine development include genetically engineered vaccines and DNA vaccines that
will open new frontiers in this field. Development of new vaccines for HIV and
cancer is very exciting and these efforts should come to successful conclusion
in the next decade.

Cytokines (Interferons and Interleukins)

Cytokines are soluble mediators or glycoproteins helping cells communicate and func-
tion as part of the immunological, hematological, and neurological systems (10). Inter-
ferons and interleukins are cytokines with enormous therapeutic potential. Alpha
interferon (Wellferon�) was developed as the first cell culture-derived biological for
treatment of cancer (4). This was achieved in 8000L bioreactors using Nawalwa cells
at theWellcome facility. It was followed by the production of several other interferons
and interleukins. Due to the small size and relatively simple molecular structure of
cytokines, production by simpler cell systems (microbial or yeast) seemed to be ade-
quate. However, mammalian cells express more native cytokines, and cell culture tech-
nology is the method of choice for alpha, beta, and gamma interferons. In addition,
interleukins 2 to 4, 6, 11, and 12 are also produced by cell culture technology (7).

Hematopoietic Growth Factors

The formation and differentiation of hematopoietic cells to give rise to mature blood
cells require a series of growth factors. These growth factors are mainly single-chain
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polypeptides and can be produced by microbial systems. However, cell culture tech-
nology can offer advantages when the molecule is complicated by glycosylation and
when the native form of the molecule is required for therapy.

Erythropoietin (EPO) is a hormone that controls the maturation of red blood
cells and it is used for clinical applications in anemia. Recombinant EPO was geneti-
cally engineered in CHO cells and the product was launched in 1989 under the names
of Epogen� (Amgen), Procrit� (Johnson and Johnson), and Eprex� (Johnson and
Johnson). EPO was launched in 1990 in Europe and Japan under the names of
Epogin� and Recormon�.

Growth Hormones

Although conventionally expressed in Escherichia coli, human growth hormone can
be produced efficiently using cell culture technology. Seostim� and Saizen� are
produced by C127 cells and marketed by Serono S.A.

Monoclonal Antibodies

Antibodies were hailed as ‘‘magic bullets’’ for targeting and neutralizing their anti-
gens as therapeutic agents. Initial application of antibodies involved in vivo and in
vitro small-scale production for diagnostic kits. It took almost two decades since
then for the field to mature and produce antibodies that are safe and effective
therapeutics. Today, antibodies constitute more than 25% of total biotechnology
production (11,12).

The first antibody was produced by murine ascites. OKT3 antibody was
approved in 1987 for the treatment of transplant rejection. Since then both the mole-
cular structure of the antibodies and their production methods evolved significantly.
The mouse antibodies were replaced first by chimeric, then by humanized, and
recently by fully human antibodies. This allowed the gradual elimination of immu-
nigenicity of antibodies. Antibodies are now produced in hundreds of kilograms
using stirred tank bioreactors.

Table 1 presents the antibodies approved to date. Antibodies are used for HIV,
cancer, allergic diseases, arthritis, renal prophylaxis, septic shock, transplantation,
asthma, CMV, and anti-idiotype vaccines. In addition to those presented in Table 1,
there are a large number of antibodies in clinical trials.

Recombinant Thrombolytic Agents

Recombinant tissue plasminogen activator (tPA) was the first product from cell cul-
ture (7). Genentech obtained the approval for tPA production from CHO cells in
1987 (Table 2). tPA is produced in a large-scale (>10,000L) cell culture process.
Although the current tPA is highly efficacious, there are several attempts to improve
the pharmacokinetics of the molecule. In addition, there is a new generation of
recombinant thrombolytic agents under development.

Recombinant tPA from Genentech is marketed as Activase� and it is used
for acute myocardial infarction (approved in 1987), acute massive pulmonary
embolism (approved in 1990), acute myocardial infarction accelerated infusion
(approved in 1995), and ischemic stroke within 3–5 hr of symptom onset (approved
in 1996).

Cell Culture Technology 7



Table 1 Approved Monoclonal Antibodies

Product Company Indication Approved

ORTHOCLONE
OKT� 3

Ortho Biotech Kidney, heart, and
liver transplantation

1991

OncoScint�

CR=OV
CYTOGEN Diagnosis of

colorectal and
ovarian cancers

1992

ReoPro� Centocor=Eli Lilly Transluminal
coronary angioplasty

1994

CEA-Scan� Immunomedics Diagnosis of
colorectal cancer

1996

ProstaScint� CYTOGEN Diagnosis of
prostate
adenocarcinoma

1996

Verluma� DuPont Merck Diagnosis of small-
cell lung cancer

1996

Neumega� Wyeth Thrombocytopenia 1997
Rituxan� Genentech=IDEC Non-Hodgkin’s

lymphoma
1997

Zenapax� Roche=Protein Design Kidney transplant
rejection

1997

Thmoglobulin� SangStat Kidney transplant
rejection

1998

Herceptin� Genentech Breast cancer 1998
Remicade� Centocor Crohn’s disease,

rheumatoid arthritis
1998

Simulect� Novartis Renal transplant
rejection

1998

Synagis� MedImmune Respiratory synctial
virus

1998

Mylotarg� Wyeth Acute myeloid
leukemia (AML)

2000

Campath� Berlex=ILEX
Oncology

B-cell chronic
lymphocytic
leukemia (B-CLL)

2001

Zevalin� IDEC Pharm Non-Hodgkin’s
lymphoma

2002

Xolair� Genentech Astma 2003
Bexxar� Corixa Non-Hodgkin’s lymphoma 2003
Raptiva� Genentech Psiorasis 2003
Tysabri� Biogen=DEC=Elan Multiple sclerosis 2004
Erbutux� Imclone Colorectal cancer 2004
Humira� Abbott Rheumatoid arthritis 2004
Avastin� Genentech Colorectal cancer 2004

Table 2 Recombinant Thrombolytic Agents Produced by Cell Culture

Product Company Indication Approved

Activase� Genentech Myocardial infarction, ischemic stroke 1987
TNKase� Genentech Myocardial infarction 2000
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Medicines for myocardial infarction now include TNKase2 from Genentech,
which was approved in 2000 and is produced from CHO cells.

Recombinant Coagulation Factors

Blood coagulation factors traditionally obtained from plasma fractionation were
used for the treatment of genetic diseases such as hemophilia. The issues related to
blood safety, HIV, and Jacob-Creutzfeld Disease required a switch to recombinant
protein production using cell culture technology.

The treatment of hemophilia benefited greatly with the introduction of recom-
binant factor VIII in 1992 (Table 3). Baxter=Wyeth obtained the license for rFVIII
product Recombinate2 for the treatment of hemophilia A. This was followed by
Bayer (KoGENate and KoGENate-FS, approved in 1993 and 2000, respectively)
and Wyeth (ReFacto�, approved in 2000). Other companies such as Aventis market
rFVIII under the name of Helixate� and Helixate� FS.

Recombinant factors VII and IX are now also produced by cell culture
technology. Wyeth developed rFIX under the name of BeneFIX2 using CHO cells.
This product was approved for the treatment of hemophilia B in 1997. Recombi-
nant factor VII NovoSeven� is a product from Novo Nordisk for treatment of
bleeding episodes in hemophilia A or B patients with inhibitors to factor VIII or
factor IX.

Recombinant Enzymes

CHO cells are used in the manufacture of DNAse. This drug is sold under the name
of Pulmozyme� and used for the treatment of cystic fibrosis. Genentech obtained the
license for manufacturing of Pulmozyme in 1993. Genzyme now manufactures
another enzyme, glucocerebrosidase, using CHO cells under the name Cerezyme�.
This product obtained the license in 1994 for the treatment of Gaucher disease
and replaced placenta-derived Ceredase�.

Cell Therapy

The latest development in cell and tissue engineering resulted in therapies for replace-
ment, repair, or enhancement of damaged tissue. The first tissue therapy product was

Table 3 Recombinant Coagulation Factors Approved

Protein Medicine Company Indication Approved

rFVIII Recombinate� Baxter=Wyeth Hemophilia A 1992
rFVIII KoGENate Bayer Hemophilia A 1993
rFIX BeneFIX� Wyeth Hemophilia B 1997
rFVII NovoSeven� Novo Nordisk Hemophilia A=B 1999
rFVIII Helixate� FS Aventis Hemophilia A 2000
rFVIII KoGENate-FS Bayer Hemophilia A 2000
rFVIII ReFacto� Wyeth Hemophilia A 2000
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for burn patients. Keratinocytes could be grown in vitro into large sheets of skin
tissue that could be grafted. Dermagraft-TC has been approved as a temporary
wound covering for partial-thickness burns. Dermagraft-TC was first approved for
marketing in 1997 as a temporary wound covering for severe burns (Table 4).
Dermagraft-TC was the first human, fibroblast-derived temporary skin substitute
for the treatment of partial-thickness burns that has been approved for marketing
by the FDA.�

Other tissue therapy products were also developed. Carticel2 is used to
repair clinically significant, symptomatic cartilaginous defects of the femoral condyle
(medial, lateral, or trochlear) caused by acute or repetitive trauma. Genzyme
Tissue Repair obtained approval for this product in 1997. Another cell=tissue ther-
apy product is Apligraf2 manufactured by Novartis Pharmaceuticals. This product
was approved in 1998 for the treatment of venous leg ulcers. Finally, DACS2 SC
from Dendreon was approved in 1999 for rescue therapy following high-dose
chemotherapy.

Growing cells and tissues for cellular therapies have many potential applica-
tions including diabetes (islet cells), Parkinson’s disease (fetal dopamine cells), cancer
(heamopoitic cells, bone marrow), liver disease (hapatocytes), and cartilage damage
(chrondocytes). The latest developments in stem cells will eventually allow growing,
grafting, and replacing any kind of tissue of the human body.

Gene Therapy

Gene therapy offers a permanent fix for some of the genetic diseases by introducing
the gene that is missing by a delivery system (13). In addition, gene therapy can be
used for the treatment of cancer and viral infections. Injection of a gene and its
possible integration requires a carefully designed delivery system that is safe and
effective. Gene delivery can be performed in vivo, in situ, or in vitro using several
vectors. The production of vectors, mostly engineered viruses, rely on systems similar
to vaccine production.

The first genetic therapy targeted ADA-SCID disease in 1990 with some
success. Currently, there are several gene therapy protocols executed as clinical trials
for cancer, genetic diseases, and AIDS.

Table 4 Cell Therapy Products Approved

Product Company Indication Approved

Dermagraft-TC Advanced Tissue
Sciencesa

Skin replacement for
burn patients

1997

Carticel� Genzyme Tissue
Repair

Cartilaginous defects 1997

Apligraf� Novartis Venous leg ulcers 1998
DACS� SC Denderon Chemotherapy 1999

a Dermagraft-TC is discontinued and Advanced Tissue Sciences is out of business.

�Due to some regulatory and business concerns, the production of Dermagraft was discontin-
ued. The company that developed the Dermagraft, Advanced Tissue Sciences closed down.
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Other Products

There are several other products from cell culture technology that must be men-
tioned here. Recombinant activated protein C is a major product marketed by Eli
Lily, approved in 2001 for the treatment of severe sepsis. HEK 293 cells are used
for the production of activated protein C.

Follicle stimulating hormone is used for the treatment of infertility. Follistim�

(Organon) and Gonal� (Serano) obtained approval in 1997 and 1998, respectively,
for stimulation of ovulation during assisted reproduction. CHO cells are used for
the production of both products.

Soluble TNF receptor, Embrel�, is used as a fusion protein TNFR (conjugated
to antibody-Fc) for the treatment of moderate to severe active rheumatoid arthritis.
Following initial approval in 1998, the product was later approved for juvenile rheu-
matoid arthritis (1999), for disease modification of active rheumatoid arthritis, and
for psoriatic arthritis (January 2002). Embrel is produced from CHO cells.

FUTURE PROSPECTS

The future of biotechnology-derived medicines is bright and full of promise (2). An
industrial survey of biotechnology companies revealed approximately 371 medicines
under development (14). These biopharmaceutical therapeutics target about 425
diseases, as presented in Figure 1. Most of the therapeutics are for cancer, with a

Figure 1 Biotechnology medicines under development in the United States by product cate-
gory. [Data from Ref. (14).]
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total of 178 cancer drugs in development by pharmaceutical companies and the
National Cancer Institute. There are 47 drugs under development for infectious dis-
eases, 26 for autoimmune diseases, and 21 for AIDS=HIV conditions (14). These
drugs are at different stages of clinical trials and it is likely that some of them will
get approved by the FDA. These drugs will be added to the 95 already approved
biotechnology-derived products in the growing assenal against diseases.

The drugs under development are presented in Figure 2, categorized by
product type (14). The majority of the drugs are vaccines (a total of 98) and mono-
clonal antibodies (a total of 75). There will be more medicines using recombinant
human proteins, interferons and interleukins, growth factors, and recombinant
soluble receptors. New categories of products such as angiogenesis inhibitors and
immune-based therapy are on the horizon. In addition, there are 16 gene therapy
protocols under development. Tissue engineering and cell therapy account for 13
trials.

The human genome project and sequencing the human gene will open new
frontiers for biotechnology (2,15). Some researchers believe the human genome will
result in instructions for recreating as many as 300,000 different proteins. This will
help researchers increase the number of disease targets from 500 to 10,000. It is
the hope of pharmaceutical companies that increased understanding of the human
genome will cause a quantum leap in drug development, increasing not only the
number of drug candidates but also the effectiveness of the drug, and the success rate
in clinical trials (2). New developments in genomics and proteomics will help in
translating the genetic information to protein products. Understanding of the

Figure 2 Biotechnology medicines under development in the United States by therapeutic
category. [Data from Ref. (14).]
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molecular mechanism of the diseases and their relationships to the genes will be used
to predict the likelihood of diseases and will offer early treatment options.

The future also looks bright for cellular therapies and gene therapy. As men-
tioned before, there are extensive efforts in these areas and treatments are on the
horizon. The latest developments in the embryonic stem cell area could possibly
generate tissues for repair and replacement therapies in the upcoming years. New
gene delivery systems are being developed for gene therapy applications.

It is clear that cell culture technology has great potential for growth. The
number of medicines produced from cell culture will increases, as well as the
amounts to be produced. The potential requirements for monoclonal antibodies
particularly will be huge. Optimizing the productivity and minimizing the cost of
goods for these products will make it possible for the medicines to penetrate a larger
market. The promise of biotechnology is fulfilled and; cell culture technology is here
to stay.
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CELL LINE DEVELOPMENT OVERVIEW

Production of recombinant proteins in animal cell culture for research, clinical devel-
opment, and commercial purposes necessarily begins with the construction of a sui-
table cell line. The choice of expression system and mode of expression is generally
based on the nature of the protein to be expressed, the quantity of material needed,
and the timeframe over which maintained production is required. Mammalian
expression systems are generally favored for the production of large, highly disulfide
bound or glycosylated proteins. For production of small quantities of such molecules
over a short timeframe, transient expression systems can be the method of choice
whereas for clinical or commercial production, stable expression systems capable
of continuous product expression over prolonged periods (months) generally are
required. This chapter will discuss in detail the steps involved in the process of
construction, selection, and screening of stable cell lines for industrial production
of biotechnology products (Fig. 1).

Transient Expression

In transient expression systems or ‘‘transient transfections,’’ DNA is introduced into
the cell and maintained=replicated as an extrachromasomal unit. Besides the
strength of the promoter driving expression of the product gene, transfection effi-
ciency (percentage of cells taking-up and expressing DNA) is the most important fac-
tor in determining the overall expression level, and several methods have been
recently developed which yield reproducibly high transfection efficiencies (�50%,
see following text). The average production life of the transient expression system
is usually limited by toxicity of the rapidly multiplying DNA, or the loss of DNA
from the cell population during division. While not suitable for long-term produc-
tion or commercial manufacture, expression levels in transient systems may range
from >1 to 100mg=L, making these systems extremely useful for rapid production
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of small quantities of research materials for drug candidate identification and in vivo
evaluation. Moreover, methods for transient transfection of larger batch cultures,
that will potentially enable scalability to at least the 100 L scale, are presently in
development (1).

Stable Expression Systems

DNA containing the product gene must be integrated into the host cell genome for
stable product production. Besides promoter strength, the frequency of DNA integra-
tion into the chromosome (copy number) as well as the position of integration, rather
than the transfection efficiency are the more important factors in determining overall
expression levels. There are no differences in transfection methods per se between
transient and stable transfection. What does differ is the need to identify and select
cells that have integrated the plasmid into the genome. This is most often accom-
plished by transfecting a sequence encoding a marker gene into the host cell along
with the expression vector containing the product gene(s). Transfected cells are then
cultured under defined conditions that allow for direct selection of cells that have
incorporated the marker sequence into the genome and are expressing its gene pro-
duct (2,3). Over the past decade, many vector design strategies have been developed
which help ensure cointegration of the selection marker and the product gene. Thus, it
is expected that most of the selected cells will also express the product gene(s).

Figure 1 Cell line development flow chart.
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Depending on the cell type, the selection system used, and the desired levels of
product expression, the specific productivity of the initially selected stable cells may
not be optimal. In this case there may be the possibility to further enhance protein
expression by subjecting the cells to repetitive rounds of exposure to a selective agent
that often results in gene amplification. Individual clones are generally screened for
productivity at the 96-well scale, and lead candidates further evaluated for perfor-
mance in conditions which model high cell density cell culture process conditions.
In most instances it is also desirable to make some early evaluation of the biochem-
ical quality of the product being produced. Based on data collected, a single cell line
is chosen for continued process development. The cell line is banked and extensively
characterized in accordance with specific Regulatory guidelines for freedom from
adventitious agents to ensure suitability for cGMP manufacturing.

CELL SOURCE AND HOST CELL LINE SELECTION

There are several mammalian systems capable of yielding high-level expression of
recombinant proteins that are suitable for use in the manufacture of protein pharma-
ceuticals. Cell lines derived from rodents such as Chinese hamster ovary (CHO) cells,
baby hamster kidney (BHK) cells, and lymphoma cell lines such as NSO, SP2, and
YB2=0 are the most commonly used. However, there are no restrictions on the type
of host cell that can be used for commercial manufacturing provided the cells: (1)
support high-level product expression over many months in culture, (2) can be scaled
to large volumes (100–10,000L), (3) can reach and maintain high viable cell density
in an acceptable manufacturing process (>5� 106 cells=mL in batch culture,
>108 cells=mL in perfusion), (4) provide appropriate posttranslational processing
capabilities, and (5) can be appropriately characterized to assure freedom of the cell
substrate from adventitious agents, especially viruses.

Reports in the scientific literature suggest that most of the cell lines commonly
used for biopharmaceutical production are capable of high-level gene expression on
the order of 10–100 pg=cell=day (4,5), although in practice yields >10 pg=cell=day
have been more commonly achieved with monoclonal antibody products than with
other types of recombinant proteins. Events at the transcriptional, translational, or
posttranslational level have the potential to limit the cell specific productivity that
can be achieved with any given protein. For many monoclonal antibodies, protein
secretion appears to mirror mRNA expression levels up to specific productivities
of 50 pg=cell=day or more (4). However, for other classes of proteins such as
multimeric, cross-linked, or highly glycosylated growth factors and fusion proteins,
posttranslational processing and protein folding may be the primary rate-limiting
step.

The ability to achieve high-level mRNA expression appears to depend primar-
ily on selecting and optimizing the right combination of host cell, expression vector,
and selection strategy rather than on the attributes of any one particular host cell.
For example, a panel of CHO cells deficient in dihydrofolate reductase (DHFR)
are available that can be combined with a spectrum of vectors that combine promo-
ters highly active in CHO cells with strategies to accomplish efficient transfectant
selection using DHFR gene replacement (3,6). Similarly, for murine myeloma
NSO cells deficient in expression of glutamine synthase (GS), use of vectors combin-
ing strong promoters=enhancers with efficient GS selection systems has allowed opti-
mization of this system (7).
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There are accumulating examples of engineering or selecting host cells for
attributes that further increase the efficiency or robustness of protein production.
These include coexpression of genes that enhance expression from a given promoter
(trans- and cis-activators), promote posttranslational protein processing and
folding, enhance ability to grow in nutritionally defined media (SUPER-CHO (8),
VEGGIE-CHO (9)), improve cell cycle characteristics or provide improvements in
product quality (10). Moreover, there is ongoing research directed towards marking
transcriptionally active sites in the genome with a reporter gene flanked by recogni-
tion sequences that allow for the repetitive replacement of product genes into
this same site. Some of these technology refinements will be touched upon briefly
later in the chapter. These improvements seem equally suited to most host cells
and can be applied to further enhance and optimize any well-developed expression
system.

Glycosylation of recombinant glycoproteins is an attribute that has received
much attention regarding the ability of various host cell lines to provide appropri-
ate product quality (11–13). Data collected on glycoforms produced by CHO,
BHK, and NSO cells indicate that the complex N-linked carbohydrate structures
they synthesize contain the same basic oligosaccharide structure naturally occur-
ring on human proteins (Fig. 2). However, each cell type has its own unique qua-
lities. Murine cell lines, unlike hamster lines, may introduce significant quantities

Figure 2 Examples of typical N-linked glycans found on recombinant proteinsproduced in
mammalian cells. Structures generally contain a variable number of lactosamine branches con-
taining N-acetylglucosamine (GlcNAc, squares) followed by a galactose (triangles) residue.
These branches may be capped with a terminal N-acetyl neuraminic acid residue (sialic acid,
NANA, stars, see bottom of figure). Biantennary (A), triantennary (B), and tetraantennary
structures are common (C), although these structures may be undersialylated (D) or underga-
lactosylated (E). Cell line specific attributes, such as substitution of N-glycolyl neuraminic acid
(NGNA) for NANA or addition of a bisecting GlcNAc structure (F), or variable fucosylation
may occur.
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of terminal N-glycolylneuramic acid (NGNA) in place of terminal NANA, or dis-
play an a-1,3-galactosyltransferase activity, that may lead to synthesis of glycan
structures potentially immunogenic in humans. However, CHO and BHK cells
lack the ability to provide certain structures normally found on some human gly-
coproteins, including terminal sialic acid residues attached in an a-2,6 linkage to
galactose or a bisecting GlcNAc residue. Since the nature of the protein itself as
well as the cell culture conditions also greatly influence the quality of the glycans
attached to any given recombinant protein (14), the choice of cell line that
provides acceptable product quality needs to be made in practice on a protein-
by-protein basis.

VECTORS FOR EXPRESSION IN MAMMALIAN CELLS

Specialized vectors are required for expression of heterologous proteins in mamma-
lian cells; [see Refs. 2,3 for general review]. Mammalian shuttle vectors by definition
are plasmids that contain a cassette for expression of genes in mammalian cells as
well as elements that allow plasmid replication in bacteria and selection of plas-
mid-containing bacteria. The b-lactamase gene that encodes an ampicillin-resistant
protein and allows for selection of bacteria containing plasmid DNA in the presence
of ampicillin is one example. Many vectors also include an Ml3 origin of replication
that confers the ability to make single-stranded DNA useful for site-directed muta-
genesis, although more efficient polymerase chain reaction (PCR)-based methodolo-
gies are now generally used to accomplish this task.

The cassette for gene expression in mammalian cells generally consists of two
types of elements: promoter=enhancer elements that drive mRNA transcription, and
sequences that help to stabilize or enhance translation of the primary transcript.
When the vector is to be used for generation of a stable cell lines, sequences encoding
a selectable marker gene are also either integrated into the product gene expression
cassette directly or in a separate expression cassette on the same vector.

Promoters and Enhancers

Promoters are generally defined as upstream (50) elements that promote the forma-
tion of a transcription complex with RNA polymerase II and accurately position
the start of transcription. Elements like TATA sequences and the SP1 binding region
(CCGCCC) occur frequently in eukaryotic promoters and are analogous to the �10
and �35 bp consensus sequences recognized by bacterial RNA polymerase. These
regions are thought to act as binding domains for association of RNA polymerase
II with the transcriptional factors required to initiate an active polymerase complex.
Enhancers augment transcriptional complex assembly. They are generally, but not
strictly, positioned upstream of the promoter, but their spacing from the promoter,
and their sequence orientation is variable. Endogenous mammalian genes have a
defined promoter coupled to one or more enhancers that operate in vivo.

For expression of recombinant proteins in mammalian cells, the product gene’s
endogenous promoter=enhancer elements are usually replaced by a strong viral
promoter= enhancer or by a promoter=enhancer combination known to be particu-
larly active within the context of the chosen host cell. Many such sequences are avail-
able which work well in rodent-derived cell lines (15–18) including myeloproliferative
sarcoma virus (MPSV) (16), Rous sarcoma virus (RSV) (17), VISNA (18), and the
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newly described CHO elongation factor-alpha (EF1-a) (19). The two most widely
used promoter=enhancers are derived from the simian virus 40 (SV40) (20,21)
and cytomegalovirus (CMV) (22). The SV40 promoter=enhancer sequence is about
400 bases long and is from the early transcriptional regulatory region. The CMV
promoter=enhancer is about 650 bp long and derived from cytomegalovirus imme-
diate early gene.

Cis- and Trans-Activators of Promoter Activity

Further augmentation of expression can be achieved by use of a host cell line that is
selected or engineered to express a transcription factor capable of enhancing the
activity of the chosen promoter. The viral trans-activating proteins Ela=Elb, for
example, have been used to enhance expression driven by the CMV promoter
(23,24). Alternatively, incorporation of sequences directly onto the plasmid that
act in cis to increase promoter activity have been reported to be useful in some cases
(19,25), although definitive studies confirming this effect are not yet available. These
cis-acting sequences can themselves serve as response elements which enhance the
activity of a nearby promoter through binding of an endogenous transcription factor
or by imparting a structure to the chromatin in the vicinity of the promoter that
allows enhanced access to nuclear regulatory factors (26). These later elements,
known as matrix attachment regions (MARS) or scaffold-attachment regions
(SARS) have also been hypothesized to delineate the boundary of transcriptionally
active units within the genome and have been shown to neutralize the effects of
integration location or ‘‘position-dependent’’ effects on expression of stably inte-
grated transgenes. The elements often have little or negative effect on transient gene
expression.

Elements that Stabilize and Enhance Translation of the
Primary Transcript

Polyadenylation Signals

A unique property of the majority of eukaryotic mRNAs is their 30 poly (A) tail. This
poly (A) tract is added posttranscriptionally by poly A polymerase after the nascent
mRNA has been released from the transcription complex. The site of addition of the
poly (A) tail is signaled by the presence of the sequence AAUAAA in the 30 untrans-
lated region of the mRNA. The role of the poly A tail is not well understood, but is
thought to be involved with export of the mRNA from the nucleus, prolonging the
half-life of mRNA in the cytoplasm and enabling efficient translation (27). For con-
struction of recombinant expression vectors, however, endogenous polyadenylation
signal sequences are discarded and replaced by more generic elements. Two polyade-
nylation signals commonly used in construction of mammalian expression cassettes
are derived from SV40 (28) and bovine growth hormone gene (29). These sequences
usually contain an AATAAA consensus sequence, which is 20–30 nucleotides 50 of
a diffuse GT or T-rich region.

Kozak Sequence

A survey of sequences surrounding the initiator codon (the ATG codon that specifies
methionine) of mammalian genes was carried out by Kozak to identify the optimum
consensus sequence for this purpose. This sequence, referred to as the ‘‘Kozak’’
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sequence (CCA=GCC) (30,31) is usually placed right in front of the first ATG codon
of gene of interest to improve the translational initiation of mRNA.

Intervening Sequences

Mammalian genes contain an intervening sequence (IVS) or intron in their DNA.
These introns are removed by a specific splicing reaction before mRNA transcripts
are translocated to the cytoplasm (32,33). Although not required, many mammalian
expression vectors also include an intron in the 50 untranslated leaders of genes to be
expressed. Nuclear processing of the message results in removal of the intron from
the primary transcript. Studies have demonstrated that inclusion of an intron
between the promoter and translational start of the expressed sequence can result
in increased steady state cytoplasmic poly (A) mRNA levels (27). Available data sug-
gest that this effect is the result of enhanced efficiency of polyadenylation of nascent
transcripts in the nucleus.

Vectors for Regulated Expression of Genes in Mammalian Cells

The promoters described in the preceding text are employed to drive constitutive
transcription of cDNA, leading to continuous mRNA and protein synthesis. How-
ever, there are situations where regulated or induced gene expression is desired; for
instance, when an expressed protein is cytotoxic or cytostatic to host cells. To
address these situations there have been several inducible mammalian expression sys-
tems developed. Early systems relied on inducers that had pleiotropic effects on host
cells, for example, heat shock induction of the heat shock promoter, heavy metal
induction of the metallothionine promoter, or glucocorticoid induction of steroid
responsive promoters (34–36). These systems often displayed high basal or ‘‘leaky’’
expression and suffered from the broad effects of inducers on a spectrum of cellular
genes. More recently developed inducible systems including the Lac=IPTG system
(37,38), the tetracycline (tet) system (39–43), the streptagramin system (44), and
the ecdysone system (45,46) appear to have solved many of these problems. Each sys-
tem employs two plasmids, a regulatory plasmid for repressor or trans-activator
expression and an expression plasmid containing the regulatable promoter linked
to the product gene. Repressor or activator activity is regulated in each system by
addition of a compound to the cell culture medium that modulates binding to the
promoter’s regulatory element, thus regulating the expression of the gene of interest.
For example, one of the most widely used regulated systems is based on Escherichia
coli tet repressor (Fig. 3) (39,40). In this system, a tet-responsive transactivator (tTA)
fusion gene containing the tet repressor and VP16 activation domain from herpes
simplex virus is expressed constitutively from a regulatory vector, which is integrated
into the host cell genome. The modified host cell is then retransfected with an expres-
sion vector containing the gene of interest driven by a weak or minimal CMV pro-
moter with an adjacent tet operator. The binding of the tTA drives the expression of
the gene of interest to the tet operator. Addition of a tetracycline derivative to the
media inhibits tTA binding to the operator and thus, represses transcription. When
set up in this configuration, the system functions as a ‘‘tet-off’’ system. Modifications
of this system as well as other similarly convertible on=off systems based on gene reg-
ulation by other antibiotics have also recently been described. The attractiveness of
these expression systems is their ability to be used modularly to regulate both the
product gene and one or more functional genes involved in complex regulatory path-
ways in a concerted fashion (42,43).
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HIGH EFFICIENCY SELECTION OF STABLE CELL LINES

Selectable Markers

In order to differentiate cells that have integrated the plasmid into the host genome,
a selectable marker that allows identification and selection of those cells is required.
Moreover, by physically linking the expression of the marker gene and the product
gene, and using selection strategies that impair the ability to express the marker gene
product relative to product gene, it is possible to stringently select for cells producing
high levels of product gene. There are several types of markers available for mamma-
lian expression systems (Table 1) [see also Refs. (47–51) for additional examples].
These can be divided into dominant and recessive classes. A subset of each of these
can be amplified, or the copy number of the marker gene can be further increased, by
application of the proper selective agent (50,51).

Many of the dominant selectable markers are bacterial antibiotic resistant
genes or genes that detoxify the effects of various protein synthesis inhibitors on
the cell. For example puromycin N-acetyltransferase renders the cell resistant to
the protein synthesis inhibitor puromycin. The ‘‘dominant’’ feature of these markers
refers to the fact that there is no background activity of this sort expressed by the

Figure 3 Diagram of expression system used to provide tetracycline-regulatable gene expres-
sion in mammalian cells. Cells are first transfected with a vector containing cDNA encoding
the tet transactivator protein (tTA), which is a fusion of the tet repressor and VP16 activation
domain. Cells selected for tTA expression are then used as hosts for a second transfection
event with a plasmid containing the product gene driven by a minimal promoter (CMVmin)
adjacent to the tet operator (Tet O). In the absence of tetracycline, tTA binds to Tet O and
drives transcription of the product. Addition of tet derivatives interferes with this binding
by competing for binding to tTA and thus, inhibits product transcription.
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cell, and as a result, selection using these markers does not rely on availability of a
host cell that contains a mutant or impaired endogenous gene.

Neomycin-, hygromycin-, and puromycin-resistant genes are very commonly
used dominant selectable markers. The expression level of the resistance gene per
cell, and of any other cointroduced genes, is dependent on the position and number
of integrations achieved and the strength of the promoters driving their expression.
The expression level of associated product genes can be improved by optimizing the
concentration of selective agent used to select for cells which have acquired the high-
est expression of the marker gene. However, further enhancement of gene expression
by repeated exposure to increasing concentrations of the selective agent using these
selective markers has not been demonstrated to be generally useful.

In contrast to dominant markers, recessive markers generally restore a critical
enzyme or protein to the cell that is required for survival, and therefore require host
cells that are mutant or deficient in that activity. Often the activity is required for
cellular DNA synthesis. In the nontransfected host cell, the requirement for the
activity is replaced by supplementing the media with the metabolic byproduct of
the enzyme’s action. Upon withdrawal of these media components cell survival is
dependent on acquiring the needed activity through transfection.

For expression of product genes in CHO cells the recessive marker DHFR is
often used for selection of transfected cells. DHFR is responsible for the production
of tetrahydrofolate (FH4) from folic acid (Fig. 4) (3). In the absence of FH4, the pri-
mary pathway for synthesis of purines and pyrimidines is inhibited. These metabo-
lites can be made by the cell via salvage pathways that involve the conversion of
hypoxanthine to GMP and AMP and conversion of thymidine to TMP via thymi-
dine kinase activity. As long as cells deficient in DHFR are supplied with glycine,
hypoxanthine, and thymidine from an exogenous source, they can make DNA
and grow. If the media is not supplemented with these precursors the cells will die
unless they have acquired the ability to express DHFR through transfection. The
availability of several strains of DHFR (minus) CHO cells (52), many of which pro-
vide a perfect host for this marker, are available from public culture collections. In

Table 1 Selective Agents Commonly Used in Constructing Mammalian Expression Vectors

Selectable marker Selective agent
Enzyme inhibitor used
for gene amplification

Dominant
Aminoglycoside
phosphotransferase (aph)

Geneticin (G418)=Neomycin

Hygromycin-B
phosphotransferase (hph)

Hygromycin B

Puromycin
N-acetyltransferase (pac)

Puromycin

Zeocin resistance gene (sh ble) Zeocin
Recessive

Glutamine synthase (GS) Glutamine-free media Methionine sulfoximine
(MSX)

Dihydrofolate reductase
(DHFR)

Media lacking glycine,
hypoxanthine and thymidine

Methotrexate (MTX)
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addition, this marker allows the option of being able to identify cells which may
have increased or amplified integrated gene copy numbers and expression level after
exposure to methotrexate (MTX), an agent that binds to and irreversibly inhibits
DHFR (see section titled ‘‘Amplification of Transfected Sequences to Enhance
Production’’).

Similarly, myeloma and hybridoma cell lines have an absolute requirement
for glutamine due to insufficient activity of glutamine synthase (GS) (7), a cellular
enzyme responsible for formation of glutamine from glutamate and ammonia. Sup-
plementation of cellular GS level through transfection restores the cell’s ability to
grow in glutamine-free media, and so serves as an appropriate selectable marker
in these cells. Moreover, in the presence of methionine sulfoximine (MSX) a specific
inhibitor of the GS enzyme, efficient amplification of gene expression can be accom-
plished.

Although both MTX and MSX can be used as selective agents with wild-type
cells integrating DHFR- and GS-containing plasmids, respectively, the high back-
ground of surviving nontransfected cells and the excessively high concentrations of
MTX and MSX required usually undermine the success of these selections.

Selection Vector Design

When selectable markers are used to identify cells that have stably integrated the vec-
tor sequences into their genome, they are essentially being used as surrogates to iden-
tify cells that express the product. However, the linked integration of the marker
gene and the product gene is not always guaranteed, and it is possible that cells
which exhibit drug-resistant phenotypes, or survive in nutrient deficient media
may not express the product. Initially, genes for the product and the selectable mar-
ker were introduced as independent expression cassettes on one or more plasmids.

Although this approach can be used successfully, there is an increased risk of
producing drug-resistant colonies that do not coexpress the product, which increases
the demand on secondary product expression screening strategies.

Figure 4 Diagram of folate metabolism in mammalian cells.
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In order to increase the frequency of cells overexpressing both a high level of
product and the marker gene, recent vector designs have emphasized optimization
of product-to-selectable marker gene expression ratios and improving the efficiency
of selecting cells with product gene coexpression.

At a simple level, putting the marker gene under control of a weaker promoter
than that driving the product gene or reducing the efficiency of the Kozak sequence
(4) has been associated with increased efficiency of selection of higher expressing cell
lines. Alternatively, some investigators have created a dicistronic expression vector
where the product gene, driven by a strong promoter, is followed by an internal ribo-
some-binding sequence derived from picornavirus (IRES) inserted in front of the
marker gene (53–56). These elements allow ribosome binding and cap-independent
initiation of marker gene translation. However, since the translation of genes down-
stream of IRES often is not very efficient, these dicistronic vectors minimize marker
gene synthesis while insuring the linkage of integrated gene of interest and selectable
marker.

Other approaches include impairment of selectable marker gene expression so
that extremely high levels of marker gene transcription are required in order for cells
to make sufficient marker gene product to survive. This is the goal of vector designs
that place the selectable marker within an intron inserted between the promoter and
the 50 initiation site of the product gene (57). Imperfect splice sites that direct ineffi-
cient processing of the intron during nuclear splicing flank the marker sequence.
Initially all the RNA transcripts produced will contain sequences encoding both
marker and product. However, during nuclear processing, the marker sequence will
be spliced out of the majority of the transcripts (95%). Since only the few transcripts
containing both genes will express the selection marker, the system is biased towards
tight selection of cells producing high levels of mRNA transcripts and therefore
increased levels of product gene (Fig. 5A). Alternatively, the product gene expression

Figure 5 Examples of two vector design strategies that allow efficient selection of highly pro-
ductive recombinant cell lines by physically linking expression of product to marker gene on
the plasmid and increasing the product gene to marker gene mRNA expression ratio.
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cassette has been placed within an artificial intron inside a selectable bacterial marker
gene (a ‘‘split gene,’’ Fig. 5B) (4). In this system only a small percentage of tran-
scripts are correctly processed to allow expression of marker gene. Thus, the cell is
required to produce large amounts transcript to provide adequate selection protec-
tion. Data presented on the mechanism of action of this later system suggests that
high-level expression is achieved from only a few integrated gene copies, suggesting
that the stringent selection system directs integration of the vector into chromosomal
locations that provide exceptional levels of transcriptional activity.

Targeted Integration

Cell lines stably expressing a protein product are typically generated by transfection
followed by integration of the expression plasmid into the host genome via nonho-
mologous recombination. Such integration is a random event and generates clones
with a wide range of expression levels (Fig. 6), reflecting the gene copy number
integrated and the transcriptional activity of the locus in which the copies were
integrated (positional effect). The concept that high expression loci exist in the gen-
ome has lead to the development of several strategies for targeting gene integration
specifically to these transcriptionally active loci, thus, introducing a controlled inte-
gration event.

The targeted integration approach is comprised of two steps. First, a transcrip-
tionally active locus in the host genome is identified by transfecting a plasmid encod-
ing a reporter gene and a selectable marker (employing vector design strategies
described in Chapter 4) flanked by specific recombination target sites. Clones are
selected under an appropriate selection pressure and a large screening is performed
to identify a high expressing clone. In the second step, a plasmid carrying a product
gene and a different selectable marker, flanked again by the recombination target
sites, is transfected into the clone together with a second plasmid that transiently
expresses a site-specific recombinase. This recombinase recognizes the specific
sequence of the target sites and promotes a recombination event between them,
termed homologous recombination. This event is highly specific and ensures integra-
tion of the product gene at the preexisting target site. All clones generated in this
manner display an identical site of integration (isogenic clones) and should, there-
fore, express similar levels of the transgene. This approach eliminates the need for

Figure 6 Fluorescent in situ hybridization of recombinant sequences integrated into the
chromosomes of CHO cells. Photos are of two different cell lines resulting from random
integration of the plasmid DNA during a single transfection event (See color insert p. 1.)
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screening a large number of clones, and potentially minimizes=eliminates the need
for amplification, thus shortening the time required to develop a highly productive
cell line. In addition, once identified, the ‘‘marked’’ host cell line can be used for
recombination and expression of any desired gene.

Several approaches have been investigated, using different recombinases, such
as Cre recombinase from the bacteriophage PI (58), which recognizes Lox P sites, or
Flp recombinase from Saccharomyces cerevisiae, which recognizes FRT sites (59).
Both Lox P and FRT sites are 34 bp long and asymmetrical. Depending on the orien-
tation of the recognition sites, the recombinase may catalyze excision=integration
(recognition sequences are in the same orientation) or inversion (opposite orienta-
tion). For the application described here, the excision=integration reaction is utilized.
Both recombinases have been shown to work efficiently in mammalian cells (58–61).

TRANSFECTION: INTRODUCTION OF PLASMID DNA INTO
MAMMALIAN CELLS

A variety of methods to introduce DNA into mammalian cells have been developed.
They can be divided into four classes: chemical, physical, lipid-based lipofection, and
polymer or dendrimer based. Different cell types may be more amenable to one
approach than to another. Detailed discussion of the methods for DNA transfection
is included elsewhere in this volume. Therefore, only a brief discussion is given here.

Calcium Phosphate Method

Graham et al. (62) first described the calcium phosphate transfection method in
1973. It is inexpensive and works in a wide range of cell types. In this method, cal-
cium chloride, phosphate buffer andDNA coprecipitate and form a fine precipitate or
complex which enters mammalian cells via an endocytic vesicle (62–64). This method
is still widely used and variations of this transfection protocol including a DMSO, gly-
cerol, or chloroquine treatment posttransfection have been incorporated to improve
transfection efficiency (63). Transfection efficiencies are generally <25% using this
method. The primary disadvantages of this technique are that the efficiency of trans-
fection is related to the size of the calcium phosphate precipitate and the concentra-
tion of DNA. Calcium phosphate crystals nucleate immediately upon reagent
combination and continue to grow rather rapidly depending upon the relative concen-
trations of calcium chloride and phosphate, the pH of the reagents and temperature.
Therefore, the method needs to be optimized carefully since minor alterations in pro-
cedure or environment can dramatically alter the outcome of the transfection.

Electroporation

Electroporation utilizes a pulsed electric field to disrupt the voltage gradient that
exists across the plasma membrane and create reversible pores that allow DNA to
enter the cell (65,66). It is a simple and rapid method. It involves a direct physical
interaction between electrical field and cell membrane so that it is less cell type spe-
cific compared with other transfection methods. Electroporation parameters like
peak voltage and fall time of the discharge waveform need to be empirically deter-
mined in each case. In addition, electroporation generally results in lower posttrans-
fection cell viability.
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Lipofection and Polyfection

Polyfection and lipofection are the most recently developed and probably simplest
transfection methodologies for gene delivery in a variety of cell types. Lipofection
refers to cationic lipid-mediated gene transfer into the cells. The cationic lipids con-
taining a quaternary amine form positively charged liposomes that interact with
negatively charged DNA to form a complex. Various models have been proposed
to describe how DNA and lipids interact. The most popular model, supported by
in situ optical microscopy and X-ray diffraction, proposed the complex as lipoplexes
consisting of a higher-ordered multilamellar structure with DNA sandwiched
between cationic layers (67–69). The lipoplexes presumably enter the cell by endocy-
tosis or direct cell membrane fusion and DNA probably is released from lipoplexes
before entry into the nucleus (70). Lipofection can be done in the presence or absence
of serum with little or no toxicity. The most critical parameters for optimal lipofec-
tion are the amount of DNA and lipid used as well as the ratio between DNA and
lipid (71–73). Too little DNA results in low transgene expression whereas large
amounts are cytotoxic to host cell. The optimization of the ratio of DNA and lipid
is probably important because net positive charge of the complex is required to facil-
itate interaction between lipoplex and the negatively charged cell surface.

Polyfection refers to gene transfer mediated by cationic polymers and dendri-
mers. The cationic polymers, especially highly branched and spherical dendritic
macromolecules have a high number of surface primary amino groups that interact
with DNA forming a polyplex that protects DNA from degradation before reaching
nucleus (74,75). There are many lipofection and polyfection reagents commercially
available and the most efficient method for a given cell culture system should be
empirically determined.

AMPLIFICATION OF TRANSFECTED SEQUENCES TO
ENHANCE PRODUCTION

When exposed to cytotoxic drugs, some cells can develop a drug-resistant pheno-
type. Although there are mechanisms to generate drug tolerance that do not
employ gene amplification, amplification of DNA in response to growth-limiting
conditions is a well-known phenomenon (51), and one that can be exploited in
order to maximize expression of recombinant products. In this case, the gene that
is targeted for amplification is the transfected marker gene. During the process of
amplification, both the target gene and surrounding DNA sequences are coampli-
fied via a process that may involve over-replication of DNA and=or recombination
of sequences. As a result, amplification of the marker gene provides an indirect
means of amplifying the cointegrated product gene(s) (50,51,76–78). MTX irrever-
sibly binds to and inhibits the activity of DHFR, therefore dose-dependently limit-
ing the cells ability to produce tetrahydrofolate. Under conditions in which the
MTX concentration is limiting for growth, amplification of the DHFR gene
frequently occurs. This effect has been exploited in the development of highly
productive commercial cell lines. A similar effect can be obtained using the GS
selection marker and MSX. The DNA replicated during the isolation of a drug-
resistant phenotype is structurally referred to as an amplicon, and can contain a
few to thousands of copies of the amplified gene (79). Increases in the gene copy
number of a given cell line are often associated with increased product expression
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or secretion. However, since not all gene copies may be transcriptionally active or
other bottlenecks to protein expression may occur, cell lines with high gene copy
numbers may not always be highly productive (79).

The initial selection of the transfected cells in selective media or in low concen-
trations of the selective agent is generally thought to identify cells which have either
integrated multiple copies of the plasmid or which have single or low copy number
integrations at exceptionally active transcription loci. The more stringent the selec-
tion, the higher the initial expression level of the cell pool and the more frequently
high expressors will occur within this pool. In cases where amplification is desired,
these initial selectants are then exposed to stepwise increases in the toxic agent.
The steepness of the increase in selective agent during gene amplification protocols
seems to have an impact on whether drug-resistant cells have increased copy number
of the integrated sequences and co-express high levels of drug product or have
acquired drug resistance through mechanisms not involving gene amplification
(80). Detailed analyses of integration site, gene copy number, and specific productiv-
ity of clones resulting from various types of selection and amplification strategies are
in progress to better define the types of events which lead to highly productive, stable
cell lines (81,82). However, at present, the optimal selection and amplification pro-
cedures appear to be highly dependent on the design of the expression construct
and needs to be determined independently for each system.

Stability of Amplified Gene Expression

The resistance phenotype and amplified gene(s) can be stable or unstable. When a
population of cells that have been recently subjected to an amplification event are
maintained in the absence of selective pressure, the amplified gene can decline in
the population over a period of weeks or months depending on the cell type. This
can be due to continued rearrangements of structures within the amplicon and loss
of genetic material during subsequent cell divisions. The more heterogeneous the
population becomes, the more likely instability will result in significant changes in
the productivity and growth rate of the population. However, though exceptions
occur, cells maintained in the presence of selective agent generally exhibit stable pro-
duction throughout many months in culture. For cells cultivated in batch mode,
where only production culture and one or two passages preceding are non-selective,
instability of expression due to loss of the gene is generally not a problem. However,
for cells in continuous production cultures that run over long periods in the absence
of selective agent, gene stability is more critical and care should be taken to screen
the cell line for stability or to devise expression strategies that minimize the need
for amplifications.

SCREENING AND DEVELOPMENT OF PRODUCTION CELL LINES

During the initial selection process and=or following the final round of amplification,
individual clones are isolated from the cell pool and screened for desirable attributes
such as high specific productivity (pg=cell=day), good growth rate, and suitable bio-
chemical product quality. Generally the objective of the first stage of screening is to
rapidly evaluate a large number of cells, using the smallest possible number of cells
per evaluation, to find the highest producers.
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Fluorescence-Activated Cell Sorting-Based Methods

The number of clones that need to be screened in order to identify members of the
population with acceptably high productivity will be determined by the ability of the
chemical selection method to find high producers within the transfected population
and=or the availability of a rapid high throughput screen for cell line evaluation.
Fluorescence-activated cell sorting (FACS) methods represent the potentially most
elegant means of high-throughput screening. Most methods described below can
be used successfully to separate non- or low producers from highly productive cells
and as such represent an attractive way to enrich pools of transfected cells prior to
more traditional clonal screening. However, to date, a practical FACS method that
can be used to reliably identify and sort the highest individual viable cells from a
pool of already high producing cells remains a challenge. The following methods
are among the most commonly explored while trying to develop a robust high-
throughput screen.

For cell culture systems where gene of interest expression is linked to DHFR
expression, fluorescent MTX binding has been used as a measure of the level of
DHFR expressed by transfected cells (81). This method requires the incubation of
the test cells with high concentrations of FITC-MTX, but is generally easily per-
formed on viable cells. The drawback of this technique is that DHFR expression,
particularly with traditional expression constructs, does not always correlate directly
to product gene expression. Although as vector strategy has improved to further link
DHFR to product gene, the success of this method has improved.

Green fluorescent protein (GFP) and related proteins that exhibit autofluores-
cence also make attractive surrogate markers of gene expression (82,83). As with
fluorescent MTX binding, this requires tight physical linkage of the gene(s) of inter-
est with the marker to effectively identify high producers. The advantage of GFP is
that there is no need to add exogenous reagents to cells. However, reported toxicity
of high levels of GFP may self-limit the usefulness of this marker for development of
the most highly productive cell lines (84), although a nontoxic red-shifted mutant of
this marker is now commercially available which may circumvent this problem.

Other FACS-based methods developed recently employ a solid or semisolid
matrix for cell suspension that contains a labeled antibody that traps secreted pro-
duct in the vicinity of the cell’s surface (85–88). The accumulation of cell-associated
product is taken as a measure of cell specific productivity and is used to separate high
secretors. Although there are technical challenges to capturing and recovering single
viable cells in the matrix, these methods have the advantage that they do not use a
surrogate to monitor gene of interest expression and, unlike fluorescent-MTX or
GFP, they measure secreted protein rather than intracellular accumulation.

Cell Culture Performance Assays

More commonly, clones resulting from transfection and=or amplification steps are
isolated by limiting dilution, by picking of well-isolated colonies on low-density
plates, or by similar means and are evaluated by more traditional cell culture assays
quantitating clone productivity. The end point of such assays can be specific produc-
tivity, which is the amount of product produced per cell per unit time (often pg=cell=
day), or volumetric productivity, which is the product of specific productivity and
the cumulative viable cell mass present in the culture over time. Ultimately, it is
the volumetric productivity, or the titer (expressed in mg=L) at the end of a given

30 Shen et al.



manufacturing cell culture run which is important. However, at early stages of cell
screening, the growth properties of cells growing in dishes can be very different from
what they will be once the cells have been adapted to suspension and=or serum-free
(or protein-free) growth. Therefore, at the initial stages of screening the potential of
the cell lines is usually ranked based on specific productivity followed by volumetric
productivity evaluations as the growth characteristics of the cell lines are developed.

In order to evaluate specific productivity among hundreds to thousands of
clones efficiently, a moderately high throughput measure of product secretion or
expression and a measure of cell number that can be adapted to a 96- or 384-well
format is needed. Titer estimates can be derived from measurement of the accumu-
lated product in cell culture fluid using an immunoassay (enzyme linked immunosor-
bent assay or ELISA) or bioassay (functional assay) for the protein. A robust ELISA
is desirable because of its high throughput and high sensitivity aspects. Optical mea-
surements of cell density, either of light transmission through the cells themselves or
of a dye that identifies viable cells and can be read in a microtiter plate reader is used
as a rough measure of total cell number in each well. Calcein-AM is an example of a
viable cell dye that is easily used for this purpose (Fig. 7) (89). The native form of this
compound is freely diffusible into cells and is converted to an impermeable, fluores-
cent species by non-specific cellular esterase activity. Unless there are differences in
the volume of cells, the amount of fluorescence per cell is constant among cells of the
same type and the intensity of the fluorescent signal per well corresponds well to the
total number of viable cells.

If no immunoassay or bioassay is available, clones can be screened for mRNA
expression. Development of higher throughput quantitative mRNA analyses using
real-time quantitative PCR protocols coupled to higher throughput mRNA extrac-
tion technology has certainly made these types of screens much more feasible and

Figure 7 Correlation of fluorescence and number of cells per well for CHO cells grown in 96-
well tissue culture plates. Fluorescence was measured in a 96-well plate reader after various
lengths of exposure to calcein-AM.
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affordable. mRNA screens may not be useful in extreme cases where protein secre-
tion is generally limited by factors other than transcription, but for most applica-
tions, cells that produce high quantities of product mRNA are good targets to
move into more complex screening paradigms.

Generally two to three rounds of microtiter scale screening are employed to
segregate the top 1–5% of clones that will be expanded for further evaluation.

Scale-Up and Adaptation to Suspension, Serum-Free Growth

Clones identified based on high specific productivity or mRNA expression are gen-
erally expanded on tissue culture plates until enough cells are available to inoculate
them into a suspension culture. Depending on the cell type, two T-175 tissues cul-
ture flasks usually contain sufficient cells to inoculate a spinner flask with a 200 mL
working volume with �3–4 � 105 cells=mL. For cell lines that are maintained as
adherent cultures in serum-containing media, suspension adaptation can often be
accomplished quite readily in the same serum-supplemented media in spinner ves-
sels maintained at 50–80 rpm. Altering the media or adding components that dis-
courage adhesion of cells to solid substrates, or use of specially treated glass and
plastic-ware can facilitate this process. The primary consideration in methods
choice should be robustness and compatibility of the resulting condition of the cells
to growth under manufacturing conditions. During this procedure it is critical to
initiate or ‘‘seed’’ the cultures at a suitably high cell density and to monitor growth
and viability closely over the first several passages. For cell lines that are resistant to
culture in suspension, media optimization altering the concentrations of cations
may be necessary (90). Several commercial vendors have specialized media avail-
able for this purpose.

Cell lines that are intended for commercial cell culture processes should also be
adapted to serum-free or protein-free growth conditions early in development. In
fact, the desire to eliminate as many animal-derived raw materials as possible from
commercial cell culture operations has lead to the development in some instances of
transfection and selection procedures which completely remove the need for serum in
the process. Where this is not possible, adaptation of cells to serum-free growth is
routinely performed. This process is not well understood physiologically and is tech-
nically more challenging than adaptation of cells to suspension growth in serum-
containing media. Appropriate supplementation of the basal media powder with
growth factors, trace elements, lipids and vitamins is critical for success (90,91).
Some protocols call for slowly reducing the serum concentration of media, whereas
others favor a complete removal of serum in a single step. In either case, cells often
will show a slowed growth profile and decreased viability for several passages after
the complete withdrawal of serum and need to be carefully monitored to ensure the
success of this procedure. In many instances, several media exchanges using centri-
fugation of cells away from spent media and resuspension in fresh media need to
be performed in order to remove waste products and maintain an adequate seeding
density (3–10� 105 cells=mL). It is important that selective pressure be maintained
on the gene of interest throughout this process to ensure retention of high-level gene
expression. However, the concentration of selective agent and of supplemental
growth factors may need to be temporarily modified during this procedure to ensure
success.

After cells have adapted to suspension and=or serum-free growth, their growth
properties are much closer to what they will be in a large-scale cell culture process.
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At this stage the cell lines can be compared for volumetric productivity and product
quality using assays designed to model conditions encountered in the extended, high-
density culture conditions typical of large-scale industrial cell culture processes. Such
assays usually involve both plate-based and small-scale bioreactor formats. Plate
based designs provide the ability to look at a broader number of cell lines to develop
a sense of which lines perform best under defined process conditions. However, per-
formance of cells in these assays does not always mirror cell performance under the
pH and dissolved oxygen-controlled environment of the bioreactor. Bioreactors
allow information to be developed on a limited number of cell lines and for key pro-
cess parameters that might alter a given cell lines performance to begin to be identi-
fied. Several new high throughput systems that more closely approximate the gas
exchange and control typical of fermentation systems, without the complexity of fer-
mentor set-up and monitoring offer an attractive compromise for cell line selection
studies.

Many aspects of product quality, ranging from gross estimates of molecular
weight and presence or absence of glycans to detailed analysis of glycan structure
or charge variants using mass spectrophotometric and chromatographic techniques
can be monitored during this final selection period to ensure that the final clone
selected for further process development has the most desirable cell culture and pro-
duct properties.

GENETIC ENGINEERING OF HOST CELL LINES TO IMPROVE
PRODUCTION CHARACTERISTICS

One of the most notable advances in recent years has been the application of genetic
engineering approaches to rationally modify specific features of mammalian host
cells to improve their utility in recombinant protein expression applications. One
such example is in the area of glycosylation control. A breadth of work in the last
decade has demonstrated how various reactions in the glycosylation pathway can
be influenced by cell culture factors, host cell selection, and protein specific features
(92–94) leading to production of molecules with variable or suboptimal clearance or
bioactivity properties. Other chapters in this volume contain a detailed discussion of
the importance of glycosylation control in maintaining a glycoprotein’s efficacy
and=or clearance properties. In the context of expression of recombinant glycopro-
teins for pharmaceutical manufacture, recent studies have demonstrated that specific
manipulation of oligosaccharide structures on a recombinant protein can be
achieved by overexpression of appropriate glycosyltransferases. This strategy can
be used to either enhance glycan quality by increasing the homogeneity of native
structures or by introducing non host cell residues to specialize glycan quality and
function. For example, the overexpression of a galactosyltransferase and a sialyl-
transferase in CHO cells has been shown to lead to corresponding increases in the
galactose and sialic acid levels on recombinant therapeutic proteins expressed by
these cells (Fig. 8) (95). Other groups have successfully overexpressed N-acetylgluco-
saminyltransferase III in order to increase the fraction of bisecting N-acetylglucosa-
mine residues on antibodies produced in CHO cells (96,97) or introduced sialic acid
in an a-2,6 linkage to glycoproteins synthesized by CHO and BHK cells that lack the
specific sialyltransferase responsible for this transfer (98–100).

Another focus of genetic manipulation has been to improve the efficiency of
central carbon metabolism and the reduction of lactate accumulation. Earlier work
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showed that overexpression of a pyruvate carboxylase gene in BHK cells reduced
lactate accumulation and improved cell yields although it is not clear if this approach
will be generically helpful (101). Partial disruption of the LDH-A gene has also been
used to reduce lactate accumulation and improve cell culture performance in hybri-
doma cultures (102).

Perhaps the most interesting of the targets for metabolic control are cell growth
and apoptosis (programmed cell death). A significant body of work performed dur-
ing the last few years lends collective support to the hypothesis that control of pro-
gression through the cell cycle may significantly increase productivity in mammalian
cell cultures. For example, recent reports suggest that productivity may vary drama-
tically in different growth phases (103,104).

Work demonstrating the effectiveness chemical inhibitors of apoptosis in
extending culture viability has laid the foundation for a growing area of work direc-
ted towards genetic engineering of cell death pathway, including overexpression of
bcl-2 and inhibition of caspase expression (105–108).

CONCLUSIONS

The success of cell line development efforts depends in part on understanding the
optimal use of the components of a given expression system and in part on the avail-
ability of adequate high-throughput methods to identify cell lines that will perform
well in the context of the process. Over the past decade, developments in host cell line
selection, vector technology, selection and screening strategies have combined to
enable stable, high-level expression of many recombinant genes in mammalian cells
for clinical and commercial supply. Since timely development of robust, highly pro-
ductive cell lines is key to maximizing the efficiency of the drug development process
and ultimately minimizing the cost of manufacturing, current efforts in the field are

Figure 8 Remodeling of N-linked glycans on a recombinant protein through overexpres-
sion of glycosyltransferases in CHO cells. Insets show mass spectrophotometric analysis
of the individual glycan structures associated with the protein. Glycan structures are identi-
fied by a nomenclature consisting of four digits that denote number of branches, presence of
a core fucose sugar, number of galactose residues, and number of sialic acids. A 2122 struc-
ture is biantennary, contains core fucose and is fully galactosylated and sialylated. (A) shows
the heterogeneity of the glycans produced by the unmodified cell line and (B) shows the
effect of over expression of a-2,3 sialyltransferase in the same cell line. Note the increased
presence of fully sialylated glycans compared to the control condition.
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directed towards rapid, consistent generation of highly productive cell lines and
genetic engineering of host cell lines to display functional attributes that improve
product consistency and quality and robustness of performance in large-scale cell
culture processes.
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104. Fussenegger M, Schlatter S, Dätwyler D, Mazur X, Bailey JE. Controlled proliferation
by multigene metabolic engineering enhances the productivity of Chinese hamster ovary
cells. Nat Biotechnol 1998; 16:468.

105. Mastrangelo AJ, Hardwick JM, Zou S, Betenbaugh MU. Part II. Overexpression of
Bci-2 family members enhances survival of mammalian cells in response to various cul-
ture insults. Biotechnol Bioeng 2000; 67:555.

106. Laken HA, Leonard MW. Understanding and modulating apoptosis in industrial cell
culture. Curr Opin Biotechnol 2001; 12:175.

107. Kim NS, Lee GM. Overexpression of Bci-2 inhibits sodium butyrate-induced apoptosis
in Chinese hamster ovary cells resulting in enhanced humanized antibody production.
Biotechnol Bioeng 2001; 71:184.

108. van de Goor J. Apoptosis pathway in CHO cells. Proceedings of the Second European
Meeting on Cell Engineering, Costa Brava, Spain 2001.

40 Shen et al.



3
Medium Development

A. Burgener and M. Butler
Department of Microbiology, University of Manitoba, Manitoba, Canada

INTRODUCTION

The development of culture media for mammalian cells has been studied for more
than 50 years. The first attempts at culturing animal cells in vitro made use of bio-
logical fluids, such as serum and other blood or tissue extracts. This was followed by
the attempt to culture animal cells in defined media through the analysis of the con-
tents of biological fluids (1). Another approach, developed by Eagle, consisted of
finding the minimum ingredients that were essential for growth, which led to the
development of Eagle’s minimal essential medium (EMEM) (2). This medium con-
sisted of 13 amino acids, 8 vitamins, 6 ionic species, and dialyzed serum to provide
the necessary undefined components required for growth.

As new cell lines became available in the scientific community, new formula-
tions were developed. Many of these cell lines could be cultured in Eagle’s MEM,
while others required more complex formulations. These included Dulbecco’s mod-
ification of Eagle’s medium (DMEM) (3), F12 (4) medium, and Roswell Park Mem-
orial Institute (RPMI) medium (5). As progress was made in the understanding of
cell metabolism and growth factor requirements, various serum-free formulations
were also developed.

Presently, there are many formulations available for the culture of animal cells.
The decision of which formulation to use is dependent on the purpose of the culture.
For the production of viruses or other nonspecific molecular studies, basic formula-
tions such as serum-supplemented MEM are often used. However, for other studies
where undefined components can affect the results, or in large-scale production sys-
tems where productivity is an issue, serum-free formulations are relied upon.

The supplementation of culture media with undefined components, such as
serum, has many inherent disadvantages. This has fueled the demand for better
serum-free media in both the research and the industrial communities. New formula-
tions are being developed all the time, and there are presently many available from
various commercial suppliers. However, the performance of many of these formula-
tions remains poor as many of them contain undefined components that can affect
their quality and consistency.

This chapter focuses on the composition of classic animal culture media, with
emphasis on the development of serum-free formulations.
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CULTURE MEDIA

Basal Media

The components of these media formulations include a complex mixture of carbohy-
drate, amino acids, salts, vitamins, hormones, and growth factors.

The media originally used for the growth of animal cells were based entirely on
biological fluids such as plasma and embryonic extracts. However, the use of chemi-
cally undefined media suffers from the disadvantages of batch variation and vulner-
ability to contamination. This led to a need for chemically defined culture media,
which were originally based on the analysis of plasma, and this led to complex for-
mulations such as Medium 199, which contains over 60 synthetic ingredients.

An alternative approach in media design is to reduce the number of compo-
nents to the minimum shown to be essential for cell growth. This strategy led to
Eagle’s basal medium (BME), which was designed for the optimal growth of
mouse-L cells and HeLa cells. It should be noted that there are several versions of
BME. This was later modified and improved as EMEM, which has also found wide
application for the growth of a variety of cell lines.

Although there are numerous media formulations now available for cell
growth, the following list indicates those that have found greatest application for
the cell technologist. The choice of a particular medium for a cell type has to be
empirical but those listed are the ones that would normally be a starting point for
attempting the growth of any new cell line.

Simple Basal Media

Table 1 shows the composition of several commonly used basal culture media devel-
oped for mammalian cell cultures.

� BME was originally designed for the growth of mouse-L and HeLa cells
and has been used subsequently for the growth of a wide range of cell lines
including human diploid cells. The medium needs to be changed at least
every other day to support continued cell growth. It should be noted that
there are several versions of BME (2).

� EMEM was developed as an improvement of BME for the optimal growth
of a wide variety of cell lines including clonal cultures. EMEM has a higher
concentration of amino acids than BME. It contains a balanced salt solu-
tion (Earle’s); alternatively Hanks’ salt solution can be used. The medium
can support cell growth for several days (6).

� Glasgow’s modification of Eagle’s medium (GMEM) is a modification of
BME and contains 2� the concentrations of the amino acids and vitamins
with extra glucose and bicarbonate. This medium was originally developed
for the growth of baby hamster kidney 21 (BHK21)=C13 cells and is usually
supplemented with 10% tryptose phosphate broth as well as serum (7–10).

� Joklik’s modified Eagle’s medium is a general-purpose growth medium for
suspension cultures (10).

� Alpha modified Eagle’s medium was originally used to study ribosomes in
mouse–hamster hybrid cells. The medium, which contains both essential
and nonessential amino acids, can be used as a general-purpose growth
medium (11).

� DMEM has a high nutrient concentration and includes 4� the BME con-
centration of amino acids and vitamins as well as additional nonessential
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Table 1 Simple Basal Media Formulations Used in Mammalian Cell Culture

Molarity (mM)

Components BME GMEM DMEM RPMI (1640)

Inorganic salts
Calcium chloride (CaCl2) 1.8 4.5 1.8
Calcium nitrate
(Ca(NO3)2 4H2O)

0.424

Cupric sulfate
(CuSO4�5H2O)

Ferric nitrate
(Fe(NO3)�3–9H2O)

0.25 0.25

Ferrous sulfate
(FeSO4�7H2O)

Potassium chloride (KCl) 5.3 37.33 5.3 5.3
Potassium nitrate (KNO3)
Magnesium chloride
(MgCl2 anhydrous)

0.5 11.26

Magnesium sulfate
(MgSO4)

0.81 0.813 0.407

Magnesium sulfate
(MgSO4 anhydrous)

11.31

Sodium chloride (NaCl) 117 110 110.34 103.44
Sodium bicarbonate
(NaHCO3)

26.2 4.17 44.1 23.8

Sodium phosphate
(Na2HPO4�H2O)

5.63

Sodium phosphate
(Na2HPO4�H2O)

1.01 7.43 0.906

Energy metabolism
d-Glucose 5.55 3.88 25 11.1
Sucrose 78
d-Fructose 2.22
Fumaric acid 0.474
a-Ketoglutaric acid 2.53
Malic acid 5
Succinic acid 0.508
Amino acids
b-Alanine 2.2
l-Alanine 2.5
l-Arginine-HCl 0.1 3.3 0.398 1.1
l-Asparagine 2.65 0.379
l-Aspartic acid 2.63 0.15
l-Cystine-2HCl 5.0� 10�2 9.2� 10�2 0.2 0.206
l-Glutamic acid 4.08 0.136
l-Glutamine 4.11 4 2.05
Glycine 8.67 0.399 0.133
l-Histidine 5.2� 10�2 16.2 0.2 9.7� 10�2

l-Hydroxyproline 0.153
l-Isoleucine 0.198 0.382 0.802 0.382
l-Leucine 0.198 0.573 0.802 0.382

(Continued)
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amino acids and trace elements. The original formulation contained 5.6mM
glucose but 25mM has been proved to be optimal for the growth of several
cell types. It was first reported for the culture of embryonic mouse cells but
has since found a wide application in the culture of various cells, including
primary mouse and chicken cells, and in virus production.

� RPMI 1629 or McCoy’s 5A medium was based on BME with the amino acid
and vitamin mixture from Medium 199. The medium was originally formu-
lated by McCoy et al. (12) and later modified by Hsu and Kellogg (13) and
Iwakata and Grace (14). The latter modification differs in the use of d-
alanine rather than l-alanine. In another modification, Park and Terasaki
added a further 25 mg=L phenol red in order to observe pH changes more
readily. McCoy’s medium has been used as a standard medium for cloning
cells (12–16).

� RPMI 1630 was developed in 1968 by Moore and Kitamura (17).
� RPMI 1640 was developed for the long-term culture of peripheral blood

lymphocytes. It was developed as a modification of McCoy’s 5A medium.
It has now been recognized as a general-purpose medium particularly for

Table 1 Simple Basal Media Formulations Used in Mammalian Cell Culture (Continued )

Molarity (mM)

Components BME GMEM DMEM RPMI (1640)

l-Lysine-HCl 0.2 3.42 0.798 0.219
l-Methionine 0.05 0.336 0.201 0.101
l-Phenylalanine 0.1 0.909 0.4 9.1� 10�2

l-Proline 3.04 0.174
l-Serine 10.5 0.4 0.286
l-Threonine 0.202 1.47 0.078 0.168
l-Tryptophan 2.0� 10�2 0.49 0.078 2.5� 10�2

l-Tyrosine-2Na�2H2O 10.0� 10�2 0.276 0.398 0.11
l-Valine 0.2 0.855 0.803 0.171
Vitamins
Biotin 4.0� 10�3 4.1� 10�5 8.0� 10�3

d-Calcium pantothenate 2.0� 10�3 4.2� 10�5 8.3� 10�3 5.0� 10�4

Choline chloride 7.1� 10�3 1.4� 10�3 2.9� 10�2 2.1� 10�2

Folic acid 2.2� 10�3 4.5� 10�5 9.1� 10�3 2.2� 10�3

i-Inositol 1.1� 10�2 1.0� 10�4 4.0� 10�2 1.9� 10�1

Nicotinic acid (Niacin) 1.0� 10�4

Nicotinamide 8.1� 10�3 3.3� 10�2 8.1� 10�3

p-Aminobenzoic acid 1.0� 10�4 7.2� 10�3

Pyridoxal-HCl 4.9� 10�3 9.7� 10�5 2.0� 10�2 4.8� 10�3

Pyridoxine hydrochloride
Riboflavin 2.7� 10�4 5.3� 10�5 1.1� 10�3 5.0� 10�4

Thiamine-HCl 2.9� 10�3 5.9� 10�5 1.2� 10�2 2.9� 10�3

Vitamin B12 3.7� 10�6

Lipids and derivatives
i-Inositol 1.1� 10�2 1.0� 10�4 4.0� 10�2 1.9� 10�1

Glutathione (reduced) 3.2� 10�3

Indicators
Phenol red 2.5� 10�2 3.5� 10�2 1.3� 10�2
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lymphocyte and hybridoma cultures. There are two commonly used modi-
fications of RPMI 1640 that can enhance growth promotion or lymphocyte
stimulation (5).

� Searle’s modification of RPMI 1640 includes Na2HPO4 (399mg=L) and
NaH2PO4�2H2O (440mg=L).

� Dutch modification of RPMI 1640 includes NaCl (6400mg=L), NaHCO3

(1000mg=L), and Hepes (4770mg=L).

Other Simple Media

� Fischer’s medium was originally used to support the growth of mouse
leukemia cells in suspension culture (18,19).

� Leibovitz L-15 medium was designed for use without the need for an
enriched CO2 atmosphere. It has been used to support the growth of human
diploid fibroblasts (15,20).

� Trowell ’s T-8 medium (15,21).
� Williams’ medium E was originally formulated for the long-term culture of

adult rat liver epithelial cells (22).

Complex Media Intended for Use as Serum-Free Formulations

Examples of these media compositions are listed in Table 2:

� Biggers’ Medium was originally designed to support isolated hepatocytes in
culture (23). Additional amino acids and vitamins led to the Fitton–Jackson
modification, which has been used to support cultures of embryonic bone.

� Connaught Medical Research Laboratories (CMRL) 1066 medium is a com-
plex medium designed to support cell growth without the addition of serum.
The formulation represents an extensive modification of Medium 199
(24,25).

� eRDF is based on a mixture of RPMI 1640:DMEM:F12 (2:1:1). This has
been found to be effective with a serum-free formulation for the support
of hybridomas (26). The enriched form of RDF contains 3� the original
concentration of amino acids and 2� the concentration of glucose. Such
a formulation with the addition of ITES (insulin, transferrin, ethanolamine,
and selenite) can be more effective for myeloma or hybridoma cell growth
than a serum-based medium.

� Ham’s F10 medium was originally developed for the clonal growth of differ-
entiated cells from chicken embryos. Modifications from the original for-
mulation have included a substitution of MgCl2 for MgSO4�7H2O and a
10-fold increase in the concentration of phenol red.

� Ham’s F12 medium has a complex composition including various trace ele-
ments and was originally designed for cloning diploid hamster ovary cells
(4). It was originally designed as a serum-free formulation but now is com-
monly used with a serum supplement to support the growth of a variety of
normal and transformed cells. F12 has been combined with DMEM (1:1) as
the basis for development of serum-free formulations (27). The idea was to
combine the richness of F12 with the high nutrient concentrations of
DMEM.

� Ham’s F14 medium was originally developed to allow the study of sensory
neurons.

� Iscove’s modified Dulbecco’s medium (IMDM) is a modification of DMEM
containing additional amino acids and vitamins, selenium, sodium
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pyruvate, Hepes, and potassium nitrate instead of ferric nitrate. This med-
ium has proved useful as a basis for serum-free formulations (28) and has
been widely used for the growth of lymphocytes and hybridomas.

� MCDB 104 was developed from Ham’s F12 as a medium for the clonal
growth of human diploid fibroblasts.

� MCDB 110 was developed from MCDB 104 for the growth of human
diploid fibroblasts (29). The modifications included the addition of fatty
acids, phospholipids, growth factors, hormones, and other supplements to
simulate the action of serum (30).

� MCDB 153 was developed as a basal medium for the serum-free growth of
human epidermal keratinocytes and other epithelial cell types (31–33).

� Medium 199 was formulated in an attempt to produce growth medium free
from added protein, although for the growth of some cell lines serum is still
added. This in an extremely complex medium based on Earle’s salt solution
and containing an extensive range of amino acids, vitamins, nucleic acid
derivatives, growth factors and lipids (15,25,34).

� NCTC 135 medium was originally formulated for the serum-free growth of
mammalian cells over long periods. The medium is a modification of the
original NCTC 109 medium (35,36).

� Waymouth’s medium MB 752=1 was originally designed for the growth of
L929 cells under serum-free conditions. However, it has been used for the
growth of many cell types, usually with serum supplementation (15,37).

Standard media formulations such as those outlined previously can be pur-
chased from commercial suppliers (e.g., Sigma, Life Technologies, etc.), either as a
liquid or as a powder. Liquid forms can come as 1� or 10� concentrates, the latter
requiring dilution with sterile deionized distilled water. Alternatively, powdered
media may be preferred, especially if large quantities are needed. In this case, the
powder should be dissolved in distilled water and sterilized by filtration through a
0.22 mm filter under positive pressure. Sterilized supplements of sodium bicarbonate,
antibiotics, and glutamine are often added after sterilization of the bulk of the med-
ium. This is essential if the medium is autoclaved, as these supplements are unstable.

Water for Media Preparation

The quality of water for mammalian cell culture is critical in any process. Due to the deli-
cacy of mammalian cells the presence of trace minerals and=or contaminants will drasti-
cally affect the performance of the culturemedium, especially in serum-free cultures.Due
to this, specialized water purification systems are used for water in media preparation.

The overall process of water purification involves three or four-stages. These
are reverse osmosis (or distillation), charcoal filtration, deionization, and micropore
filtration. The first stage is typically reverse osmosis but distillation can also be used.
This provides a relatively pure water supply to begin the process. Charcoal filtration
will remove the majority of organic and inorganic impurities from the water, fol-
lowed by deionization to remove any remainder of trace metals or ions. The final
product is then passed through a micropore filter to remove any possible microbial
contamination. In most systems the purified water will be continuously recycled
throughout the filtering system, resulting in increasingly pure water.

The purity of the water is measured by its ability to conduct an electrical
charge, in this case its resistance in MO cm. Most purification systems will come with
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a resistance meter display. The ISO 3696 standard for type-I water resistance is
designated at �20MO cm at 25�C (38).

To ensure consistency of the water, the cartridges should be replaced on a reg-
ular basis (specified by the manufacturer). Furthermore, any tubing or storage con-
tainers used with the system should be cleaned regularly to prevent the introduction
of contaminants.

For the purposes of making culture media the water should be taken directly
from the purification system during media preparation. Alternatively, the water
can be stored if it is sterilized before hand. This can be accomplished by autoclaving
or by micropore filtration (20 mm pore size). For autoclaving the water should be
placed in a suitable container, such as a pyrex (borosilicate) bottle.

Antibiotics

Antibiotics are often included in media for short-term cultures. The use of antibiotics
for routine subculture or in stock cultures should be avoided as this may mask a low-
level contamination that may cause problems at a later date. Furthermore, extensive
use of antibiotics may cause the selective retention of antibiotic-resistant contami-
nants in the laboratory. When antibiotics are used, the following cocktail may be
recommended:

� Penicillin (100 IU=mL) to inhibit the growth of gram-positive bacteria
� Streptomycin (50 mg=mL) to inhibit the growth of gram-negative bacteria
� Amphotericin-B (25 mg=mL) as an antifungal agent.

Nutrients

Glucose

The primary carbohydrate normally included in mammalian culture media is glu-
cose, routinely supplemented from 5 to 25mM. The majority of glucose is meta-
bolized via glycolysis to form pyruvate, which is then reduced to lactate. This
eventually leads to a buildup of lactic acid in the medium. Studies of metabolic
pathways have revealed that only a small portion of glucose (�20–30%) enters the
other pathways including the tricarboxylic acid cycle and the pentose phosphate
shunt (39).

In addition to glucose evidence has shown that mammalian cells also utilize
glutamine as their major energy source. Glutamine is often included at high concen-
trations relative to the other amino acids (2–4mM), and has been shown to be a high
requirement of many cell lines. In most cultures, glutamine and glucose are utilized
particularly rapidly and can cause cell growth limitations even before their complete
exhaustion. This trend is more pronounced in serum-free or low-protein media, and
higher utilization rates have been observed (39).

Amino Acids

The nutrient requirement of cultured cells includes the essential amino acids (i.e.,
those not normally synthesized in mammals in vivo) along with others depending
on the specific requirements of the individual cell line. The nonessential amino acids
are usually included because some cell lines may not be able to produce their own,
which would lead to a limitation in their growth potential. The effect of an amino
acid limitation in the medium will be a reduction in the growth rate and=or the
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maximum cell density. Other nonessential amino acids can be produced by the cell
but not in sufficient quantities to maintain maximal growth. Some amino acids
are not stable in the medium (e.g., glutamine), thus requiring supplementation to
maintain a suitable level.

Amino acids are often added as defined components into the medium. There
are, however, undefined sources of amino acids, such as serum, tryptose phosphate
broth or lactalbumin, or various plant and animal cell hydrolysates.

Glutamine is routinely used in culture media as it has been shown to be a major
energy source for mammalian cells. However, glutamine can lead to a buildup of
ammonia in the medium, which can result in growth inhibition of some ammonia-
sensitive cell lines (40). In this case glutamate, or glutamine dipeptides (ala-gln
and gly-gln), have been shown to be successful substitutes and will lower the accu-
mulation of ammonia in the medium.

Branched amino acids are consumed particularly rapidly by a number of cell
lines including Madin–Darby canine kidney (MDCK) cells (41), human fibroblasts
(42), mouse myeloma cells (43), and BHK cells (44). It has been found that branched
amino acids are more extensively oxidized by hybridoma cells when the specific glu-
tamine utilization rate is low (45). This group also observed that the serine consump-
tion was higher when the glutamine consumption was reduced.

Some cell lines can be more sensitive to amino acid limitations than others and
can be important for feeding strategies in larger-scale systems. For example, under
low glutamine concentrations, BHK cells will increase their consumption of other
amino acids, especially the essential amino acids leucine, isoleucine, and valine
and the nonessential amino acids serine and glutamate (46).

Salts

The media salt concentration is isotonic to prevent osmotic imbalances. The osmol-
ality of standard growth media is approximately 300mOsm=kg and is optimal for
most cell lines. Care should be taken when supplementing a medium with extra salts
as this will change the osmolality. However, many cell lines have been shown to tol-
erate variation of approximately 10% of this optimal value.

The salts that are primarily used are those of Naþ, Kþ, Mg2þ, Ca2þ, Cl�,
SO4

2�, PO4
3�, and HCO3

�. These are present in most basal media formulations.

Trace Elements

Other inorganic elements that are present in serum in trace amounts may also be
included in media formulations. These include Mn, Cu, Zn, Mo, Va, Se, Fe, Ca,
Mg, Si, Ni. The less common elements that are not seen as essential have also been
supplemented into media, including Al, Ag, Ba, Br, Cd, Co, Cr, F, Ge, J, Rb, and Zr.
Many of these elements play an important role in enzyme activity and are essential to
the survival of most cells.

The most commonly added element to serum-free formulations is selenium.
The major functions of selenium can be attributed to its antioxidative properties
and its role in cell growth. Selenium functions with mammalian cells in the form
of selenoproteins, which have a number of physiological roles, of which 11 have been
identified. Most of these proteins have been proven or implicated in antioxidant
activities (47), such as glutathione peroxidase and thioredoxin reductase (48).

In some cases the supplementation of certain trace elements can decrease the
requirement of certain growth factors in the medium. A ferrous salt, for example,
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can be used to replace transferrin as an iron carrier in many cell lines, such as B-lym-
phocytes, MDCK, and human diploid fibroblasts (49–51).

Calcium has been shown to act as an important element involved in cell
proliferation. It is important to many processes, including signal transduction, cell
division, and cell adhesion. Calmodulin, a calcium-activated protein, regulates many
serine=threonine kinases involved in cell division, in a calcium concentration depen-
dent manner (52). Elevated calcium levels has been shown to be beneficial to some cell
lines. These include keratinocytes (53,54), and human diploid fibroblasts (55). The
reduction of calcium in culture media can be effective in reducing the degree of
cell–cell adhesion. Cell clumping is a major problem for some production systems as
this may reduce productivity and cell viability (56). Reducing the calcium in the med-
ium can avoid this problem and is routinely done in many agitated-culture systems.

Vitamins

The vitamin and hormone components are present at relatively low concentrations
and are utilized as cofactors, the requirements for which show considerable varia-
tions between cell lines. Thus, the content of these cofactors varies considerably
among different media formulations. The requirement for extra vitamins is increased
whenever the serum concentration is reduced. Cells that are limited in vitamins will
vary in cell growth and survival but not in maximum cell density.

The vitamins included in each basal media formulation will vary depending on
the cell line for which it was designed. The more basic media formulations, such as
BME, designed for HeLa cells and mouse fibroblasts, contain biotin, folic acid, nico-
tinamide, pantothenate, pyridoxal, riboflavin, and thiamine. These are typically sup-
plemented with serum, which provides the other cofactor and vitamin requirements.
The more complex formulations, such as F12, DMEM, or M199, are designed for
serum-free formulations and contain a greater source of vitamins. M199, for exam-
ple, contains all of the vitamins in BME but also includes vitamins A, B6, C, D3, E,
K, and p-aminobenzoic acid (PABA). Each of these vitamin formulations was
designed empirically for a specific cell line. Therefore, the requirements of another
cell line may be different and will have to be determined independently.

Buffers

Bicarbonate is often included to act as a buffer system in conjunction with the car-
bon dioxide environment (5–10%) in which the cells should be cultured. This allows
the cultures to be maintained at the normally optimum pH range of 6.9–7.4. The
CO2 is provided by a controlled atmosphere inside an incubator or alternatively in
a sealed flask. The disadvantage of the bicarbonate–CO2 buffer system is that the
cultures may become alkaline very quickly when removed from the CO2 incubator.
To prevent this, the organic buffer Hepes (pH 7.0) may be added at a concentration
up to �25mM. This allows the CO2 level to be reduced to 2%.

Serum

Basal media used for the culture of mammalian cells are usually mixtures of a num-
ber of chemically defined components, such as vitamins, amino acids, salts, and
sometimes protein supplements. Serum, which is a supernatant of clotted blood, is
commonly used to provide animal cells with other components necessary for
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survival. These include attachment factors, micronutrients (trace elements, water-
insoluble nutrients), growth factors (hormones, proteases), and protective elements
(antitoxins, antioxidants, antiproteases). In most cases the growth requirements of
the cell are not met until serum is added to the culture medium at a concentration
of 5–10%.

Serum can be obtained from various animal sources—bovine or equine being
the most common. One of the most effective supplements for cell growth is fetal calf
serum because of its high content of embryonic growth factors.

SERUM-FREE MEDIA

The use of serum in culture media is associated with several problems including:

a. Batch to batch variation, which causes inconsistency in growth-
promoting properties.

b. The high protein content, which can hinder product purification.
c. The risk of contaminants—viruses, mycoplasma, prions.
d. The risk of transmission of these contaminants to an end product used by

humans, e.g., bovine spongiform encephalopathy (BSE) or mad cow disease.
e. Interfering with the effect of hormones or growth factors when studying

their interaction with cells.
f. Limited availability of fetal calf serum, with periods of world shortages.
g. High cost of fetal calf serum, which can account for up to 85% of the over-

all cost of the medium when calculated for large-scale cultures.

Furthermore, serum-containing culture systems are becoming undesirable for
large-scale processes in industry. The recent threat to human health caused by the
undefined agents of BSE is likely to limit the continued use of bovine serum in cul-
ture processes used for the synthesis of health-care products such as viral vaccines.

For reduced serum, or serum-free formulations, various substitutes can be
used. These include defined hormone cocktails such as the well-used HITES or ITES
media, which contain hydrocortisone, insulin, transferrin, ethanolamine, and sele-
nite. Alternatively, serum-free formulation may include growth factor extracts from
endocrine glands such as epidermal or fibroblast growth factors. Every cell line is
specific in its growth requirement and each serum-free formulation can only be
applied to a limited number of cell types. Serum-free formulations have worked well
for fast-growing tumorigenic or transformed cell lines, whereas their development
for certain fastidious cell lines can be more difficult.

Since serum contains many undefined nutrients it has been difficult to repro-
duce the growth results associated with serum-supplemented media. Typical
serum-free formulations have utilized a wide variety of components to mimic the
action of serum. These have included purified proteins (animal or recombinant ori-
gin, see later), peptones, amino acids, inorganic salts, and animal cell or plant hydro-
lysates. Although undefined in nature, they can provide significant enhancements to
cell growth and proliferation. However, the disadvantages are similar to that of
serum supplementation, such as contamination and inconsistent cell growth from
one batch to another.

Serum-free media formulations have been developed for commonly used cell
lines [such as hybridoma and Chinese hamster ovary (CHO)] as well as for some
anchorage-dependent cell lines. The difficulty in the creation of formulations for some
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cell lines has been their fastidiousness and it is only recently that an understanding of
growth factors and hormones has allowed the development of effective serum-free
formulations. These lines have included those involved in cancer research, immuno-
logy, and even cell transplantation. In addition, there has been success with human
lymphocytes (145), smooth muscle cells (70), and umbilical cord vein endothelial cells
(61). A few examples of serum-free formulations are shown in Table 3.

Serum-free media for certain cancer cell lines, such as melanocytes, have been
developed. In most cases a keratinocyte serum-free formulation such as MCDB 153
has been used (62). However, these cells often require specific growth factors, such as
melanocyte-stimulating hormone (alpha-MSH) (63) or dibutyryl cAMP (64), to
induce proliferation. Otherwise the presence of normal keratinocytes or a keratino-
cyte-conditioned medium is required to promote melanocyte cell growth (62). Other
cancer cell lines that have serum-free formulations in the literature include prostatic
carcinomas (65), lung carcinoma (66–68), bladder carcinoma (protein-free, serum-
free medium) (69).

The range of available serum-free media formulations and the demand for cus-
tomized formulations are likely to increase as new cell lines are being established.
Presently, there are still limited types of serum-free formulations available from com-
mercial suppliers, and the selection still tends to be quite limited. Many claim to be
‘‘all-purpose’’ serum-free media to support a range of cell lines, but due to the varia-
bility of the growth factor requirement between cell lines, they remain quite limited
in supporting cell growth. Further research in this area will result in the development
of new and better formulations.

Chemically Defined Serum-Free Media

There is a clear distinction between serum-free media and chemically defined serum-
free media. Chemically defined media require that all of the components must be
identified and have their exact concentrations known. The supplements may be clas-
sified into several groups such as peptide growth factors, hormones, carrier proteins,
hydrolysates, and attachment factors. The advantages of having chemically defined
media are the same as those listed previously. It also allows researchers who are
studying in the field of cell physiology (especially extracellular) and=or molecule–cell
interactions to eliminate any variables that may arise due to the effects of unknown
components in the medium.

The advantages of using media supplemented with defined growth factors and
hormones include the following:

a. In many cases cells show enhanced growth characteristics in these defined
media compared to serum-containing media. Some cells, notably differen-
tiated types, cannot be maintained at all in serum-supplemented media and
their maintenance in vitro is dependent on selected hormones and growth
factors.

b. It is possible to select specific cell types from a mixed population of cells as
may be obtained from a primary source. Such cell-specific selection
requires careful manipulation of the medium composition.

c. Studies of the interaction of hormones or drugs on cultured cells are made
possible by such media. The uncertain composition of serum and the bind-
ing effects of the associated proteins would limit such studies in serum-
supplemented media.
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Some examples of serum-free formulations that are not chemically defined are
those that contain various serum substitutes, such as serum fractions or animal=
plant hydrolysates. Although such serum-free media are more defined than serum-
containing media, there remains the risk of introducing harmful contaminants such
as viruses (71). Therefore, the only way to ensure a safe serum-free medium is to
completely replace any animal-derived substances by non-animal-derived products,
such as those of plant origin.

GROWTH FACTORS

This section includes information on some of the specific proteins used as supple-
ments, which are often added to cell culture media in order to enhance cell growth.
These components are supplements to basal media that will promote growth in the
absence of serum or in reduced serum formulations.

Many polypeptides have been characterized as mitogenic in vitro for specific
mammalian cell lines. This family includes fibroblast growth factor (FGF: aFGF
and bFGF), insulin-like growth factor (IGF), epithelial growth factor (EGF), nerve
growth factor (NGF), platelet-derived growth factor (PDGF), and transforming
growth factor (TGF: a and b). These growth factors are active in the 1–10 ng=mL
range.

Fibroblast Growth Factor

FGFs are pleiotropic growth factors that control cell proliferation, migration, and
differentiation in a wide variety of cell types. They exist as two types: acidic FGF
(pI 5.6) and basic FGF (pI> 9.0). Due to their affinity to heparin they are sometimes
called heparin-binding growth factors, although only the activity of acidic FGF is
altered by heparin.

Acidic FGF

This form of FGF carries 55% homology with basic FGF. Also known as endothe-
lial growth factor, this is the less potent of the two mitogens. In the absence of
heparin sulfate on the surface of target cells, or free heparin, FGF cannot exert its
biological activity due to its instability and is easily damaged by proteolysis. For this
reason it is often supplemented with heparin. In some cases synthetic dextrans have
been used as an alternative to heparin (72).

Basic FGF

This is produced by most cell types investigated in vitro, and the FGF receptor is
ubiquitous. Thus, bFGF can act as both an autocrine (stimulation of the same cell)
and a paracrine growth factor (one cell stimulating an adjacent cell). Basic FGF sti-
mulates cell proliferation of a wide variety of cell types through activation of protein
kinase C (73).

It is a potent mitogen for many types of cultures derived from mesodermal
cells, neuroectoderm, and several transformed cell lines (74). It also promotes the dif-
ferentiation of adipocytes and ovarian ganulosa cells, and induces the synthesis of
extracellular matrix (ECM) proteins such as collagen type IV (75).
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Epithelial Growth Factor

EGF is a potent mitogen for a variety of cell lines including primary, mesenchymal,
epidermal, and glial cells. Cells that are transformed tend to lose their requirement
for EGF (76,77). The activity of EGF is linked to its activation of a transmembrane
tyrosine kinase, which plays a role in cellular signaling and development. Many of its
activities include the induction of gene expression, changes in ion flux, and mitogen-
esis (78). Its mitogenic activity is synergistic with that of other peptide growth factors
such as IGF-1 and TGF (79,80).

Nerve Growth Factor

NGF is a well-characterized molecule required for the survival and differentiation of
a variety of cell types both in the peripheral and in the central nervous system. It is
not a potent mitogen, but it does induce the differentiation and enhances the survival
of sympathetic neurons and PC12 phaeochromocytoma cells in culture (75). NGF
initiates the majority of its biological effects by activation of the tyrosine kinase
receptor TrkA. These signals are then propagated to other messengers involved dur-
ing neuronal differentiation (81,82).

Transforming Growth Factor

Transforming Growth FactorAlpha

This factor bears 30% homology to EGF, and binds to EGF receptors with equal
potency. Its actions are similar to those of EGF and it is a potent epithelial oncopro-
tein (83). Usually, a culture will not require EGF supplementation if TGFa is pre-
sent. TGFa is synthesized as a large membrane-bound precursor, which is
subsequently cleaved by proteases into the mature peptide. TGFa is found naturally
in the embryonic kidney, adult brain, pituitary gland, skin, and placenta.

Transforming Growth Factor Beta

Three isoforms of TGFb (b1, b2, and b3) exist in mammals. They play a critical role
in growth regulation and development. All three growth factors are secreted by most
cell types, generally in a latent form, requiring activation before they can exert bio-
logical activity. Activation of TGFb requires an acidic environment or the presence
of certain activators, such as plasmin or thrombospondin (85).

The highest concentrations of TGFb1 are found in platelets and bone, with
smaller amounts expressed by many cell types. It is closely conserved between species
with �98% equivalency. Mature TGFb1 in human, porcine, chicken, simian, and
bovine species are identical, and differ from murine TGFb1 in a single amino acid
position.

The effects of TGFb on proliferation and differentiation can be stimulatory or
inhibitory. This is dependent on many factors, including cell type, growth conditions,
the state of cell differentiation, and the presence of other growth factors. TGFb
promotes the growth of several mesenchymal cell lines in soft agar (e.g., fibroblasts)
in combination with either TGFa or EGF. In contrast, TGFb alone inhibits the
growth of many cell lines in monolayer culture, which may result from its ability
to stimulate the secretion of ECM proteins (collagens, fibronectin, and glycosamino-
glycans) and protease inhibitors (86). TGFb can inhibit monolayer growth in epithe-
lial cells, endothelial cells (antagonized by bFGF), stem cells, and lymphocytes.
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Insulin and IGFs

Insulin

Several of the mitogenic actions previously ascribed to insulin may be due to IGF
contamination of the original preparations. Insulin is quite unstable at 37�C (parti-
cularly in media with high levels of cysteines) with >90% of its activity being
destroyed over 1 hr (87). It is often added to media at relatively high concentrations
and because insulin has a weak affinity for IGF-1 receptors, it may activate the same
mitogenic responses as IGF-1 at these high doses. However, insulin is also added to
most serum-free media for its ability to promote energy and anabolic metabolism
(e.g., glucose uptake and oxidation, synthesis of glycogen, amino acid transport)
(75). The ubiquitous insulin receptor is a dimer that has tyrosine kinase activity (88).

Insulin requires adequate zinc to exert its biological function and should be
present in the culture medium.

Insulin-Like Growth Factors

These peptides are homologous to insulin and evolved by gene duplication (89). They
were first discovered as the serum components that mediate the effects of growth
hormone on cartilage—hence, their former name of somatomedins. IGF activity is
regulated by a family of six IGF-binding proteins that circulate in the blood. They
extend the life and modulate the activity of IGF on various tissues (90). Many of
the metabolic actions of IGF overlap with that of insulin; however, they are more
potent mitogens and synergize with FGF, EGF, and PDGF.

Insulin-Like Growth Factor 1. IGF-1 is secreted in low amounts by most tis-
sues, and acts on a wide range of mesenchymal cells. Although IGF-1 binds to the
insulin receptor with low affinity, its main actions are mediated by a specific IGF-
1 receptor, which has intrinsic tyrosine kinase activity. This receptor also binds
IGF-2 and, to a lesser extent, insulin (90).

Insulin-Like Growth Factor 2. Formerly known as multiplication-stimulating
activity, this factor is produced by a more restricted range of tissues (e.g., fetal liver,
muscle, skin, and adult brain). It exhibits insulin-like activity, but it is not as potent
as IGF-1. Its receptor has lower affinity to insulin or IGF-1. This receptor is found
on adipocytes and (in contrast to insulin and IGF-1 receptors) does not display
tyrosine kinase activity (90).

Platelet-Derived Growth Factor

PDGF is a major mitogen for fibroblasts, smooth muscle cells, and other cells. It was
originally identified as a component of whole-blood serum (40–60 ng=mL) that was
subsequently isolated from human platelets.

PDGF consists of two structurally similar polypeptide chains (A and B), which
combine to form homo- and heterodimers. The three-dimensional structure of
PDGF-BB has been shown to have similarity to NGF, TGFb, and vascular endothe-
lial growth factor (VEGF)s, which have homologous amino acid sequences.

The PDGF isoforms promote a response by binding to two structurally similar
binding sites of a protein tyrosine kinase receptor, designated a and b (91). Binding
of PDGF can result in mitosis, chemotaxis, actin reorganization, or prevention of
apoptosis in certain cell lines.

In serum both forms of PDGF bind to a2-macroglobulin. PDGF synergizes
with EGF and IGF-1 in stimulating normal Balb=C 3T3 fibroblasts to proliferate
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(91). Its action is restricted to mesenchymal and neuroectoderm cells, which have
specific PDGF receptors exhibiting tyrosine kinase activity (88).

Interleukin-6

Interleukin-6 (IL-6) is a cytokine that regulates many immune and hematopoietic
systems. Its function is pleotropic and it exhibits many overlapping biological
functions with other cytokines such as IL-11, leukemia inhibitory factor, oncastatin,
ciliary neurotrophic factor, and cardiotrophin-1, as they share a common signal
transducing receptor, gp130. It does not stimulate tyrosine kinase activity directly,
but rather it stimulates other cytoplasmic tyrosine kinases and subsequent modifica-
tion of transcription factors (92).

It is produced by many cell types including macrophages, fibroblasts, T-cells,
and endothelial cells. Its effect upon some cell lines can be proliferative and mito-
genic. Treatment of the PC 12 cell line with IL-6 causes differentiation and it can also
protect them from cell death under serum deprivation (93,94). It is also mitogenic to
other cell types such as stem cells and hybridomas (95). Similarly, IL-6 can stimulate
B-cells to proliferate in vitro (96). Many of these effects can be synergistically
enhanced with simultaneous treatment with other growth factors such as EGF,
FGF, or NGF (97).

Not all responses to this cytokine are proliferative. Certain hybridomas
increase their antibody production when treated with IL-6 (75). In addition, IL-6
synergizes with other ILs to enhance antibody production (92).

In cell culture, IL-6 can replace the use of feeder cells (such as peritoneal exu-
date cells, spleen cells, fibroblasts, or thymocytes) during cloning by limiting dilution
and in the post-fusion stages of hybridoma culture.

Reconstitution and Storage of Growth Factors for Serum-Free Media

Many of the components of serum-free formulations are not particularly stable in a
protein-free environment. These include recombinant proteins such as IGF, EGF,
PDGF, FGF, TGF, and others. These compounds should be reconstituted in water
with a protein carrier, such as bovine serum albumin (BSA), at a high concentration
(�mg=mL). The solution should be kept frozen at <�20�C depending on the
instructions supplied with the product information sheet. The solution can then be
thawed and introduced into the medium immediately before being used for cell cul-
ture, or even directly into the culture flask.

Many of the compounds may not require a protein carrier upon reconstitution
(if animal components are not desirable in the medium). They can be dissolved in
water, sometimes with a little acid at low concentration (10 mM). However, the
absence of a carrier will reduce the stability of the recombinant protein and the com-
pound may only be stable at <�20�C for a few months.

LIPIDS

Lipids serve a variety of functions within the cell. They act as a structural component
for cell membranes, in sensors for external signals, and as a source of metabolic
energy. Serum itself contains lipids, but basal media formulations do not normally
contain any lipid components. Certain lipids can be included as supplements to
serum-free formulations and have been shown to enhance cell proliferation (98).
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The types of lipids commonly found in serum include fatty acids, phospholi-
pids, lecithin (phophatidylcholine), and cholesterol. Phospholipids are not only
major components in cell membranes but also play an important role in signal trans-
duction pathways regulating growth. When introduced extracellularly, phospholi-
pids have shown growth stimulatory effects on many cell lines. Phosphatidic acid
and lysophosphatidic are growth promoting for some anchorage-dependent cells,
such as MDCK, mouse epithelial, and other kidney cell lines (58,99,100). Others,
such as phosphatidylcholine, phosphatidylethanolamine, and phosphatidylinositol,
stimulate the growth of human diploid fibroblasts in serum-free formulations (30).
Ethanolamine is growth stimulatory for some hybridoma cell lines (101), and is often
supplemented to serum-free formulations (102). Cholesterol has also been shown to
be stimulatory for most mammalian cell lines and is a requirement for growth of cer-
tain cells, such as myelomas (103). Other specific fatty acids, such as oleic and lino-
leic, will enhance both the growth and the productivity of hybridomas grown in a
serum-free medium over an extended number of passages (104,105).

CARRIER PROTEINS

These are important to promote the transport of essential nutrients or trace ele-
ments. A brief description of some of the carrier proteins follows.

Bovine Serum Albumin

BSA is commonly found in circulating plasma and plays an important role in cell
culture. It is primarily used as a carrier of lipids, such as linoleic and oleic acids, since
they are insoluble in aqueous solution. In addition to fatty acids it also has a high
affinity for other compounds, such as various metals (Fe, Cu, and Ni). It also serves
as a protective agent of toxic metabolites such as oxygen-free radicals and bilirubin
(106). In addition, BSA is a transport protein for nitric oxide, which is important for
neurotransmission (107).

In some cases BSA is undesirable for protein-free and serum-free formulations.
In these cases alternative non-animal-derived compounds can be used as lipid car-
riers, such as cyclodextrin.

Transferrin

This is an important iron carrier protein and is essentially the source for all circulating
plasma iron. The function of transferrin is to solubilize the iron, prevents free-iron
toxicity, and facilitate the transport of iron into cells. Iron uptake occurs as an
iron–transferrin complex and is internalized by receptor-mediated endocytosis (108).

For the purposes of culture media, human transferrin is more commonly
used than bovine transferrin, due to its ability to deliver iron to a wider range of cell
types (109).

ECM PROTEINS

A number of proteins are important to ensure the attachment of anchorage-
dependent cells to their substratum. The attachment proteins (also referred to as
ECM proteins) are present in serum and can also be secreted by the cells. Some

64 Burgener and Butler



adherent cells do not bind directly onto plastic and require ECM proteins for
efficient plating and growth (110). Some of the commonly used ECM proteins in cell
culture will be discussed.

Fibronectin

Fibronectin is a high-molecular weight multimeric glycoprotein found on the surface
membrane of cells. There are two forms of fibronectin that are generally available.
Plasma fibronectin has been isolated from blood plasma and plays a role in blood
clotting, wound healing, and phagocytosis.

In cell cultures, fibronectin is important in cell-substratum adhesion of ancho-
rage-dependent cells. As cells synthesize fibronectin, the need for media supplemen-
tation is dependent on the cell type. Transformed cells lose the ability to produce
fibronectin and this may partly explain their loss of anchorage dependence. Many
cell types show improved adherence and growth on fibronectin-coated surfaces
(111). Furthermore, in the absence of serum, fibronectin has been shown to enhance
the survival of primary fibroblasts and endothelial cells in culture by suppressing
p53-regulated apoptosis via transduction signals through focal adhesion kinase
(112).

In addition to adhesion, fibronectin plays an important role in stimulating
many mitotic processes (such as the mitogen-activated protein kinase pathway)
and has been shown to stimulate cell cycle progression in nontransformed cell lines,
such as NIH-3T3 and BHK (113,114).

Laminin

Laminin is another ECM protein and is sometimes used as an alternative to fibronec-
tin, especially for plating epithelial cells (115). It is similar in structure to fibronectin,
but more predominant in differentiated tissues, and is one of the major components
of the basal lamina. It also plays an important role in the regulation of neuronal
migration, being a potent promoter of cell outgrowth in cultures, especially neural
cell lines. In conjunction with a polylysine peptide, laminin has been shown to
provide guidance for neuron attachment and axon outgrowth under serum-free
conditions (116).

Pronectin

Pronectin is a recombinant peptide designed to replace fibronectin in serum-free
media formulations. Similar in structure to fibronectin, it contains the same repeats
of the RGD (Arginine-Glycine-Aspartate) cell attachment sequence. It has been used
to promote attachment of various anchorage-dependent cells in both stationary and
microcarrier cultures, such as the MDCK cell line (117).

CHOICE OF SUPPLEMENTS FOR SERUM-FREE MEDIA
FORMULATIONS

Deciding which supplements are important for each cell line can be the most difficult
task during development of a new serum-free medium. Rather than using classical
approaches to development (e.g., Ham and Sato), using formulations that have been
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developed for similar cell lines can serve as a guide, or at least a starting point, in
creating a new formulation. However, the growth factor requirements for any given
cell line can vary dramatically from one another, so this approach does not always
work.

There are many growth factors to choose from, and the effect of each may be
cell line dependent. A brief guide, based on cell type, follows:

a. Epithelial cells: Growth factors that are often included are EGF, corticos-
teroids, and retinol. ECM proteins can also be benefi-cial, including fibro-
nectin, laminin, and collagen, to promote cell adhesion.

b. Mesenchymal cells: Growth factors that are often included are acidic=
basic FGF (basic being more potent than acidic), EGF (or TGFa),
IGF=insulin (but IGF being more potent), PDGF (BB most potent),
and sometimes TGFb (but it is growth inhibitory for most cells). Other
supplements can include transferrin, corticosteroids, ECM proteins such
as fibronectin, and trace elements.

c. Transformed cells: These cells often have a lower requirement for growth
factors. Supplements used have included IGF=insulin, carrier proteins
BSA=fetuin, human transferrin, and trace elements.

Iron Salts as a Replacement for Transferrin

Transferrin is used in culture media as an iron transporter for animal cells. How-
ever, for protein-free media or for media that do not contain components of animal
origin, transferrin can be replaced by simple ferric salts. This has been accomplished
in many media formulations for various cell lines, such as hybridoma (102). Ferrous
salts tend to oxidize quickly, however, so the medium should be used within a few
weeks or they should be introduced just before the medium is to be used. Typical
sources of iron in serum-free formulations have been ferrous sulfate or ferric
citrate (119).

Undefined Serum Substitutes

In an attempt to further enhance the performance of serum-free formulations, var-
ious extracts of serum or plasma have been developed. These fractions may serve
to replace the growth-promoting effects of whole serum. Although a serum-free
medium containing these fractions is not chemically defined, it confers the advan-
tage of lowering the protein content, which in turn can reduce the batch-to-batch
variability. The only disadvantage is that the exact chemical composition is not
known.

Cohn fractionation of blood is a method used to separate plasma fractions by
sequential steps of ethanol precipitation. This method is used for the large-scale pre-
paration of hemophilic factors from pooled human blood. Cohn fraction 4.1, which
is a by-product of this process, has been found to possess growth-promoting proper-
ties that can substitute for whole serum in growth medium (120), and be used to pro-
mote the growth of MDCK cells.

Commercial sources of these substitutes are available and are designed as com-
plete serum-free media for cell culture. These media formulations are usually tested
on specific cell lines in comparison to serum-based media in growth-promoting abil-
ity. Some of the companies that supply these serum-substitutes are Invitrogen
(Gibco), Hyclone, and Sigma.
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Other types of substitutes have also been developed. Hydrolysates, which are
enzymatic digests of proteins, are being widely used in cell culture. They are obtained
from sources such as animal tissue, milk, and plants such as soy, wheat, or rice. The
end product is a source of vitamins, lipids, minerals, and di- and tripeptides that sup-
ply a rich energy source of basic amino acids for the cell.

Hydrolysates are typically used as a supplement to a basal medium, although
they can be used to replace it altogether. The types of cell lines that have been pro-
pagated with hydrolysates include CHO, hybridoma, BHK, Vero, lymphocytes, and
others (121).

The advantages of using hydrolysates to replace serum include the following:

a. There is no excess protein, which can interfere with purification.
b. Any hormones that were introduced with serum are no longer present.
c. There is a significant reduction in the cost of the media.
d. Utilizing plant hydrolysates will decrease the risk of introducing animal-

derived contaminants into the cell culture process.

Although serum-free formulations that contain these hydrolysates confer cer-
tain advantages, the problem of batch variation still remains. Furthermore, hydro-
lysates derived from animal tissue can still carry the risk of introducing
contaminants, such as viruses or prions, into a cell culture process used in the pro-
duction of biologicals (71). This can limit their use in the large-scale production of
human therapeutics due to health regulatory concerns.

PRODUCTION OF BIOLOGICALLY ACTIVE SUBSTANCES
BY SERUM-FREE CULTURES

Animal cell technology has allowed the production of a great diversity of biological
substances including monoclonal antibodies, vaccines, hormones, and other regula-
tory molecules. The development of serum-free media has improved these processes
by conferring many advantages as discussed previously.

The vaccine industry has seen the emergence of new processes for production
utilizing serum-free culture systems. In many cases the traditional method of pro-
duction has led to many problems including adverse allergic reactions (e.g., from
chick eggs used to propagate the virus) to the transfer of biological contaminants
from animal components used in the process. Furthermore, many of the more
traditional processes were inefficient and time-consuming. The use of animal cells
for the production of vaccines alleviated some of these problems by allowing
large-scale production with minimal supervision and monitoring. However, the
use of serum in the culture medium was still required, which posed the threat
of transferring contaminants to the end product. The recent advancements in
serum-free formulations have reduced the dependence on serum in industrial-scale
processes. This has allowed the minimization of potential contamination by adve-
ntitious agents.

It has been demonstrated that serum-free cultures can have comparable pro-
ductivity to their serum-supplemented counterparts and have been widely accepted
in industry. Some examples of vaccines produced today under serum-free conditions
are rabies, polio, and influenza (122–126). Other important viruses, such as HIV,
adenovirus, and reovirus (to name a few) have also been produced under serum-free
conditions (127–129).
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Serum-free culture systems have also been used for the production of other bio-
logically active substances. Cytokines, which include the lymphokines and interfer-
ons, are of particular interest to industry due to their involvement in the immune
and inflammatory responses within the body. IL-2, for example, has been produced
from BHK cells under serum-free conditions employing both stirred tank reactors
and a hollow fiber system (130). The yields of the system ranged from 0.75mg=L
in the stirred tank system to 0.23mg=L in the hollow fiber module, where the cell
densities reached 3.0� 107 cells=mL and 6.0� 107 cells=mL, respectively. Another
group discovered that IL-2 production between serum-containing and serum-free
cultures resulted in identical titers (131).

The production of interferon has been achieved in a wide variety of cell lines
under serum-free conditions. Gamma-interferon, for example, normally obtained
from T- or B-lymphocytes, has been produced using CHO cells (132). In this case
certain components of the serum-free medium were important for interferon produc-
tion and affected the productivity of the culture system. They included BSA, sodium
pyruvate, glutamate, methionine, proline, histidine, hydroxyproline, tyrosine, and
phenylalanine. Similarly, the production of beta-interferon in Namalwa cells under
serum-free conditions has been studied (133).

Other biologicals, such as tissue plasminogen activators (tPA), blood clotting
factors, hormones, and polypeptide growth factors have been produced in vitro in
serum-free cultures. Some examples of these processes include the production of
tPA. In this serum-free system, cultures of fibroblasts on Cytodex-3 microcarriers
gave yields comparable to that of 5% fetal bovine serum-containing media (134).
Also, a serum-free culture of CHO cells in the production of recombinant human
growth hormone allowed the elimination of a final purification step (135). The
elimination of serum has allowed continuous nutrient optimization to improve the
productivity (136).

The importance and wide-spread use of monoclonal antibodies in the pharma-
ceutical industry has led to the development of better serum-free formulations for
large-scale production. They are becoming a standard for industry due to the high
reproducibility of growth conditions, the ability to optimize nutrient requirements,
and the reduction of possible contaminants. Furthermore, hybridoma cells grow well
in suspension culture and are relatively easy to adapt to serum-free formulations
compared to anchorage-dependent cell lines, which tend to be more fastidious.
For these reasons they are commonly adapted to serum-free media for large-scale
production systems.

In most cases the conversion to serum-free media has led to improvements for
the biopharmaceutical industry, including increased productivity, efficiency, and
cost-effectiveness.

PROTEIN-FREE MEDIA

Protein-free media are typically serum-free formulations in which the protein growth
factors or other protein substitutes have been removed. These can be in the form of
BSA, fetuin, or others such as transferrin. This can create problems in downstream
product purification by necessitating an increase in purification steps. As a conse-
quence, lower product yields or a decrease in purity can result. Therefore, protein-
free media can greatly increase the productivity and efficiency of processes for
producing biologicals.
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The elimination of serum alone reduces the amount of protein in the medium.
However, the removal of proteins such as transferrin, insulin, and fetuin from a
serum-free formulation can drastically reduce the performance of the medium. To
counter these effects other supplements can be used, such as animal tissue or plant
hydrolysates. These compounds have been shown, in some cases, to increase the
growth rate of cell lines in protein-free formulations compared to that of serum-
containing media (121). Since these hydrolysates do not contain any protein they
do not interfere with the purification procedures in downstream processes.

In many cases the yields obtained from protein-free cultures are higher than
those of their serum-containing counterparts. For monoclonal antibody production
an increase in productivity has been observed for many cell lines, including hybri-
doma, CHO, and BHK (137–139). Similar results have also been observed for the
production of viruses, such as HIV (140,141).

STRATEGIES FOR THE DEVELOPMENT OF SERUM-FREE MEDIA

There are many analytical approaches for designing serum-free formulations. The
objective is to identify growth-promoting components that may be present in serum
and include them in a completely synthetic medium.

Ham’s Approach

This method is a systematic approach to the development of serum-free media by the
gradual reduction in the concentration of undefined supplements in the culture (142).
It is a time-consuming but successful method to develop a single formulation for a
given cell line.

For nutrients in the basal medium there is a wide concentration range over
which the nutrient is not limiting. Starting with a serum-containing medium, a range
can be established by adding the nutrient at concentrations of 0.1�, 1�, 10�, 100�,
etc., of the original concentration. By comparing the growth response at each con-
centration, the optimum concentration range can then be determined through the
construction of a growth response curve (Fig. 1). The optimum concentration for
the nutrient is set near the center of the broad optimum plateau to reduce the like-
lihood that it will become growth limiting through the adjustments of other medium
components. In the response curve shown in Fig. 1 the center of the optimum con-
centration is 10�5M.

This procedure of optimization of the basal medium may reduce the depen-
dence of serum supplementation to a low level (2%). The cells can adapt to reduced
serum by the stimulation of anabolic processes. It may be necessary to allow the cells
to grow for several generations at each step of serum reduction to allow the required
adaptation to become established.

The ability of cells to grow in a serum content of <2% will vary and may
depend on the availability of growth factors and hormones to replace those normally
supplied by the serum. A dialysis step is useful to distinguish between the require-
ments for low- and high-molecular weight factors. The addition of selected compo-
nents to cells growing at 50% maximal rates provides for easy methods of detecting
growth enhancement.
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Steps in Ham’s approach to the design of serum-free media:

a. Use any means necessary to obtain growth of the cells of interest. This may
include serum supplementation, the use of feeder layers or of conditioned
media.

b. Select the combination of readily available media to obtain the maximum
cell growth.

c. Replace all undefined supplements with dialyzed supplements. Add the unde-
fined low-molecular weight supplements that were removed by dialysis.

d. Identify all the low-molecular weight supplements required for growth by
a combination of analysis and trial additions.

e. Reduce the addition of dialyzed supplements to a level that supports less
than maximal growth (for example, 50% of maximum). Thus, the unde-
fined supplements are now rate limiting to cell growth.

f. Sequentially adjust the concentrations of all defined nutrient components
of the basal media to experimentally determined optima.

g. Sequentially test defined low-molecular weight substances for growth
enhancement.

h. At each stage of growth improvement, reduce the amount of undefined
supplement so that it becomes rate limiting.

i. Repeat the procedures in steps (g) and (h) until no further reduction in the
amount of dialyzed supplement is possible without affecting cell growth.

Sato’s Approach

Sato and colleagues (27) have developed an approach based on the understanding of
the interaction between cells and growth factors or hormones.

They argue that the survival of cells in culture is dependent on the ability of
media components to perform the functions previously provided by the normal
environment of the cell in vivo. Therefore, the design of defined media should be
based on an attempt to reconstruct the extracellular environment involved in sup-
porting cell growth in vivo. This environment involves a combination of hormones,
growth factors, binding proteins, and attachment factors. It is argued that although
serum supplements may support some cell growth, serum may be an unsuitable sub-
stitute for the in vivo environment in many cases. Serum contains substances that
may never come in contact with some cells in vivo and the toxicity of high levels
of serum has been reported in many instances. This includes reports of the presence
in serum of inhibitors of neural differentiation (143).

Thus, the Sato approach involves the formulation of chemically defined media
for optimization of cell growth from a list of isolated and purified growth-promoting
substances. These formulations are not perceived as substitutes from serum supple-
mentation but rather as an attempt to simulate the in vivo environment.

Top-Down vs. Bottom-Up Approaches to Serum-Free
Media Development

There are two basic approaches to developing serum-free media formulations. The first
(top-down) involves taking an existing formulation for a similar cell line, supplemented
with serum, and selecting constituents that are stimulatory for growth. This is
followed by the slow reduction of serum in the medium. The second approach
(bottom-up) involves the selection of a basal medium, analyzing individual components
for their effects on growth, and combining them to yield a serum-free formulation.
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The top-down approach is often easier to pursue since a working serum-free for-
mulation can often be developed more quickly. Cell lines that belong to the same group,
such as epithelial or transformed, often require the same growth factors for growth.
Therefore, a formulation thatworks for one epithelial cell linemaywork for anotherwith
minimal modifications to certain growth factors or hormones (such as EGF, FGF, etc.).
For this reason serum-free formulations can be designed faster by this approach.

However, the drawback to the top-down approach is that many components in
the formulation may be unnecessary, and often inhibitory for growth. This can often
result in the ‘‘capping’’ of the optimal performance of the medium (i.e., the maxi-
mum growth may not be achieved) as improvements are hindered by the presence
of unwanted compounds.

The bottom-up approach, although more labor-intensive and time-consuming,
can lead to higher-quality media. Only the components that are required for growth
are included in the formulation, allowing for greater control in optimizing the med-
ium. Thus, media developed in this way tend to have higher growth rates and are
more easily improved since inhibitory compounds are less likely to be present.

Plackett–Burman Statistical Approach to Serum-Free
Media Development

Another method of serum-free media development involves the use of a factorial
experimental design, modeled after the Plackett–Burman statistical approach. This
statistical method enables the systematic study of complex components and identifies
nutritionally important factors for cell proliferation. In addition, the specific interac-
tions between components (whether beneficial or detrimental) can be observed since
the combination of nutrients is more important than the individual components by
themselves. A large number of components can be studied at once to determine
which factors, or combination of factors, are important for a serum-free formula-
tion. This approach is not limited to cell growth studies and can also be valuable
in determining which components in the medium are important for productivity,
such as antibody production.

Figure 1 Idealized growth response curve for a single nutrient.
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The steps involved in the approach are outlined as follows:

a. Select the basal medium and components that are to be analyzed for their
ability to enhance growth or productivity.

b. Establish two concentrations for each component: a ‘‘high’’ concentration
and a ‘‘low’’ concentration.

c. Grow the cells in the selected basal medium (e.g., DMEM) with serum (5–
10%) in a well-plate culture. Allow the cells to initiate growth and division
(�24 hr).

d. Remove the serum-medium and replace with the same basal medium plus
combinations of media components (no serum), e.g., DMEMþinsulin
(high=low concentration)þtransferrin (high=low concentration).

e. Include a positive control (serum-supplemented medium) and a negative
control (medium with no components).

f. Count the viable cells (via MTT assay or trypan-blue exclusion method) in
each well after �48 hr and=or assay for protein production (productivity).

g. Construct a matrix and determine which combinations of components,
and at which concentration, are suitable for encouraging or sustaining cell
growth (see Table 4).

h. Calculate the variances from all of the effects from the single factors and
their interactions to determine which are significant. This will allow the
determination of the best combination of components and thus the most
suitable serum-free formulation.

i. Initiate an adaptation procedure for the cells to the new serum-free
medium.

This stepwise approach has been utilized in many cases to design serum-free
formulations. It has been attempted with the CHO cell line, where a serum-free

Table 4 Plackett–Burman Matrix

Variables (components)

Medium A B C D

1 þ þ þ þ
2 þ þ þ �
3 þ þ � �
4 þ � � �
5 � þ þ þ
6 � þ þ �
7 � þ � �
8 � � þ þ
9 � � þ �
10 � � � þ
11 þ þ � þ
12 þ � þ �
13 � þ � þ
14 þ � þ þ
15 þ � � þ
16 � � � �

Note: þ=� represents high=low cocncentration of the component.
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medium was optimized for human interferon-gamma production (132). A series of
components, including many amino acids, BSA, and other growth factors, were stu-
died. From this, glycine was discovered to affect the specific growth rate, as well as
BSA, phenylalanine, and tyrosine. Other amino acids, such as methionine, proline,
and histidine played an important role in interferon-gamma production. On the
other hand, insulin, arginine, aspartate, and serine produced an inhibitory effect
on both cell growth and interferon-gamma production. The end result was an opti-
mized medium that yielded 45% higher productivity than previous formulations.

Similarly, using the same statistical approach, an improved medium for the
production of erythropoietin from CHO cells was developed (144). This medium
was based on an IMDM basal medium, supplemented with Fe(NO3)3�9H2O,
CuCl2,�ZnSO4.7H2O, insulin, transferrin, and ethanolamine. Glutamate, serine,
methionine, phosphatidylcholine, hydrocortisone, and pluronic F68 were identified
as positive determinants for cell growth, and the final optimized medium yielded
79% higher productivities than serum-supplemented IMDM.

FUTURE PROSPECTS

The development of better serum-free formulations is ongoing in the scientific and
industrial community. The push for the elimination of animal components in the
production of biologicals is leading to considerable effort being placed on developing
completely chemically defined serum-free formulations. This will probably lead to
the elimination of hydrolysates, or other such undefined components in cell culture.

The many difficulties associated with serum-free development can make the
whole task seem intimidating. The development of each formulation requires consid-
erable investment of time. However, the advantages, such as overcoming regulatory
hurdles, increasing the performance of a production system, or eliminating the varia-
bility of serum in studies of molecule–cell interactions, can make the investment
worthwhile. A greater understanding of cell metabolism, hormone interaction, and
nutrient requirements will allow better culture media formulations to be developed
in the future.
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Department d’Enginyeria Quı́mica, ETSE,
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INTRODUCTION

Mammalian cell lines are used extensively for the production of therapeutic proteins
in a variety of in vitro culture systems, and the characterization, understanding, and
ultimately the redistribution of their basic metabolic behavior are needed to improve
their performance and to design optimized production systems. The metabolic pat-
terns of mammalian cells are altered substantially when the original homeostatic
environment in a tissue of stressful pluricellular organisms is changed by the stressful
in vitro culture system environment and the genetic alterations occurring during the
immortalization process, leading to the establishment of a production cell line. Con-
sequently, mammalian cell lines exhibit a highly deregulated metabolism when cul-
tured in vitro. This is characterized by a very high and inefficient consumption of
the main carbon, nitrogen, and energy sources, glucose and glutamine, and leads
to the generation of waste metabolic end products, mainly lactate, ammonium,
and some amino acids, such as alanine or proline. To understands this altered meta-
bolism, one should consider the interaction of the different metabolic pathways in
the cells. The main pathways reviewed in this chapter cannot be considered individu-
ally but as part of a more complex and flexible structure. In addition, the cellular
compartmentalization of mammalian cells must also be considered in this analysis,
particularly those processes occurring in the mitochondrion or in the cytosol. The
central metabolic pathways considered comprise glycolysis, pentose phosphate path-
way, tricarboxylic acid (TCA) cycle, oxidative phosphorylation, glutaminolysis, and
the metabolism of other amino acids. They will be discussed in combination with the
different transport mechanisms both from the external medium into the cells and
from the cytosolic medium into the mitochondria, and, taking into account the inter-
action between them, by the malate shunt or the transamination (TA) pathways. A
number of authors have reviewed different aspects of animal cell metabolism prior to
this study, some very extensively (1–3).

In addition to the analysis of the metabolic pathways in animal cells and their
interaction, this chapter also reviews the different possible strategies to mitigate the
metabolic deregulation of cells in culture to obtain more physiologically and meta-
bolically balanced patterns to allow the generation of more efficient processes. This
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can be pursued either by a redefinition of the process conditions (i.e., medium for-
mulation, culture strategy), based on the knowledge of cell metabolism, or by a
direct metabolic redistribution by means of cell engineering, to obtain a modified cell
with a more balanced metabolic pattern.

CARBON AND ENERGY SOURCE METABOLISM

In this section, the analysis of the main pathways of animal cell metabolism is
approached using as a starting point the most general situation encountered when
in vitro culture is developed. Glucose and glutamine are the main compounds in
the culture media, providing the required precursors for the biosynthetic pathways
and energy to the cells. As widely reported, the metabolism of glucose and glutamine
generates elevated quantities of lactate and ammonium, very often limiting the cul-
ture performance, demonstrating a clear inefficiency in the use of these compounds.
It should be pointed out that this pattern is particularly acute in batch culture sys-
tems, which are most often used because of their simplicity, where cells are exposed
to elevated glucose and glutamine levels in the medium, but this pattern is also found
in fed-batch systems after a certain period of operation. This basic metabolic pattern
is indeed the consequence and combination of different mechanisms: glucose and
glutamine transport into the cells, glycolysis and glutaminolysis pathways, the
TCA cycle, phosphorylative oxidation, generation of cellular energy, regeneration
of reducing power, among others. It is also affected by cell metabolic flexibility,
allowing the adjustment of certain pathways as a consequence of alteration in other
pathways, and by cell compartmentalization, particularly reflected in the additional
transport steps required for those reactions taking place in the mitochondria.
Finally, it should be observed at this point that the cell metabolism will also change
as a consequence of alterations in the physicochemical conditions of the culture and
the changes in its composition. The understanding of these basic pathways, transport
mechanisms, and how they interact provide the basis for cellular metabolism analysis
to further design strategies to balance it or redistribute it, as discussed in the last sec-
tions of this chapter.

Glucose Transport

The cytoplasmatic membrane is impermeable to polar molecules such as glucose, and
therefore the uptake of glucose by mammalian cells is achieved by means of transport
proteins located in the plasmatic membrane. In the majority of mammalian cells the
glucose transport mechanism facilitates saturable and bidirectional diffusion, driven
by the concentration gradient across the cell membrane. Normally, since low amounts
of free glucose are present in the cell cytoplasm due to rapid phosphorylation by
hexokinases, the transport will take place in the uptake direction. Six different iso-
forms of glucose transporters have been isolated in different tissues. They have a
similar size, between 492 and 524 amino acids, and they present identity in the
amino acid sequence of 39–65%, and similarity between 50% and 76%. GLUT1
is the most abundant transporter in human erythrocytes; it is also abundant in
brain, placenta, and epithelial tissues (4), although it is expressed at a certain level
in all tissues. Thus, it has been suggested that GLUT1 could be, at least partially,
the protein responsible for constitutive glucose transport. In addition to glucose,
GLUT1 also allows the uptake of other hexoses and pentoses, although with
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low affinity (5). It evidences as well a clear asymmetry in the transport kinetics: The
KM value for the uptake is 1–2mM, as the value for the glucose export is one order of
magnitude higher. GLUT2 is a transporter with a lower affinity for glucose,
15–20mM, and symmetric kinetics (6) found in different tissues but especially in
the liver cells. It allows transport of glucose, galactose, mannose, and fructose as well
(7). GLUT3 is the transporter more abundant in brain cells, and it is also expressed in
kidney and placenta (8). The KM value for this transporter is even lower than that for
GLUT1, probably as a mechanism to ensure the uptake of glucose by brain cells since
the glucose concentration is lower in the extracellular fluids than in the plasma. In
fact, that the affinity of GLUT3 is the highest among all other glucose transporters
(4). GLUT4 is the transporter more abundant in the adipic tissues and muscles,
and it is responsible for the glucose uptake stimulated by insulin (9). GLUT5 is the
more divergent of the isoforms, with a 40% identity from the rest, and has a higher
affinity for fructose than for glucose (10). GLUT7 is the last isoform cloned from a
cDNA library of rat liver (11). In addition to the facilitated diffusion transport, glu-
cose uptake can also occur through the sodium symport process, which is based on
the sodium concentration gradient across the cytoplasmatic membrane.

Glucose Metabolism

Once incorporated into the cytosol, glucose is further converted by two main path-
ways: glycolysis and the pentose phosphate cycle (PPC), as represented in Fig. 1. In
the main pathway, glycolysis, glucose is converted to pyruvate, generating a number
of intermediates for biosynthesis, two ATP molecules, and two NADH molecules.
Glucose 6-phosphate is used for glycogen synthesis; alternatively it can be converted
into 6-phosphogluconate and further to ribose 5-phosphate, through the PPC. The
PPC allows the generation of NADPH reduction equivalents required for cell anabo-
lism, and ribose 5-phosphatemolecules for the synthesis of nucleic acids. Alternatively,
ribose 5-phosphate can also be generated or transformed into fructose 6-phosphate or
glyceraldehyde 3-phosphate, providing metabolic flexibility to the cell in order to
balance the fluxes through these pathways. The flux through the PPC should be related
to the nucleic acid requirements for DNA duplication or RNA transcription, and
could probably be controlled by the cell cycle (2). Different authors have measured
experimentally using labeled glucose, or estimated by indirect measurements and mass
balancing, the percentage of the consumed glucose that enters the PPC. This amount
is quite low in a number of cases, 4–8% (12–17), and increases to 14% for cultures
performed at a low dissolved oxygen tension (18). Other studies of intracellular flux
analysis report significantly higher values, in the range of 15–27% (19–21). Other bio-
synthesis precursors provided by the glycolysis pathways are: fructose 6-phosphate,
required for the synthesis of amino sugar compounds; dihydroxyacetone-phosphate,
which is further converted into glycerol 3-phosphate and used for lipid synthesis;
and 3-phosphoglycerate, precursor for the synthesis of serine and glycine, used for
purine and pyrimidine nucleotide synthesis.

Deregulated Glycolysis in Mammalian Cells

The rate of the glycolysis pathway in mammalian cells has been reported to be very
high by different authors. In addition, this high glycolysis is linked to the generation
of large amounts of lactate as an end product, even under fully aerobic conditions,
indicating that a low percentage of pyruvate is incorporated into the TCA cycle for a
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Figure 1 Overview of the glycolysis pathway and the PPC. The enzymes involved in
the pathway are indicated in italics and the corresponding full names are as follows: AC,
aconitase; AlaTA, alanine transaminase; aspTA, aspartate transaminase; ALD, aldolase;
ATP, adenosine triphosphate; CS, citrate synthase; D, dilution rate in continuous cultures
(h�1); ENO, enolase; FU, fumarase; GAPDH, glyceraldehyde 3-phosphate dehydrogenase;
GDH, glutamate dehydrogenase; GS, glutamine synthetase; G6PDH, glucose 6-phosphate
dehydrogenase; G6PISO, glucose 6-phosphate isomerase; HK, hexokinase; ICDH, isocitrate
dehydrogenase; a-KGDH, a-ketoglutarate dehydrogenase; LDH, lactate dehydrogenase;
MDH, malate dehydrogenase; ME, malic enzyme; NADH, nicotine adenine dinucleotide;
OUR, oxygen uptake rate; PAG, phosphate-activated glutaminase; PC, pyruvate carboxy-
lase; PDH, pyruvate dehydrogenase; PDHC, pyruvate dehydrogenase complex; PEPCK,
phosphoenolpyruvate carboxykinase; PFK, phosphofructokinase; 6PGDH, 6-phosphogluco-
nate dehydrogenase; PGK, phosphoglycerate kinase; PGM, phosphoglycerate mutase; PPC,
pentose phosphate cycle; PYC, pyruvate kinase; qglu, specific consumption rate of glucose;
qgln, specific consumption rate of glutamine; qo2

specific consumption rate of oxygen; SCoA
S, succinyl coenzyme A synthetase; SDH, succinate dehydrogenase; TCA, tricarboxylic acid.
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complete oxidation to CO2 and H2O, a pathway much more efficient regarding the
energetic yield (36 ATP instead of 2 ATP when lactate is the end product). It has
been demonstrated that the specific glucose consumption of different cell lines
depends of the glucose concentration in the medium. This effect was already
reported in early batch studies (22–24). The actual values for hybridoma cells can
range from 7 nmol 10�9 cells per day at 5mM to 24 nmol 10�9 cells per day at
16mM in the culture medium (24). Continuous cultures in chemostat offer a more
precise way to evaluate metabolic rates under specific conditions. Miller et al. (26)
performed a series of step changes, increasing the glucose concentration in the feed
medium. They showed that when glucose concentration increased from 0.1 to
8.4mM, the specific consumption rate of glucose increased dramatically and reached
a steady-state value of 2.9 nmol 10�9 cells per day, 67% higher than the value before
the step change. Sanfeliu et al. (27) showed in a series of continuous runs decreasing
stepwise the glucose feed to a hybridoma culture that when the glucose concentration
was lower, it was more efficiently consumed, with a lower lactate generation (lactate
being reduced from 10 to 2mM). This has also been shown by other authors (27,28).
They evaluated the minimum specific glucose uptake rate required to maintain cell
metabolism and avoid the decrease of cell viability and density, 76.8 nmol 10�6 cells
per hour. For Chinese hamster ovary (CHO) cells, Hayter et al. (30) evaluated the
specific consumption rate of glucose under limiting conditions in chemostat cultures
in the range of 118–123 nmol 10�6 cells per hour. This is considerably lower than the
maximum value obtained by the same authors in batch experiments, 300 nmol 10�6

cells per hour, when cells are exposed to higher glucose concentrations (31). For a
different CHO cell line, a series of continuous cultures at decreasing glucose concen-
tration in the feed showed how the specific consumption rate decreased from 60 to
17.7 nmol 10�6 cells per hour, while the lactate-to-glucose yield decreased from
1.35 to 0.2, thus evidencing a much more efficient metabolism, with a much lower
percentage of the consumed glucose transformed into lactate as end product (32).
For baby hamster kidney (BHK) cells, Cruz et al. (33) observed the same trend by
performing chemostat cultures at high and low glucose levels in the feed. For the
high-glucose case, specific glucose consumption reached a value of 108 nmol 10�6

cells per hour. This value decreased to 13.2 nmol 10�6 cells per hour when low-
glucose feeding was used. The intracellular flow distribution in this case reveals that
for high-glucose feeding, 69% of the glucose consumed is converted into pyruvate,
and most of it is further transformed into lactate, while there is no pyruvate entry
into the TCA cycle. For the low-glucose feeding, 86% of the consumed glucose
was converted to pyruvate, and 66% of pyruvate was channeled to the TCA cycle,
as the percentage directed to lactate was dramatically decreased to 14%.

The analysis of the metabolic rates of glucose consumption and lactate forma-
tion leads to the conclusion that mammalian cells are highly deregulated and, in the
presence of nonlimiting glucose concentrations, they would consume glucose at a
rate much higher than what would be required to maintain cell growth. This phe-
nomenon is still not well understood and has received various interpretations. Differ-
ent authors (2,26,27) have pointed out that lactate generation from pyruvate may be
used by the cells as a way to re-equilibrate their redox potential. Indeed, the high
glycolysis rates would generate NADH, at high rates, which should be reduced to
NAD in order to keep this pathway functional. Normally, NAD regeneration would
take place inside the mitochondrion. However, the mitochondrial membrane is
impermeable to NADH; the cells must use a shuttle system to allow NADH to be
incorporated indirectly into the mitochondria and further oxidized through the
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respiratory chain. Some of these shuttle systems, such as the glycerol-phosphate,
malate-aspartate, and malate-citrate, are described by Häggstrom (3) and have been
identified in a number of cell lines. The hypothesis that remains is to what extent the
rate of exchange in this shuttle system limits the rate of the cytosolic NADH genera-
tion. It has been reported that the flux through the malate-aspartate shuttle can be
limited under certain conditions (34). Although the mechanisms of these shuttle sys-
tems have not been studied in detail, some precursor work showed that their effi-
ciency could be low in some cases, compared to the glycolysis rate (35). In any
case, this rate should be at least twice the elevated glycolysis rate. Therefore, the gen-
eration of lactate could be used by the cell as a means for NAD regeneration in the
cytosol. Some other explanations have also been given (3): (a) direct competition by
lactate dehydrogenase (LDH) , present at high levels in the cytosol; (b) too low con-
centrations of aspartate in the cytosol, which could limit the malate-aspartate shuttle
activity; (c) accumulation of malate inside the mitochondria due to glutamine meta-
bolism, which would make more difficult the influx of malate inside the mitochon-
dria, as required by the malate-aspartate shuttle; (d) saturation of the respiratory
system by NADH generated by the metabolism of glutamine inside the mitochon-
dria; and (e) suppression of respiration by the low availability of ADP, which would
be primarily consumed due to the fast glycolysis pathway. Finally, other authors
(13,15,16) have attributed this abnormal lactate generation to a deficiency in some
key enzymatic activities linking the glycolysis pathway with the TCA cycle, such
as pyruvate dehydrogenase complex (PDHC), phosphoenolpyruvate carboxykinase
(PEPCK), or pyruvate carboxylase (PC). In this situation the metabolism of pyru-
vate through the LDH enzyme would be the favored route.

Finally, it should also be mentioned here that this analysis is still not complete,
since the fluctuations that the cells have at the level of glucose consumption and
metabolism will be also linked to the consumption and metabolism of other medium
compounds, namely amino acids such as glutamine. The interaction between the
main metabolic pathways, glycolysis and glutaminolysis, through the TCA cycle,
as a response to a given environmental condition is further discussed in the section
on the flexibility of animal cell metabolism.

The Role of Mitochondria: The TCA Cycle, Respiration and
ATP Generation

The TCA cycle (Fig. 2) is a major pathway in the central metabolism, having two
main functions: It provides different compounds that are precursors for the cell ana-
bolism and generates most of the metabolic energy. Regarding metabolism compart-
mentalization, this pathway takes place inside the mitochondria. It is also important
to highlight its central role as an internal mechanism to balance the rate of glycolysis
and glutaminolysis, as discussed later. The connection between TCA and glycolysis
is made through pyruvate, which is first transported into the mitochondria and
further transformed in acetyl coenzyme A (CoA). Acetyl CoA is also partially pro-
vided by the degradation of some amino acids: tyrosine, lysine, leucine, and isoleu-
cine. As previously discussed, most of the pyruvate obtained in the metabolization of
glucose is diverted to lactate, and therefore only a small percentage is incorporated
into the mitochondria. However, some differences are observed in the reported
results, probably due to the different cell lines and growth conditions employed by
different authors. Some authors have reported very low values (13,15,16), where
the flux from pyruvate to acetyl CoA, through PDHC, accounted for less than 1%
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of the rate of glucose consumption, compared with other reported values of 8–14%
(17,21), and even up to 40% (14). Acetyl CoA enters the cycle reacting with oxaloa-
cetate to form citrate. At this point, an important flux of citrate leaves the TCA cycle
and is exported to the cytosol, where it contributes to lipid formation with concomi-
tant production of pyruvate. Lipid formation is a highly demanding biosynthetic
pathway in tumoral cell lines. The combination of a low incorporation of acetylCoA
into the cycle and the outflow of citrate severely depletes the flux in the TCA cycle;
this needs to be replenished in order to fulfill the energy generation function in the
cell. This is done at the level of a-ketoglutarate. Glutamine is the precursor molecule
for this, transformed to glutamate inside the mitochondria, and further to a-ketoglu-
tarate. As a consequence, it is found that the flux from citrate to a-ketoglutarate can
be as low as 10% of the flux through citrate synthase (12,14). This phenomenon is
called the truncated citric acid cycle (36). The primary role of glutamine is to supply
the necessary intermediate to keep the cycle operating, which reveals the importance
of this compound as the main source of carbon and energy (37,38). Other possible
anaplerotic reactions that could have a similar effect of TCA cycle replenishment
at the level of the oxaloacetate molecule seem to be nonfunctional in mammalian
cells, since no PEPCK or PC has been detected (13,15,16). Oxaloacetate is used
for the biosynthesis of aspartate and asparagine. At the level of succinyl CoA there
is a contribution from different amino acids such as isoleucine, valine, threonine, and

Figure 2 The TCA cycle. The enzymes involved in the pathway are indicated in italics and
the corresponding full names are given in the list of abbreviations in Fig. 1.
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methionine that can represent up to 10% of the flux from succynil CoA to succinate.
At the level of succinate there is a new input, derived from the degradation of tyro-
sine and leucine, that can represent up to 7% of the flux from fumarate to malate
(14,17). At the level of malate there is another important export flow from the cycle,
used by the cells as an overflow mechanism to balance the flux through the cycle.
Indeed, due to the high rate of glutamine uptake in most mammalian cells and the
anaplerotic reaction of a-ketoglutarate incorporated into the cycle, the flux from
succinate to malate is higher than the flux from oxaloacetate to citrate. Since the stoi-
chiometry of the reaction between oxaloacetate and acetyl CoA is one to one, the cell
must relieve any malate in excess from the cycle, in order to avoid accumulation of
intermediates. Malate is therefore exported out of the TCA cycle, and further
converted to pyruvate, as will be discussed in the next section.

The TCA cycle is directly linked to metabolic energy generation in the form of
ATP, based in the respiratory system, located in the internal membranes of the mito-
chondria. The different molecules of NADH and FADH are oxidized, with oxygen
as the final electron acceptor. Normally, a maximum of three ATP molecules per
NADH and two ATP molecules per FADH can be reached, although some authors
have suggested that mammalian cells can adjust their P=O ratio as a result of the cul-
ture conditions, adjusting to a more efficient metabolism when they are exposed to
an oxygen limitation.

Glutamine Transport

Glutamine, as mentioned previously, is the second major component of cell culture
media and is the source of most of the ammonium ions generated. It is important to
mention that, under the normal conditions used for cell culture (37�C), glutamine is
partially decomposed in a spontaneous way at a rate of 0.2–0.6mM=day, forming
pyrrolidine-carboxylic acid and ammonium ions (39). The rest of the glutamine is
incorporated into the cell by means of the different amino acid transport systems,
which are not specific for glutamine and also mediate the movement of other amino
acids. Due to the critical role of glutamine in mammalian cell metabolism, different
transporters have been identified, although their specific mechanisms and tissue-
specific regulations still require further investigation. These transporters have been
recently reviewed by Bode (40). In general, they can be classified into two main cate-
gories: Naþ dependent and Naþ independent. The first type utilizes the Naþ electro-
chemical gradient, maintained by the Naþ=Kþ-ATPase, to cotransport glutamine
and Naþ against their concentration gradient. The Naþ-dependent transporters
identified include systems ACS (or B0), B0,þ, yþL, A, and N. The second type facil-
itates the selective movement of amino acids across the plasma membrane indepen-
dent of the Naþ gradient. The Naþ-independent transporters identified include
systems L, b0,þ, and n. It is important to emphasize that glutamine is the source
of intracellular glutamate and aspartate, but these charged amino acids cannot be
transported into the cells from the culture at a rate that does not limit cell growth.
Indeed, in proliferating cells, the activity of system XAg�, responsible specifically for
the transport of glutamate and aspartate, is low, while that of the transport system
A, responsible for the transport of glutamine, is high. Therefore, in rapidly prolifer-
ating cells, glutamine transport and further internal generation of glutamate and
aspartate seem to be the way to obtain these amino acids. However, in some cases
this different uptake rate has been used to obtain a low growth rate in cells and=or
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low ammonium generation in the medium, as further discussed in the section on
redistribution of cell metabolism.

Another transport mechanism is the one around the mitochondria, since most
of the glutamine metabolism is mitochondrial. The transport mechanism of gluta-
mine into the mitochondria is still not well elucidated, although it does not appear
to be rate limiting for glutamine metabolism (3). There is also no definitive under-
standing of the localization of the first enzyme of glutamine metabolism, phosphate-
activated glutaminase (PAG), which could be located either in the mitochondrial
intramembrane space or the mitochondrial matrix. This aspect was discussed in
detail by Häggström (3), and the experimental evidence obtained so far indicated
that a percentage of the glutamate-derived glutamine might be exported out of the
mitochondria, while the rest could be used directly in the mitochondria either for
its incorporation into the TCA or by TA reactions (discussed in the next section).
The glutamate obtained by the deamidation of glutamine and released outside the
mitochondria can be either used directly in the cytosol or transported back into
the mitochondria. This can be done by two different transport mechanisms: the glu-
tamate-aspartate exchanger and the proton symport system. The first of these
mechanisms is directly related to the mitochondrial aspartate TA pathway for aspar-
tate formation, otherwise its use would lead to a depletion of aspartate in the mito-
chondria of the cell (41).

Glutamine Metabolism

The first step in glutamine metabolism is its conversion to glutamate by PAG in the
mitochondrial membrane, as already mentioned. In addition to the important role of
glutamine as an energy precursor for the cell through TCA replenishment, glutamine
and glutamate are two important precursor compounds for cell metabolism (42–44),
the first necessary for the synthesis of pyridine, purine, amino sugars, NAD, and
asparagine as a nitrogen source, and the second used in the synthesis of proline
and ornithine. In the deamidation of glutamine by PAG and the subsequent deami-
nation of glutamate, two ammonium ions are generated. From glutamate, two basic
pathways may follow, glutamate dehydrogenase (GDH) or TA, as schematized in
Fig. 3. In the GDH pathway, glutamate is deaminated to a-ketoglutarate, releasing
the second ammonium group of the glutamine molecule as free ammonium. a-keto-
glutarate is then incorporated into the TCA cycle and can they generate the subse-
quent intermediary metabolites. It is important to highlight the role of glutamine
metabolism in the generation of oxaloacetate, since the anaplerotic reaction of
TCA replenishment by means of PC reaction, connecting pyruvate to oxaloacetate,
has been shown to be inactive in most mammalian cell lines (2). In addition, the
GDH-metabolized glutamine can be basically channeled in three different ways, as
shown in Fig. 4. It can be completely oxidized to CO2, by means of the participation
of the mitochondrial malic enzyme (ME), this possibility being the most efficient
from energetic yield considerations (up to 27 ATP per glutamine consumed). Alter-
natively, and most frequent because of the TCA overflow generated by the rapid
consumption of glutamine in most industrial cell lines, malate is exported out of
the mitochondria to be further converted into pyruvate. This pathway, connecting
the four carbon compounds of TCA and the three carbon compounds of glycolysis,
is known as malate shunt, and has been evidenced in the most commonly used cell
lines such as hybridomas, CHO, or BHK cells, using either direct or indirect mea-
surements (12,14,17,33,45–47). In principle, this reaction could take place either
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through the cytosolic enzymes malate dehydrogenase (MDH) and PEPCK or
through the cytosolic ME. Vriezen and van Dijken (45) have reported the detection
of PEPCK in a myeloma cell line. However, various studies have shown the lack of
PEPCK and also PC in hybridoma, CHO, and BHK cell lines (12,13,15,16). Bonar-
ius et al. (21) have used 13C-labeled compounds tracing and metabolite balance to
characterize the metabolic pathway distribution of a hybridoma cell line showing
that the PC activity was negligible, while the ME was active in the malate shunt,
which had a rate of 8% of the glucose uptake rate.

In the TA pathway for glutamine metabolism (shown in Fig. 3), glutamate is
also converted in a-ketoglurate, but the released ammonium ion is transferred in a
stoichiometric proportion to oxaloacetate to form aspartate (in the so-called aspTA
pathway), or to pyruvate to form alanine (in the so called alaTA pathway) as follows:

Gluþ Pyr! Alaþ a�KG

GluþOxal! Aspþ a�KG

Because the molecules of oxaloacetate or pyruvate being transaminated are obtained
from the glutamate metabolism through the TCA, these TA pathways have a loop
structure. The TA pathways can be used by the cell as an internal mechanism to bal-
ance ammonium overflow due to the rapid glutamine consumption, as will be dis-
cussed in the next section. In addition, alanine and aspartate are important
precursors, in particular for the biosynthesis of purine, pyrimidine, and asparagine.
In Fig. 5 the two main possibilities for the localization of the TA pathways are con-
sidered: cytosolic or mitochondrial TA. The experimental evidence is still not conclu-
sive enough on this aspect, as discussed in detail by Häggström (3). However, for
aspartate formation, mitochondrial TA is considered the main active pathway,
which could be explained by two facts: the equilibrium of the reaction between
malate and oxaloacetate is favored toward malate formation and, in addition, this
reaction would generate NADH in the cytosol, a compound already in excess due
to the glycolysis activity. The aspTA pathway uses the glutamate-aspartate shuttle
to incorporate glutamate into the mitochondria in an exclusive way, since other
pathways would deplete aspartate in the mitochondria. In the case of alanine forma-
tion, both cytosolic and mitochondrial TAs may be active. For the cytosolic alanine
formation, the a-ketoglutarate=malate exchange system in the mitochondrial mem-
brane (48–50) plays a central role for the balance between cytolosic and mitochon-
drial reactions. In this exchange carrier, the a-ketoglutarate produced in the TA
reaction is incorporated into the mitochondria and TCA, and in the exchange
malate, is exported out of the mitochondria. In the cytosol, malate can be further
converted to pyruvate by the cytosolic ME present in most cell lines, as previously
discussed. Although a higher alaTA activity has been detected in the cytosol with
respect to the mitochondria (45,51), this seems contradictory to the fact that ME
is dependent on NADPþ, and therefore the malate shunt should be confined in
the mitochondria (42,52). Thus, the specific localization of the enzymatic activities
of the malate shunt remains to be clarified. The second possibility, alanine genera-
tion in the mitochondria, has been observed experimentally in different cell lines
(53–56) when pyruvate is available. Lipid synthesis is also related to alanine genera-
tion in the mitochondria. In growing cells, acetyl CoA is required in the cytosol for
the synthesis of cholesterol and fatty acids. Citrate, produced as an intermediate of
TCA, is exported from the mitochondria through the citrate=malate exchanger, then
it is converted in the cytosol to acetyl CoA for lipid synthesis and oxaloacetate, and
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further into malate, as shown in Fig. 5. Malate is incorporated back into the mito-
chondria through the citrate=malate exchanger, where it can be converted to pyru-
vate by the ME, and then transaminated to alanine by glutamate. In this case, the
glutamate is either generated inside the mitochondria or incorporated through the
proton symport system. In any case, it should be mentioned that part of the acetyl
CoA requirements in the cell are also provided from glucose metabolism. These
two pathways could occur in a simultaneous way in the cell. Indeed, Bonarius et
al. (21) have recently described, using isotope labeling determinations and mass bal-
ancing, how the ME is participating simultaneously in the generation of extramito-
chondrial malate, both through the malate shunt and through the pyruvate=malate
shuttle linked to the lipid synthesis.

As can be observed, the glutamine metabolism can be diverted to a number of
different possible pathways that in turn share a number of intermediate metabolites
and transport systems around the mitochondria. From the energy yield perspective,
the GDH pathway is more efficient than TA (27 ATP instead of 9) (57), and usually
is the favored pathway when glutamine metabolism must be accelerated in the cell,
for example, as a consequence of glucose depletion (58). Also, glutamine and glucose
metabolism are related to each other, as will be discussed specifically in the section
on flexibility of animal cell metabolism. As a consequence of this metabolic flexibil-
ity, different cell lines will adjust the metabolic rates through GDH, alaTA, or
aspTA pathways, depending on the specific culture conditions.

Deregulated Glutaminolysis in Mammalian Cells

Similar to glucose, glutamine is also consumed by most mammalian cell lines at high
rates, normally associated with the general use of excess glutamine concentrations in
the culture media. As is well known, this leads to the undesired accumulation of
ammonium ions, in addition to an inefficient use of glutamine. The increase in glu-
tamine consumption when glutamine concentration is raised, either as a pulse or a
step change in a chemostat culture of a hybridoma cell line, was reported by Miller
et al. (59), confirming early results seen in batch cultures (24,28,60,61). Vriezen et al.
(62) performed a series of chemostat experiments with two different cell lines, a
hybridoma and a myeloma, at glutamine concentrations in the range of 0.5–4mM
at a dilution rate of 0.03 per hour. For the limiting conditions, up to 2mM glutamine
in the feed, no residual glutamine was detected in the culture, and the specific con-
sumption rate of glutamine was in the order of 20 nmol 10�6cells per hour. This
value increased to 36 nmol 10�6cells per hour when excess glutamine was fed at a
concentration of 4 mM without any further increase in cell concentration, and a par-
allel increase in the specific ammonium generation rate. Sanfeliu et al. (27) performed
a series of continuous experiments with a hybridoma cell line, decreasing stepwise the
glutamine concentration in the feed from 5 to 0.75mM; they obtained a constant
level of cell concentration with a gradual decrease of specific glutamine consumption,
and a fourfold lower ammonium generation. They estimated a minimum specific
requirement for glutamine of 30.72 nmol 10�6cells per hour. Mancuso et al. (63)
observed a significant reduction of specific glutamine consumption in a hybridoma
cell line, when glutamine concentration in the medium was reduced from 2.4 to
1.2mM in a continuous hollow fiber reactor. Under these conditions, they reached
a glutamine concentration of 0.08mM at the reactor outlet that was not limiting
for energy metabolism. Similar results were obtained by Sharfstein (14). Cruz et
al. (33) observed a similar pattern in continuous cultures of BHK cells: specific
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glutamine consumption was reduced from 33 to 16.8 nmol 10�6cells per hour when
the feed concentration was reduced from 0.52 to 0.14mM.

The Flexibility of Animal Cell Metabolism: Interaction Between
Glutamine and Glucose Metabolic Pathways

Up to this point the main characteristics of glucose and glutamine metabolism have
been described, giving special emphasis to the apparent deregulation of the glucose
and glutamine uptake rates, which takes place at higher rates than those strictly
necessary for the cell functions when the cells are exposed to a nonlimiting concen-
tration of these main nutrients. This analysis will now be completed by including
account the interaction between glucose and glutamine metabolism, together with
the metabolism of other amino acids, and the energy generation and redox balancing
in the cell. Clearly, this interaction will depend greatly on the relative concentrations
of glucose and glutamine (provided that the availability or physical condition of no
other nutrients is limiting the culture performance), and can also be different for
each particular cell line. For glucose, the general trend is that, above a minimum
nonlimiting concentration in the range of 0.5–1mM, glucose uptake will increase
for increasing concentrations of glucose until a saturation maximum specific con-
sumption value is reached. The increase in the specific consumption is accompanied
by an increase in the lactate=glucose yield, which can change from values around
1–2mol=mol or even higher, due to the contribution of lactate produced from gluta-
mine, and a lower specific oxygen consumption due to a lower oxidative metabolism.
Regarding the consequences of the different glucose uptake rates on glutamine meta-
bolism, it seems that when both glucose and glutamine concentrations are above
their limiting values, the specific consumption rates of glutamine and ammonium
generation are not affected greatly by the changes in specific glucose consumption
rates. Sanfeliu et al. (27) observed this phenomenon in a series of step change con-
tinuous experiments where glutamine in the feed is maintained at the nonlimiting
concentration of 0.75mM and glucose is changed in the range of 25–1.5mM. In
the glucose pulse experiment performed in a continuous culture of a hybridoma cell
line, Miller et al. (26) observed how the glycolysis pathway reacted immediately to
increasing glucose concentration. This change resulted in an increase in qglu of
100–200%, together with an increase in lactate formation, and a decrease in oxygen
consumption. However, glutamine consumption remained almost unchanged during
the limited duration of the pulse, although lower amounts of ammonium and alanine
were observed, evidencing an increased biosynthetic activity and leading to an
increase in cell population after the step change.

On the other hand, when glucose levels are limiting and glutamine is present at
nonlimiting concentrations, the cell metabolism adapts itself to the decrease in
energy and biosynthesis molecules generation from glucose by increasing the gluta-
mine consumption rate, with a concomitant increase in ammonium excretion and
oxygen consumption. Also, it is observed that the glutamine metabolism is diverted
at a higher percentage into the GDH pathway, at the expense of TA pathways [as
determined experimentally using 15N-labeled glutamine in cultures of myeloma
and hybridoma cells under glucose limitation (58)], and more efficient use is taking
place, with a lower lactate production to glucose consumption ratio. These trends are
observed in a continuous culture of a hybridoma cell line performed under three dif-
ferent conditions: glutamine limitation (taken as a reference condition), low glucose,
and low oxygen culture (45). The specific consumption rates of consumption=
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production (in nmol 10�6 cells per hour) changed as follows: under low-glucose con-
ditions, qglu changed from 138 to 18, while qgln increased from 20.8 to 41.4. Lactate
production decreased from 163 to 10, ammonium generation increased from 6.31 to
33.9, as alanine generation decreased from 3.1 to 0.4. The ratio between the specific
consumption rates of glucose and glutamine changed from 6.64 for the reference cul-
ture to 0.43 for the low-glucose conditions, again indicating the extent to which
hybridoma cells could adapt their metabolism to the new conditions. The apparent
yield of lactate to glucose changed as well from 1.18 to 0.57mol=mol indicating that
a lower amount of the metabolized glucose was diverted to lactate formation.
Finally, some amino acids were produced instead of consumed (aspartic acid, gluta-
mate, glycine, and threonine) evidencing this change in the cell metabolism. Interes-
tingly, when the enzyme activities involved in the different pathways were measured,
the observed expression levels were not significantly different among the situations
studied, suggesting that the cells adapt their metabolic profile by means of the reg-
ulation of their enzymatic activities and not changing greatly the level of expression
of the involved enzymes. Similar trends have been found in studies using other hybri-
doma cell lines (64), myeloma cells (65), and BHK cells (33). The results of Miller et
al. (26), who obtained in a step change of glucose feeding to a hybridoma cell line
from a limiting glucose situation, show that when glucose concentration in the feed
is increased, the specific glutamine consumption and ammonium production
decreases as the lactate-to-glucose yield increases with a lower oxygen consumption.

With respect to the interactions between glutamine and glucose consumption
rates when glutamine concentration in the medium changes, the generally observed
trend is that for nonlimiting concentrations, well above the KM value for glutamine
(found to be in the range of 0.09–0.15mM) (61,66–68), glucose consumption remains
constant at varying glutamine concentrations and consumption rates (27). When glu-
tamine is the limiting substrate, glutamine and glucose consumption will follow a
parallel profile, both increasing simultaneously at higher glutamine concentrations
and decreasing at lower glutamine concentrations (59,62,69). This fact is also corro-
borated in many studies where glutamine feeding control strategies are used, keeping
glutamine concentrations at a low level, for example, using fed-batch feeding. A
decrease in glucose consumption rate is also observed when a decrease in glutamine
consumption rate is achieved.

However, it has also been shown that these effects can be markedly different
for different cell lines (62). The transition from limiting to nonlimiting glutamine
concentrations can also give different patterns in the dynamics of the metabolism
of these compounds. This is observed, for example, in two different step change
experiments performed by Miller et al. (59) from �0 to 0.9mM and from 0.2 to
3mM glutamine concentration in the feed. In the first case, an increase in qglu, qgln,
and qo2

, was observed. However, in the second case, the increase in qgln was accom-
panied by a decrease in qglu in the final steady state. Similar observations can also be
drawn from the non-steady-state profiles of these experiments. In the first case, when
glutamine is clearly limiting the cell metabolism, the immediate response to the
increase of glutamine is a sharp increase of both glutamine- and glucose-specific
consumption rates. However, in the second case, the specific consumption rate of
glutamine is also clearly augmented after the change in the feed concentration, but
the specific consumption rate for glucose remains constant. The dynamic studies
performed by Mancuso et al. (63) and Sharfstein et al. (14) using labeled glucose also
showed that the observed effects can depend on the rate at which the concentration is
changed, as well on the magnitude of the perturbation introduced in the glutamine
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concentration. They observed that for a brief but important reduction in glutamine
feed from 0.67 to �0mM, the specific consumption rate of glutamine was drastically
reduced, as the specific consumption rate for glucose was increased by 55%. On the
other hand, a prolonged reduction in glutamine concentration from 0.3 to 0.08mM
(a concentration level that did not appear to be limiting in this case) provided an
important reduction of the glutamine consumption rate, with almost unchanged
specific glucose consumption rate.

One of the conclusions that can be derived from various studies performed on
the complementarity of glucose and glutamine consumption and its dynamic nature
is that cell metabolism will adapt to changing conditions, and that this will occur also
as a function of the existing culture conditions at the time a given perturbation or
change takes place. This fact is especially relevant in batch and fed-batch cultures,
where the cells are exposed to different glucose=glutamine ratios and rates during
changes in their concentrations. In this respect, the observation of the evidence of
the multiplicity of steady states made by different authors in continuous culture
experiments is very interesting (32,70,71). Indeed, it is observed that under the same
experimental continuous culture conditions, different steady states can be obtained
as a response=consequence of the previous culture conditions experienced by the
cells. Europa et al. (70) started a continuous culture of a hybridoma cell line after
two different scenarios of batch or fed-batch culture. They showed that the cells
exposed to the fed-batch culture had shifted their metabolism to a much more effi-
cient pattern, when compared to the cells grown in batch conditions: reduced glyco-
lysis and glutaminolysis rates, lowered excretion of ammonium and lactate. This
metabolic pattern was maintained in continuous cultivation, and the cells with
improved metabolic profile were more efficient, reaching a concentration of
6.4� 106 cells per milliliter in comparison with 1.9� 106 cells per milliliter where
continuous culture was started after a batch. Also, monoclonal antibody concentra-
tion was increased about fivefold. Follstad et al. (71) also reported similar observa-
tions in the course of the continuous culture of a hybridoma cell line, in which they
shifted from an initial batch culture to a continuous culture (D¼ 0.04 per hour) in
two different ways: a direct change to the desired dilution rate or a stepwise increase
of the dilution rate to reach the final value. With the second strategy, double the cell
concentration was reached, and the metabolic flux analysis revealed a more efficient
metabolism in this case. Finally, Altamirano et al. (32) observed this phenomenon
when studying the continuous culture of a CHO cell line at a constant dilution rate,
with variations in the glucose concentration in the feeding medium. For the same
4.8mM concentration in the feed, they obtained two different steady-state profiles,
one with 1.5�106 cells per milliliter and the other with 2.43�106 cells per milliliter,
the second being metabolically more efficient. The only difference between these
situations was that one was obtained just after the initial batch culture, while the sec-
ond, more efficient, was obtained after a gradual step change in the glucose concen-
tration from 4.8 to 1.8mM. This allowed the cells to develop a more efficient
metabolic pattern, which they could maintain when the glucose concentration was
brought back to the 4.8mM concentration in the feed, and then allowed them to
reach a higher concentration with the same feeding conditions.

The Metabolism of Other Amino Acids

Unlike prokaryotic cells, animal cells cannot synthesize the branched carbon chains
found in branched-chain amino acids or the ring systems found in phenylalanine and
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the aromatic amino acids. Neither can they incorporate sulfur into covalently
bonded structures. For this reason, amino acids are grouped as essential and nones-
sential. The nonessential amino acids are alanine, asparagines, aspartate, cysteine,
glutamate, glutamine, glycine, proline, serine, and tyrosine. Glutamine, however,
is required in high quantities due to its additional role as one of the main carbon
and energy sources in the cell, as already discussed, and therefore needs to be supple-
mented in order to maintain cell metabolism and growth. The essential amino acids
are arginine, histidine, isoleucine, leucine, lysine, methionine, phenylalanine, threo-
nine, tryptophan, and valine. Arginine, cysteine, and tyrosine are considered gener-
ally nonessential since they are formed from the essential amino acids methionine
and phenylalanine. However, the amounts of these amino acids must be appropri-
ately balanced. If sufficient amounts of cysteine and tyrosine are present in the cul-
ture medium, the requirements for methionine and phenylalanine are markedly
reduced. Conversely, if methionine and phenylalanine are present in only limited
quantities, cysteine and tyrosine can become essential compounds in the medium
formulation. It should be recognized that if the a-keto acids corresponding to the
carbon skeletons of the essential amino acids are supplied in the culture, the amino-
transferases in the cells will convert the keto acids to their respective amino acids,
supplying their basic needs.

Amino acids must be supplied from the culture media in order to ensure the
metabolic functions of mammalian cells and supply the required amounts in a
balanced manner, as demonstrated by many authors (72–75), because the absence
of any of these amino acids would trigger the onset of cell death (76,77).

When cultured in vitro, animal cells exhibit different profiles of amino acid
consumption, which, although they may change for each particular cell line, exhibit
some general trends. For most cases the amino acids can be divided into three groups
(74,78,79). First, a number of them are consumed very rapidly: valine, isoluecine,
leucine, lysine, and cysteine. Cysteine is the amino acid more rapidly consumed, as
observed by different authors (72,75,79). Cysteine has an important role in protein
conformation and its biological activity by binding peptide chains in disulfide
bridges. The rapid consumption of branched-chain amino acids has been reported
for various cell lines and media (78,80).

Second, there are some amino acids that remain constant or are consumed in
very fair amounts: threonine, arginine, phenylalanine, serine, histidine, methionine,
and glycine. Third, are those that are produced and released by the cells, under dif-
ferent culture conditions and cell physiological states: alanine, proline, asparagine,
and glutamate. Alanine is produced in large amounts. Alanine is formed through
TA reactions, as described previously, from pyruvate and glutamate formed in glu-
tamine metabolism. Alanine release in important amounts during cell culture is
related to a high glutamine metabolism. Up to 40% of the glutamine consumed
can be diverted to alanine as end product. Proline is also synthesized directly from
intracellular glutamate accumulation. Asparagine is formed by the amidation of
aspartate, which in turn is formed by TA reactions involving glutamate and oxalo-
acetate, as described in the section on Glutamine Metabolism. Finally, glutamate
accumulation in the culture medium is typically observed when cells stop their
growth, and intracellular glutamate accumulation cannot be processed through other
metabolic reactions.

The catabolism of the 20 different amino acids flows through a reduced num-
ber of intermediate compounds, and finally the carbonated skeleton of the molecules
is incorporated into the TCA cycle, as indicated in Fig. 6. In this process, the amino
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groups of the different amino acid molecules are released by aminotransferases
or transaminases. This group of enzymes is substrate specific, but has pyrodoxal
phosphate as a prosthetic group. The acceptor for the released ammonium is
always a-ketoglutarate, allowing the different amino groups to be funneled into
L-glutamate. In turn, L-glutamate will be used by the cell for the different biosyn-
thetic routes, such us protein synthesis, hormone metabolism, regulation of cell
growth, production of metabolic energy, synthesis of purines and pyrimidines, nitro-
gen metabolism, and biosynthesis of urea. Alternatively, its excess will be converted
into nitrogenated compounds excreted to the medium, such as alanine or aspartate.

With respect to amino acid transport into the cell, amino acids are transferred
through membranes by specialized, energy-dependent, and passive transporters with
overlapping substrate specificities. A number of Naþ-dependent amino acid trans-
port systems with overlapping amino acid specificity have been described. In these
transport systems, Naþ and amino acids at high concentrations are cotransported
down their concentration gradient to the interior of the cell. The ATP-dependent
Naþ=Kþ pump exchanges the accumulated Naþ for extracellular Kþ, reducing intra-
cellular Naþ levels and maintaining the high extracellular Naþ concentration
required to drive this transport process. An extensive review of these transport
systems has been reported by Castagna et al. (81).

THE ROLE OF OXYGEN AND CO2 IN MAMMALIAN CELL METABOLISM

Oxygen is an important nutrient to support mammalian cell metabolism, since it is
the final electron acceptor in the mitochondrial respiration chain, directly linked
to the energy generation in the form of ATP molecules. In addition, the solubility
of oxygen in normal culture media compositions is low, about 7mg=L, and
therefore oxygen supply to the cells may be a limiting factor, especially at high cell
concentrations. The effect of oxygen level on cell metabolism has been studied by a
number of authors (82–87), from very low concentrations to hyperoxic conditions.

Although different cell lines have different optimal values of percentage of oxy-
gen saturation, some general trends are often observed: For a wide range of values of
percentage of oxygen saturation, between 10% and 100%, cell metabolism is mostly
unaffected, with optimal values in the range of 40–60%. When the oxygen level drops
down from 10%, two trends can be observed: First, oxygen becomes the limiting sub-
strate, cell growth is reduced, and the specific consumption rate of glucose and glu-
tamine are also reduced; second, if the oxygen level drops very low (below 0.1–0.5%),
cell metabolism is severely affected, the specific consumption rates of glucose and
glutamine are very high, TCA and oxydative phosphorylation are inhibited, and lac-
tate production is abnormally high. As anticipated, oxygen levels will have a direct
effect on the cellular energetic metabolism and redox balance, as shown by Zupke
et al. (88) when analyzing hybridoma growth and metabolic pattern at 0%, 1%,
and 60% oxygen saturation. Low oxygen levels directly reduced the activity of the
electron transport chain, and NADH accumulated intracellularly, forcing the cell
to obtain energy from the anaerobic metabolism to lactate. However, in this situa-
tion the ATP generation is lower, and an acute change is observed with respect to
the use of ATP for maintenance, 50% lower for the oxygen-limited growth when
compared to 60% saturation level. This fact could be explained by a reduction of
the effect of oxidative stress, or a lower use of ATP in futyle cycles. Regarding redox
shuttle molecules in the cell, a higher NAD=NADH ratio was observed at increasing
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oxygen levels, both at the cytosol and at the mitochondria. This ratio was cell density
dependent only for the cytosol pool, being markedly lower for a high cell concentra-
tion. On the other hand, and more unexpectedly, the NADP=NADPH ratio in the
mitochondria was estimated to be lower at the high oxygen levels.

Different mammalian cell lines have been cultured under hyperoxic conditions
(83,89), although the production of reactive oxygen species can induce cell death
(90). Jan et al. (87) have studied the effect of oxygen concentration on the metabo-
lism of a hybridoma cell line in continuous cultures at oxygen levels between 10%
and 150%. They observed that the adaptation of cells up to 100% oxygen saturation
was accompanied by the increased activity of various antioxidant enzymes, glu-
tathione peroxidase, glutathione S-transferase, and superoxide dismutase, but there
was a decrease in the activity of some of these enzymes at oxygen levels above 100%,
suggesting an influence of the reactive oxygen radicals. The influence of the oxygen
concentration was also observed on the ratio of the specific consumption rates of the
two main compounds in the medium, glucose and glutamine. The ratio qglu=qgln
increased from 2.54 to 4.17 when the percentage of oxygen saturation increased from
10% to 125%. Therefore, at higher oxygen levels glucose consumption is favored with
respect to glutamine. This is accompanied by an increase of the lactate to glucose
yield, from 1.35 to 1.66mol=mol, and a lower percentage of glucose consumption
being channeled into the TCA, an unexpected trend that could be explained by
the effect of oxygen toxicity.

The oxygen uptake rate (OUR) of the cells in culture is a very relevant mea-
surement that can be directly correlated to the physiological state of the culture; it
is easy to measure on-line by an in-situ conventional oxygen probe, and can then
be directly used to optimize nutrient feeding in bioreactors (91). The OUR is the
direct product of the specific oxygen consumption rate and the concentration of
viable (metabolically active) cells. Therefore, it is interesting to know if the specific
oxygen consumption rate, qo2

changes with the cell concentration, since in this case
the OUR measurements would provide the concentration of viable cells, provided
that qo2

had been previously determined. The results in this matter are often contra-
dictory; in some cases constant qo2

over a wide range of oxygen concentrations has
been found, while in some others an effect of cell concentration has been observed.
These results are even harder to compare due to the different cell lines used, experi-
mental determinations in batch or continuous cultures, and other measurement arti-
facts, as recently reviewed (91).

Carbon dioxide is one of the end products of mammalian cell metabolism, as
it is produced in different metabolic steps. In some other reactions CO2 can be used
as a substrate, such as the carboxylation of pyruvate to oxaloacetic acid, although
this reaction does not take place in many cell lines, as already discussed in previous
sections. The relevance of CO2 is also related to its generalized use in cell
culture technology for pH regulation, in equilibrium with medium bicarbonate
(CO2þH2O<¼>HCO3

�þHþ). The influence of CO2 generation by cell metabo-
lism can be especially relevant in industrial applications, operating with systems opti-
mized to reach high cell densities and oxygen supply. In such systems, the
metabolically produced CO2 will be built up, with an increase in CO2 partial pres-
sure, and can lead to reduced cell viability, decreased specific production rates,
and polysialylation rates, while glycosylation seems not to be affected (92,93).
Generally, pCO2 levels in the range of 40–50 mmHg are considered optimal, and
no deleterious effects are observed (94). However, pCO2 levels in the range of
100–170 mmHg can be reached, especially in high-volume reactors (95). The
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influence of the bicarbonate buffer for pH control in this problem is important, and
has been demonstrated by significant pCO2 reduction when MOPS buffer and
NaOH are used for pH control (96).

THE MAIN METABOLIC END PRODUCTS AND THEIR EFFECTS:
AMMONIUM AND LACTATE

As previously mentioned, the metabolic deregulation of mammalian cells in culture,
with very high glucose and glutamine consumption rates, leads to the accumulation
of lactate and ammonium ions in the culture media, in the latter case also due to the
spontaneous decomposition of glutamine under the usual culture conditions (39). In
addition to the inefficient use of these two main compounds, with the possibility of
reaching limiting concentrations due to their fast depletion, the effects of lactate and
ammonium accumulation in the medium can be deleterious, either due directly to
their effects or indirectly to the increase in medium osmolality. As a general pattern,
it is well established that the direct inhibitory effects of ammonium are much more
important than those of lactate.

Lactate generation by cell metabolism requires the use of pH control methods
in order to avoid the direct negative effects of medium acidification on cell growth.
In systems with pH control, the effects of lactate concentration on cell growth are
only clearly observed for concentrations of 40mM or higher (2,97). Therefore, lac-
tate accumulation effects will be more important in systems like fed-batch cultures,
where the extension of culture times is accompanied by an increased cumulative glu-
cose consumption and then lactate accumulation. However, the observed effects of
lactate on cell growth are primarily due to the increased medium osmolality, as
the direct metabolic effects are observed later (97,98). It is also interesting to note
the metabolic shift observed at the final stage of such fed-batch cultures, where lac-
tate is being consumed instead of produced (99–101), and simultaneously alanine is
consumed as well, inverting the normal metabolic profile toward its production.
With respect to the influence of lactate on product formation, an inhibition effect
has been reported for lactate concentrations above 20mM (102), based on calcula-
tions of the total cell number. However, observations based on specific production
rates revealed an increase of this magnitude at higher lactate concentrations, basi-
cally associated to the osmolality rather than to a direct lactate effect.

The effects of ammonium on cell metabolism are observed from much lower
concentration levels, typically 2–4mM, which are easier to reach in culture systems;
for this reason they have been studied in more detail. The negative effects of ammo-
nium ions on cell growth have been reported by a large number of authors using dif-
ferent cell lines (60,97,103–107) in batch cultures where different initial ammonium
concentrations had been added. Interestingly, when CHO cells in a chemostat
steady-state culture were exposed to increasing ammonium concentrations, no toxic
effect could be observed up to relatively high levels (108). The same trend could be
observed for hybridoma cells, which could be adapted to grow in ammonium con-
centrations previously considered toxic (109). Newland et al. (110) also demon-
strated that they could grow cells to ammonium concentrations of 5mM by
controlled feeding, while batch growth at 5mM initial added ammonium concentra-
tion was inhibited. One possible explanation for these observations may be related to
the effects caused by ammonium ions in the NH3=NH4

þ equilibrium, the transport
of the different ions through the cellular membranes (ammonia being more rapidly
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transported by diffusion than charged ammonium ions, which, on the other hand,
can be transported directly by ion pumps in the plasma membrane), and the values
of intra- and extracellular pH, as described in detail by Häggström (3). The effects of
a sudden increase in the extracellular ammonium are first a rise in pH at the intra-
cellular level, followed by acidification of the cytosol, reaching lower pH values for
increasing concentrations of added ammonium (97,103,111). The reported results
support the observation that these effects are more drastic when the addition is per-
formed externally than when ammonium is accumulated slowly as a consequence of
cell metabolism. In the latter case the cells have time to adjust their ion transport
systems, the intracellular pH changes do not occur sharply, and the ammonium toxic
effects are not observed until higher levels are reached. The activation of the different
transport mechanisms in the plasma membranes associated to an increase in ammo-
nium concentration is further supported by the generally described observation of
increased glucose and glutamine consumption rates, associated to a higher mainte-
nance energy demand (97,107,112). It is also observed in several cases that as the
cells adapt to higher ammonium levels, they increase the percentage of glutamine
metabolized through the GDH pathway, increasing the final output of alanine and
decreasing the free ammonium ion generation from their metabolism, another pos-
sible explanation for the direct effect of the increase of activated sugars. High levels
of ammonium have been shown to increase the intracellular amounts of UDP-
GlcNAc and UDP-GalNAc (105), reaching levels toxic to the cells (2).

Regarding the influence of ammonium levels in the culture media on the
obtained product, two aspects should be considered: quantity and quality. With
respect to quantity, the results reported for those cases where specific production
rates are evaluated seem to be cell dependent. Some authors have reported a decline
in productivity with high ammonium concentrations (108), others have observed an
increase in specific productivity (107), and still others have observed no influence
(97). There is more consensus when examining the role of ammonium on the glyco-
sylation pattern of the obtained product, and several authors have evidenced those
effects (107,113–116).

Finally, it should also be considered that, although most attention has been
given to the potential toxic effects of ammonium and lactate, there is experimental
evidence that other substances may also accumulate as a result of the cellular meta-
bolic activity, causing negative effects on cellular behavior (116).

REDISTRIBUTION OF CELL METABOLISM: TOWARD A MORE
EFFICIENT CELL BEHAVIOR IN CULTURE

In the last part of this chapter, an overview is provided of the different possibilities
for approaching a redistribution of mammalian cell metabolism to obtain more effi-
cient cell behavior in culture. Basically, this means obtaining a culture profile with-
out the severe deregulation of glucose and glutamine metabolism most often
observed in conventional batch cultures (taken as the reference culture system), lead-
ing to limiting conditions in the culture (lactate or ammonium accumulation, media
depletion or imbalance, high osmolality) and to an inefficient use of medium compo-
nents. Avoiding or at least diminishing this situation should allow increased cell
growth and most probably higher product concentrations and productivities. Several
ways have been used to reach this general objective, which can be divided into three
groups: optimization of the feeding strategy of glucose and glutamine, medium
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reformulation by substitution of glucose and=or glutamine, and metabolic engineer-
ing of the cells to obtain a modified metabolic profile. Indeed, these options should
be considered as complementary rather than as opposing alternatives.

The evidence that high glucose and glutamine concentrations in the medium
increase specific glucose and glutamine consumption rates to unnecessarily high
levels has led to the definition of feeding strategies, in either fed-batch or perfusion
systems, based on keeping low concentrations of these compounds in the culture
medium and at the same time providing the necessary feed to keep cell metabolic
activity unlimited. Various authors have demonstrated the validity of such an
approach (118–123) (further discussed in other chapters of this book), which results
in increased cell concentrations and productivities. It should be taken into account,
though, that a precise application of this methodology, ensuring a minimal nonlimit-
ing specific glucose=glutamine feeding at any point in a culture, should be based on a
proper kinetic characterization of the cell line used, and on the necessary on-line
instrumentation to follow correctly the cell growth dynamics and metabolic activity,
allowing automatic adjustment of the feeding rates to the culture.

A second approach could be followed, on the basis of a replacement of glucose
and=or glutamine by another compound, which should provide the cell with the ana-
bolic precursors and energy for growth and maintenance, but which would be trans-
ported into or metabolized by the cell at a lower rate. This strategy should be easy to
implement, since the rate-controlling step would be localized at the cell level sub-
strate uptake, thus not requiring specific hardware to control extracellularly the sub-
strate supply to the cells. Since the waste product of glutamine metabolism,
ammonium, has the most harmful effects on most mammalian cells, its replacement
is particularly interesting. The first possibility is the replacement of glutamine by
peptide compounds containing glutamine, such as l-alanyl-l-glutamine and glycyl-
l-glutamine (124,125), or by asparagine (104,108). One particular advantage of the
use of peptide compounds is their thermal stability, allowing even thermal esteriliza-
tion of the media, an important advantage from the process point of view. Gluta-
mate has also been used as a glutamine substitute, with the inherent advantage of
having less nitrogen atoms per molecule than glutamine, and therefore releasing less
ammonium to the medium. However, glutamate adaptation is cell line dependent
(126), and those cell lines lacking glutamine synthetase (GS) activity (for example,
hybridoma cells), will not grow on glutamate (2) unless they are genetically modified,
as will be discussed later. Also, combinations of these compounds can be formulated.
Christie and Butler (127) reported the successful adaptation of a BHK cell line to a
medium containing glucose (3mM), asparagine (3mM), and glutamine (0.5mM);
the last compound could also be replaced by peptide compounds ala-gln (1mM)
or gly-gln (2.5mM), conferring thermal stability to the medium. This study also evi-
denced that the cells adapted to this medium progressively, as shown by the subcul-
ture results. During this process, the authors could follow the change in key
enzymatic activities: GS increased significantly, considering that it was undetectable
in a glutamine-based medium, PAG decreased significantly, alanine aminotransfer-
ase increases, in accordance with a higher TA activity and alanine secretion to the
medium, while GDH levels did not correlate clearly with the substrate change.
Regarding glucose, its substitution by alternative compounds that could be more
slowly metabolized, generating a lower lactate concentration, has also been demon-
strated. Wagner et al. (128) used a mixture of glucose and galactose for the culture of
human tumor kidney cells. Reitzer et al. (37) showed that galactose and fructose can
replace glucose in the culture of HeLa cells. Marquis et al. (129) substituted glucose
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by galactose in the culture of a lymphoblastoid cell line, with a marked decrease in
lactate generation. Altamirano et al. (130) showed that for a CHO cell line a similar
growth pattern is observed when glucose is replaced by mannose, while galactose and
fructose are metabolized more slowly.

The third approach for metabolic redistribution is based on metabolic engi-
neering techniques, either by incorporation of a nonexisting enzymatic activity,
allowing for a new reaction to take place, or by modulation of an existing enzymatic
reaction, for example, reducing the corresponding enzyme level to decrease the rate
of a particular metabolic step, although primary metabolic pathways may be seen as
highly regulated, rigid, and difficult to manipulate (131). This should be a possible
approach, since, as discussed previously, primary metabolism of mammalian cells
when grown in vitro occurs at much higher rates than necessary. Therefore, one
could attain a reduction in the overall function of primary metabolism without a
negative effect on cell growth or product formation. The advantage in this case is
that the new self-regulated cell line does not need external feeding control systems,
and would harbor an internal regulation system, operating independently of the fluc-
tuations in concentrations of the main compounds in the culture medium. At the
level of glycolysis, Paredes et al. (132) attempted a direct reduction of the glucose
uptake rate of the cells by using an antisense RNA approach [the fundamentals
on antisense RNA technologies can be reviewed in Ref. (133)] targeted to reduce
the enzymatic levels of either the first step in the whole pathway, the glucose trans-
port, or one step downstream of the pathway, the enzyme enolase. They obtained a
50% reduction of glucose-specific consumption rate in the first case and 22% in the
second, although they also showed that the constructions were not stable after a lim-
ited number of subcultures. Chen et al. (134) directly focused on the problem of lac-
tate accumulation, developing a genetically modified hybridoma deficient in LDH.
This variant cell line, LDH-neo21, had a 50% reduction in the specific lactate pro-
duction rate, when compared to the parental cell line from which it had been derived.
Under the same conditions, using a batch culture with conventional glucose and glu-
tamine concentrations, the new LDH-neo21 cells could reach a 30% higher final cell
concentration, a decrease in glucose consumption by 25%, and a triplicated final con-
centration of the generated product. Irani et al. (135) tried a different approach, not
just for the metabolic reaction being targeted, but also from the methodological
point of view: they introduced a new gene activity instead of reducing an existing
one. Their approach was to engineer the cells to compensate for the lack of enzyme
activities connecting glycosylation to the TCA cycle, generally observed in many cell
lines, as discussed before. Particularly, they introduced a yeast PC gene in a BHK
cell line. In this way, pyruvate can be transformed to oxaloacetate in the cytosol
and further to malate, by the cytosol MDH enzyme, which can be finally incorpo-
rated into the mitochondria and used to replenish TCA, compensating the low rate
of incorporation of pyruvate into the TCA. In addition, it should be noted that the
second reaction allows regeneration of NADþ in the cytoplasm, and will be an alter-
native to NAD regeneration via LDH and lactate generation.

Another possibility for cell engineering that has been extensively applied is the
expression of glutamine synthetase as a way to control the rate of glutaminolysis.
This would allow replacement of glutamine by glutamate in cells not expressing
GS constitutively (136); this is particularly significant for hybridoma cell lines, very
widely used in industrial processes, and has been applied by many authors
(118,132,137). GS-modified cell lines can obtain glutamine from glutamate and,
due to the lower uptake of glutamate and the low ammonium contents of this
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compound, a significantly low amount of ammonium ions is generated. The lower
glutamate metabolism is accompanied also by a low glycolysis rate and lactate gen-
eration. Also, alanine secretion is almost nil due to the decrease in TA pathways as a
consequence of the low ammonium generated. This last case of metabolic engineer-
ing of hybridoma cells offers a very good example of how the three approaches to
redistribute cell metabolism can be combined to optimize cell culture processes:
genetic modification of the cell line, redefinition of the culture medium, and defini-
tion of an optimized feeding strategy, based on on-line measurements. By this,
excellent improvements in final cell concentration and monoclonal antibody concen-
tration up to 2.7 g=L have been reported (100,137,138).

CONCLUSION

Mammalian cells have a very complex and flexible metabolism. Its understanding
should be the basis for the design of modifications leading to the improvement of
the output obtained from the culture of these cells in industrial processes. The meta-
bolic pattern most often observed in in vitro culture of mammalian cells is highly
deregulated, with uptake rates for the main compounds of their metabolism much
higher that those strictly necessary. This fact severely limits the performance of
the culture, as different adverse limitations can rapidly be met. Based on the knowl-
edge of cell metabolism, different approaches can be followed, usually in a combined
manner, to improve this performance: metabolic engineering, medium redefinition
and balance, and optimized bioprocess engineering design based on metabolic
requirements.
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112 Gódia and Cairó
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INTRODUCTION

There are many new human therapeutics that are glycosylated recombinant proteins.
These recombinant glycoproteins require ‘‘correct’’ glycosylation for clinical efficacy.
For this reason, uncontrolled changes in protein glycosylation are of great regulatory
and industrial concern. Protein glycosylation is strongly influenced by many environ-
mental factors, such as dissolved oxygen (DO), pH, carbon source, and temperature.
In many instances, recombinant glycoproteins are highly expressed relative to native
proteins, potentially exacerbating the influence of environmental factors that alter
the expression or function of the enzymes controlling glycosylation.

Protein glycosylation occurs when a sugar group (oligosaccharide) is covalently
bound to a protein. Oligosaccharide attachment can profoundly change the biologi-
cal function of a protein. From a bioprocessing point of view, altering the oligosac-
charide attachment can significantly change the biologic function=activity of the
therapeutic protein. Unlike the biosyn-thesis of a polypeptide from mRNA, where
the mRNA only codes for one polypeptide sequence, the attachment of an oligosac-
charide to a protein is not template driven. Thus, numerous different oligosaccharide
motifs can occur with a gradient of biological activity. Additionally, oligosaccharide
structures can be located at many different positions on a protein, which adds to the
complexity and variability of biological response. The glycosylation or nonglycosyla-
tion variability at a specific site in a protein is termed macroheterogeneity. Since oli-
gosaccharides can branch and have stereochemistry, different oligosaccharides can
be attached to the same site on a protein. This variation in the oligosaccharide group
is termed microheterogeneity. The degree of macroheterogeneity and microhetero-
geneity for a glycoprotein is dependent on the attachment position in the protein,
the protein conformation, the physiological status of the cell, the organism, the
expression vector for recombinant glycoproteins, and the culture environment for
in vitro cells. For recombinant glycoproteins, the most important N-glycan hetero-
geneity is due to the presence or absence of specific features in the oligosaccharide
and the number of branches (1,2).
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BIOLOGICAL FUNCTION AND THERAPEUTIC SIGNIFICANCE

The addition of an oligosaccharide to a protein can result in a diverse set of physio-
chemical and biological property changes. The oligosaccharides can impart struc-
tural changes to the protein as well as change specific recognition of the
oligosaccharide by receptors. To determine the extent of these effects on biological
function and physiochemical properties, each glycoprotein must be evaluated indivi-
dually.

The biological activity of glycoproteins is highly variable and corresponds to
the spectrum of glycoforms that are possible for a given protein. Thus, the U.S.
Food and Drug Administration (FDA) will license a glycosylation pattern (finger-
print) as a part of a drug’s specifications. As long as the manufacturer operates
within a narrow set of process conditions, the drug will likely have the same lot-
to-lot fingerprint. Being able to engineer host cell lines capable of producing recom-
binant proteins with greater fidelity under a wider range of process conditions has
the potential for greatly improving quality control and increasing flexibility at the
manufacturing level (3–5).

Rather than being entirely template driven, protein glycosylation is influenced
by many environmental and genetic factors (6,7). Furthermore, host cell and expres-
sion vector selection for recombinant protein expression will greatly impact glycosy-
lation patterns (6,8). In order to assure the efficient production of an efficacious
therapeutic, it is therefore important to examine protein productivity and protein
glycosylation together.

Physiochemical Changes

Physiochemical changes that can occur due to the addition or modification of an oli-
gosaccharide include modified solubility, oligomerization, electric charge, mass, size,
and viscosity. The addition of sialic acid not only increases the size and mass of the
glycoprotein, but also changes its charge and solubility (9,10). Many of the physio-
chemical changes are due to the inherent properties of the sugar molecules. Com-
monly, the glycoprotein becomes more rigid due to the hydrogen bonding between
the sugar residues, thus the size of the glycoprotein is altered. Also, the presence
of attached oligosaccharides aids in protein folding for some glycoproteins (11).
Other physiochemical properties of a protein that are altered due to the presence
of attached oligosaccharides are stabilized protein conformation, increased thermal
stability, and increased protease resistance (12).

Biological Changes

For the majority of enzymes, glycosylation does not affect biological activity; how-
ever, biological activity is not the same as therapeutic efficacy. Therapeutic efficacy is
the combination of biological activity and clearance rate in the patient. A glycopro-
tein can have extremely high biological activity and zero efficacy if the glycoprotein
is cleared from the body immediately. Conversely, a glycoprotein with relatively low
biological activity can have high therapeutic efficacy if the clearance rate from the
body is very low (9,10). Therapeutic glycoproteins that have higher efficacy due to
the oligosaccharides include erythropoietin (EPO), tissue plasminogen activator
(tPA), Pulmozyme (DNase), Factor VIII, and Factor IX.

The biological functions of the oligosaccharide on a glycoprotein are
very diverse. The oligosaccharide can regulate the intracellular trafficking of the
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glycoprotein, regulate the localization of the glycoprotein, and determine the lifetime
of the glycoprotein in circulation. Also, the oligosaccharides can modulate enzyme
and hormone activity, act as cell receptors for lectins, antibodies, and toxins, parti-
cipate in cell-to-cell interactions, and modify immunological properties. One exam-
ple of modified hormone activity was observed for human chorionic gonadotropin
(hCG): the deglycosylated hCG has activity in vitro, but no activity in vivo (9,13).
Also, EPO has increased in vivo activity when the sialic acid content is higher (9).

In general, O-linked oligosaccharides are not as well understood; however,
O-linked N-acetylglucosamine (O-GlcNAc) appears to modify proteins in a manner
reciprocal to phosphorylation (6,14). All identified O-GlcNAc proteins are also phos-
phoproteins. The most important O-GlcNAc protein is probably RNA polymerase
II. The control of gene expression in a cell requires the coordination of DNA enhan-
cers and silencers, chromatin structures, transcription activators and repressors,
mRNA stabilization, protein degradation, and post-translation modification. Yet,
only one molecule, RNA polymerase II, is responsible for the expression (14).

Immunogenic Considerations

Protein glycosylation is a common posttranslational modification that contributes to
the antigenic properties of a protein. These antigenic properties can be due to the
carbohydrate unit itself or to modification of the peptide. The peptide–carbohydrate
complex may elicit the immune response. The peptide may elicit the immune
response due to protein conformation changes, thus exposing the antigenic peptide
(15). The ABO blood groups are the first documented observation relating the gly-
cosylation of a protein to an immune response (9). For therapeutic glycoproteins,
an important manufacturing consideration is the immunogenicity of the glycopro-
tein. For example, the granulocyte-macrophage colony-stimulating factor (GM-
CSF) produced in yeast has relatively little glycosylation compared to human
GM-CSF. Yet, patients who received the yeast GM-CSF developed antibodies to
native (human) GM-CSF. In particular, patients developed antibodies to a portion
of the native protein that was normally covered by oligosaccharides (9).

It is also well documented that some monoclonal antibodies (MAbs) manufac-
tured in mouse hybridoma cell lines and used as diagnostics and therapeutics can result
in antibody production in the patient against the mouse MAbs. This immune response
is thought to be partially mitigated by the sugar group, a1,3-galactose-b1,4-galactose-
N-acetylglucosamine (Gala1,3-Galb1,4-GlcNAc). Most mammalian-derived cells
express Gala1,3-Galb1,4-GlcNAc residues on membrane and secreted proteins; how-
ever, humans, apes, and Chinese hamster ovary (CHO) cells do not express this sugar
group (6). Humans do not have the enzyme for this linkage, and therefore the body
recognizes this oligosaccharide as foreign and mounts an immune response (16).
Approximately 1% of the circulatory antibodies in a normal human are directed
toward this particular sugar group, probably as a defense against enteric bacteria (3).
The strong immune response in humans to the Gala1,3-Galb1,4-GlcNAc-linked sugars
is a major contributing factor preventing xenotransplantation (17).

STRUCTURES AND CONFORMATIONS OF OLIGOSACCHARIDES

There are two main types of glycosylation: N-linked oligosaccharides and O-linked
oligosaccharides. N-linked oligosaccharides are found on asparagine (Asn) residues

Protein Glycosylation 115



bonded through the R-group by an N-glycosidic bond. O-linked oligosaccharides are
attached to the protein by an O-glycosidic bond at either a serine or a threonine R-
group (8,18). The sugars that are commonly found in mammalian protein oligosac-
charides are shown in Fig. 1. Glucose (Glc), galactose (Gal), mannose (Man), fucose
(Fuc), and xylose (Xyl) are neutral sugars. GlcNAc and N-acetylgalactosamine (Gal-
NAc) are amino sugars. N-acetylneuraminic acid (NeuAc) is an acidic sugar and is
the mostly common sialic acid form found in adult humans. Since monosaccharides
can form glycosidic bonds between any two hydroxyl groups, a glycosidic bond
between two identical sugars can result in 11 unique disaccharides. A pentamer of
identical sugars has 17,872 possible configurations compared to only one possible
polypeptide configuration for a pentamer with identical amino acids. Fortunately

Figure 1 Common monosaccharides found in glycoproteins.
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for glycobiologists, this extreme structural variety is not observed in nature (6).
However, there still is a great deal of oligosaccharide structural variety in nature.

N-Linked Oligosaccharides

N-oligosaccharides or N-glycans only occupy asparagine (Asn) sites in a protein;
however, not all asparagine sites in the protein will be glycosylated. The consensus
sequence Asn-X-Ser=Thr (Ser: serine and Thr: threonine) is required, but does not
guarantee glycosylation (8). Protein conformation also influences glycosylation. Hid-
den asparagine residues are less likely to be glycosylated (19), while asparagine sites
near the N-terminal are more likely to be glycosylated.

N-linked oligosaccharide residues of a protein are all derived from a common
14-sugar-lipid complex. Five of the 14 core sugars are conserved. The conserved core
N-oligosaccharides are Man3GlcNAc2. The core sugars are extensively modified by
the addition and deletion of simple sugars following attachment to the protein (Fig.
2). These modifications are termed the trimming and branching reactions. The final
N-linked oligosaccharide can have three distinct configurations: complex, high man-
nose, and hybrid. The complex N-oligosaccharides contain disaccharides like
Galb1,4-GlcNAc. The high-mannose N-oligosaccharides contain only mannoses at
the ends of the oligosaccharide branches. Hybrid N-oligosaccharides have one com-
plex branch or antennae, and one oligosaccharide mannose antennae branching off
the core Man3GlcNAc2 group. Figure 2 shows the core N-oligosaccharides with the
conserved pentasacchrides boxed. Also in Fig. 2, a generalized oligosaccharide is
shown with common antennae as observed in mammals (6,20). For recombinant gly-
coproteins, the degree of branching can be important to efficacy. Additionally, the
presence of a terminal sialic acid, the type of sialic acid present, the presence of a
bisecting GlcNAc attached to the core mannose, the presence of terminal poly-N-
acetyllactosamine, GlcNAc sulfation, and Man phosphorylation are important
features of the N-glycan with respect to efficacy (1).

Figure 2 N-glycosylation structures. [Adapted from Refs. (1,20,21).] (See color insert p. 1.)
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O-Linked Oligosaccharides

Protein O-glycosylation is more common in secreted and membrane-associated pro-
teins (22). O-linked oligosaccharides are attached to the protein by an O-glycosidic
bond at either a serine or a threonine R-group. No consensus sequence for O-glyco-
sylation appears to exist, since site-directed mutagenesis does not influence
site-specific glycosylation (18). O-glycosylated proteins are relatively resistant to
proteases (23). O-oligosaccharides are typical smaller and less complex than N-
oligosaccharides. The attached O-oligosaccharide can vary from 1 to 20 sugar resi-
dues. Unlike in N-oligosaccharides, the core structure is not conserved. There are
at least seven different core structures, with the five most common shown in Fig. 3.
O-oligosaccharides often contain GlcNAc, GalNAc, and galactose.

INTRACELLULAR BIOSYNTHESIS

Biosynthesis of N-Oligosaccharides

The N-glycosylation pathway contains three steps: the dolichol cycle and oligosac-
charide transfer to the protein (Fig. 4), the trimming reactions where glucose and
mannose residues are removed (Fig. 5), and the branching reactions that construct
the oligosaccharide antennae (Fig. 5). The initial dolichol cycle reactions occur on
the cytoplasmic face of the endoplasmic reticulum (ER). Sugars are added sequen-
tially to dolichyl phosphate. When the oligosaccharide attached to the dolichyl phos-
phate contains two GlcNAc and five mannoses, the oligosaccharide group flips to the
lumen side of the ER. Seven more sugars are added sequentially to the oligosacchar-
ide from lipid precursors. Finally, oligosaccharyltransferase (OligoST) transfers the
core oligosaccharide to the asparagine residue of a nascent, growing polypeptide

Figure 3 O-glycosylation structures. [Adapted from Refs. (6,20).] (See color insert p. 2.)
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chain. Next, trimming reactions remove three glucoses. Then, the terminal mannose
residues can be removed by different ER mannosidases (MANs). The ER also con-
tains glycosyltransferases than can reglucosylate glucose-free chains, which can
cycle. Once the glycoprotein has folded and reached the Golgi complex, more man-
nose trimming can occur. Two more mannose residues can be trimmed from the oli-
gosaccharide following the addition of a GlcNAc residue. Next, subsequent terminal
glycosylation can include the addition of GlcNAc, galactose, sialic acid, and fucose.
The number of branches in the oligosaccharide is variable. Additionally, the number
and identity of the sugars present are variable. The ER glycoforms are less complex
than the Golgi glycoforms; however, both types are not homogenous (11,24,25).

Core N-Oligosaccharide

The dolichol cycle and oligotransferase reactions are shown Fig. 4. The dolichyl
cycle begins with the transfers of the N-acetylglucosamine phosphate residue of
uracil diphosphate (UDP)–GlcNAc to dolichylphosphate (Dol-P) by the enzyme
N-acetylglucosaminylphosphotransferase (UD-GlcNP) to produce N-acetylglucosa-
mine dolichyl pyrophosphate (GlcNAc-PP-Dol). The reactions shown in Fig. 4 are
accompanied by a diagram showing the sequential increase in the oligosaccharide-
Dol-P entity. The second reaction, catalyzed by the enzyme N-acetylglucosaminyl-
transferase (GlcNAcT), produces (GlcNAc)2-PP-Dol from UDP–GlcNAc and
GlcNAc-PP-Dol. Mannosyltransferase I (ManT I) catalyzes the first mannose addi-
tion to (GlcNAc)2-PP-Dol, and ManT II–V catalyze the addition of four more
mannoses to produce (Man)5(GlcNAc)2-PP-Dol. Dolichylphospho-b-mannose

Figure 4 The dolichol cycle and oligosaccharide transfer reactions to form N-oligosacchar-
ide core. [Adapted from Refs. (6,20).] (See color insert p. 2.)
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synthetase (DPMS) transfers four mannoses from guanidine diphosphate-Man
(GDP-Man) to dolichylphospho-b-mannose (Dol-P-Man). Dolichylphospho-b-glu-
cose (Dol-P-Glc) is formed by the reaction of Dol-P with UDP–Glc catalyzed by
the enzyme dolicylphospho-b-glucose synthetase (DPGS). Dol-P-Glc is the donor
for the final three glucoses added to the (Man)5(GlcNAc)2-PP-Dol catalyzed by
the enzymes glucosyltransferase I–III (GlcT I–III). ManT VI–IX catalyze the final
four mannose additions. The ManT VI–IX and GlcT I–III reactions result in the for-
mation of (Glc)3(Man)9(GlcNAc)2-PP-Dol, the core N-oligosaccharide. OligoST
transfers the (Glc)3(Man)9(GlcNAc)2 residue from (Glc)3(Man)9(GlcNAc)2-PP-
Dol to the nascent protein at the exposed asparagine amino acid, resulting in the nas-
cent glycoprotein. Macroheterogeneity results when not all of the asparagine resi-
dues have an attached core N-oligosaccharide. The complete (Glc)3(Man)9
(GlcNAc)2 residue is required for further glycosylation processes (6,11,21,24).

Trimming and Branching Reactions of N-Oligosaccharides

Once the nascent glycoprotein is formed, the trimming and branching reactions spe-
cific to the species and cell type can occur in the Golgi. Trimming and branching
reactions may or may not occur at a particular glycosylation site or in a particular
cell type. In general, trimming reactions are catalyzed by two types of enzymes, glu-
cosidases and endomannosidases. Figure 5 shows the common trimming and
branching reactions that may occur. There are three glucosidases (GI, GII, and
GIII), which remove the terminal glucose residues from the nascent core glycopro-
tein. Endomannosidases are able to remove one, two, or three glucose residues, plus
a mannose residue, in one reaction. ER mannosidase and Golgi mannosidase I
remove all four outer mannose residues. Branching reactions are very complex
and may result in biantennary, triantennary, tetra-antennary, and penta-antennary
oligosaccharides. Other common modifications of glycoproteins are galactosylation
and sialylation. GlcNAc-TI is the key enzyme for the conversion of high-mannose
type to hybrid- and complex-type N-linked oligosaccharides (Fig. 5). Other critical
enzymes include GlcNAc-TII, GlcNAc-TIII, GlcNAc-TIV, GlcNAc-TV, GlcNAc-
TVI, mannosidases II, IIX, and III, and a1,6-fucosyltransferase (FT). Galactosyla-
tion of N-linked oligosaccharides is catalyzed by a number of species-specific and
cell-specific enzymes. The most common galactosyltransferases (GalTs) are b1,4-
Gal-T and b1,3-Gal-T. Another common modification of glycoproteins is sialyla-
tion. Sialylation is very important for the efficacy of many highly glycosylated pro-
teins, such as EPO and Factor VIII. Sialyltransferases (STs) catalyze the sialylation
at the terminal end of the oligosaccharide. These are many different ST enzymes.
Each type of ST catalyzes the addition of a particular sialic acid with a specific term-
inal linkage. In humans, the most common terminal sialic acid is NeuAc. The com-
monly observed sialic acid linkages in mammals are a2,3-, a2,6-, and a2,8-linked
sialic acids (6). These complex trimming and branching reactions, occurring and
not occurring, lead to N-linked microheterogeneity (11,21,24).

The key control points for N-glycosylation of recombinant proteins are (1) ER
and Golgi mannosidase I and GlcNAc transferase I, which catalyzes the conversion
of high-mannose glycans to complex-type glycans; (2) GlcNAc transferases II, IV,
and V, which catalyze the degree of branching; (3) GlcNAc transferase III, which
catalyzes the bisection of GlcNAc attached to the core mannose; (4) a2,3- and
a2,6-STs, which catalyze the addition of terminal sialic acid; and (5) CMP–
NeuAc–4-hydroxylase, which catalyzes the conversion of NeuAc to NeuGc (1).
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Understanding the effects of bioprocess conditions on these controlling reactions
could be used to improve product quality.

Biosynthesis of O-Oligosaccharides

O-glycosylation, unlike N-glycosylation, is not generated by the transfer of a lipid-
sugar onto the protein, but is generated by the direct, sequential transfer of monosac-
charides onto the protein. Mucin O-glycosylation, the most studied O-glycosylation
reaction, is initiated by a monosaccharide (galactose) transfer to the nascent protein
at a serine or threonine by a class of enzymes called UDP–GalNAc:polypeptide
N-acetylgalactosaminyltransferases (ppGalNAc transferase). The oligosaccharide
extension reactions are mediated by numerous enzymes. The more common enzymes
are a2,3-, a2,6-sialylation transferases, b1,6-Gal-T, and b1,3-Gal-T. The final
O-linked oligosaccharide is smaller and less complex that typical N-linked oligosac-
charides. Typically, the O-oligosaccharide contains 1–20 sugar residues. Mammalian
cytoskeleton proteins also include many nonmucin O-linked oligosaccharides. tPA,
Factor IX, and other human clotting factors have O-linked oligosaccharides that con-
tain O-fucosylated structures (9). An enzyme that catalyzes this reaction is a-O-FT
(see Fig. 2 for the common fucose linkages). Another enzyme that has been isolated
is xylosyltransferase, which transfers a xyloglycosyl side chain to clotting factors
(see Fig. 2 for the common xylose linkages) (6). Due to the high variability of the
O-glycosylation reactions, microheterogeneity is also observed for O-linked oligosac-
charides (21,24).

GLYCOSYLATION POTENTIAL OF VARIOUS EXPRESSION SYSTEMS

The need for glycosylation of a recombinant protein is completely dependent on its
effect on the efficacy (a function of biological activity and the clearance rate) of the
protein in the patient. Bacteria typically do not glycosylate proteins, but can be uti-
lized as hosts when efficacy is independent of glycosylation (for example, recombi-
nant human insulin and human growth hormone). If the glycoform is critical for
biological activity, the choice of the host organism becomes critical. All eukaryotic
cells glycosylate proteins via common pathways; however, evolution has imparted
many variations. Therefore, the selection of a host for a glycoprotein is completely
dependent of the biological in vivo activity of the therapeutic (1).

Bacteria

Bacteria are generally considered to be unable to glycosylate proteins; however,
eubacteria and archaebacteria are able to glycosylate surface proteins. The biosyn-
thetic pathways are not well characterized, but the reactions appear to occur on
the cell’s outer membrane. In many respects the reactions are very similar to those
of N-glycosylation in eukaryotic organisms. The oligosaccharide is preassembled
with a dolichyl-linked intermediate and then transferred to the protein as a group.
Some unfamiliar sugars are used (rhamnose, galactofuranose, and N-acetylmannosa-
mine). Instead of UDP as the phosphate donor, thymine diphosphate may be used.
Thus, at this time, recombinant proteins produced in bacteria are not glycosylated,
but some of the mechanisms are present in prokaryotic organisms (6,26), and missing
reactions could be added via metabolic engineering.
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Yeast and Fungi

Yeast and fungi have been used to express numerous recombinant proteins that
require posttranslational modification. These cells are easier to culture on a large-
scale than mammalian cells due to the presence of cell walls, less complex media
requirements, rapid growth, and a longer experience-base due to antibiotic fermenta-
tions and brewing. For glycoproteins, yeast and fungi typically add excessive man-
nose (termed hypermannosylation) groups, which can be antigenic (27,28). Yeast
cells will also O-glycosylate different serine residues in a glycoprotein compared to
humans (27). Despite these differences in glycosylation, there are two biopharmaceu-
tical protein entities on the market that are produced in Saccharomyces cerevisiae
(29), the hepatitis B vaccine [containing the hepatitis B surface antigen (HBsAg)]
and platelet-derived growth factor. Pichia pastoris, a methylotrophic yeast strain,
has been used recently to produce recombinant proteins. P. pastoris secretes the
recombinant protein, without secreting many native proteins relative to S. cerevisiae,
which improves purification efficiency. Although P. pastoris still hyperglycosylates
the recombinant protein, the oligosaccharides are smaller (30–32). Thus, many
researchers express potential recombinant glycoprotein therapeutics in P. pastoris
(33).

Insect/Baculovirus Systems

Insect cells infected by baculovirus have the ability to synthesize large quantities of
recombinant protein and have an established record for producing glycoproteins
(34). The insect=baculovirus expression system is considered safer that mammalian
cell culture, since baculoviruses do not infect humans. The N- and O-linked oligosac-
charides produced in the insect=baculovirus system contain similar core structures as
in other eukaryotic organisms, including humans. The N-oligosaccharides are
usually the oligomannose type. A potential limitation for therapeutic glycoprotein
production in insect cells is the lack of GalTs and STs. Also, sialic acid residues have
not been detected in insect cells (34–36). The reducing-terminal GlcNAc residue has
been observed to be a1,3-fucosylated (34), which is immunogenic in humans. Alt-
mann et al. (34) stressed that there are many applications for recombinant protein
that are not as stringent as human therapeutics, for example, veterinary therapeutics
and diagnostics, for which the insect=baculovirus system maybe appropriate. Chen
et al. (37) produced human glial cell line-derived neurotrophic factor (GDNF) in
the baculovirus-infected Trichoplusia ni cells. The GDNF was glycosylated and bio-
logically active in an animal model. Zhang et al. (38) noted that DO concentrations
affect the final glycosylation state of a protein made in insect cells. The optimal gly-
cosylation occurred at an intermediated DO; thus, glycosylation heterogeneity in
insect cultures can be controlled. Also, there are a few researchers who are investigat-
ing the use of metabolic engineering to clone the missing enzymes into insect cells,
such that more humanized proteins are produced, and could be potentially used
as therapeutics (34,39).

Plants

Transgenic plants could provide the means to produce large quantities of recombi-
nant protein using standard cultivation and harvesting practices. The drawbacks of
transgenic plants are low accumulation in the cells, uncharacterized posttranslational
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events, and lack of downstream processing data. Many recombinant proteins have
been expressed in plants. Therapeutically important recombinant proteins that have
been expressed in transgenic plants include EPO, growth hormone, and hirudin.
However, it does not appear that the glycosylation of these proteins was examined
(40). Also, if sialic acid is required for efficacy, transgenic plants may not be well
suited, since only buckwheat has been reported to produce sialic acid (10,41,42).
Additionally, plants may produce antigenic sugars residues like a1,3-Fuc and
Xylb1,2-Man (42,43). Transgenic plants could provide an important alternative for
the production of recombinant proteins, where glycosylation and sialylation are
not required. More research is needed to fully characterize the capability of transgenic
plants to glycosylate therapeutic proteins.

Transgenic Animals

Other potential sources of therapeutic glycoproteins are transgenic animals (44–48).
Transgenic animal-derived therapeutic proteins have some potential cost savings
over traditional mammalian cell culture. The raw materials and capital investment
are lower for transgenic animals. The downstream purification costs are similar.
The recombinant glycoprotein is expressed in the mammary gland and secreted into
the milk. The glycoprotein has the potential to be very similar to the human protein.
Fibrinogen (360 kDa) has been successfully produced in sheep at 5 g=L. The fibrino-
gen molecule has six (6) subunits and 29 intra- and interdisulfide bonds. The sheep-
expressed protein was fully active (48). Alpha-1-antitrypsin (AAT) has also been
expressed in a transgenic animal milk at 12 g=L. AAT is currently under clinical
trials for cystic fibrosis treatment (48). However, the glycosylation pattern of the
transgenically produced fibrinogen and AAT were not discussed. Bovine follicle-
stimulating hormone (FSH) has been expressed in rabbit milk. FSH contains two
subunits and requires extensive glycosylation and sialylation for activity. The rabbit
produced FSH appeared glycosylated and sialylated on Western blot. More impor-
tantly, the rabbit FSH induced super ovulation in cows (47).

Mammalian Cell Culture

Species that are more closely related to humans may be better at producing glycopro-
teins that are similar to human glycoproteins. Rodent cell lines (the most common
host cell lines) have been shown to have many differences in glycosylation compared
to humans (8). For a very comprehensive list of recombinant protein hosts and their
glycosylation characteristics, Jenkins et al. (8) provides a good summary. Some high-
lights will be presented here. Most mammalian-derived glycoproteins contain
Gala1,3-Galb1,4-GlcNAc residues; however, humans, apes, Old World monkeys,
baby hamster kidney (BHK), and CHO cells do not express a1,3-GalT due to a fra-
meshift mutation (6). This unusual sugar residue has the potential to be antigenic to
humans (8). Therefore, for acute usage, this unusual sugar would not cause signifi-
cant immune response problems; however, if the drug is to be administered chroni-
cally in large doses, the potential immune response needs to be considered. To date,
MAbs produced in mouse hybridoma cell line have not had significant adverse
effects due to this sugar residue.

As of January 2003, there were 17 biopharmaceutical glycoprotein entities
(excluding MAbs) on the market (29,49–51). Two of these glycoproteins are pro-
duced in S. cerevisiae, 2 in BHK cells, 2 in unspecified mammalian hosts, 1 in a
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human cell line, and 12 in CHO cells (the number of hosts is greater than the number
of glycoprotein entities, since some glycoproteins are manufactured by more than
one company using different hosts). There are 22 licensed MAbs on the market as
therapeutics or injectable diagnostics (29,49–51). MAbs are typically produced in
mouse hybridomas, mouse–human hybridomas, or CHO cells. There are many more
therapeutic glycoproteins in clinical trials, some of which are not produced in
mammalian-derived cells or S. cerevisiae.

Mouse-Derived and Common Rodent-Derived Cells

Unlike humans, mouse hybridomas, mouse–human hybridomas, and C127 cells,
these cells all express the sugar residue Gala1,3-Galb1,4-GlcNAc. There are mixed
reports regarding Gala1,3-Galb1,4-GlcNAc expression in NS0 cells, and the rat
Y0 myeloma cell line has been reported not to express Gala1,3-Galb1,4-GlcNAc
(8,52,53). Mouse and humans both express the enzymes a2,3-ST and a2,6-ST
(8,52). However, mouse and mouse–human hybridomas express N-glycolylneurami-
nic acid (NeuGc) as the terminal sialic acid sugar more commonly than in humans.
NeuGc is an oncofetal antigen in humans. Adult humans do not normally express
NeuGc, and adult humans can tolerate this sugar in low levels (< 1% of the terminal
sialic acid residues of a glycoprotein), but at higher levels (>7%) NeuGc is known to
elicit an anti-NeuGc response. Also, NeuGc containing glycoproteins have more
rapid clearance rates in humans (8). For MAbs, where sialylation is low, no adverse
events have been attributed to the anti-NeuGc. Baker et al. (53) reported that NS0
had variable sialylation, where 30% of the sialic acids were a1,3-linkages. It was also
observed that the NS0-derived glycoprotein contained a higher NeuGc to NeuAc
ratio than would be observed in adult humans.

CHO and BHK Cells

Like humans, CHO and BHK cells do not express the enzyme a1,3-GalT, due to a
frameshift mutation. Therefore, recombinant glycoproteins made in these cells do
not contain Gala1,3-Galb1,4-GlcNAc. CHO-derived MAbs only contain Gala1,4-
linked or GlcNAc as terminal sugars (54). Also, like humans, CHO and BHK only
express NeuGc terminal sugars at very low levels. However, unlike humans, CHO
and BHK lack a functional a2,6-ST gene, which results in all terminal sialic acids
having only a2,3-linkages (8,55,56). Additionally, CHO cells will O-glycosylate dif-
ferent serine residues in a glycoprotein compared to humans and cannot sulfate Gal-
NAc residues are commonly found in human hormones (27). Also, CHO lacks the
a1,3-FT gene, which prevents Fuca1,3-GlcNAc (18). To help eliminate some of
the differences between human and CHO=BHK protein glycosylation, both CHO
and BHK have been genetically modified to express many of these missing genes,
which has resulted in glycoproteins containing the human sugar linkages
(8,16,52,55). Monaco (57) cloned a rat a2,6-ST into CHO and the a2,6-ST to a2,3-
ST ratio approached the human ratio in some clones. Umaña et al. (58) overex-
pressed rat N-acetylglucosaminyltransferease III and V (GlcNAcT III, GlcNAcT
V) in CHO cells using a tetracycline promoter. Severe growth inhibition occurred,
which was attributed to a limited cellular capacity for glycosyltransferase expression.
Weikert et al. (59) expressed b1,4-Gal-T and=or a2,3-ST in CHO cells, even though
these genes are present in CHO cells. Improved galactosylation and sialy-lation were
observed. Prati et al. (16) cloned CMP–sialic acid:Galb1,3-GalNAc-a2,3-ST
(ST3Gal I) gene in antisense into CHO cells to downregulate the corresponding
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enzyme activity. The human UDP–GlcNAc:Galb1,3-GalNAc-R-b1,6-GlcNAcT
(C2GnI) gene was also cloned into the same CHO cells. Increased O-glycosylation
was observed. Thus, it is possible to redirect CHO cell metabolism to control glyco-
sylation by metabolic engineering.

ENVIRONMENTAL EFFECTS ON RECOMBINANT THERAPEUTIC
GLYCOPROTEINS

The interplay between cell growth conditions and the structure of therapeutic pro-
teins produced through mammalian cell culture has been well documented (60–
71). For example, Patel et al. (66) and Maiorella et al. (68) both observed that an
MAb glycosylation pattern was strongly dependent on the culturing method. Maior-
ella et al. (68) observed that clearance rates were different for MAbs obtained from
different culturing methods. Patel et al. (66) expressed concern regarding the tradi-
tional development protocols for therapeutic MAbs, where the initial clinical trials
used MAbs harvested from ascites, since subsequent clinical trials would use material
obtained from ascites. One criterion the FDA considers is bioequivency. If the clear-
ance rates and efficacy are similar in vivo, then the material is acceptable. Problems
arise in attempting to demonstrate bioequivency for glycoproteins produced in dif-
ferent systems, in part, due to sophisticated carbohydrate analysis techniques. How-
ever, understanding the effects of bioprocess conditions on glycosylation can be used
to control the variation in glycosylation.

Nutrient Limitations and Feeding Strategies

Many literature studies have investigated glycosylation variations of recombinant
proteins with respect to nutrient requirements including sugar feeding, nucleotide
sugar feeding, oxygen levels, amino acid additions, and serum components (3,72–
78). Serum is known to contain growth factors, which improve cell growth, and
lipids, which improve shear resistance, but serum also contains waste products
and proteases, which can be detrimental to the cell and glycoprotein products. Gaw-
litzek et al. (74) and Hayter et al. (76,77) both used glucose-limited chemostats to
demonstrate that glycosylation was dependent on media components. Hayter et al.
(76) examined the glycosylation pattern of interferon-g (IFN-g) produced by CHO
cells at a constant dilution rate and at two different glucose concentrations. They
were able to demonstrate that fully glycosylated IFN-g occurred more readily when
glucose was not limited. The authors concluded that this effect was to be due to the
physiological state of the cells.

Hahn and Goochee (67) observed that transferrin, a glycoprotein, secreted by
confluent and subconfluent cultures, contains different proportions of biantennary
oligosaccharides, where the biantennary glycoprotein is more biologically active.
Confluent cells produced more active transferrin than the subconfluent cultures.
Hahn and Goochee (67) concluded that oligosaccharide synthesis is growth depen-
dent, thus in standard batch cultures where the growth rate varies throughout the
fermentation, the glycosylation pattern will vary.

Hooker et al. (70) examined the N-oligosaccharides of recombinant IFN-g
produced by CHO cells, where temperature, pH, and DO were held constant.
The proportion of the biantennary structure decreased throughout the fermentation
and the proportion of oligomannose and truncated species increased for both
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N-glycosylation sites. This observation is very important for recombinant therapeu-
tics, since the shift to oligomannose and truncated species typically increases the
clearance rate, thus reducing the efficacy of the therapeutic. It was also suggested
by the authors, that fed-batch fermentations might mitigate the deterioration of
the glycoprotein (70). In a separate study, an MAb fed-batch fermentation, the
MAb also had a decrease in the amount of complex glycoforms and an increase in
the high-mannose and truncated glycoforms throughout the fermentation (69),
which can detect and quantify microheterogeneity changes. The problem of high-
mannose and truncated glycoforms is potentially a problem for any material pro-
duced in bioreactors by mammalian cells.

Gawlitzek et al. (74) examined the production of interleukin-2 (IL-2) under
various nutrient limitations [glucose, fetal calf serum (FCS), glutamine, serine, aspar-
tate, tryptophan, and oxygen]. They found the oligosaccharide profiles to be identi-
cal, regardless of the culture conditions. However, they also observed that the
glycosylated to unglycosylated ratio varied depending on the culture conditions.
Gawlitzek et al. (74) observed truncated IL-2, which is an indicator of proteolysis
of the IL-2. Their experiments are critical to furthering the understanding of how
glycosylation is influenced by culture conditions; however, none of the parameters
tested were independent due to the culturing method. Each nutrient limitation lasted
only 3 days and was immediately replaced by another nutrient limitation. Since cells
need time to recover from stress, it was possible that the similar responses observed
for oligosaccharide content were not steady-state responses to the nutrient limita-
tions (stress), but that the effects of the early nutrient stress were still being detected
at later time points. Gawlitzek et al. (75) investigated the role of the influence of FCS
on glycosylation for suspension and microcarrier BHK-21 cultivated cells. They
found that N-glycosylation and O-glycosylation of IL-2 were greater in the serum-
free environment. Additionally, due to the recent outbreaks of mad cow’s disease
in Europe, numerous industrial cell culture-derived therapeutics, under clinical trial,
are using serum- and protein-free media.

Jenkins et al. (3) varied the media lipid content for a batch CHO cell culture
expressing IFN-g to investigate the importance of lipids on N-glycosylation. Lipo-
protein supplementation increased the amount of fully glycosylated IFN-g compared
to the control culture (3). Interestingly, if lipids are critical for N-glycosylation, then
the cell culture conditions that alter the lipid content of cell membranes could also
effect glycosylation, e.g., agitation, pH, and temperature. Castro et al. (78) stressed
the importance of media composition after they observed that batch feeding did not
prevent the decrease of fully glycosylated IFN-g; however, the initial glutamine con-
centration did impact the glycosylation pattern. The authors also observed that the
addition of serum to the media caused proteolysis of IFN-g. Last, they found that
the supplemental protein added to the media and the lipid composition of the media
affected the glycosylation pattern (78).

Barnabe and Butler (79) investigated dual glucose and galactose feeding in
hybridoma cells. It was observed that the corresponding intracellular nucleotide pool
increased; however, no changes in glycosylation were observed. Hills et al. (63) fed
NS0 cells expressing an IgG galactose, glucosamine, or CMP–sialic acid. The gluco-
samine feeding resulted in a 17-fold increase in the UDP–N-acetylhexose pools; how-
ever, the UDP–hexose pools decreased by 33%. The UDP–Glc to UDP–Gal ratio
remained constant at 4:1. A 57% reduction in galactosylation was observed. The core
Mans structure was unaffected. Galactose feeding resulted in a fivefold increase in
the UDP–Gal pool, but no increase in b1,4-galactosylation. The CMP–sialic acid
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feeding did not result in increased sialylation, but it did result in a 44-fold increase in
the CMP–sialic acid pool. Gu and Wang (80) fed N-acetylmannosamine to CHO
cells expressing IFN-g; however, no change in sialylation was observed. Gawlitzek
et al. (81) observed that glucosamine feeding increased the UDP–GxxNAc pool
(sum of the UDP–GlcNAc and UDP–GalNAc pools) for CHO producing
TNFR–IgG (an immunoadhesin tumor necrosis factor–IgG fusion). However, the
glucosamine feeding did not alter the glycosylation (81).

Baker et al. (53) demonstrated that the addition of glucosamine, uridine, and
N-acetylmannosamine (ManNAc) significantly increased the intracellular UDP–
HexNAc and CMP–sialic acid concentrations for both NS0 and CHO cells. How-
ever, these increased nucleotide sugar pools did not increase the level of sialylation.
These additions did, however, improve the NeuAc to NeuGc ratio in NS0 cells to a
more favorable (human) level. Altamirano et al. (72,73,82) examined the dual feed-
ing of sugars to CHO cells expressing tPA to control growth, substrate consumption,
and waster product buildup. Fructose and glucose feeding resulted in decreased
growth rates, the substrate utilization, and toxic waste buildup.

Butyrate feeding has been observed to increase type I tPA production (83),
which is less effective that type II tPA. Kim and Lee noted increased glycoprotein
production in the presence of sodium butyrate, but also observed cell growth inhibi-
tion and increased apoptosis. Santell et al. (84) suggested that sodium butyrate
increased glycosylation by increasing glycoprotein reutilization. Wang et al. (85)
examined CHO cells expressing EPO in fluidized beds. They observed that the addi-
tion of glucose and sodium butyrate doubled the final EPO concentration without
changing the glycosylation pattern.

Cruz et al. (86) produced a recombinant antibody-IL-2 fusion in BHK cells
using protein-free media. Two different protein-free media were compared. Chemo-
stat cultures were used and consistent productivity and glycosylation patterns were
obtained. They also demonstrated that long-term cultivation is not adverse to pro-
duct consistency. The higher titers obtained from the chemostats also increased
the yield in the purification steps (86).

Media pH and Ammonium Concentration

It is well known that the ammonium ion content in the media alters intracellular
pH and thereby affects cell growth and protein glycosylation (87). Miller et al.
(88) conducted a comprehensive study of hybridomas in chemostats. The pH was
varied and cell densities, viability, and antibody concentration were measured.
Miller et al. (88) determined that pH was a very important parameter for successful
cell culture. Borys et al. (89,90) investigated the effects of pH on mouse placental lac-
togen expressed in CHO cells. Their initial studies used tissue culture flasks (T-
flasks), yet clearly demonstrated that the culture pH shifted the glycosylation pat-
tern. Later experiments used cells grown on microcarriers; again, their results
demonstrated that pH effected glycosylation. Next, the extracellular pH was held
constant and the ammonium concentration was varied. Increased ammonium
ion concentrations decreased intracellular pH, and resulted in less glycosylated
proteins (90).

Valley et al. (91) noted that ammonia inhibited cell growth and influenced
glycosylation, but were unsure of the mechanism. Valley et al. (91) used labeled
NH4Cl to detect N-labeled species. They observed that 60% of the UDP–GlcNAc
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pool was labeled, and 60–80% of the N-acetylated sugars in N-glycan structures were
labeled. Therefore, they concluded that ammonium was used as a building block.

Gawlitzek et al. (81) observed that ammonium altered N-glycosylation in
CHO expressing TNFR–IgG. Ammonium levels were increased from 1.0 to 15–
mM, which resulted in a 40% decrease in terminal galactosylation and sialylation.
Extracellular b-galactosidase and sialidase activity increased throughout the culture.
The b-galactosidase activity was proportional to the initial ammonium level;
however, the sialidase activity was independent of the initial ammonium level.
Also, the incubation of TNFR-IgG with b-galactosidase and sialidase in vitro did
not alter glycosylation. These results suggested that the effect of ammonium on gly-
cosylation was biosynthetic and not degradative. mRNA levels and the enzyme
activity of b1,4-Gal-T and a2,3-ST enzymes were observed in response to ammonium
(13mM). Both the mRNA and the enzyme activities were not observed to change.
The b1,4-Gal-T and a2,3-ST enzymes were observed in this study to be very sensitive
to pH in vitro. Therefore, Gawlitzek et al. (81) concluded that ammonium altered the
carbohydrate biosynthesis of TNGR–IgG by a pH-mediated effect on glycosyltrans-
ferase activity. Other studies have shown that increased nucleotide sugar pools, do
not increase glycosylation, as would be expected (61–63,79).

Yang and Butler (61,62) investigated the effects of ammonia on the glycosyla-
tion of EPO expressed in CHO cells. It was observed that increased ammonia con-
centration resulted in a reduction of the tetra-antennary structures and increased the
tri- and biantennary structures. Also, the sialic acid content decreased with increased
ammonia; however, the oligosaccharide sequence did not change. A later study by
Yang and Butler (60) investigated ammonia and glucosamine levels on glycosylation.
Both ammonia and glucosamine reduced the terminal sialylation, increased hetero-
geneity, and reduced the level of O-glycosylation. It was also observed that the
UDP–N-acetylhexsamine pools increased (60).

Elevated CO2 and Osmolality Levels

The effects of elevated CO2 and osmolality on cell growth and production of tPA in
CHO have been investigated (92,94). The effect of CO2 on glycosylation is a very
important bioprocess consideration, since media pH is commonly maintained via
the HCO3

�=CO2 equilibrium and CO2 is a metabolic by-product. It was observed
that the growth rate of CHO was inhibited by CO2 and higher osmolality. However,
tPA productivity was not significantly affected by CO2 and osmolality. Kimura and
Miller (93) observed that in serum-free media, the amount of sialylation decreased
slightly with elevated CO2 and the monosaccharide content of the tPA was relatively
constant. Schmelzer and Miller (94) grew CHO cells expressing tPA under hyperos-
motic stress and elevated CO2. The tPA sialylation was observed to change. They
used amino acids (threonine, glycine, proline) to protect the cells from the hyperos-
motic stress and elevated CO2 levels. Some of the lost sialylation due to these stresses
was recovered by the addition of these amino acids. Interestingly, the extracellular
b-galactosidase levels were unchanged due to the hyperosmotic stress or elevated
CO2 levels. It has been suggested that tPA is relatively robust with respect to glyco-
sylation. On the other hand, EPO is highly sensitive to culture conditions with
respect to glycosylation and sialic acid content (95). EPO sialylation greatly influ-
ences the EPO clearance rate in the patient (2,96,97). Therefore, the effects of
elevated CO2 on glycosylation need to be considered for recombinant glycoproteins,
individually.
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DO Effects

The effect of the DO concentration on cell metabolism and growth has been inves-
tigated for numerous mammalian cell types (74,98–104). A few resear-chers have
extended their investigations to include the influence of DO on N-glycosylation
and the sialic acid content of glycoproteins (74,102–104). Interestingly, these authors
observed that protein production increased with increased DO (102) and N-glycosy-
lation was less sensitive to DO changes than to growth rate (74,101). Jan et al. (103)
observed that even though cell viability, cell growth rate, and MAb productivity
were not significantly influenced by DO changes (10–100% air saturation), the fluxes
through metabolic pathways were significantly affected for a hybridoma cell line.
Ozturk and Palsson (100) investigated cell growth, amino acid, carbohydrate, energy
metabolism, and antibody production for a hybridoma cell line under oxygen stress.
These authors observed that amino acid utilization was significantly increased in an
oxygen-stressed environment. Although the glycosylation of the MAbs was not
addressed, the authors’ data indicate that glycosylation may have been altered, since
the cell switched metabolism to adapt to the low DO.

Lin et al. (101) investigated the influence of DO on glycosylation of tPA in per-
fusion reactors. Although they observed significant chances in the growth rate, meta-
bolism, and protein productivity, they did not observe significant changes in
glycosylation. The methods they used to evaluate glycosylation were in vitro activity
and sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE), meth-
ods known to detect gross changes only. Additionally, the cells were cultivated in
perfusion reactors that never reached steady state, in terms of cell density or media
composition. The DO of the perfusion reactor was changed while the nutrient com-
position of the media was changing. Therefore, it is likely that any changes in glyco-
sylation due to DO were masked by other nutrient influences on glycosylation.

One of the most complete studies on MAb glycosylation examined the influ-
ence of DO on glycosylation (104). Kunkel et al. (104) varied the DO from 10 to
100% air saturation in serum-free chemostats. Glycosylation was evaluated by fluor-
ophore-assisted carbohydrate electrophoresis (FACE) and monosaccharide and oli-
gosaccharide profiles were determined by high-pH anion-exchange chromatography
with pulsed amperometric detection (HPAEC-PAD). The authors observed that
galactosylation decreased as the DO decreased. This decrease in the galactose con-
tent of the oligosaccharide could be the result of disturbances in the ER. The authors
also noted that cells at the lower DO concentrations had increased glycolytic flux and
a decreased tricarboxylic acid cycle flux (104). The changes in the glycosylation of
the MAb were directly related to changes in central metabolic pathway enzyme
activity.

Temperature Effects

The literature regarding the affects of temperature on cell culture productivity and
glycosylation is relatively limited. Research, thus far, has concluded that decreased
growth temperatures have been associated with increased cell viability, decreased
media consumption, and decreased oxygen consumption (64,65,105–107). With
regard to cellular productivity, the effects of decre-ased culture temperature have
been variable. Additionally, the effects of temperature on glycosylation have only
been preliminarily investigated (64,108). Chuppa et al. (64) found that at decreased
growth temperatures, the sialic acid content did not appear to change. Additionally,
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the authors observed that the total sugar content of the protein was lower at 37�C
than at the lower culture temperatures. Kaufmann et al. (65) did not directly examine
glycosylation changes; however, the authors observed changes in posttranslational
modifications, specifically tyrosine phosphorylation. Also, Kaufmann et al. (65) used
two-dimensional polyacrylamide gel electrophoresis (2D-PAGE) to examine the pro-
teome. They observed 10 upregulated proteins at the lower culture temperature.
Thus, they concluded that the molecular mechanisms underlying the change in pro-
tein expression are not well understood and need to be investigated further.

Effects of Extracellular Enzymes

Extracellular enzymes, namely proteases and glycosidases, are believed to play an
important role in protein glycosylation (8,109). A properly glycosylated recombinant
protein is thought to be more resistant to protease degradation (18). Since media
protein components are also substrates for extracellular proteases, industry’s switch
to serum-free and protein-free medias could potentially increase the probability of
proteolytic degradation of the recombinant glycoprotein.

There are five identified types of glycosidases: sialidases, b-galactosidases, b-
hexosaminidases, mannosidases, and fucosidases (109). Glycosidases that are most
important to recombinant protein production are: sialidases and b-galactosidases.
Sialidases remove terminal sialic acids and b-galactosidases remove terminal galac-
toses. Both terminal sialic acid and galactose increase the half-life of a recombinant
protein in circulation. For a glycosidase to cleave sugars from the glycoprotein, the
glycosidase needs to be expressed in the cell, secreted into the media, have specificity
to the glycoprotein, and be stable in the media. Therefore, culture conditions that
minimize extracellular glycosidases will result in increased uniformity and stability
of the recombinant glycoprotein (109).

Goochee and Gramer (110,111) characterized glycosidases from CHO, adeno-
virus-transformed human embryonic kidney (293), mouse myeloma (NS0), and a
hybridoma cell line. The glycosidases isolated from the CHO cell supernatant were
very stable over a wide range of pH and temperature. The glycosidases isolated from
293, NS0, and the hybridoma cell line supernatants were not very stable at neutral
pH or 37�C. The glycosidase activity in CHO cells increased when the cells were
damaged (112). Munzert et al. (113) reported both sialidase activity and loss of pro-
tein sialylation. Ferrari et al. (114) used antisense technology to reduce the sialidase
expression in CHO producing DNase. The final product had a 20–30% increase in
sialylation (114).

Kratje et al. (115) conducted a comprehensive study of CHO proteases. They
determined that one of the main issues with serum-free cultivations is proteolytic
attack and degradation of the recombinant protein. They observed that the cell-spe-
cific protease composition changed, depending on the culture environment. Protease
activity was observed to spike after a media exchange. Normal protease levels
returned after the cells had adapted to the fresh media. Yang and Butler (60) also
noted increased protease activity in serum-free media, observed as truncated forms
of EPO. They hypothesized that amino acid starvation might have caused the ele-
vated protease activity. Satoh et al. (116) first reported two types of proteases in
CHO, an endoprotease and an exopeptidase. The exopeptidase activity increased
with culture time and correlated with the nonviable cell count. Endo-
protease activity was observed to have cysteine protease characteristics and was
secreted continuously by viable cells. No molecular weights were reported for these
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proteases. Froud et al. (117) observed extracellular proteases in CHO that were upre-
gulated during amino acid starvation. Cartwright (118) stated that protease activity
was directly due to amino acid starvation in CHO cells. Gawlitzek et al. (75) reported
that eight amino acids were removed from IL-2 expressed in BHK cells. Goldman
et al. (119) reported up to 10 amino acids removed from IFN-g. Wang et al. (85)
reported EPO degradation by proteases. EPO contained a protease-sensitive region
that bisected the molecule. Therefore, protease and glycosidase activity should be
assessed and monitored during the production of recombinant glycoproteins.

GLYCOSYLATION ANALYSIS

There are many analytical techniques available to determine and quantify protein
glycosylation. These analytical techniques are essential in recombinant protein pro-
duction to ensure product quality, lot-to-lot consistency, and product stability. Gly-
cosylation analytical techniques need to be highly sensitive and able to detect and
separate large molecules containing very small differences. Each analytical technique
measures glycosylation based on different physical and chemical characteristics of
the glycoprotein. Broadly, glycosylation patterns can be obtained via four methods:
separating the glycoprotein by glycoforms, determining the glycoprotein monosac-
charide content, cleaving oligosaccharides from the glycoprotein, and degrading
the glycoprotein via peptidases (120). Separated glycopeptides can be analyzed by
the same methods as intact glycoproteins. The structure and sugar linkages can be
determined for the cleaved oligosaccharides. The analytical techniques that are com-
monly used to quantify glycoproteins are: electrophoresis, liquid chromatography
(LC), mass spectrometry (MS), nuclear magnetic resonance (NMR), and exoglyco-
sidase digestion. To fully characterize a glycoprotein to meet FDA requirements,
at least two or more orthogonal analytical methods need to be used. The selection
of the appropriate analytical techniques is determined by the amount sample
required, cost per sample, desired resolution, and availability of equipment and tech-
nical expertise. All of these factors together must be considered in the selection of
appropriate analytical techniques.

Material Analyzed and Expected Results

The sample preparation necessary to analyze glycoproteins depends on the analytical
method selected; however, the glycoprotein usually needs to be affinity purified.
Once a purified glycoprotein has been obtained, many of the analytical techniques
are sensitive to salts. A desalting step is usually conducted prior to analysis. The
whole or intact glycoprotein can be analyzed directly, or digested and the individual
components analyzed. Figure 6 shows the breakdown of an intact glycoprotein for
analysis into a glycopeptide mixture, individual glycopeptides, oligosaccharides,
and monosaccharides. Each pool shown in Fig. 6 can be analyzed by a variety of
methods. Glycopeptides are obtained by protease digestion of the glycoprotein.
Trypsin is a commonly used protease (120). The glycopeptide mixture is separated
into glycopeptide pools with the same peptide backbone. The individual glycopep-
tides can be analyzed for glycosylation or the oligosaccharides and monosaccharides
can be analyzed after removal from the peptide. Oligosaccharides can be enzymati-
cally or chemically cleaved from the glycoprotein or separated glycopeptides. Mono-
saccharides can be obtained directly from the glycoprotein or glycopeptide via acid
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hydrolysis. Monosaccharides can also be obtained via acid hydrolysis of the oligo-
saccharides (120).

In this review, the type of information that can be obtained from analyzing the
intact glycoprotein, glycopeptides, oligosaccharides, and monosaccharides will be
discussed independently of the analytical techniques. Then, the analytical techniques
will be discussed individually. Since no single technique can routinely provide com-
plete characterization, how the various techniques are used together to obtain the
glycosylation information for a glycoprotein will be discussed. Table 1 lists the ana-
lytical techniques commonly used to characterize the glycosylation of a glycoprotein.
Details are presented regarding starting material, information obtained, sample size,
and analysis difficulty.

Glycoprotein Analysis

Whole or intact glycoproteins can be analyzed based on size (molecular weight),
charge, affinity, and oligosaccharide content. The presence of different oligosacchar-
ides can change the molecular weight of the glycoprotein. The glycoprotein glyco-
forms can be separated from each other by size. Since sialic acid is a negatively
charged sugar, and under some conditions other sugars will take a charge, the pre-
sence of different oligosaccharides can be used to separate the glycoforms by charge.
The oligosaccharides attached to the glycoprotein also alter the shape of the glyco-
protein. The glycoforms can be analyzed for affinity with lectins or antibodies
against oligosaccharide groups. The level of resolution for the glycosylation analysis
of a glycoprotein is relatively low. However, the analytical techniques used are
also relatively easy, fast, and inexpensive. Analysis techniques used on the intact

Figure 6 Fractionation methods to characterize glycoproteins. [Adapted from Refs.
(20,54,121–132).] (See color insert p. 3.)
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glycoprotein are commonly used to assess the variability in fermentations, and can
be used to verify lot-to-lot consistency for a therapeutic glycoprotein (133). Intact
glycoprotein can by analyzed directly by methods such as SDS-PAGE, isoelectric
focusing polyacrylamide gel electrophoresis (IEF-PAGE), 2D-PAGE, Western blots,
capillary electrophoresis (CE), matrix-assisted laser desorption ionization mass spec-
trometry (MALDI-MS), and exoglycosidase digestion.

Glycopeptide Analysis

Glycopeptides obtained from the proteolytic digestion of a glycoprotein are usually
separated into pools with a common peptide backbone. The glycopeptide=peptide
profile may also be used to determine lot-to-lot consistency. For a glycoprotein with
a known amino acid sequence, the peptide fragments can be predicted. Glycopeptide
pools can be separated by charge. The charge is sensitive to the attached oligosac-
charide, due to the relative size of the peptide and oligosaccharide. Different oligo-
saccharides attached to the same peptide can be identified. The glycopeptide
fragment mass can be determined and the oligosaccharide mass calculated. The mass
of the oligosaccharides attached at a specific asparagine is the most important infor-
mation obtained from analysis of glycopeptides. However, since many sugars have
similar masses, unambiguous oligosaccharide structures cannot always be resolved
(121). The glycopeptides can by analyzed by methods such as IEF-PAGE, CE,
high-performance liquid chromatography (HPLC), fast-atom bombardment mass
spectrometry (FAB-MS), electrospray mass spectrometry (ES-MS), MALDI-MS,
liquid chromatography mass spectrometry (LC–MS), and exoglycosidase digestion.

Oligosaccharide Analysis

Oligosaccharides can be obtained from glycoproteins and glycopeptides by either
chemical or enzymatic cleavage (121,122,133). Hydrozinolysis is the most common
method for cleaving N-and O-linked oligosaccharides nonselectively. Most oligosac-
charides can be readily cleaved; however, reducing-end sugar moieties may be mod-
ified (18,120). Hydrozinolysis conditions need to be optimized to minimize the
degradation of terminal GalNAc in O-linked oligosaccharides (122). O-glycosidic
linkages can also be cleaved by b-elimination, with or without the reduction of the
reducing sugar to an alditol (122). The enzyme N-glycosidaseF (PNGaseF) can be
used to cleave N-oligosaccharides from the glycoprotein or glycopeptide at the N-
glycosidic bond (52,75,120). Other endoglycosidases can be used to cleave specific
bonds in the oligosaccharide or between the oligosaccharide and protein (121,123).

PNGaseF is the most commonly used enzymatic method for cleaving N-oligo-
saccharides. Briefly, in a PNGaseF digestion, the oligosaccharides are obtained from
a purified glycoprotein or glycopeptide (20–200 mg) in non-Tris buffer and minimal
salt. The glycoprotein or glycopeptide must be dried, by either a centrifugal vacuum
evaporator or lyophilization. The glycoprotein or glycopeptide is dissolved in a
phosphate buffer at pH 7.5. The sample is boiled for 5 min with SDS (�0.1%
SDS) plus b-mercaptoethanol (50mM), if needed. The detergent Nonidet P-40 is
added to the sample to a final concentration of 0.75%. The enzyme (1 mU PNGaseF)
is added to the sample. The digestion or cleavage reaction, at 37�C, takes at least 2
hr. Typically, the reaction is incubated overnight. After release of oligosaccharide,
the protein is precipitated with three volumes of ethanol at �20�C. The sample is
centrifuged for 5 min at 10,000 rpm. The supernatant is transferred to a clean tube.
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The supernatant contains released oligosaccharides. The oligosaccharides can be
stored at �70�C until further analysis (139).

Once the oligosaccharides have been liberated from either the glycoprotein or
the glycopeptide (Fig. 6), an oligosaccharide profile can be obtained. Oligosacchar-
ides can be analyzed by methods such as FACE, CE, HPLC, FAB-MS, ES-MS,
MALDI-MS, LC–MS, NMR, and exoglycosidase digestion. Usually, the oligosac-
charides from a protein are pooled for analysis, such that site-specific glycosylation
is not determined. If the oligosaccharides are from a glycopeptide containing only
one glycosylation site, then site-specific glycosylation can be determined. Oligosac-
charides can be analyzed for mass, composition, linkages, and sequence information.
Fluorophores are often used to label oligosaccharides to improve detection
(124–126).

Monosaccharide Analysis

Monosaccharides can be obtained directly from an intact glycoprotein or glycopep-
tide pool by acid hydrolysis. Monosaccharides may also be obtained from oligosac-
charides using a mild acid hydrolysis reaction (Fig. 6). The information about the
monosaccharide composition will be the same for monosaccharides obtained directly
from the glycoprotein and the oligosaccharide pool cleaved from that glycoprotein.
The same is true for the glycopeptide=oligosaccharide pathway (Fig. 6). Many ana-
lytical techniques can determine the monosaccharide, the amount of each monosac-
charide, and linkages. In high-resolution analysis techniques, the anomericity of the
monosaccharides can also be determined.

Figure 1 shows the common monosaccharides found in protein oligosacchar-
ides, where xylose is the least common. These sugars can be divided into three
groups: neutral, amino, and acidic. Acid hydrolysis conditions have been optimized
for the cleavage of each monosaccharide group, depending on the source (glycopro-
tein=glycopeptide or oligosaccharide) (124). For example, to hydrolyze neutral
sugars from an intact glycoprotein, 50 mg of dried glycoprotein is incubated in 100
mL 2.0M trifluoroacetic acid (TFA) for 5 hr at 100�C. After incubation, the samples
are dried, and can be stored frozen at �70�C until analyzed. The incubation proce-
dure for acidic sugar release is milder and for amino sugar, harsher. The incubation
conditions for oligosaccharide hydrolysis are milder for each sugar type than the gly-
coprotein incubation conditions (124). The identity, composition, anomericity, and
linkage information for the monosaccharides can be determined by FACE, HPLC,
MALDI-MS, and NMR.

Electrophoresis Methods

Sodium Dodecyl Sulfate Polyacrylamide Gel Electrophoresis

Electrophoresis-based methods separate the material of interest by electric potential.
For SDS-PAGE, the SDS coats a protein with a uniform negative charge, such that
the proteins are separated by molecular weight when a voltage is applied. SDS-
PAGE is a method accepted by FDA for determining the purity and quantity of
therapeutic MAbs, and it is used extensively to compare material from different
batches and to monitor quality during a batch (66,69). However, SDS-PAGE alone
can only resolve gross changes in macroheterogeneity (18). For a small glycoprotein
with few glycosylation sites, glycosylation variants can be detected and quantified,
as demonstrated for IFN-g under glucose-limited conditions (76). SDS-PAGE
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sensitivity has recently been improved by the commercial availability of various exo-
glycosidases. Exoglycosidases cleave specific oligosaccharide bonds on a glycopro-
tein, thus reducing the size of the protein. The spectrum of cleaved glycoproteins,
resulting from numerous cleavage steps by individual glycosidase, is analyzed. The
degree and type of glycosylation can be determined by comparing the cleaved protein
to the original glycoprotein (122,123).

Isoelectric Focusing Polyacrylamide Gel Electrophoresis

Isoelectric focusing gels separate glycoproteins based on the pI of the glycoprotein.
A pH gradient in the gel is created by ampholyte molecules. The glycoprotein
migrates to the region of the gel where the pI of the glycoprotein matches the pH
in the gel. At this point in the gel, the protein has a neutral charge and thus is immo-
bile (126,133). This method is semiquantitative due to staining limitations. IEF-
PAGE can be used to detect gross macroheterogeneity changes in the glycoprotein
(18). Microheterogeneity changes are more difficult to detect due to similar pI values
for most sugars. IEF-PAGE has been used to resolve multiple glycoforms for many
MAbs due to macroheterogeneity, and thus can be used to compare glycosylation
patterns resulting from different culturing methods (68,133). IEF-PAGE is used to
verify lot-to-lot consistence for licensed MAbs. Additionally, IEF-PAGE has also
been used to demonstrate differences in a glycoprotein produced in media at differ-
ent pH values (89,90). IEF-PAGE has also been used to separate EPO glycoforms
(134). The capability of IEF-PAGE to separate glycoforms by charge is important
for therapeutic glycoproteins like EPO, where the sialic acid content correlates with
efficacy. IEF-PAGE will separate glycoforms with different numbers of terminal
sialic acid (133,134).

Two-Dimensional Polyacrylamide Gel Electrophoresis

2D-PAGE is a combination of SDS-PAGE and IEF-PAGE. The glycoprotein is
separated by pI and molecular weight. Each glycoprotein is visualized as a series
of spots at approximately the same size for the different glycoforms corresponding
to different pI values. Since each glycoform is separated, 2D-PAGE can be coupled
with MS to determine the glycoform associated with each spot. 2D-PAGE has
become more reproducible lately due to the use of immobilized ampholytes (126).
2D-PAGE could be used to measure a recombinant protein during production for
posttranslational changes (133).

Immunoblotting

A sensitive method for verifying glycosylation is to use immunolabels. Immunolabel-
ing can be conducted with dot blots or Western blots. For immunoblotting (Western
blotting), the glycoforms are separated by SDS-PAGE. This increases the sensitivity
and decreases the amount of glycoprotein sample required. The separated glyco-
forms are transferred to a solid support, either polyvinlyidene difluoride or nitrocel-
lulose. For dot blots, the glycoprotein is directly bound to the solid support. The
hydroxyl groups of the monosaccharides are oxidized by mild periodate and deriva-
tized to aldehyde groups with biotin or digoxigenin. A streptavidin–alkaline phos-
phatase conjugate can be used with biotin to produce color when an
oligosaccharide group is present. Digoxgenin-labeled oligosaccharides are detected
by an antidigoxgenin antibody–alkaline phosphatase conjugate. The combination
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of SDS-PAGE, exoglycosidase, and Western blot analysis techniques has been used
successfully to characterize glycoforms of recombinant EPO (95,97,135).

Fluorophore-Assisted Carbohydrate Electrophoresis

Another electrophoresis-based technique is FACE. Oligosaccharides and monosac-
charides can be analyzed by this method. FACE is relatively simple and inexpensive.
The glycoprotein can be separated by SDS-PAGE from the other extracellular pro-
teins to purify the glycoprotein. The glycoprotein of interest can be eluded from the
gel. The glycoprotein can be digested to cleave the oligosaccharides or hydrolyzed to
release the monosaccharides. The oligosaccharides or monosaccharides are labeled
with 8-aminonaphthalene-1,3,6-trisulfonate (ANTS). ANTS imparts a negative
charge to the labeled carbohydrates, thus the labeled oligosaccharides or monosac-
charides are separated by mass on polyacrylamide gels for quantification
(104,122,136). Other fluorophores can be used to label oligosaccharides and mono-
saccharides to be separated by electrophoresis. Two common fluorophores are
2-amino acridone and 2-aminoanthranilic acid. By varying the buffer, the oligosac-
charides and monosaccharides can be separated by charge, which can be used to
detect sialic acid substitutions (122). FACE allows for direct comparison of samples
for quantification, since multiple samples can be run on a single gel. FACE is also
compatible with glycosidase sequencing. Oligosaccharide can be cleaved by glycosi-
dases. The oligosaccharides (cleaved and uncleaved) can be run on a single gel for
easy comparison. FACE is also relatively tolerant of salts and detergents. This
method can be used to monitor glycosylation changes during a fermentation due
to bioprocess changes (133). Yang and Butler (61,62) used FACE to determine that
increased ammonia concentrations resulted in a reduction in the number of sialic
acid residues on EPO produced in CHO cells.

Capillary Electrophoresis

A newer technique for detecting glycoform heterogeneity is CE. This technique can
separate glycoproteins, glycopeptides, or oligosaccharides. Very narrow capillaries
are subjected to high voltage, which separate the glycoproteins, glycopeptides, or oli-
gosaccharides by either molecular weight or charge. UV peak detection can be used
to quantify the glycoproteins, glycopeptides, or oligosaccharides. CE is faster than
SDS-PAGE or IEF-PAGE. In addition, smaller samples can be used compared to
SDS-PAGE and IEF-PAGE (18). Typically, fused silica capillaries of 10–100 mm
internal diameter are used. The effective lengths are 10–100 cm. Electric field
strengths as high as 1000 V=cm are used. CE can be coupled to MS after desalting
the eluted sample (127,133). Kakehi et al. (128) reviewed the application of CE to
glycoproteins. Taverna et al. (133) provided a good review on the application of
CE for recombinant glycoproteins and Kakehi et al. (140) reviewed the application
of CE to bioprocess monitoring.

The analysis of glycoproteins by CE is possible due to the amide and aromatic
amino acids in the glycoprotein adsorption of UV. Most glycoprotein separations
are based on the number of sialic acids due to the inherent negative charge of sialic
acid (127,128). Due to the complex interactions of the glycoprotein with the capillary
wall, each glycoprotein separation needs to be optimized to improve resolution
by changing the pH, buffer type, and organic modifiers (128). The major difficulty
in the analysis of glycoproteins by CE is sample loss, which leads to decreased
separation efficiency and poor resolution. Sample loss is due to the adhesion of
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the glycoprotein to the capillary wall. Strategies have been developed to minimize
sample loss. One strategy is to lower the pH, which reduces the charge on the
capillary wall, and thus the affinity of the glycoprotein to the capillary wall. Working
below the pI of the glycoprotein has the same effect. A second strategy is to add
components to the separation buffer that compete for the charged silanols on the
capillary walls. The third strategy is to chemically modify the capillary wall (127).
Once CE conditions are optimized for a particular glycoprotein, CE analysis is fast
and reproducible. For example, Watson and Yao (134) were able to resolve EPO and
GM-CSF by CE because of the different numbers of terminal sialic acids. Goldman
et al. (119) used CE to rapidly determine the proportion of IFN-g glycosylated
during a 500 hr fermentation.

For glycopeptides, CE is able to separate tryptic digests of the glycoprotein
into nonglycosylated and glycosylated species. The nonglycosylated peptides have
shorter retention times. From the predicted peptide map, a one-to-one correspon-
dence between the peaks and the predicted peptide entity can be determined. For
example, tryptic digested EPO results in three glycopeptides, which produced 11
well-resolved peaks by CE. These glycopeptide peaks are due to the microhetero-
geneity of the oligosaccharides. Macroheterogeneity can also be determined from
the relative amounts in the corresponding nonglycosylated peak (128). Thus, tryptic
digests of glycoproteins could be used to monitor product quality during a fermenta-
tion, purification process, or stability study (127). Wu (141) used CE to monitor tPA
glycopeptides, where sialic acid variants were identified.

Oligosaccharides can be detected directly by UV or after precolumn derivatiza-
tion. Direct detection with UV is commonly conducted at 200 nm; however, recent
research has shown that the resolution is better at 185 nm. The oligosaccharide pro-
files obtained by CE at 185 nm are similar to the oligosaccharide profiles obtained by
HPAEC-PAD (128). To improve detection, the oligosaccharides can be labeled with
trisodium 8-amino-1,3,6-pyrene trisulfonate (APTS), ANTS, or 2-aminopyridine.
Sialic acid detection can be improved by labeling with 4,5-dintrocatechol-O,
O-diactic acid (152). Laser-induced fluorescence can also be used to improve
detection (139).

Liquid Chromatography

LC methods can distinguish individual oligosaccharides and quantify the individual
oligosaccharides. There are two approaches for preparing the glycoprotein prior to
the chromatography step. In one approach, the glycoprotein is cleaved into glyco-
peptides with a peptidase, and in the other, the oligosaccharides are cleaved from
the glycoprotein. For the first method, the glycopeptides are separated by reverse-
phase high-performance liquid chromatography (RPHPLC). Peptidases are selected
such that only one oligosaccharide is associated with any peptide. This analysis tech-
nique requires that the amino acid sequence is known in order to predict the resulting
peptides. Trypsin is the most common peptidase used due its broad specificity (120).
Researchers who initially characterized recombinant b-trace protein used trypsin gly-
copeptides (52). The effect of different culture conditions on glycosylation have also
been investigated using trypsin digested-glycopeptides to characterize the N-oligo-
saccharides (75).

Another very sensitive LC method uses Biogel 4 and radiolabeled glycoproteins
that have been degraded by either hydrozinolysis or PNGaseF. Biogel 4 and hydro-
zinolysis were used to characterize the glycosylation of IgM obtained from cells with
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different physiological states: ascites, airlift fermenters, and human blood. The IgM
obtained from the different culturing techniquess had unique glycosylation patterns
(68).

LC coupled to MS (LC–MS) can provide detailed glycosylation by analyzing
the glycopeptides or oligosaccharides (149,150). For glycopeptides, LC is used to
separate the glycopeptides in a proteolytic digestion, and the glycosylation state at
each site is determined by MS. Ohta et al. (149) were able to detect site-specific gly-
cosylation differences in EPO obtained from three different sources. Additionally,
LC–MS detected acetylation, sialylation, and sulfation differences in the three
EPO sources. Oligosaccharide mapping by LC–MS can also determine carbohydrate
heterogeneity. Kawasaki et al. (150) used LC–MS to compare the carbohydrate
characteristic of EPO obtained from different sources.

HPLC Methods

HPLC methods are commonly used to characterize the glycosylation of a glycopro-
tein. Usually, the glycopeptides, oligosaccharides, or monosaccharides are analyzed.
Anion-exchange HPLC separates charged groups, such as sialic acid; however, this
method requires labeling and often the resolution is poor (129). Weak anion-
exchange HPLC was used to demonstrate that the sialic acid content of EPO pro-
duced in CHO was reduced in the presence of elevated ammonia concentration
(137). Labeled monosaccharide can be separated by RPHPLC with excellent resolu-
tion. Labeled oligosaccharides can also be detected by RPHPLC. One advantage of
RPHPLC is that the buffers are salt-free, which is more compatible with MS sys-
tems. Typical labeling agents are anthranilic acid (ABA) for monosaccharides, phe-
nylisothiocyanate (PITC) for amino sugar alcohols, and o-phenylene diamine (OPD)
for sialic acids. ABA and OPD are detected by fluorescence, whereas PITC is
detected by UV absorption. A monosaccharide sample is labeled separately with
each dye to detect the different sugars. Typically, 5–50 mg of glycoprotein are hydro-
lyzed in 20% TFA at 100�C for 6–7 hr to obtain the monosaccharides (129,142).

Xu and Cacia (130) developed an RPHPLC method to monitor the manufac-
turing process development of TNK-tPA (a genetically engineered variant of tPA).
The RPHPLC method was able to identity and quantify the tPA glycoforms. Wu
(141) used RPHPLC to separate tPA glycopeptides and peptides prior to CE. Thus,
macroheterogeneity and microheterogeneity were determined. Wan et al. (143) devel-
oped an HPLC–ES-MS method for the direct analysis of the terminal Gal content of
a glycoprotein. Cell culture media were directly injected into the HPLC followed by
the ES-MS. The results obtained were comparable with the CE methods used to ana-
lyze the purified glycoprotein.

High-pH Anion-Exchange Chromatography with Pulsed Amperometric
Detection

Oligosaccharides and monosaccharides can be analyzed by HPAEC-PAD. Mono-
saccharides are obtained from the glycoprotein or glycopeptide by acid hydrolysis.
Oligosaccharides are cleaved from the glycoprotein or a glycopeptide pool either
enzymatically or chemically (18). The enzyme PNGaseF cleaves N-oligosaccharides
from the glycoprotein or glycopeptide at the N-glycosidic bond (52,74,120). Hydra-
zinolysis can also be used to cleave both N- and O-oligosaccharides from the glyco-
protein or glycopeptide (18,120). Monosaccharides may also be obtained by acid
hydrolysis of the oligosaccharides.
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Once the oligosaccharides have been liberated from either the glycoprotein or
the glycopeptide, HPAEC-PAD can be used to rapidly and sensitively determine and
quantify the glycosylation pattern of the glycoproteins, often termed the oligosac-
charide profile (18,87,120,144). HPAEC-PAD exploits the electrochemical properties
of carbohydrate; however, every sugar electrochemical response is different. To
quantify oligosaccharides by HPAEC-PAD, an identical external standard must
be used to calibrate the peak area. This method has been used detect both macrohe-
terogeneity and microheterogeneity. Monosaccharides can be separated and quanti-
fied by HPAEC-PAD. Monosaccharide standards are required to quantify the
monosaccharides for all anticipated sugars, since each monosaccharide peak height
has a different proportionality based on mass.

Gawlitzek et al. (74,75) used HPAEC-PAD to demonstrate the effect of differ-
ent culture conditions on the N-glycosylation of recombinant IL-2. Robinson et al.
(69) and Patel et al. (66) both observed N-glycosylation pattern changes for an MAb
production with different culture methods and=or conditions. Andersen et al. (87)
demonstrated that HPAEC-PAD was also a sensitive method for determining O-gly-
cosylation. They also were able to correlate increased ammonium ion concentration
with a decrease in the proportion of a(2,6)-linked sialic acid, compared to terminal
GalNAc for GM-CSF secreted by CHO cells (87). Kunkel et al. (104) demonstrated
decreased the galactose content of the oligosaccharides by HPAEC-PAD.

Mass Spectrometry

MS can be used to determine the primary structure of a glycoprotein. Structural
characteristics that can be obtained are branching, linkages, configuration, and iden-
tification of isomer sugars. MS requires that the sample be volatilized. Electron
impact and chemical ionization are both used. Permethylation (chemical ionization)
can be used to release the oligosaccharides by b-elimination. Soft ionization can be
obtained by electron impact, which then allows for the direct ionization and deso-
rption analysis of oligosaccharides, polypeptides, glycopeptides, and intact glycopro-
teins (20). Additionally, gas chromatography can be coupled to electron impact MS
to determine composition and linkages. Biochemical methods, such as exoglycosi-
dases, can be used to aid in the definition of terminal sequences (20). LC coupled
to MS can also improve oligosaccharide analysis of glycoproteins and glycopeptides
(54,149,150). Additionally, tandem MS–MS methods have been develop to further
increase the sensitivity of MS techniques (121).

Fast-Atom Bombardment Mass Spectrometry

The first form of electron impact MS developed was FAB-MS developed in the
1970s. FAB-MS has the highest mass accuracy of the MS techniques and is sensitive
enough to detect the mass change due to an asparagine being changed to an aspar-
tate, a 1 g=mol change (18); however, the molecular weight maximum is only 15 kDa
(1). For FAB-MS, the sample is dissolved in a matrix containing either glycerol or
thioglycerol. An accelerated beam of atoms is fired at the sample. When the acceler-
ated atoms or ions collide with the matrix, the sample is ejected into a high-vacuum
source of the ion source. The sample molecules are ionized producing a positively
charged species called quasimolecular ions (20). In a detailed study to determine
the oligosaccharides of EPO produced in BHK-21 cells (EPO is commercially pro-
duced in CHO by Amgen), FAB-MS was used to identify and quantify 30 different
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oligosaccharides from three N-glycosylation and one O-glycosylation sites (144).
FAB-MS is particular good for providing composition and sequence information.

Electrospray Mass Spectrometry

A less accurate and less expensive MS system is ES-MS. For ES-MS, the sample is
contained in a stream of liquid that is injected into an atmospheric-pressure ion
source of an MS by a capillary. The capillary is subjected to a high voltage that
causes an aerosol of charged droplets to enter the MS. ES-MS is gentle, such that
almost no ionization occurs and therefore very little fragmentation. Fragmentation
of the glycoprotein can be induced in the ES-MS system by collisional activation,
which is then detected by a second MS (also called ES-MS–MS). ES-MS can be
directly coupled to a CE or HPLC system to separate the glycoforms, and then deter-
mine masses accurately to within 0.1% for relatively small molecules (<100 kDa)
(1,20,145). Exoglycosidases can be used to enhance the structural detail for linkage
positions and anomericity of the monosaccharides in the oligosaccharides (122).

Matrix-Assisted Laser Desorption Ionization Mass Spectrometry

MALDI-MS, also called laser desorption mass spectrometry (LD-MS), is less expen-
sive than ES-MS. MALDI-MS was developed in the 1980s to analyzed large mole-
cules (< 300 kDa) (1,131). Most MALDI-MS instruments use time-of-flight (TOF)
to determine the mass to charge (m=z) ratio. MALDI-TOF-MS is 10–100 times more
sensitive than FAB for underivatized oligosaccharides and intact glycoproteins,
although FAB-MS is more sensitive for derivatized compounds (131,132). Also,
MALDI-MS is more tolerant of salts that either FAB or ES. MALDI-MS has a
higher mass range than ES-MS or FAB-MS; however, a glycoprotein with a lot of
heterogeneity can result in a peak with a peak width of �8% (131).

For MALDI-TOF-MS, the sample is embedded in a low-molecular weight
UV-absorbing matrix, and the sample is ionized by a pulsed laser. Very few frag-
ments result, and thus MALDI-MS can be used for screening molecular ions for high
throughput and high sensitivity (20,122). MALDI can be used to determine the
molecular mass of an oligosaccharide, but not the exact linkages. For example,
the number of Hex (Glc, Gal, Man, or Xyl) and HexNAc (GlcNAc or GalNAc) resi-
dues can be determined, but not exactly which Hex is present (122), Sialic acid is
cleaved during the sample preparation, and therefore cannot be detected (122). Exo-
glycosidases can be used to obtain structural detail regarding the linkage position
and anomericity of the monosaccharides in the oligosaccharides (122,131). There-
fore, MALDI-MS is often coupled with other analytical techniques. For example,
first the oligosaccharides are released from an acid denatured protease digested gly-
coprotein. The peptides are removed by RPHPLC and the oligosaccharides are
desalted using size exclusion chromatography. The oligosaccharides are analyzed
by HPAEC-PAD and the monosaccharide content determined by HPAEC-PAD,
gas chromatography mass spectrometry (GC-MS), or FACE. Then, the oligosac-
charides are analyzed by MALDI-MS (132). For example, the absence of GalNAc
can be used to exclude O-glycosylation (146). Harvey (131) provides a comprehen-
sive review of MALDI-MS applications and procedures. LD-MS was used to quan-
tify the various N-oligosaccharide structures at the two N-glycosylation sites for
recombinant IFN-g produced by CHO cells, where temperature, pH, and DO were
held constant. (70).
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Gas Chromatography Mass Spectrometry

GC-MS can be used to identify and determine the composition of monosaccharides.
Prior to analysis by GC-MS, the monosaccharide must be cleaved from the glyco-
protein, glycopeptide, or oligosaccharide into its components. Acid hydrolysis,
methanolysis, and solvolysis by hydrogen fluoride can be used to obtain free mono-
saccharides. Since most monosaccharides are nonvolatile, derivatization is required
(147). Glycosidic bonds have different rates of cleavage. This property can be used to
selectively cleave the neutral, amino, and acidic sugars as discussed previously for
FACE monosaccharide analysis. GC-MS can also be used to determine the structure
of an oligosaccharide up to 10 residues (148).

Each of the cleavage techniques has some limitation, which will be briefly dis-
cussed here. Merkle and Poppe (147) have provided a detailed review of GC-MS
techniques and its limitations. Acid hydrolysis can result in the loss of the N-acetyl
group from amino sugars. Re-N-acetylation is required before the sample is deriva-
tized. Methanolysis does not cleave the GlcNAc attached to the asparagine effi-
ciently, and when released the GlcNAc is not a methlyglycoside like the other
cleaved monosaccharides. Solvolysis cleaves most glycosidic linkages without chan-
ging the N-acetyl groups. There is very little degradation of the released monosac-
charides, so the monosaccharides maybe derivatized immediately. However, the
HF used in solvolysis requires special handling and precautions (147). Derivatization
of the monosaccharide results in alditol acetates or trimethylsilylation. The mass
spectra fragmentation patterns are used to identify the monosaccharide. The peak
heights are used to calculate the amount of each monosaccharide (147).

Nuclear Magnetic Resonance

NMR is a powerful tool for analyzing unknown configurations. Bonding can be
determined and the conformation of an oligosaccharide precisely determined for
an unknown species. This is very useful when many oligosaccharide configurations
(microheterogeneity) can exist at a single site. NMR is also nondestructive, so sam-
ples are still available for further analysis. For example, in the b-trace protein, the
Asn sites 25 and 97, depending on culture age, had up to 15 and 19 different oligo-
saccharide configurations, respectively, all of which were distinguished by NMR
(52). NMR can determine the structure of the monomer, anomericity, the linkage
between residues, and the nature and degree of substitutions (i.e., P, SO4

�)
(9,13,122). Nimtz et al. (144) were able to demonstrate that NMR provides struc-
tural detail, while HPAEC-PAD provides rapid sensitive analysis for batch compar-
isons. NMR is not a tool appropriate for production monitoring, since very large
pure samples are required. However, NMR can be a critical analytical method for
drug development in determining glycoprotein structures.

Exoglycosidase Digestion

Exoglycosidases are to carbohydrates, what restriction enzymes are to DNA.
Exoglycosidases cleave very specifically the terminal monosaccharide on a glycopro-
tein, glycopeptide, or oligosaccharide. The exoglycosidase can be specific to a sugar
or glycosidic linkage (153). Exoglycosidases can be used to determine the identity,
and absolute and anomeric configuration, and with some enzymes, the linkages posi-
tion of the oligosaccharide (126). Thus, oligosaccharides can be sequenced by
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sequentially removing sugars. The remaining oligosaccharide can be labeled with 7-
amino-4-methycoumarin and separated by thin-layer chromatography or electro-
phoresis (153). For example, b-galactosidase from Diplococcus pneumoniae will
recognize Galb(1,4)-GlcNAc, but not Galb(1,3)-GlcNAc (122). Exoglycosidases
can be used with a colorimetric assay to monitor the Gal content of a recombinant
protein for batch-to-batch consistency and to optimize the production pH, time, and
temperature (151). There are well over 25 exoglycosidases commercially available
that can be used to characterize a glycoprotein. O’Neill (123) provides a detailed
review of exoglycosidases, including the history, characterization, and specificity.

CONCLUSIONS

Protein glycosylation is the most common posttranslational modification in eukaryo-
tic cells. One-half to one percent of the genome appears to be involved in glycosyla-
tion, on the same order of magnitude as protein phosphorylation. There are two
main types of glycosylation: N-linked oligosaccharides and O-linked oligosacchar-
ides. All eukaryotic cells glycosylate proteins via common pathways; however, evolu-
tion has imparted many variations. The N-glycosylation pathway has three steps: the
dolichol cycle and oligosaccharide transfer to the protein, the trimming reactions
where glucose and mannose residues are removed, and the branching reactions that
construct the oligosaccharide antennae. O-glycosylation, unlike N-glycosylation, is
not generated by the transfer of a lipid-sugar onto the protein, but by the direct,
sequential transfer of monosaccharides onto the protein. The glycosylation require-
ments of a recombinant glycoprotein are completely dependent on efficacy in the
patient. Glycosylation is now recognized as a necessary component for many thera-
peutic enzymes, antibodies, and hormones. It is also recognized that many environ-
mental factors affect glycosylation in cell culture. Recombinant glycoproteins can be
produced in yeast, fungi, plants, insect cells, transgenic animals, and mammalian
cells. However; to date, the only licensed therapeutic glycoproteins are produced
by S. cerevisiae and mammalian cell culture.

Early therapeutic glycoprotein development was hindered by the lack of ana-
lytical techniques to measure glycosylation and an incomplete understanding of
the cellular processes that controlled glycosylation. More ground is now being cov-
ered with respect to the cellular processes involved in glycosylation; however, there is
still much work to be done. There are now many analytical techniques available to
determine and quantify protein glycosylation. These analytical techniques are highly
sensitive and able to detect and separate large molecules containing very small differ-
ences. The analytical techniques that are commonly used to quantify glycoproteins
are electrophoresis, LC, MS, NMR, and exoglycosidase digestion. To fully charac-
terize a glycoprotein, at least two or more orthogonal analytical techniques need
to be used.
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Cell Culture Bioreactors
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AstraZeneca Biotech Laboratory, Södertälje, Sweden

INTRODUCTION

Historically, cell cultivation was first devised at the beginning of the 20th century
(1,2). For many years, it was restricted to simple small-scale propagation systems
applied to tissue culture for basic research. Simultaneously, large bioreactors were
already in use for the production of commercially interesting secondary metabolites
exploiting microbial fermentation. The development of industrial-scale cell culture
bioreactors started in the mid-1950s in response to the need for mass cultivation
techniques that were suitable for vaccine production as demanded by the massive
vaccination programs launched at that time. Previously, roller bottles were used to
culture primary cells at relatively limited scale for vaccine production. These initial
cell culture bioreactors were specifically designed for adherent cells, examples are
plate propagators and packed beds as reviewed in Refs. (3,4). The first commercially
interesting suspension cell products [food-and-mouth disease vaccine produced in
suspension culture of BHK cells and interferon produced in Namalva cells (5)] sti-
mulated the adaptation of homogeneous bioreactor systems used for microbial cul-
ture to the requirements of the mechanically more sensitive animal cells. The advent
of the monoclonal antibody era in the 1970s then gave rise to the development of a
plethora of different bioreactors and culture systems suitable for suspension cell cul-
ture with special emphasis on increasing the product yield per unit volume through
improved nutrient supply and waste product removal. These specialized systems
include hollow fiber, fluidized bed reactors, and other different types of compartmen-
talized bioreactors based on cell immobilization and perfusion of fresh medium
through the cell-containing compartment (6). The basic idea was to overcome the
major limitations of cell cultivation, i.e., slow cell growth and low final cell densities,
by providing an environment that allows the cells to continuously produce the pro-
duct of interest at high levels. In parallel, a large number of cell retention devices for
stirred tanks or airlift bioreactors were developed allowing for continuous exchange
of medium in homogeneous systems. Recombinant DNA technology, which is the
basis of modern biotechnology today, enabled the production of a series of protein
therapeutics in mammalian cells in the 1980s. This novel opportunity had further
impact on the development and optimization of bioreactors for suspension as well
as anchorage-dependent cells in large scale. In this regard, a severe biomanufacturing
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bottleneck is forecasted for the coming decade due to the strong product pipeline for
fully human monoclonal antibodies and ultra-large scale bioreactors beyond the
20m2 scale are discussed to meet this anticipated demand of several kilograms of
protein per year (7). At the same time scaled-down systems are becoming more
important to enable multiple parallel experimental approaches to be taken for cell
line and process development. Since the mid-1990s, the available knowledge has also
been applied to the design of bioreactors used for artificial organs (8–13) and systems
for tissue and stem cell culture (14,15). Other more recent applications are the pro-
duction of viral vectors for genetic vaccination or gene therapy (16–19).

This chapter aims to review the different cell culture bioreactor systems devel-
oped for suspension and anchorage-dependent cells during the last 50 years of indus-
trial cell culture. Major emphasis is given to well-established bioreactors of broad
applicability and an attempt is made to give a comprehensive overview of cell culture
systems developed for specific applications that in many cases might not be commer-
cially available. The primary role of a bioreactor is to provide containment with sui-
table conditions for cell growth and product formation. In principle, this can be
achieved by mimicking the environment a cell is exposed to in a tissue, i.e., ensuring
hemostasis by exclusion of microorganisms, thermostatization, continuous supply of
oxygen, nutrients, and growth factors, and removal of CO2 and waste products.
Adherent cells will also require a surface for attachment. Therefore, one way to
describe bioreactors for animal cells is to categorize them into either suitable for sus-
pension or anchorage-dependent cell culture. Some systems may also be modified or
adapted for the cultivation of both types. In general, bioreactors can be distinguished
in homogeneous systems where the cells are uniformly distributed in the bioreactor
and heterogeneous systems, which are characterized by a separation of cells and
medium using different types of membranes. Homogeneous systems are well-mixed
systems whereas in heterogeneous systems gradient formation can occur.

The description of the different bioreactors covers functional principles, engi-
neering considerations, and scale-up. Examples of applications in terms of cell lines
cultured, products recovered, or novel purposes other than production of proteins
are given. Advantages and limitations of the different systems are discussed as well
as general performance regarding cell densities and productivity. Typical bioreactor
operation modes are described in general terms and the relative merits for different
applications are discussed. Finally, an attempt is made to summarize technical, scien-
tific, economic, and regulatory considerations related to the selection of a certain
bioreactor system and their impact on the design.

BIOREACTORS FOR SUSPENSION CELL CULTURES

Small-Scale Culture Systems

Small-scale culture systems are characterized by a relatively simple design and low
level of instrumentation and control. Traditionally, roller bottles and spinner flasks
have been used for small-scale suspension culture although even T-flasks, Petri
dishes, multiwell plates, and other stationary culture systems are applicable for sus-
pension cell propagation in small-scale. Spinner flasks (Techne, Integra Biosciences,
etc.) are available from 125mL to 5L working volume for operation in humidified
CO2 incubators. Larger flasks up to 36L require access to warm rooms or can be
operated with heating belts (Belco). They are generally made of glass but flasks made
of plastics (NalgeNunc) are also available. The most primitive design consists of a
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flask with two side ports for inoculum and medium addition and a magnetically
coupled stirrer either of a bar type on a central axis or a conical pendulum (20).
The stirrer rate is maintained between 30 and 100 rpm, frequently as low as possible
to prevent sedimentation of cells. The flasks are commonly kept in a humidified CO2

incubator and gas transfer takes place via the headspace through slightly opened
caps. Oxygen transfer coefficients in the rage of 0.1–4 h�1 are reported for spinners
(21). A general drawback of this design is the very low oxygen transfer resulting in
oxygen limitation already at relatively low cell densities. To maximize oxygen trans-
fer in spinners the height to surface ratio should be kept low; i.e. the working volume
should be minimized. To overcome this limitation but still keeping it a simple culture
system a special floating stirrer has been suggested (20). Another solution to over-
come gas transfer limitations is to submerge gas permeable membranes in the culture
fluid [Biott Spinner (22)]. Heidemann et al. developed the so-called Superspinner (23)
where microporous polypropylene membranes are fixed on a pendulum stirrer in a
standard 1 L Schott glass bottle and the incubator air=CO2 mixture is pumped
through the membrane and the headspace using a simple air pump. This spinner
flask set-up is also used in a recently developed small-scale screening system where
pH and oxygen electrodes are introduced for monitoring and control (DASGIP)
(24). Spinner flasks have been widely used for the cultivation of many different sus-
pension cell lines (primary and transformed mammalian and insect cell lines) for a
variety of applications within preclinical research, process development, and for
inoculum expansion in production. In addition, shaker flasks are commonly used
for the propagation of suspension cells, not only insect cells (25) but also hybridoma
or CHO cells (26,27). It is also possible to culture suspension cells in sterile plastic
tubes; e.g., centrifuge tubes, placed in a modified shaker apparatus or roller drums
(New Brunswick Scientific and models from other manufacturers) inside a humidi-
fied CO2 incubator. This set-up is commonly used for simple screening purposes
in media development trials where numerous parallel experiments are undertaken.
Microtiter plates are increasingly used for screening and optimization purposes in
cell culture (28), in the area of high-throughput protein expression, and biopharma-
ceutical cell and process development. However, little knowledge is currently avail-
able on the fundamental characteristics affecting culture conditions in this system
(29,30). Generally, scale-down techniques are becoming more important in industrial
process development and optimization. A review by Palomares and Ramirez (31)
summarizes the approach and provides examples and experimental configurations.

Another simple culture system is the WaveBioreactorTM (32) made for suspen-
sion cell culture of 100mL up to 500L volumes in disposable plastic bags (see Fig. 1).
Oxygen is transferred through the gas permeable wall. Due to the rocking motion of
the bag on a rocker base oxygen transfer is considerably improved compared to spin-
ner culture. The system can be operated in CO2 incubators or standalone in combi-
nation with a heater and a CO2 control unit. Singh (32) describes the application of
the system for monoclonal antibody production, adenovirus production with HEK
293 cells, and baculovirus production with insect cells. Due to the disposable nature
of the bioreactor it offers clear advantages for cell therapy related to patient safety.

Stirred Tank Reactors

General

Stirred tank bioreactors (STR) are the most widely used bioreactor type to
cultivate suspension cells, mainly due to the broad experience obtained in microbial
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fermentation. They have successfully been used for the cultivation of a wide variety
of suspension cells and cells adapted to growth in suspension such as hybridoma
cells, CHO, BHK 21, HEK293, and others. Commercial applications are the produc-
tion of monoclonal antibodies (33,34), recombinant proteins such as blood coagula-
tion factor VIII, tPA, erythropoietin, and other proteins for replacement therapy
(35,36), vaccines (37), growth factors, and interferon (5). Novel applications are in
gene and cell therapy such as the expansion of hematopoietic cells (14) for reconsti-
tuting in vivo hematopoiesis in patients who have undergone intensive chemother-
apy, the cultivation of human T-cells for immunotherapy (15), or for the
production of virus vectors (17).

A schematic drawing of a typical bioreactor setup is given in Fig. 2. Major
advantages are the relative ease of handling and the familiarity of technical personnel
with this reactor type. Scale-up principles are better characterized compared to other
bioreactor types and mechanical design principles for sterilization-in-place (SIP) and
cleaning-in-place (CIP) are known to manufacturing engineers. Furthermore, regu-
latory agencies are experienced with products obtained from this bioreactor type
in batch, fed-batch, and perfusion modes. Especially for contract manufacturers
and pilot production facilities in the pharmaceutical industry the high flexibility in
terms of applicable working volumes, suitability for different cell types, operation
modes, and products is a clear economic advantage.

Large-scale stirred tanks are used widely in the chemical and biochemical
industries up to scales of several thousand cubic meters. For animal cells maximum
working volumes of 15000L have been reported (5,38). In the past some pharmaceu-
tical companies have used their own engineering departments for the construction of
large bioreactors. In addition, a number of manufacturers provide stirred tank reac-
tors from 0.5 L to 15m3. During the last 15 years, a consolidation of the number of

Figure 1 Schematic representation of the WaveTM bioreactor with wave-induced agitation.
[Reprinted from Ref. (32), Copyright # 1999 with kind permission from Kluwer Academic
Publishers.]
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Figure 2 Schematic drawing of stirred tank bioreactor equipped with silicone tubing for
bubble free oxygen transfer. 1 reactor vessel, 2 jacket, 3 jacket connections, 4 ports for pH,
temperature, pO2 electrodes, 5 sample valve with steam connection, 6 harvest valve with steam
connection, 7 inoculum valve array with steam connection, 8 connection for acid, base, anti-
foam, 9 three-blade segment impeller, 10 air inlet filter of aeration basket, 11 air outlet filter of
aeration basket, 12 aeration basket, 13 exhaust cooler, 14 high foam alarm, 15 exhaust filter,
16 relief valve, 17 mechanical seal, 18 motor, 19 sensor port, 20 sight glass with light (not
shown), 21 lateral sight glass. (Courtesy of B. Braun Biotech International.)
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bioreactor manufacturers has occurred. Major suppliers internationally active in this
market segment at present are listed in Table 1.

General design criteria are derived from STRs for microbial culture (39,40) but
modified to meet the requirements of the more sensitive animal cells. Specifically, the
shear sensitivity of animal cells needs consideration regarding the design of impellers,
use of baffles, aspect ratio, and oxygenation method.

Mixing

Agitation in stirred tanks aims for homogeneous suspension of the cells and the pre-
vention of chemical (nutrients, waste products), physical (pH, oxygen, carbon diox-
ide), and thermal gradients in the vessel. Typically, large impellers (impeller diameter
�0.5� vessel diameter) with an axial fluid flow characteristics such as marine-type
impellers, large paddle impellers, or segmented impellers (see Fig. 3) are used to
achieve nonturbulent bulk flow patterns at minimum shear rates (41–45). Turbine
impellers as used in microbial bioreactors cause damage to many cell lines and suffi-
cient mixing requires rather high stirrer speed. Pumping capacity can be maximized
and mixing times minimized by the use of large agitators operated at low stirrer rates
rather than small impellers at high stirrer rates (46). As the reactor size increases,
especially with increasing height, it becomes necessary to install multiple impellers
to prevent compartmentalization of the fluid. In such setups attention has to be paid
to optimum positioning of impellers regarding mixing times and homogeneity at a

Figure 3 Schematic drawing of large paddle impeller (left) and three-blade segment impeller
(right). [Reprinted from Ref. (42), Copyright # 1993, with kind permission from Kluwer
Academic Publishers.]

Table 1 International Suppliers of Stirred Tank Bioreactors

Name Web address

Abec http:==www.abec.com
Applikon http:==www.applikon.com
B. Braun Biotech International http:==www.bbraunbiotech.com
Bioengineering http:==www.bioengineering.ch
Infors http:==www.infors.ch
New Brunswick Scientific http:==www.nbsc.com
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given stirrer speed. Details regarding impeller choice, scale-up, and transitions
between flow regimes are given in Ref. (47). Many other impeller types have been
suggested in the past. Anchor mixers (41) provide superior mass transfer when using
an aeration basket with silicon tubing wrapped around (48) due to its radial trans-
port characteristics. Feder and Tolbert suggested a sail impeller that should provide
low shear homogeneous mixing (49). Comparative studies using a shear-sensitive
inorganic test system revealed, however, that lowest shear forces as determined by
disruption of the flocks were obtained with a three-blade segment impeller followed
by a large pitch bladed impeller (42). Different helical impeller types have been
applied for insect and plant cell cultures (50,51). In combination with special baffles
at the gas–liquid interface surface oxygen transfer rates of 4 up to 45 h�1 were
reported for water and agar suspensions (51). The cell lift impeller (52) is character-
ized by a very specific design for gentle mixing by pumping the fluid upwards
through an axial cylinder and gas transfer in a surrounding aeration cavity covered
by a mesh screen (see Fig. 10). The annular cage impeller (53) is very similar in design
but provides improved oxygen transfer. Even other mixer types such as the Vibro-
mixer (54–56) and the vibrating mixer described by Monahan (57) are combined
mixing and oxygen transfer devices. Blasey (56) reported on the advantageous appli-
cation of the Vibromixer for keeping BHK21 cells in single cell suspension. A special
tumbling membrane stirrer developed by Lehmann (1–100L bioreactor scale) (58–
60) provides gentle mixing and efficient gas transfer through hydrophobic polypro-
pylene membranes. Despite the variety of impeller types described, marine impeller
designs generating an upward fluid flow with a rather low radial dispersion are domi-
nant for suspension culture in industrial bioreactor setups.

In the literature, a number of scale-up criteria valid for agitation rate and toler-
able shear forces are discussed such as impeller tip speed (61), integrated shear factor
(62), or Kolmogorov’s theory of isotropic turbulence (63–65). For hybridoma cells a
maximum tolerable tip speed of 1 m=sec is reported for laboratory scale (1–10L)
STRs (42,66). Other authors state tolerable tip speeds of up to 2m=sec (46,67). A
very important consideration for cell damage by agitation is vortex formation with
bubble entrainment since this phenomenon is very likely to cause cell death (66).
Other authors have investigated the effect of agitation rate on cell growth and pro-
duct formation with and without sparging (68). They found that increasing stirrer
speed alone did not cause cell damage but in combination with direct sparging a
decrease in cell growth rate and maximum density was observed. The use of baffles
is avoided in animal cell culture to minimize the generation of shear forces. If the
agitation rate is too low dead zones are formed causing cell sedimentation and sub-
sequent irreversible aggregation.

Aeration

Typical aspect ratios (height–diameter) for stirred tank reactors vary between 1:1
and 3:1. At low aspect ratios gas transfer via the headspace of the vessel is improved
due to the relatively high surface to volume ratio. Stirred tank reactors used for
microcarrier culture are frequently designed accordingly. However, higher aspect
ratios offer advantages when direct sparging is used for oxygenation of the cell cul-
ture. Better dispersion and longer residence times of gas bubbles in the culture liquid
are obtained resulting in improved gas transfer rates. Direct sparging of air or oxy-
gen is performed with ringspargers (drilled holes> 0.5mm diameter) similarly
designed as those used in microbial fermenters or microspargers made of sintered
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stainless steel material (10–100mM pore size). Especially in small bioreactors exces-
sive sparging leads to considerable cell damage and death as the cells are disrupted
when the bubbles burst at the gas–liquid interface. In larger bioreactors excessive
sparging and foam formation can be minimized effectively by applying microspar-
ging with pure oxygen at low flow rates with optimized pO2 control parameters.
The observation that shear stress through sparging is decreased as the reactor size
increases is confirmed by Henzler’s (48) theoretical treatment of sparging in different
reactor scales.

The gas–liquid interfacial phenomena and their effects on growth, viability,
and productivity of animal cells have been extensively studied by many authors
(15,69–75). For a recent review see Ref. (76). Cell damage through bursting bubbles
is even increased in serum-free or protein-free media due to the missing shear protec-
tion provided by serum or albumin. Therefore, surface active substances such as
Pluronic F68, Polyvinylalcohol, Methocel, and other polymers are typically added
to cell culture media (77,78). Furthermore, cells might be entrapped in stable foam
layers generated by excessive aeration with microspargers (79). Foaming can be
reduced by the addition of antifoam agents, although these agents may negatively
interfere during downstream processing. Alternatively, the use of a hydrophobic
net made of polysiloxane placed onto the liquid has been proposed (80). Despite
the shear and foam related challenges, direct sparging is most frequently used in stir-
red tank reactors larger than 10 L due to the high oxygen transfer rates provided
(48,81) and the simple scale-up, handling, in situ sterilization (SIP) and cleaning-
in-place (CIP) of the equipment.

Another problem encountered with microsparging is carbon dioxide (CO2)
accumulation as a result of the low flow rates of pure oxygen (<0.01 vvm) applied
to minimize cell disruption and foam formation. Elevated pCO2 levels decrease the
medium pH and may adversely affect productivity (82,83), cell growth, or glycosyla-
tion of protein products (84). Therefore, oxygen transfer and CO2 stripping needs to
be balanced carefully via optimized bubble size and airflow rate. Another possibility
to remove excessive CO2 is through intense ventilation of the headspace with air.
Stripping can further be improved through a radial impeller directly below the liquid
surface (48). Addition of HEPES (zwitterionic organic buffer) to increase the buffer
capacity or sodium hydroxide or bicarbonate as corrective agents will, however,
rather increase the pCO2 and osmolarity (85) and may even lead to cell damage
due to high local pH values (86). To overcome these problems an optimized direct
sparging strategy taking into account the CO2 accumulation was recently proposed
by a research group at Bayer (87,88).

Bubble-free oxygen transfer methods were suggested for stirred tanks via thin,
gas permeable silicone tubes (89,90) or microporous membranes made of PTFE
(91,92) or polypropylene (59). These systems have significantly lower oxygen transfer
capacities when compared to direct sparging. Scale-up of membrane aeration devices
is very limited and the largest vessels constructed provide 100–300L working volume
(59,93).

Arranging many meters of tubing to maximize mass transfer and mixing is an
engineering challenge. In particular, sedimentation of cells, cell aggregates, or micro-
carriers may occur. A comparison of oxygen transfer rates reported in the literature
is given in Table 2. Oxygen consumption rates determined for different cell lines
(CHO, BHK, hybridoma cells, insect cells, hematopoietic cells) are in the range of
0.02–0.6 mmol=106cells=hr (14,94–96). Based on these data it can be calculated that
an oxygen transfer coefficient kIa of 0.4–4 h�1 is necessary to supply sufficient
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oxygen to �106 cells per ml at a pO2 of 30% air saturation. This rough estimation
clearly indicates that at higher cell densities membrane oxygenation systems may
not guarantee sufficient oxygen transfer even when using pure oxygen especially in
a larger scale.

A detailed comparative discussion of oxygen transfer characteristics in stirred
tanks using different oxygenation methods, i.e., surface, sparger, and membrane
aeration, in connection with impeller design and medium additives such as Pluronic
F 68 and albumin, is provided by Henzler (48), Aunins (97), and Moreira (81).

Perfusion

Suspension culture in STRs offers broad flexibility regarding operation mode. In the
pharmaceutical industry typically batch, repeated batch and fed-batch processes are
applied for production purposes. Continuous cultures such as in chemostat or cyto-
stat mode (98,99) have been mainly used for scientific investigation and optimization
of cell growth, metabolism, and productivity under different conditions (100–107).
During the last 10 years perfusion culture, i.e., the continuous exchange of spent
medium while retaining the cells in the bioreactor has become an established technol-
ogy. Schematic bioreactor setups for internal and external perfusion devices are
shown in Fig. 4. Perfusion culture has been used for production of monoclonal anti-
bodies (108,109) and recombinant proteins (35,110–115). Large-scale operations
(�1m3 bioreactor scale) are running at Bayer (35), Biovitrum (116), Chiron (84),
and others. Devices for continuous harvest of cell-free supernatant from suspension
cultures are based on either sedimentation or filtration as the separation principle.
Critical parameters for the design of such devices are the size of suspension cells
(10–30 mm), their low density [�5% greater than that of the medium (117)], and their

Figure 4 Schematic representation of perfusion operation of stirred tank bioreactors. (A)
External cell retention unit recycling the cells back to the bioreactor. (B) Internal cell retention
via a spinfilter.
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shear sensitivity. For filtration-based separation devices, the content of cell debris
and macromolecules in the culture supernatant, i.e., supplemented or cellular pro-
teins and released DNA, frequently cause problems in operation longevity due to
membrane clogging (118).

During the last 20 years a large number of different devices for operation in an
external loop or satellite vessel of the bioreactor or inside the vessel have been
described in the literature (see Table 3). However, only a limited number of systems
are commercially available to date. Generally, external systems can easily be
exchanged upon failure and offer the advantage of scale-up via application of paral-
lel units. However, controlling critical culture parameters such as pO2, pH, and tem-
perature is difficult and the need to use pumps to recycle the cell suspension may
cause mechanical damage to sensitive cells. The most commonly used devices for sus-
pension cell perfusion culture are continuous centrifuges (119,120), different types of
settlers (121–123), external cross-flow filtration devices (124,125), and spinfilters
made of metal screens, either operated in the bioreactor (33,93) or an external loop
(126).

In the following paragraph internal retention systems specific for stirred tanks
will be described briefly. Microporous polypropylene membrane segments (0.2 mm
pore size) of the above described membrane stirrer were hydrophilized with ethanol
and applied for intermittent harvest of culture supernatant and feed of fresh medium
(59,127,128) or even recycling of amino acid enriched harvest (129). A static perfu-
sion module equipped with permanently hydrophilic microporous PTFE membrane
was used for hybridoma and insect cell culture in 2–10L stirred tanks (130). Rotating
wire cages, so-called spinfilters, mounted on the stirrer axis or driven via an indepen-
dent motor, have been used with single cell suspensions (nominal pore sizes in the
range of 5–20 mm) (131,132) and aggregate forming cell lines (nominal pore sizes
40–120 mm) (133,134). Several authors described continuous perfusion cultivation
of suspension cells over weeks up to months at retention rates >90% leading to max-
imum cell densities far beyond 1� 107=mL (33,111,131–142). Especially at low pore
sizes frequent clogging has been reported (33). At larger pore sizes noncomplete cell
retention is obtained for single cells (typical cell diameter 10–20mm). Therefore, the
pore size has to be carefully balanced with the desired retention rate to avoid early
termination of the culture. Factors affecting the retention degree of suspension cells,
filtration performance, and scale-up have been investigated by several authors
(93,141,143–146) but are still not completely understood. From the literature it
can be deducted that pore size, surface velocity of the mesh, agitation rate, the fluid
flow pattern in the stirred tank (132,141,147,148), and the type of applied mesh
(142,149) are important parameters determining spinfilter performance. Due to their
mechanical robustness scale-up has been shown in stirred tanks up to several hun-
dred liters (93,137,140,145). Despite the vast literature it is rather challenging to suc-
cessfully design and operate spinfilter bioreactors for suspension cells due to the
empirical nature of the data gathered so far.

A variety of sedimentation devices for suspension cells suitable mainly for
small-scale cell culture have been developed. Settlers permit only slow perfusion rates
for single cell suspensions since mammalian cells settle at a rate of 2–10 cm=hr and
retention is therefore often not complete. Several authors applied systems based
on gravitational settling (121,150–153), and Tokashiki (154) succeeded to scale-up
based on this principle to the 22L scale and claimed a scale-up potential to some
200L. Sato (155) and more recently Hosoi (156) perfused Namalva and hybridoma
cells by applying centrifugal forces to facilitate settling in an enlarged hollow stirrer
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shaft. A more detailed description of these internal settling devices and their scale-up
is given in Ref.(157). A major advantage is that failure due to clogging does not
occur since separation is not carried out via a physical barrier and selective retention
of viable cells can be achieved due to the twofold lower sedimentation velocity of
nonviable cells (158). This observation is generally valid for sedimentation-based
perfusion devices and has been shown also for external centrifuges applied to recycle
the cells back to the bioreactor (159) and ultrasonic separation (160). Recent reviews
on perfusion devices have be published by Tokashiki (157) and Woodside (161).

Airlift Reactors

General

In addition to STRs, airlift reactors are widely used for suspension cell culture.
The largest published scale of airlifts applied for animal cell culture is 2m3, which is
routinely used for monoclonal antibody production at LONZA (46,162). This rela-
tively new bioreactor type has been scaled-up to 1500m3 for microbial fermentation
and 17,000m3 for wastewater treatment (163) demonstrating its enormous scale-up
potential. There are several publications on the use of this bioreactor type for sus-
pension growth of mammalian (hybridoma, BHK, CHO, Namalva) (122,164–166)
and insect cell lines (167). Even studies on microcarrier cell culture were reported
(168,169) although it has generally been considered impractical due to microcarrier
aggregation at the air–medium interface (70). Airlifts can be regarded as a type of
bubble column since mixing is provided by the introduction of gas bubbles at the
base of a tall column (170). In bubble columns the ascending bubbles cause random
mixing. In airlifts, fluid circulation is obtained by mechanical separation of a channel
for gas=liquid up-flow (riser) and a channel for down-flow (downcomer). These
channels are connected at the top and the bottom of the column forming a closed
loop. Fluid flow is driven by the density difference between the sparged fluid in
the riser and the bubble-free fluid in the downcomer. Basically, two different geo-
metric configurations can be distinguished: (a) external loop vessels where the circu-
lation takes place through an external loop and (b) baffled vessels with either a
cylindrical draft tube or a simple baffle resulting in an internal loop circulation
(see Fig. 5). In airlifts mixing and oxygen transfer are generally coupled, i.e., the
gas flow rate is controlled by the oxygen demand of the culture and determines
the hydrodynamic conditions in the bioreactor. In order to decouple mixing and oxy-
gen transfer, pH and pO2 can be controlled by varying the composition of a carrier
gas (air or nitrogen) regarding oxygen and CO2 at a maintained total gas flow rate.
Typical superficial gas velocities are in the range of 0.001–0.01m=s (67) and corre-
sponding kIa values of 0.7–20 h�1 were reported (46).

Major design considerations are geometrical configuration of the riser and
downcomer, aspect ratio, sparger layout, positions for electrodes, sample ports, feed
and base addition. The most widely used design for animal cell culture is a bubble
column with a concentrical draft tube. Typical aspect ratios are in the range of 6:1
to 12:1 (67,162,171). Optimum mixing is obtained by keeping the cross-sectional area
of the downcomer similar to that of the riser. It has also been shown that the cylind-
rical area below and above the draft tube is affecting mixing. A recent review of the
design and scale-up of airlift bioreactors was given by Varley and Birch (46); a com-
prehensive description of the engineering principle can be found in Ref. (163).

The main advantage quoted for airlift over STRs beside its ease of scale-up is
that no moving parts and mechanical seals are needed which improves the reliability
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of sterile operation (162,170). Despite these advantages the airlift is not as widely
used and modified for cell culture as the STR. This has historical reasons but might
also be due to the limited flexibility in terms of working volumes and suitability for
microcarrier culture. Another advantage frequently quoted is its gentler mixing
action and suitability for shear-sensitive cells (170). However, similar considerations
as described for direct sparging in stirred tank reactors are valid for cell damage and
CO2 accumulation (65).

A number of authors have studied the shear sensitivity of different cell lines
such as hybridomas, BHK and insect cells in airlift and bubble column bioreactors
and the effect of serum or surfactant concentration, sparger design, bubble size, and
column height on cell survival (117,167,172–174). Although most reports on the use
of airlift bioreactors are based on batch culture, it is generally possible to operate the
system at high cell densities using external cell retention systems similar to those
described for STRs. For example, Hülscher (122) used an external settler for the
selective recycle of viable cells to an airlift loop reactor. Integrated perfusion devices
on the basis of settling zones in external-loop airlifts are described in Ref. (175).

Modifications

A modification of the bubble column principle is the inclined plate bioreactor (176)
designed to reduce the effect of bursting bubbles on cells. The inclination of the col-
umn leaves the bulk of the liquid bubble free while still providing effective liquid cir-
culation. Another design modification to minimize cell damage due to sparging (74)

Figure 5 Airlift reactor configurations. [Reprinted from Ref. (170), Copyright # 1990, with
permission from Elsevier Science Publishers.]
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is provided in the bubble bed bioreactor (177). In this stirred tank-bubble column
hybrid bioreactor the residence time of bubbles was dramatically prolonged by float-
ing the bubbles in a countercurrent flow produced by an impeller in the lower part of
a central conical draft tube.

Other Reactor Types

Hollow Fiber Bioreactor

In contrast to the homogeneous bioreactor systems described so far, which support
in the range of 107 cells=mL under perfusion conditions, the heterogeneous hollow
fiber bioreactor (HFBR) is a high-intensity system where tissue-like cell densities
(>108mL�1) and structures are obtained. This bioreactor type was originally devel-
oped by Knazek in 1972 (178) starting from commercially available ultrafiltration
modules containing cellulose acetate capillaries and further developed by adding
gas permeable silicone polycarbonate capillaries for improved oxygen supply and
CO2 removal. The units are composed of a large number of semipermeable capil-
laries potted into a cylindrical housing. In many reports especially from research
laboratories simple hemodialysis cartridges (8,58,179,180) have been applied. How-
ever, during the last 30 years a number of companies have commercially developed
and automated systems for mammalian cell culture [some examples are: Technomou-
seTM (Integra Biosciences) (181), Cell-PharmTM (Unisyn), AcusystTM (Biovest Inter-
national), CellstasisTM (Genespan)].

The membranes are either of an ultrafiltration type (10–100 kDa)
(58,178,180,182) or microporous (0.1–0.2 mm). Different membrane materials, for
example, cellulose acetate (178), polypropylene (183), and polysulfone (0.2 mm)
(184,185), have been used. In most applications the cells are grown in the extracapil-
lary space (EC) while oxygen enriched medium is recirculated through the fibers
(intracapillary space, IC) (179,186,187). A general setup is shown in Fig. 6. In many
cases, 10 kDa ultrafiltration membranes are applied to enable the use of inexpensive
basal medium where expensive large molecular weight growth factors are supplied
only in the EC space (182). Cell secreted proteins are also retained in the EC space
leading to a significant accumulation of the product in the EC space which substan-
tially reduces downstream processing efforts. However, it was reported that inhibi-
tory components might accumulate in the EC space, which negatively affect cell
growth and productivity (188). Furthermore, proteases secreted by the cells or
released from dead cells may cause product degradation during long-term operation.
Due to product accumulation this bioreactor type is not suitable for toxic or feed-
back inhibited products. To improve nutrient supply and waste removal, protocols
have been developed where fresh medium is supplied to a medium reservoir con-
nected to the IC space after removal of spent medium (180). In other cases the med-
ium reservoir is regularly replaced with fresh medium (185).

The basic concept of an axial flow hollow fiber bioreactor has been developed
further over the years and a number of alternative designs have been described. An
overview of cell culture systems and related operation modes and transport phenom-
ena was given by Tharakan et al. (189), Piret and Cooney (190), and Brotherton and
Chau (191). Uludag et al. (192) reviewed the technology in relation to its application
in cell therapy and tissue transplantation.

In principle, three operation modes of hollow fiber systems can be distin-
guished: (a) open shell ultrafiltration, (b) closed shell ultrafiltration, and (c) crossflow
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ultrafiltration (see Fig. 7). For a detailed description see Refs.(189,193). In the open
shell ultrafiltration mode the transmembrane pressure is decreasing along the length
of the fibers. In the closed shell ultrafiltration mode the transmembrane pressure is
positive in the entrance half of the module and a back-flow of medium from the
EC is obtained in the distal part. These pressure gradients along the axial flow bior-
eactor types (a, b) cause nutrient and oxygen gradients, which may result in uneven
cell growth. These gradient phenomena are the reason for the limited scale-up

Figure 6 Schematic drawing of a hollow fiber cell culture bioreactor. The cells are kept in the
extracapillary space while fresh oxygen enriched medium is recycled through the intracapillary
space. [Reprinted from Ref. (182), with permission of Wiley-Liss, Inc., a subsidiary of John
Wiley & Sons, Inc., Copyright #1999 John Wiley & Sons.]

Figure 7 Three operation modes of hollow fiber systems (top) and their
corresponding transmembrane pressure profile P (bottom). (Left) open shell ultrafiltration,
(center) closed shell ultrafiltration, (right) crossflow ultrafiltration. [Reprinted from Ref.
(193), with permission of Wiley-Liss, Inc., a subsidiary of John Wiley & Sons, Inc., Copyright
#1986 John Wiley & Sons.]
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potential of these modules and a solution is to use multiple parallel units. A detailed
review to model axial flow hollow fiber cell culture bioreactors is provided in Ref.
(191).

Attempts to overcome the gradient-related problems have been made by mod-
ifying the operation of conventional HFBR. Manipulation of the bioreactor orienta-
tion (194) or the osmotic environment of the EC space (195) were suggested in
addition to periodically reversing the flow direction in the IC space (194) or change
the pressure in the EC space to generate a backflow of medium into the IC space
(196). In order to improve oxygen supply to the EC space oxygen carriers were added
to the medium that was recirculated through the IC space, which led to improved
antibody production (197). Another approach is the development of alternative
designs. In bioreactors with extra capillaries for oxygen supply the IC flow rate
can be reduced and axial oxygen gradients are eliminated. By additional rotation
of the culture chamber further improvement of the culture performance was claimed
(CellstasisTM product information, Genespan). Cima et al. (183) developed a radial
flow hollow fiber reactor based on concentric microporous polypropylene fibers with
a 200 mm annular space for cell growth. They investigated different operation modes
resulting in a more uniform distribution of nutrients by forcing medium through the
EC space. The modeling of an intercalated dead end hollow fiber bioreactor with
arterial (inlet) and venous (outlet) fibers is presented in Ref. (198). An example for
the crossflow operation mode is the flat-bed bioreactor developed by Ku et al.
(199) where gradients are substantially reduced compared to the axial configurations.
The fibers are used for oxygen supply and pH control. The cells were retained in the
unit using microporous stainless-steel filters. However, in most commercially avail-
able systems modified axial flow configurations are used (Cell-PharmTM, Unisyn;
TechnomouseTM, Integra Biosciences; CellstatTM, Genespan).

Hollow fiber bioreactors have mainly been used for the growth of suspension
cells. However, using other membrane materials such as polypropylene (183) tis-
sue-like cell densities of adherent cells were obtained and could be maintained over
several weeks to months. Also coating of the fibers with polycationic materials such
as polylysine (200) can be used to enable adherent cell growth. Many different types
of mammalian cells have been cultured in hollow fiber bioreactors such as primary
cells, tumor cells, and stable cell lines [BHK 21 and Vero cells as reviewed in
Refs.(189,201)]. The most important application is the production of monoclonal
antibodies (58,180,184,186,202) mainly for diagnostic and research purposes. Con-
siderable attempts have been made to use the technology for the production of ther-
apeutic antibodies, which resulted in the first registration of a hollow fiber produced
drug, ProstaScint [Cytogen (203)] in 1996 (204). Other, more recent applications are
the production of cells for cell and tissue therapy (205) and the use as artificial organs
[liver (8,9), kidney (13), pancreas (10)].

Miscellaneous Dialysis Bioreactors

Several other bioreactors based on the dialysis principle were developed in the past.
Generally, dialysis culture offers the advantage of continuous supply of nutri-

ents and removal of low molecular weight metabolic waste products while accumu-
lating the product in the cell culture compartment. The stirred tank dialysis
bioreactor setup eliminates the formation of gradients, the major disadvantage of
the hollow fiber bioreactor. Compared to stirred-tank perfusion systems mass trans-
fer is still diffusion controlled. Culturing hybridoma cells in simple dialysis bags
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(206) placed in a spinner was further developed to setups where dialysis membranes
(207,208) or dialysis modules (209) were submerged in STRs. In the latter systems
the cells are cultured in suspension in the stirred vessels and medium from a reservoir
is recycled through the dialysis membranes. Cell densities of more than 1� 107mL�1

and significantly increased product concentrations have been reported in an indus-
trial application (209). Another modification of this principle is a two-compartment
stirred tank vessel with cells on one side of the dialysis membrane and dialysis med-
ium on the other side (210). Dialysis bioreactor technology was reviewed by Pörtner
(211). Some historical examples of complex systems mainly for cell maintenance are
the InVitron Static Maintenance Reactor (212) or the Membroferm bioreactor
(137,213).

Microencapsulation Technique

A completely different technology for suspension cell culture based on immobiliza-
tion and compartmentalization is microencapsulation. It was originally introduced
by Lim and Sun (214) for the immobilization of mammalian cells used in bioartificial
organ applications . This technique has been further developed and applied to mono-
clonal antibody production for commercial use (215,216). The cells are suspended in
a solution of a naturally gelling polymer and the microspheres are generated subse-
quently. The microcapsules can be ‘‘cultured’’ in suspension in different bioreactor
types. Various materials have been described for suspension cell entrapment in
microcapsules; Ca-alginate (217), Na-alginate (215,216), agarose (218), cellulose sul-
phate (219). Additionally, composite gels combining the properties of alginate and
agarose (220) or PEG and alginate (221) were developed. Collagen (222) and fibrin
(67) were suggested for the cultivation of anchorage dependent cells. The diameters
of the capsules range from 0.5 to 1mm. Agarose beads have a lower mechanical
strength compared to alginate (223,224). Alginate beads have been coated with poly-
lysine to generate a semipermeable membrane with controllable molecular weight
cut-off (225). Improvements of the mechanical strength were obtained using photo-
sensitive polymers (226). The cell leakage of conventional alginate could be reduced
using PEG–alginate composite beads (221). Even more materials and modifications
are used for cell and gene therapy and tissue transplantation as reviewed by Uludag
(192).

Microencapsulation of cells is a well-established technology in bacterial culture
and especially in wastewater treatment. Much of the literature on the preparation of
the microcapsules (227), their rheological and mechanical properties (224), as well as
transport and mass transfer phenomena (228) is found there.

Typical advantages of microencapsulation are the shear protection of cells, the
product concentration, and compartmentalization obtained with some microencap-
sulation methods [e.g., polylysin coated Na-alginate beads (216)] and the high cell
densities in the particles in the range of 107mL�1 (220) to 108mL�1 (67). Another
advantage of the microencapsulation technique often cited is the increased specific
antibody production rate (220). However, a critical review of the literature shows
that an increase in specific antibody productivity is cell line specific (229) and depen-
dent on the cultivation conditions and applied parameters (230). Furthermore,
serum-free (217) and even protein-free cultivation (220) could be established facili-
tated by the compartmentalization of cells and the bulk of the medium. However,
a drawback of the technology is the diffusion-controlled transport of nutrients, waste
products and—most critically—oxygen, which may lead to necrosis in the center of
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larger microcapsules. In case of product retention in the capsule this system is not
suitable for proteolytically sensitive and feedback inhibited products.

Microcapsules have been used in different bioreactor types such as stirred
tanks (215,216), airlifts (231), and fluidized beds (220) mainly in small-scale batch
operation mode. Although, from a historical perspective, the development of this
technology was stimulated by the need for efficient and economic production meth-
ods for monoclonal antibodies it cannot be considered as suitable for industrial-scale
mammalian cell culture (67,157). The major application area of this technology
today is cell and gene therapy and tissue transplantation (232–234).

BIOREACTORS FOR ANCHORAGE-DEPENDENT CELL CULTURES

Small-Scale Culture Systems

Adherent cell culture has a tradition going back to the beginning of the last century
when tissue culture was first devised as a method to study the behavior of animal
cells free of systemic variations. Basic techniques are described by Freshney (235)
and an interesting historical review on the advances in tissue culture during the last
century is given by Jensen (236). In anchorage-dependent monolayer culture, the
achievable cell number is directly proportional to the available growth surface. Cell
yields in the order of 105 cells=cm2 are obtained for HeLa cells (235), CHO and HEK
293 cell lines (own data). Typical small-scale culture systems include Petri dishes and
multiwell pates that are kept in a humidified CO2 incubator. From a sterility point of
view T-flasks available with and without vented caps are preferable (available surface
area 25–225 cm2, 500 cm2 triple layer (some suppliers are NalgeNunc, Corning
Costar, Integra Biosciences, Falcon). Culture flasks used to be made of glass. How-
ever, nowadays, disposable plastic ware is standard. Coating the plastic surface with
l-lysine or other substances (235) may improve attachment of less anchorage depen-
dent cells such as HEK 293 cells. Especially in roller bottle culture this helps prevent-
ing the formation of suspended aggregates. One of the simplest systems for scaling
up monolayer cultures is the Cell FactoryTM (NalgeNunc) providing culture surface
areas of 600–24 000 cm2 and larger (100 000 cm2) via multiple interconnected plastic
layers (235). Gas transfer is obtained via diffusion and a critical liquid depth of a few
millimeters should not be exceeded. Spier (21) reported oxygen transfer rates of
0.53 mM=cm2=hr for monolayer aeration.

Especially for commercial vaccine production roller bottles have been applied
for over 40 years (37,236) (surface area 850 cm2, 1500 cm2, and other sizes; available
from Falcon, Corning, etc.). Roller bottles require a specific apparatus for constant
rotation. Major advantages of this traditional ‘‘large-scale’’ culture method are (a)
the increased surface area, (b) the constant mixing preventing gradients, (c) very high
oxygen transfer rates [200 h�1 (21)], and (d) the flexibility in number of units applied
for a certain task. Handling large numbers of multiple culture units for industrial
production of vaccines or recombinant protein is very tedious and prone to contam-
ination. Therefore, successful attempts have been made toward automation using
laboratory robots such as the CellmateTM (The Automation Partnership), which is
able to handle roller bottles and T-flasks (237).

The CellCubeTM system (Corning Costar, available surface area 8500––
85,000 cm2) combines the advantage of a large surface area typical for multilayer sys-
tems with good oxygen transfer and mixing capabilities. Medium is continuously
pumped through the system which can be oxygen and nutrient enriched in an
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external loop. This system has been used at Merck for the development of Hepatitis
A vaccine (238) and by other authors for virus propagation (239).

Although the described methods are feasible for large-scale production there
are considerable drawbacks such as (a) high costs for labor, equipment, and consum-
ables, (b) considerable risk of contamination, and (c) relatively poor opportunity to
control culture parameters at optimum set-points. This led to the development of
scaleable bioreactor systems for anchorage-dependent cell culture. The most promi-
nent examples are microcarrier culture in stirred tanks (240), fluidized (241), or
packed (242) beds or cell culture in solid bed bioreactors (243). These bioreactors
are described in more detail Chapter 11. The initial impetus for the development
of such techniques was provided by the mass vaccination campaigns of the 1950s
against viral diseases and later by the advent of recombinant DNA technology used
for the production of drugs in animal cells.

Microcarrier Culture in Stirred Tank Reactors

The basic idea of microcarrier culture was to develop a unit operation system with
similar scale-up and environmental control potential as suspension cell culture in
stirred tanks. Van Wezel (240) introduced the use of dextran carriers for the growth
of human fibroblast like cells in 1967. A historical review of the development of
microcarrier technology is presented in Ref. (244). In principle, this technique com-
prises the cultivation of anchorage dependent cells on small solid particles suspended
in growth medium. Under proper conditions the cells attach and spread on the car-
rier surface and grow to a confluent monolayer. A series of different types have been
introduced and attention has been paid to the chemical and physical properties of the
carriers such as size, density, and surface charge. General requirements are nontoxi-
city, good adhesion properties, and a buoyant density of 1.03–1.04 g=mL to be easily
kept in suspension. Furthermore, uniform size distribution, suitability for micro-
scopic monitoring of cell growth, autoclavability, and a high batch-to-batch consis-
tency are important quality features for industrial application of the technology.
Typically, the carrriers have diameters of around 100–200 mm and are made of dex-
tran, plastic, gelatin, glass, or cellulose (244,245). Even the use of flat microcarriers in
STRs has been reported (246). For good cell attachment a number of physicochem-
ical factors are critical; a positive or negative surface charge, the charge density, the
presence of cations in the medium. Very often the surface is coated or modified in a
specific way to improve cell attachment. In this regard, essential proteins of the
extracellular matrix such as collagen, proteoglycans, fibronectin, laminin, elastin,
and chondronectin affect cell adhesion positively (247). A comparative study of cell
growth and product formation for 13 different carrier types using a recombinant
CHO cell line producing monocyte-colony inhibition factor showed clear differences
in cell growth and specific productivity for the different carrier types (248).

In 1986, porous microcarriers made of gelatin (249) were introduced and have
been used in many applications since than. Due to the porous structure an increased
surface area in comparison to smooth beads is obtained, which enables to achieve an
improved maximum cell density and productivity. This carrier type is also suitable
for the propagation of suspension cells that can be entrapped in the pores. Further-
more, it was claimed that shear sensitive cells are protected inside the beads (250). An
extensive reference list on this carrier type is found on the supplier’s homepage (Cul-
tisphereTM, Percell Biolytica). Other materials were used to produce porous carriers
for application in STR such as silicone (251) and cellulose [CytoporeTM, Amersham
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Biosciences; CellsnowTM, Kirin Brewery Co. Ltd. (252); CytocellTM, Asahi Chemical
Industry (22)]. Probably the commercially most important microcarrier types for
stirred tank culture are CytodexTM (Amersham Biosciences) and CultisphereTM (Per-
cell Biolytica) carriers. A comprehensive overview on different microcarrier types
was given by Butler (245).

This technology has primarily been used for the large-scale production of
vaccines (37,253–258) and interferon up to the several thousand liters scale
(259,260) and also for the production of recombinant therapeutic proteins
(244,245,252,261). For these applications, harvesting and separation of the cells from
the carriers is not necessary except during volume expansion when cells need to be
detached to inoculate a larger bioreactor. Attempts made to use bead-to-bead cell
transfer have never been very successful despite for certain cell lines under specific
conditions (262,263). Therefore, in general, methods are used where the cells are
detached enzymatically or by using buffer solutions containing chelating agents such
as EDTA. In case of the gelatin beads enzymatic treatment leads to the complete dis-
solution of the carriers, which is facilitating subsequent manipulations such as cell
harvest and inoculation. Other applications of stirred tank microcarrier culture
are the production of proteins and cells used in drug discovery and research
(264,265).

For adherent cell culture in stirred tanks suggested microcarrier densities range
from 1 g=L under batch up to 10 g=L (266) under fed-batch or perfusion conditions
providing cell densities of 106mL�1 to more than 107mL�1. In contrast to suspen-
sion cell culture in STRs retention of immobilized cells on the relatively large carriers
is easily and reliably achieved with spinfilters (pore sizes of > 75 mm) (42,136) or even
simpler means such as stagnant zones (267). Problems observed during perfusion of
single cell suspension such as filter fouling or incomplete cell retention have rarely
been reported.

Attention has to be paid to mixing and aeration of microcarrier cultures in stir-
red tank reactors. Especially cells grown on smooth carriers are sensitive to overagi-
tation. Growth arrest and even detachment of cells has been observed above critical
stirrer rates (42,268,269). The stirring regimen is even more important during inocu-
lation where intermittent profiles have been suggested to improve attachment (270).
Several researchers investigated hydrodynamic effects on cells in agitated carrier cul-
tures (64,65,271,272). Three potential mechanisms of cell damage were postulated:
bead collision with the impeller or other stationary surfaces, bead-to-bead collision,
and bead interaction with turbulent fluid eddies of the same size as the beads. Gre-
goriades (272) found that cell damage of cells attached to microcarriers was observed
at energy dissipation levels orders of magnitude lower than those values reported to
cause damage to suspended animal cells. However, hydrodynamic stress can be con-
trolled at tolerable rates providing a well-mixed culture by choosing large marine-
type impellers that generate a strong axial flow at low stirrer rates (42).

Another problem observed during scale-up is oxygen supply. Generally, bub-
ble-free aeration methods as described earlier in this chapter are preferable for car-
rier culture since microcarriers tend to be entrapped in foam layers generated by
direct sparging and cell damage has been observed (168). Through the optimization
of direct sparging (control algorithms, gas mixture, pore size of the sparger, gas flow
rates) foam formation can be minimized and this oxygenation method becomes
applicable for carrier culture especially in larger scale. In contrast to freely suspended
cells, it has been shown that cells attached to microcarriers are not damaged by bub-
ble rupture at gas-medium interfaces. Instead it was suggested that cell damage is
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caused by bubble-attached cells being removed from the bead as a consequence of
the hydrodynamic drag force of the rising bubble (273). In the same study different
surfactants were tested for their suitability to protect the carrier attached cells but
none gave satisfactory results.

In conclusion, microcarrier culture in stirred tank reactors is a well-established,
scaleable technology for anchorage-dependent cells offering a series of advantages
such as high growth surface-to-culture volume ratio, simple cell separation, perfu-
sion, and direct monitoring and control. Homogeneous microcarrier culture was also
reported in airlift bioreactors (168,169) although it is not as established as stirred
tank cultivation.

Fluidized Bed Bioreactors

The fluidized bed technology was introduced for animal cell culture in the 1980s by
the company Verax Corporation (274,275). The cells were grown on porous micro-
spheres, made of collagen and weighted with a noncytotoxic steel to achieve a spe-
cific gravity of > 1.6, so that the carriers remained suspended in the high-velocity
(�70 cm=min) upward-fluid flow of culture medium. The microspheres (500 mm dia-
meter) had a sponge-like structure of interconnected pores and channels with a dia-
meter in the order of 20–40 mm allowing the cells to enter easily and populate the
interior of the carrier (276). The fluidized bed was contained in a column type bior-
eactor that was connected to an external recirculation loop. A gas exchanger (hollow
fiber cartridge), pO2, pH, and temperature sensors, heating elements, and a circula-
tion pump that controlled the expansion of the fluidized bed were located in the loop.
Dissolved oxygen levels were monitored at the inlet and outlet of the gas exchanger
in order to measure the oxygen transfer rate of the reactor and to control the oxygen
flow (277). Typically, oxygen transfer rates approached 10mmol=L=hr. Carbon
dioxide could also be supplied to the gas exchanger for the purpose of pH control.
Should the cell culture medium become to acidic addition of base kept the pH at a
given set point. This type of bioreactor, now no longer on the market, was available
from 0.4 L (research scale) to 24L expanded bed volume size for production of pro-
teins for human use. The design principles of the bioreactor as well as examples for
cultivation of hybridoma and recombinant CHO cells at different scales are compre-
hensively described in Refs.(274,278,279). The general concept of the Verax-system
inspired many research groups to investigate and optimize the fluidized bed technol-
ogy for animal cell culture (Fig. 8).

One focus of research was the microcarrier itself. The growth of cells on differ-
ent matrix materials, such as glass and polyethylene, was investigated. Porous
SiranTM carriers made of borosilicate glass (Schottwerke, Mainz, Germany) were
shown to be a cost-effective alternative to the weighted Verax microspheres (280–
282). Chemical modifications of borosilicate SiranTM glass resulted in similar cell
densities per milliliter packed bed volume as reported for the Verax microspheres
(283,284). In contrast to stirred tank systems, a significantly higher specific gravity
of >1.5 of the carriers is typically chosen to achieve homogenous fluidization in a
fluidized bed bioreactor.

A major disadvantage of the fluidized beds was the progressive depletion of
oxygen from the bottom to the top of the expanded bed. This problem of an oxygen
gradient along the axis of the tubular reactor could be overcome by integration of a
membrane oxygenation module directly into the fluidized bed (285,286). Alterna-
tively, the integration of an in-line gasification tube module developed at the
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Research Center Jülich was suggested (287). This latter fluidized bed bioreactor with
improved oxygenation is commercially available form B. Braun Biotech Interna-
tional (Melsungen, Germany). A schematic drawing of this bioreactor is presented
in Fig. 9. This bioreactor type is available with settled carrier volumes ranging from
0.02 to 0.5 L. Typically, it is operated with gelatinized porous SiranTM microcarriers
that are available in different diameters. This system is used in the biotech industry
for large-scale production of proteins for research and medical applications (288).

An alternative fluidized bed system based on internal recirculation of the cul-
ture medium was developed at the Institute of Applied Microbiology (289,290) in
cooperation with Vogelbusch GmbH, Vienna, Austria (CytopilotTM). This system
is available from laboratory scale to production scale (Vogelbusch GmbH). The fun-
damental differences between a conventional fluidized bed system and the Cytopi-
lotTM are illustrated in Fig. 9.

The CytopilotTM bioreactor comprises lower and upper cylindrical chambers.
A draft tube in the fermentor replaces the external recycle loop. The lower chamber
houses an axial flow impeller that provides a fluid flow to expand the bed. Oxygen is
homogeneously microsparged into the downcomer close to the impeller and uni-
formly distributed in the upper chamber by a designed liquid flow and a gas distribu-
tion plate at the bottom entrance of the fluidized bed. The bed expands or contracts

Figure 8 Schematic drawing of the fluidized bed bioreactor system with
in-line aeration module for bubble and gradient free oxygen supply. (Courtesy of Papaspyrou
Biotechnology.)
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as a function of the stirrer speed that creates the necessary hydrodynamic pressure to
lift the settled microcarriers. The lower chamber is additionally equipped with a
heating circuit (double water jacket), sampling and harvest ports, pH and pO2

sensors.
Bluml and colleagues developed a microcarrier type that consists of polyethy-

lene weighted with chalk and silicates (291). The buoyant density of this carrier type
is dependent on the ratio of these three compounds providing various densities sui-
table for use in stirred tank, fluidized bed or packed bed systems (291,292). This for-
mer ‘‘IAM-carrier’’ is now commercialized as CytolineTM (Amersham Biosciences)
and is very often used in combination with the CytopilotTM.

The application of different types of microcarriers is described elsewhere in this
book and has been reviewed previously (3,241). Verax microspheres, SiranTM

(Schottwerke) and CytolineTM (Amersham Biosciences) carriers have been success-
fully evaluated for protein production with anchorage dependent cell lines and sus-
pension cells such as hybridomas. Very often ‘‘laboratory home-made’’ bioreactor
designs were used for all kinds of comparative studies as summarized in Table 4.

Reliable determination of the cell density in immobilized cultures used to be a
draw-back when using SiranTM or CytolineTM carriers, since both carrier types can-
not be solubilized enzymatically as is possible with proteinaceous materials such as
collagen. This problem of growth monitoring has been overcome recently by the use
of dielectric spectroscopy (284,293).

Packed Bed Bioreactors

Fixed bed or packed beds are an alternative bioreactor technology to fluidized
beds for the immobilization of cells. Both terms are used as synonyms for immo-
bilization systems that have been deduced from large-scale fixed bed reactors ori-

Figure 9 (A) Schematic drawing of a conventional fluidized-bed reactor for animal cell tech-
nology. (B) Schematic drawing of the modular fluidized bed bioreactor design CytopilotTM

developed by the Institute of Applied Microbiology, Vienna. (Courtesy of Blüml, G.)
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ginally designed for wastewater treatment. Initial work with mammalian cells
started in the 1950s and aimed for tissue-like growth of cells in small-scale packed
beds of cellophane (294), Raschig rings (295), and glass spirals (296). However,
glass beads became the most widely used matrix. In 1976, Spier and Whiteside
reported the production of foot and mouth disease vaccine in a packed bed sys-
tem that could be scaled up to a unit process containing 100 L of medium
(297,298). Glass-bead systems were considered for the production of interferon
(299), herpes simplex virus (300), tissue plasminogen activator, and acetylcholines-
terase (301).

The original design of packed beds was very simple and required two connected
vessels; one holding the bed material, a second containing the culture medium and
instrumentation for maintaining temperature, pH, and dissolved oxygen (4). The
packed or fixed bed systems, initially operated with solid glass beads, did not achieve
widespread use, mainly because they had a low surface area per unit volume and they
were not suitable for suspension cells. These disadvantages were overcome by repla-
cement of solid glass beads through porous glass spheres (280,302,303). Porous car-
riers were soon considered to have a greater potential for scale-up regarding both
achievable cell density and increased surface-to-volume ratio (3,260).

Typically, packed bed systems are composed of a cylindrical bioreactor cham-
ber filled with porous glass beads, a gas-exchanger (hollow fiber module or a stirred
tank with air=oxygen sparging), a medium reservoir, and a pump that circulates
medium between the bioreactor and the reservoir (301,302). As an alternative to
glass carriers, other macroporous materials have been placed into bioreactors to sup-
port cell growth (251,304). The packed bed culture systems are designed for the
immobilization of anchorage dependent or suspension cells providing high cell den-
sities in the macroporous matrixes for the production of secretory proteins and lytic
viruses. Different applications are listed in Table 5. Some of the major advantages of
packed or fixed bed reactors are the low surface shear rates, the high cell density, and
productivity achievable and that no particle–particle abrasion is obtained. Reported
disadvantages are the blockage of the pores due to high cell densities, poor oxygen
transfer and the risk for medium channeling in the bed (242). Porous SiranTM car-
riers of 3–5mm diameter were shown to give highest cell yields. This is due to the
open bed structure (�1 cm2 channel cross-sectional area) and reduced channel block-
age caused by increases in biomass, uneven distribution of the inoculum and media
channeling within the bed (280,302,305,306).

Alternative matrices such as nonwoven fibrous polyester disks were evaluated
(Fibra-celTM, New Brunswick Scientific) and packed into column-type reactors (307–
310) or in a basket mounted into a modified stirred tank reactor (311–313). A sche-
matic drawing of the CelliGen PlusTM bioreactor (New Brunswick Scientific) is
shown in Fig. 10. These two alternative setups were used for the production of
recombinant proteins and viruses. A similar fermentor concept has been developed
by Meredos GmbH, Bovenden, Germany.

Packed or fixed bed perfusion bioreactors have been investigated for other
applications than protein production. Research teams evaluated collagen coated reti-
culated polyvinyl formal resin (PVF) as a matrix for primary hepatocyte cultures for
use as a bioartifical liver (12,314,315). Other researchers investigated the ex vivo
expansion of hematopoietic cells in porous glass carriers for bone marrow transplan-
tation or gene therapy applications (316). Packed bed bioreactors mimicking lung
and liver function were characterized as potential model systems for pharmacoki-
netic analysis of new drugs (317).
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Other Reactor Types

The Opticell system, an automatically controlled system for anchorage-dependent
and suspension cell culture, was developed in the 1980s. Anchorage-dependent
cells were grown on a nonmodified ceramic matrix (35,243,318,319) whereas
suspension cells required a modified ceramic matrix (320). The scalability of this
system is proportional to the amount of surface provided and is limited in con-
trast to stirred microcarrier systems, fluidized bed and packed bed bioreactors
(321).

A dialysis bioreactor with a radial-flow fixed bed for animal cell culture was
derived form a dialysis membrane bioreactor used for microbial fermentation.
This bioreactor consisted of two chambers, which were separated by a cylindrical
membrane. The inner chamber was equipped with a centrifugal pump and packed
with porous glass spheres and the centrifugal pump induced the radial flow of the
medium. Aeration was done in the outer chamber that also served as medium
reservoir (211,303,322–324). The fiber bed bioreactor was designed for anchorage
dependent cell culture and was composed of a concentric-cylinder airlift reactor,
in which the annulus is a packed bed of glass fibers. In this bioreactor, oxygen-
containing gas is sparged into the inner draft tube. Bubble-free medium
flows down through the fiber bed in the outer cylinder providing convective
oxygen and nutrient transfer to the cells (325,326). This bioreactor concept has
been applied to large-scale production of murine bone marrow cells (327).
Design and scale-up of a bioreactor based on cell attachment and growth on
Koch-Sulzer static mixing elements was reported for viral vaccine production
(277,328).

Figure 10 Schematic drawing of the Celligen PlusTM bioreactor with cell-lift impeller. (Cour-
tesy of New Brunswick Scientific.)
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BIOREACTOR OPERATION MODES

The following operation modes for cell culture bioreactors have been described in the
literature; batch, fed-batch, continuous culture without cell retention (chemostat or
cytostat), and continuous culture with cell retention (perfusion). During perfusion
culture sometimes a cell bleed is applied or obtained due to noncomplete cell reten-
tion. The kinetics that is observed during this type of continuous culture is a combi-
nation of the two types of continuous mode, i.e., perfusion and chemostat. The
different modes are discussed in more detail in this chapter. For a quick overview,
the typical operation schemes and associated kinetics are shown in Fig. 11; the mass
balance equations for ideal systems (i.e., excluding cell death, cell lysis, accumulation
of product, product degradation, or nutrient degradation) are given in Table 6.
Common for the different operation modes is that the temperature, the oxygen par-
tial pressure, and the pH of the culture are controlled. This means continuous supply
of oxygen and removal of carbon dioxide. A comparison of the different culture
modes is attempted in Table 7.

Batch and Repeated Batch Cultures

In batch culture the bioreactor is charged with cells and medium, no further med-
ium is added or withdrawn during the process and at the end of the culture the
whole reactor content is harvested at once. The cells grow exponentially while
nutrients are consumed and metabolic waste products are accumulated until the
maximum cell density for the given medium is reached due to nutrient limitation
or waste product inhibition (see Fig. 11). Historically, ammonium, lactate, and
CO2 have been considered as inhibitory metabolic waste products
(82,83,266,329). However, there are reports in the literature on small inhibitory
proteins (330,331) suggesting a key role in growth control (99). The length of

Figure 11 Operation principle (A) and kinetics (B) of cell growth, nutrient consumption,
and product formation during batch, fed-batch, perfusion, and continuous operations. Shown
are the concentrations of nutrients, product, and viable cells versus process time.
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the subsequent stationary phase is dependent on the cell type and finally the cells
are dying during the declining phase. Sometimes a short lag phase after inoculation
is observed which has been attributed to conditioning of the medium or the age of
the preculture (332). In standard cell culture media cell densities in the range of 1–
3� 106mL�1 are reached with continuous cell lines. Significantly higher densities of
�107mL�1 (333) have been reported for hybridoma cells using fortified media.
However, this may not be generally achievable due to growth inhibition by meta-
bolic waste products (334). Product formation can be growth associated, i.e., the
specific productivity increases with increasing growth rate and ceases when the cul-
ture is entering stationary phase, or nongrowth associated, i.e., product formation
increases with decreasing growth rate or is only observed during stationary phase
(see Fig. 12). Several authors published data analyzing product formation in rela-
tion to the culture phase (329,335–337). The product formation kinetics has tre-
mendous impact on the time of harvest during batch culture and the choice of
cultivation mode in general (338).

Batch cultivation is simple and reliable and therefore the method of choice for
many industrial applications (339). However, there has been an on-going debate on
the pros and cons of continuous versus batch culture (340). Due to its simplicity it is
also the most frequently applied mode for investigations of medium and culture
parameters on growth, product formation and metabolism in process development,
optimization, and scale-up (329,335,341–344). Therefore, most of the data available
for commonly applied cell lines are derived from batch culture.

Repeated batch culture is very similar to batch culture with the exception that a
fraction of the cell suspension is left in the bioreactor when the culture is harvested
and fresh medium is added for a new batch growth cycle. For the success of this cul-
ture mode a high viability of the remaining cell suspension is important and optimi-
zation of the time when to initiate a new batch is necessary.

Figure 12 Basic types of product formation kinetics during batch operation. Abbreviations:
mspec: specific growth rate, qspec: specific production rate.
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Fed-Batch Culture

During fed-batch culture a continuous or intermittent feed of nutrients is applied to
prolong cell growth and product formation in comparison to simple batch operation
(see Fig. 11). Since no cell suspension or supernatant is withdrawn the bioreactor
volume increases until the whole content is harvested at once. In fed-batch opera-
tion, in general, higher product concentrations are obtained due to the prolonged
accumulation of product. Controlled feeding of key nutrients is often performed
and the nutrient concentration in the culture is maintained at low levels (334,345–
351), aiming to minimize the formation of toxic metabolites (329,352), e.g., lactate
and ammonia to improve productivity (348,353–355). These approaches mainly
involve development of nutrient feeding solutions and feeding rate control strategies
to avoid nutrient depletion and to reduce lactate and ammonia formation by con-
trolling glucose and glutamine concentrations at low levels.

This cultivation mode has been applied widely to hybridoma culture (see above
references) and insect cell culture (356–364). Less reports are found on CHO fed-
batch culture (365–368), however, it is a well-established technology for large-scale
production of recombinant protein and antibody medicines. It has been applied to
a range of cell lines such as HEK 293 (369), BHK (370), FS-4 (266). Using fed-batch
mode the culture duration is typically prolonged from a few days to weeks. The cell
density and productivity increase is dependent on the cell type. In insect cell fed-
batch culture densities in the range of 5� 107mL�1 have been reported (364), which
is equivalent to a 10-fold increase over batch. In CHO fed-batch cultures cell densi-
ties in the range of 5� 106mL�1 have been reported (365). In hybridoma culture the
density could be increased to around 3–17� 106mL�1 (371) and productivity up to
10-fold compared to simple batch operation (334,348,372). Using fed-batch culture
in combination with nutrient-fortified medium even higher cell densities
(> 107mL�1) were reported (373). For a review of fed-batch culture in monoclonal
antibody production, see Refs. (351,353). The mathematical treatment was described
by Glacken (374). In conclusion, fed-batch culture mode has been applied to
improve productivity over conventional batch mode. Although it is a more sophis-
ticated strategy with regard to process control it is still equipment-wise sharing the
advantages of the simple and robust batch culture technique (see Table 7).

Continuous Culture

Continuous culture is characterized by a continuous flow of fresh medium into the
bioreactor and removal of cell suspension from the culture system at the same rate,
keeping the reactor volume at a constant level (see Fig. 11). An important criterion is
that the reactor content is well mixed to ensure that the concentrations of cells, pro-
duct and metabolites in the reactor are equal to those in the effluent stream. When
cell growth is limited by a single nutrient, e.g., glucose, glutamine or oxygen, contin-
uous culture is also called chemostat culture. For microbial systems, typically the cell
density is constant over a wide range of dilution rates and only affected by a concen-
tration change of the limiting nutrient in agreement with a saturation-type growth
kinetics as described by the Monod model. Published data on continuous culture
of animal cells differ from the expected simple Monod model in many cases suggest-
ing that more complex equations govern the system (99,375). A linear decrease of the
viable cell density with increasing dilution rates has been observed (375) or a rela-
tively stable cell density at low dilution rates, which decreased toward higher dilution
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rates (100,104) as well as the opposite (376). Other researchers found data in accor-
dance with a simple Monod model (377).

Microbial systems can be kept at constant cell densities (turbidostat) under
nonsubstrate limited conditions by controlling the dilution rate. A similar approach
was applied to run a cytostat (98) where almost arbitrary cell densities were main-
tained at similar dilution rates using identical feed medium. Despite the deviating
behavior of continuous cultures, steady states regarding cell density and growth rate,
product and metabolite concentrations, metabolic and production rates are obtained
both in chemostat and cytostat operation after at least three to five times the resi-
dence time of the medium in the system. Typically, dilution rates applied are in
the range of growth rates observed during batch culture, i.e., 0.3–1.4 day�1 and
should not exceed the maximum growth rate to avoid wash-out of cells. Cell densities
and product concentrations are in the same order as determined during batch cul-
ture. In contrast to batch culture, where transient changes of most parameters are
observed, the continuous mode offers the advantage to study the effect of different
culture variables under steady state environmental conditions.

Growth and metabolism have been characterized over a wide range of dilution
rates for hybridoma cells (100–102,375,376,378–381), CHO cells (382,383), and BHK
cells (384,385). Metabolic shifts toward a more efficient energy metabolism were
described at very low nutrient concentrations for hybridoma (386) and BHK cells
(387). Europa et al. (385) observed multiple steady states at similar dilution rates
depending on the history of the culture allowing it to adjust to more desirable con-
ditions for antibody expression.

Continuous culture has been used to investigate the effect of different culture
conditions on a variety of cellular responses. Examples are the glycosylation pattern
of BHK (387), CHO (367), and NS0 cells (388), cell death in hybridoma culture
(330), Bcl-2 overexpression and viability (389), the effect of dissolved oxygen on cell
density, energy metabolism and antibody production (390), shear sensitivity, cell
cycle distribution and productivity of hybridoma cells (377), the effect of pCO2

(83). Heidemann determined the Ks-values (Monod constants) of essential amino
acids for CHO and hybridoma cell lines in continuous culture (107). Schmid et al.
(391) employed the evolutionary potential of continuous culture to adapt hybridoma
cells to increased shear forces.

Although continuous culture has proven to be a powerful research tool it is not
very suitable for the commercial production of therapeutic proteins. There is a risk
of rather unstable expression after a certain period in culture (185,392–394). The
selection of low producer cell clones due to their frequently increased growth rate
(395) is a major disadvantage besides the low cell densities and productivities
obtained in continuous culture (see Table 7).

Perfusion Culture

Another type of continuous culture is perfusion culture where the cells are retained
in or recycled back to the bioreactor while fresh medium is supplied and cell-free
supernatant continuously removed at the same rate. Suspension cells may be
retained in or recycled back to the stirred tank or airlift bioreactors using filtration,
centrifugation or sedimentation techniques (see Table 3). Other methods are
immurement in hollow fiber bioreactors, flat membrane reactors and dialysis reac-
tors, entrapment in porous matrices cultured in fixed and fluidized beds or encapsu-
lation in gelling polymers. Methods applied for anchorage dependent cells include

Cell Culture Bioreactors 189



microcarrier culture in stirred tanks equipped with filters or settlers, cultivation on
porous microspheres or other growth substrates in fluidized and packed beds, culture
in ceramic matrices and plate bioreactors. The details of these techniques have been
described in previous sections of this review.

During perfusion operation the cell density increases steadily according to the
chosen medium perfusion rate D until nutrient or oxygen limitation or waste product
inhibition occurs and a quasi steady-state with respect to cell, metabolite and pro-
duct concentration is reached (396). Typically, cell densities in the range of 5� 106

to 5� 107mL�1 have been reported for homogeneous suspension cultures and even
up to 5� 108mL�1 for hollow fiber systems (397). Thus, the engineering challenge
regarding oxygen and medium supply is considerable (398). Advantages of this tech-
nique are the high cell densities and product concentrations obtained leading to
increased space-time yields when compared to batch, chemostat and even fed-batch
operation (33,150,152,161,209) (397,399–401). It is difficult to make a general state-
ment on the achievable productivity increase since it is dependent on a series of para-
meters related to the cell, the medium and the applied system. Typically, a
productivity increase in the range of 5–10-fold is found in the literature (109).

Although perfusion is more complex than batch culture and therefore consid-
ered to be more prone to contamination it has become an established technique for
large scale commercial production of recombinant proteins (35,110,116,209)
(402,403). Under certain circumstances, e.g., when growth associated product forma-
tion is observed or when product formation is dependent on the cell specific perfu-
sion rate (398), it is better to control the growth rate and cell density by applying
a cell bleed (130,404). Another advantage is that the accumulation of dead cells
and debris and associated negative effects such as release of proteolytic enzymes
or DNA are prevented which is otherwise observed in membrane based cell retention
systems.

Growth, metabolism, and product formation during perfusion with a con-
trolled cell bleed has been investigated by a series of researchers (103,104,405,406).
Frequently, a natural cell bleed is obtained in packed and fluidized bed cultures or
during spinfilter, settler or centrifuge based perfusion of suspension cells
(93,132,152,159). The productivity of hybridoma perfusion systems was further
increased by the application of fortified or nutrient enriched media feeds (407) or
by a separately controlled substrate feed (109) to minimize toxic metabolite
production.

SELECTION AND DESIGN OF BIOREACTORS

General

There is no single, superior bioreactor suitable for all applications. The bioreactors
or cultivation systems describe offer different advantages and their applicability is
limited for various reasons. Therefore, some considerable thought has to be given
to the selection of a specific bioreactor type and its design. Literature precedents
may provide some guidance, however, they should be reviewed carefully and alter-
natives should be investigated. It is a time consuming and expensive task to under-
take an experimental evaluation to compare the relative performance of competing
culture systems for a specific application. A range of technical, biological and regu-
latory issues govern the decision on whether inherent characteristics or complexities
would make the system risky for a commercial purpose. In many cases, especially in
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a nonindustrial setting the choice of reactor system is mainly influenced by the famil-
iarity of the operator with the technology, the availability of space and services; and
the investment and operational costs. For industrial applications, homogeneous cul-
ture of suspension cells, cell aggregates or adherent cells on microcarriers in STRs
can be considered as the predominant technology due to their scale-up potential,
flexibility and environmental control features. Some guidelines for mechanical
design, materials selection and finishes especially for STRs are given in Refs.
(408,409) and summarized in Table 8.

Figure 13 tries to summarize the different issues that need to be considered for
selection of a suitable bioreactor type and its intrinsic design specification. The
grouping is somewhat arbitrary since one aspect may belong to different categories
and parameters are related. It is recommended to start off with a clear definition of
the purpose of the bioreactor and potential future changes to the initial framework
of conditions. The next step in the process of bioreactor selection and design is to
compile a requirement specification list for the application under consideration tak-
ing into account the users specific circumstances. Such a document could simply fol-
low the different issues listed in Fig. 13 and the level of detail will be governed by the
expertise of the team involved with the task.

Important general issues independent of the reactor type are the availability
and quality of service. The need for service can vary with the circumstances. A large
company with many bioreactors of the same type probably might have a competent
internal technical support. The initial availability and quality of steam, pressurized
air, process gases, electricity, cooling water and drain limits the choice of systems
or at least impact strongly on the design. Therefore, hollow fiber bioreactors are fre-
quently found in standard laboratory facilities since these systems are designed
accordingly. However, most bioreactor types are available in designs appropriate
to limited media and electricity supplies.

Table 8 Recommendations for the Mechanical Design of Stirred Tank Cell Culture
Bioreactors

Materials Stainless steel 316 L (1.4404) or other high alloy grades
for improved chloride corrosion resistance

Borosilicate glass for vessels or sight glasses
Silicone rubber and EPDM (ethylene propylene diene
monomer) for gaskets

PTFE (polytetrafluoroethylene) for electrode sleeves,
support bearings

Ceramics and graphite for mechanical seals
Finishes Electropolished surface, Ra < 0.4 mm (Ra: arithmetic

mean roughness)
Avoid internal threads

Welding Automated welding methods such as orbital welding
Aspect ratio 1:1 to 3:1, typically 2:1
Impeller Axial flow impellers such as marine type, large

pitch bladed, segment impeller
Impeller diameter � 0.5 vessel diameter

Sparger Ringsparger (pore size �1 mm), microsparger (pore size
5–10 mm) or bubble-free via silicone tubings

[Modified from Ref. (408).]
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Sterile Operation

The most important requirement for cell culture bioreactors is long-term sterile
operation due to the slow growth of animal cells (maximum population doubling
times in the order of a day are typical). Appropriate sterile design is very important
for continuous processes, which may be conducted for periods of months to up to
half a year (35,275,410). Small-scale equipment made of glass is generally autoclaved
whereas larger bioreactors made of stainless steel are commonly in-situ steam steri-
lized. Especially, the design of seals, valves, pumps and transfer lines and the steri-
lization procedures and sequences have to be considered. Double mechanical seals
are used for rotating shafts or alternatively magnetically coupled systems. In the ster-
ile, cell and product containing part of the bioreactor, membrane valves are applied
as well as peristaltic pumps, which are also appropriate for cell recycle. For success-
ful sterilization complete drainage of condensate and removal of residual air has to
be ensured to avoid cold spots and air pockets. If presterilized units are used, cou-
pling of reservoirs and transfer of medium and inoculum needs special attention.
In particular, the degree of complexity of a bioreactor or even bioprocess plant
has a large impact on a careful sterile design. Interesting contributions on bioreactor
sterility and sterilization are found in (411–415).

Economic Issues

Even though many people feel that economic issues should not determine the selec-
tion of a certain bioreactor system it may be the ultimate criterion for the decision.
Here, short-term issues such as the investment cost have to be balanced carefully to
rather long-term issues such as running costs, achievable space-time-yields and if the
bioreactor shall be used for different purposes. Other long-term considerations are

Figure 13 Factors affecting the design and selection of bioreactors.
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time-to-market for a biopharmaceutical or time-to-patient for a medical application,
which are affected by the time needed for validation and the probability of process
related difficulties during clinical tests.

Process-Related Issues

For industrial applications sterilization-in-place and cleaning-in-place, the degree of
process automation, appropriate process control and monitoring of critical culture
parameters as well as compatibility to up- and downstream operations are important
issues for the choice of a reactor system. Furthermore, downtime and reliability of
the bioreactor and process are other critical factors. These parameters are mainly
dependent on the complexity of the operations, the operator skills and training. In
a commercial context, scalability of the culture system has to be emphasized in par-
ticular due to the frequently enormous production capacities required to secure sup-
ply to the patients. Yearly production capacities of ten to hundred of kilograms were
estimated for therapeutic monoclonal antibodies depending on the dose (348,416).
Other examples demanding large production capacities are recombinant therapeutic
proteins such as tPA, EPO, blood factor VIII (36), and vaccines used in broad vac-
cination programs (37).

Regulatory Issues

For the production of biopharmaceuticals regulatory guidelines affecting the design
and operation of bioreactors have to be considered. Issuing authorities are the Food
and Drug Authority in the United States (417), the EMEA in Europe (418), and
national regulatory authorities. The international conference of harmonization
(419) aims to provide one single guiding document, which is independent of the
country. These guidelines cover equipment construction, installation and operational
qualification and finally process validation where in a number of consecutive runs
the consistency of the process has to be demonstrated via a reproducible quantity
and quality of the product. However, they cannot be read like a technical instruction
manual, instead an assessment of the specific application has to be made. Concerning
equipment construction the 21 Code of Federal Regulations, parts 210 and 211 states
that ‘‘Equipment shall be constructed so that surfaces that contact components, in-
process materials, or drug products shall not be reactive, additive, or absorptive so as
to alter the safety, identity, strengths, quality, or purity of the drug product beyond
the official or other established requirements’’ (420–422). Relevant technical gui-
dance documents on pharmaceutical engineering are provided by the ‘‘Society for
Pharmaceutical Engineering’’ (423).

Process safety regulations govern the contamination control of the product
with impurities such as residual host cell protein, DNA, microbes and adventitious
viruses. In multipurpose facilities, cross-contamination caused from previous pro-
duction campaigns of other substances have to be considered. A major focus con-
cerning the mechanical design of a bioreactor or plant in this regard is on sterility
and cleaning, i.e., removal of contaminants as proven during validation. More
recently, the use of disposable materials and bioreactors to circumvent contamina-
tion problems and minimize validation costs has been discussed.

Other important aspects related to regulatory requirements are product degra-
dation, truncation, and modification, which may be affected by the choice of the cul-
ture system and the process parameters. An example is the potentially increased
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product degradation in high cell density systems with product accumulation due to
the increased concentration of proteases and the eventual release of intracellular pro-
teases due to cell death and subsequent lysis. Proteolytic degradation of complex
proteins has been observed in cell cultures of BHK cells known for their high pro-
teolytic activity (424–426). Additionally, the genetic stability of a production cell line
will impact on the choice of the process mode and culture conditions and therefore
indirectly affects the selection of a bioreactor type. This is especially important for
continuous operation when growing cultures in perfusion and chemostat mode.
One clear advantage in this respect are growth arrested continuous cultures, which
can be obtained in high cell density systems without cell bleed or via changing the
culture temperature (427), adding chemicals (428,429), or using genetically engi-
neered cell lines (430–432).

Biosafety Issues

Biosafety assessment of the cell line and process will have impact on the containment
design of the culture to control the risk to health or environment posed by the geneti-
cally modified organism. Biosafety regulations or guidelines are issued by the
National Institute of Health (433) in the United States, the World Health Organisa-
tion WHO (434), the European Commission (435,436), and different national autho-
rities. These regulations are relevant for the design of seals, valves, air vents,
sampling ports, addition ports, and other parts of a bioreactor where a potential risk
for release of hazardous organisms can be assumed. No particular design solutions
are prescribed since the focus is on performance of the containment design in order
to allow for technical improvement. Detailed technical information valid for the EC
is found in the CEN (European Committee for Standardization) standards (437)
which are a technical complement to the legislation. Some containment design con-
siderations for bioreactors are described in (438).

Cell Line and Product-Related Issues

Probably better covered in the scientific literature are design and selection considera-
tions related to the cell type and product class. A basic demand is appropriate tem-
perature control. This needs special attention in the case of cells passing through
external loops where control of the environmental conditions can be poor dependent
on the design and the residence time of the fluid in the loop. Commonly, mammalian
cells are grown at 37�C and insect cells at 27�C. However, the beneficial effect of a
decreased culture temperature has been shown for various mammalian cells
(328,427,439,440). Other temperature control profiles have been suggested to control
growth and productivity (441). It is known that membrane fluidity of mammalian
cells is temperature dependent and therefore a temperature effect on shear sensitivity
cannot be excluded (442,443). All this emphasizes the importance of a reliable and
precise control of culture temperature.

Parameters affecting the shear sensitivity of animal cells include the concentra-
tion of serum, proteins, and surfactants. Although the shear tolerance is cell line
dependent (66,71,444) and encapsulation in gel-forming polymers or entrapment
in macroporous carriers may protect the cells or reduce the accessibility (250) it
clearly affects the design and operation conditions of stirred tank, airlift, fluidized,
and packed bed bioreactors. The generated shear rates depend on the design and
operation parameters of impellers and pumps and in particular the sparging
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conditions as outlined in different sections of this chapter. Bubble-free aeration is
gentler, however scale-up is difficult regardless the system used. Due to the intense
research and development related to shear force generation, operation conditions
and bioreactor configurations have been identified that are suitable for large-scale
gentle cell cultivation in stirred tank, airlift and fluidized bed bioreactors. In parallel,
other systems have been developed where the cells are not exposed to mechanical
forces, e.g., hollow fiber bioreactors (189), the static maintenance bioreactor (212),
and the membrane bioreactor (213). The quantification of the shear sensitivity of dif-
ferent cell lines under various process conditions (66,443) in combination with prac-
tical experience showed clearly that animal cells are not at all that sensitive to
mechanical forces as originally assumed (48).

The minimization of mechanical forces is not the only design criterion for oxy-
genation systems. CO2 removal and sufficient oxygen transfer are other important
criteria for the selection of a bioreactor system. Controlling the oxygen partial pres-
sure in cell cultures is of utmost importance for cell growth, productivity and meta-
bolism as shown by many authors (382,445,446). In general, oxygen supply is a
major engineering challenge in heterogeneous system, e.g., fluidized bed, packed
bed and solid bed bioreactors, and high cell density systems, e.g., hollow fiber sys-
tems, perfusion and fed-batch bioreactors (398). The oxygen transfer characteristics
and limitations of the different systems are reviewed in the individual sections
describing the reactor type. Different technical solutions for improved oxygen supply
are also discussed. Related to oxygen supply is also the control of an appropriate
culture pH. Generally, mammalian cell culture media are buffered using the bicarbo-
nate buffer system and the culture pH is affected by CO2 and lactate formation. If
base addition is used to compensate for acid formation a concurrent increasing
osmolality is observed. It has been shown that the culture pH, CO2, and an increased
osmolality may affect productivity and glycosylation (82–85). Therefore, for sensi-
tive cell lines a culture system should be chosen allowing for pH monitoring and con-
trol via addition of base or ventilation of the culture system avoiding major
osmolality changes. Beside temperature, pH, and pO2 control, the supply of nutrients
and removal of waste products affect cell cultures. Significantly improved product
yields are typically obtained from continuous perfusion and fed-batch processes in
comparison to simple batch mode.

Product feedback inhibition needs consideration in high cell density culture
since it will prohibit the application of high cell density systems where the product
is accumulated in the cell containing compartment (e.g., hollow fiber systems, micro-
encapsulation, membrane filtration in combination with fouling or fed-batch sys-
tems) (447). The product localization, i.e., secreted into the medium, membrane
bound or intracellular, and the nature of the product, i.e., produced by the cells
or the cell itself, is affecting bioreactor design and selection. For the production of
secretory products continuous perfusion operation of fluidized and packed bed bior-
eactors provide an interesting alternative to conventional stirred tank technology. If
the cells need to be harvested for further processing easy accessibility and quick, safe
and reliable harvest procedures are advantageous. The product formation kinetics
dictates the optimum operation mode and therefore indirectly the selection of a bior-
eactor type, since not all reactors are suitable for a given mode.

The cell type, i.e., anchorage dependent or suspension, has significant impact
on the design and selection of an appropriate bioreactor. Although a series of bior-
eactors can be modified to be suitable for the cultivation of both cell types (e.g., stir-
red tank, airlift, fluidized bed with or without different types of solid or macroporous

Cell Culture Bioreactors 195



carriers) there are applications that require a certain bioreactor type since significant
improvements in productivity are obtained, or the cell line cannot be grown or do
not show the required functionality in a ‘‘multipurpose’’ culture system. A promi-
nent example is artificial organs where a certain three dimensional architecture is
required for an organ-like behavior (448). Especially in the case of a single purpose
bioreactor one would decide for the most appropriate type and design for the specific
application, i.e., yielding optimum productivity and product quality. However, true
multipurpose design is required when different cell lines are cultured for the produc-
tion of various intracellular, membrane bound or secretory products, e.g., in drug
discovery using recombinant proteins for structure determination or as tools for high
throughput screening of novel drugs. Other applications that benefit from multipur-
pose design are process development and pilot production for different classes of
biopharmaceuticals.

Although a series of growth and productivity promoting serum-free or even
protein-free media have been developed during the last 15 years (449) not all pro-
cesses are conducted at low protein concentrations. This is due to the requirement
of a particular cell line for a certain protein concentration and=or availability of
growth factor(s) or simply the reluctance to adapt the cell line to low protein
serum-free conditions. As the viability decreases cellular proteins and DNA are
released in the culture supernatant due to cell lysis. The increasing concentration
of proteins and DNA are causing membrane fouling and reduced performance of
membrane based cell retention systems (118,161,450,451). Therefore, the use of cen-
trifuges or settlers is frequently preferred. Another important aspect using low pro-
tein serum-free media is the increased chemical reactivity of such media especially in
the presence of high chloride concentrations degrading certain stainless steel quali-
ties. In conclusion, the choice of a bioreactor system and its design is very individual
and needs careful consideration of the specific demands of the application.

CONCLUSION

A wide range of reactor types has been suggested in the literature for animal cell cul-
ture including stirred tanks, airlift reactors, fluidized bed reactors, packed bed and
solid bed reactors, hollow fiber and membrane reactors. The number of different
types is even increased for small-scale simple systems such as spinner, roller, and
shake flasks. Typical operation modes are batch, fed-batch, and perfusion although
the suitability is strongly dependent on the application, the cell line, and the product.
For certain bioreactor systems a broad applicability for different cell lines and pur-
poses has been demonstrated. However, there is no single cell culture system that is
universally suitable for all applications in cell culture technology. For commercial
production of recombinant proteins, monoclonal antibodies, or vaccines, homoge-
nous culture of suspension cells, cell aggregates, or adherent cells immobilized on
microcarriers in SRTs operated in batch, fed-batch, or perfusion mode can be con-
sidered as the predominant technology due to its maturity, scale-up potential, flex-
ibility, and environmental control. The specialist reactor designs are experiencing
a renaissance at present within the field of artificial organs and tissue culture for
replacement therapy (452). At the same time, conditions for using the different sug-
gested reactor designs for the production of viral vectors for genetic vaccination or
gene therapy are being investigated (16–19). Apart from these novel applications
bioreactor development has reached a high degree of maturation and the focus of
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cell culture technology has moved to biological issues and novel applications of cell
and tissue culture.
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7
Aeration, Mixing and Hydrodynamics
in Bioreactors

Ningning Ma, Mike Mollet, and Jeffrey J. Chalmers
Department of Chemical and Biomolecular Engineering, The Ohio State University,
Columbus, Ohio, U.S.A.

INTRODUCTION

Over the last 20 years, there has been a significant increase in the number of large-
scale animal cell culture processes for commercial, therapeutic products. A number
of these processes are conducted in bioreactors on the order of 10,000L; yet, no sin-
gle universal methodology on how to design, operate , and scale-up bioreactors
exists. Conceptually, the optimal scale-up (or scale-down) methodology would pro-
vide an optimum, constant ‘‘microenvironment’’ surrounding each cell that is scale
independent. This constant ‘‘microenvironment’’ would not only include the concen-
tration of all nutrients and byproducts, but also all hydrodynamic forces acting on
the cells. This lack of methodology is the result of the complexity of introdu-
cing=removing gas-phase nutrients=byproducts into=from the culture and the turbu-
lent nature of the hydrodynamics. The gas-phase challenges are exacerbated by the
low solubility of oxygen in the liquid phase, which requires an active oxygen intro-
duction system (either gas sparging or the use of membranes) in culture sizes typi-
cally greater than 100L. Equally challenging is the perceived, and in some cases
actual, sensitivity of the cells to hydrodynamic forces generated in bioreactors to
facilitate the mixing of nutrients and the suspension of the cells.

Agitated tanks dominate the design of animal cell bioreactors, although there
are reports of relatively large scale 2000L airlift bioreactors (1). One reason is the
vast practical knowledge accumulated in the fermentation and chemical engineering
fields over the last century. A second reason is the relative ease of design, operation,
and scale-up. However, unlike agitated tanks used for chemical mixing and=or reac-
tion, animal cells in some cases are sensitive to hydrodynamic forces. This sensitivity
varies according to cell lines, whether the cells are in suspension or attached to
microcarriers, and potentially other factors.

Except for blood cells, all other animal cells are attached to surfaces in their
native state. Several cell lines, such as Chinese hamster ovary (CHO) cells, hybri-
doma cells, and insect cells, have been adapted to grow in suspension. Microcarriers
provide a way to culture surface anchored cells in high concentration. However, as

225



will be discussed later, microcarrier cultures present unique challenges since experi-
mental and semiexperimental studies indicated that cells attached to microcarriers
are significantly more sensitive to hydrodynamic forces than freely suspended cells.

The actual mechanisms by which cells are damaged as a result of hydrody-
namic forces are still not well understood. This paucity of knowledge is a result of
our inability to understand turbulent flow at a sufficiently small scale, the interfacial
phenomena in the cell–air–medium system, the complexity of cellular mechanical
properties, and the cells’ physiological responses to physical strain. However, signifi-
cant progress has been made in this understanding. This chapter will attempt to sum-
marize our current understanding of aeration, mixing, and the relationship of the
hydrodynamic forces caused by these processes to animal cells.

AERATION FOR CELL CULTURE BIOREACTORS

Oxygen is a key nutrient in cellular metabolism. While low oxygen concentration
affects cell growth and yield, excessive oxygen tensions can also be toxic to the cells
(2,3). Glacken et al. (4) attributed the toxicity to the generation of superoxide radi-
cals that may affect cells directly or indirectly by oxidizing medium components. The
oxygen requirement of animal cells varies according to different cell lines and culture
conditions. For common cell types, the typical oxygen uptake rate (OUR) is between
3� l0�10 and 2� 10�8 mg=cell hr (5). The classical and typically used aeration
method is sparging, which is bubbling gas directly into the culture medium for liquid
volumes > 10–100 L. Other methods are usually problematic, although they are able
to outperform sparging in some aspects. Even though the oxygen demands of animal
cell cultures are several orders of magnitude lower than microbial cultures, oxygena-
tion is usually the primary challenge in cell culture scale-up. The importance of aera-
tion increases with the escalation of bioreactor size and cell concentration.

Basic Mass Transfer Concepts

The oxygen transfer rate is determined by the mass transfer resistance and the driv-
ing force:

OTR ¼ KgaðPo2 � P�
o2
Þ ð7:1Þ

or

OTR ¼ K1aðC�o2 � Co2
Þ ð7:2Þ

where OTR represents the oxygen transfer rate per unit reactor volume, 1=Kga and
1=Kla are the transfer resistances, and ðPo2 � P�o2Þ and ðC

�
o2
� Co2

Þ are the corre-
sponding driving forces. More specifically, Po2

and P�
o2

are the partial oxygen pres-
sure in the gas phase and the equilibrium partial oxygen pressure in the liquid phase,
respectively, Co2

and C�
o2

are the dissolved oxygen concentration and the saturating
oxygen concentration, respectively, Kg and Kl are the corresponding oxygen transfer
coefficients, and a is the interfacial area per bioreactor volume.

Equations (7.1) and (7.2) are interchangeable via Henry’s law constant,

kl ¼ HKg ð7:3Þ
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and

P�o2 ¼ HCo2 ð7:4Þ
A simple analysis of Eqs. (7.1) and (7.2) indicates that increasing the oxygen transfer
coefficients, the interfacial area, and=or the driving force can boost the OTR.
Increasing the vessel pressure is a very effective and economical way to obtain a
higher driving force. Large-scale bioreactors are typically rated to withstand 40 psi
because of the need of ‘‘in place’’ sterilization (6). Operating a bioreactor at 40 psi
would increase the driving force by a factor of 2–2.5 relative to the driving force
at atmospheric pressure. However, a further increase of pressure would require a
reinforced vessel, and the associated increase in carbon dioxide concentration in
the culture may result in inhibitory physiological effects. Another relatively simple
step to increase the OTR is using pure oxygen. Inspection of Eqs. (7.1) and (7.2) indi-
cates that using pure oxygen can significantly increase the value of P�

o2
and C�

o2

thereby increasing the OTR. However, as will be discussed later, the sparging of
gas in the vessel also affects the CO2 removal rate from the system; consequently,
any increase in OTR must be balanced by the negative effect it has on the removal
of CO2 from the system.

Surface Aeration

The easiest way to provide nutrient and byproduct exchange between a gas phase
and the culture medium is through surface aeration, which, as the name implies, is
the transfer of gas to the culture through the headspace in the bioreactor (7). Simple
surface aeration is sufficient for low-density culture in small vessels, such as T-flasks,
roller bottles, and bench-scale vessels, where a relatively large ratio of air–medium
interface to volume exists. The actual culture volume at which surface aeration is
insufficient depends on a number of factors; volumes up to 100L have been effec-
tively operated with surface aeration alone. Surface impellers and subsurface impel-
lers facilitate the bulk oxygen diffusion (8,9). Aunins et al. (9) increased the OTR by
a factor of 50% by moving the impeller within 0.13 times the impeller diameter of the
liquid surface (9). Hu et al. (7) reported a fourfold increase of oxygen supply by using
a surface impeller in addition to the normal impeller. Even if other aeration methods
are utilized, flushing air or pure oxygen through the headspace compartment is an
additional means of increasing the overall OTR (10).

Perfluorocarbons to Supply Oxygen

Perfluorocarbons are hydrocarbons whose hydrogen atoms are partly or totally
replaced by fluorine. The solubility of oxygen in perfluorocarbons is 10–20 times
higher than that in pure water (11). The perfluorochemicals are hydrophobic and
immiscible with water-based media; therefore, the addition of perfluorocarbons
yields a four-phase mixture in sparged bioreactors. Perfluorocarbons, the discrete
phase, improve the oxygen transfer speed by working as gas vectors that transfer
oxygen and carbon dioxide between air and the medium. The benefits of using per-
fluorocarbons in cell culture systems are summarized by Lowe et al. (12) as follows:

1. chemically and biologically inert;
2. ease of sterilization (e.g., by autoclave);
3. recoverable and recyclable;

Aeration, Mixing and Hydrodynamics in Bioreactors 227



4. high respiratory gas solubility;
5. scavengers of gaseous cellular products;
6. provide a two-phase (perfluorocarbon-liquid and aqueous medium) inter-

face and physical support for cell division (in stationary cell culture).

Several studies have been conducted with animal and insect cell cultures in
which the medium was supplemented with perfluorocarbon emulsions (13–16). These
studies found that the exponential growth phase was prolonged, along with a more
than sixfold increase in cell concentration, which was consistent with theoretical pre-
dictions based on the enhanced oxygen transfer. However, this method introduces
additional cost and problems in downstream processing and has not been reported
for industrial use (1).

Membrane Aeration

Membrane aeration replaces the need for gas sparging by providing a large inter-
facial area for oxygen diffusion. Most membranes could be categorized either as a
microporous type or as a diffusion type. For the first type of membranes, the med-
ium is in direct contact with air in the micropores within the membrane. The position
of the air–liquid interface is held stationary via both the hydrophobic force and pres-
sure. For the diffusional type of membrane, oxygen diffuses first from the gas phase
into the highly oxygen soluble membrane, normally silicon rubber, and then into the
culture medium. Of all the membrane module geometries possible, the hollow fiber
modules have received the most attention. Aunins and Henzler (5) summarized the
properties of a number of commercial membranes.

Without introducing a moving gas–medium interface into the liquid phase,
membrane aeration is able to avoid physical damage to relatively fragile insect
and animal cells. This method can also provide a high oxygen transfer rate. Aunins
et al. (17) and Moreira et al. (18) compared the performance of three different aera-
tion methods: surface, membrane, and sparging. The results obtained by Moreira
et al. (18) with a laboratory-scale vessel showed that membrane aeration could give
large OTRs, comparable to sparging. However, it requires higher gas pressure and
flow rates.

Membrane aeration is appropriate in small- to intermediate-scale bioreactors
(10–500 L), which have large oxygen demand and are processing flow sensitive cells
(5). However, it is not widely used because of the complexity of the process, the lim-
ited design data, and the difficulties in maintenance. Proteins and cell debris can
deposit on the pore wall, potentially altering its hydrophobic property. It also
increases the difficulty in cleaning, especially at larger scales (19).

Sparging

Sparging gas directly into the medium is the most simple and commonly used ‘‘large-
scale’’ way to provide oxygen in bioreactors (19,20). In fact, agitated, sparged tank,
bubble column, and airlift reactor account for most of bioreactors used in large-scale
cell culturing. The oxygen transfer speed in sparged bioreactors is determined by (1)
design parameters, such as sparger size and type, (2) operation parameters, such as
superficial gas velocity and agitation intensity, and (3) material properties of gas and
culture, such as densities, viscosities, and surface tension. Normally, smaller bubbles
give larger interface and hence higher OTRs at the same volume speed (21). Bubble
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coalescence is an important factor because of its effects on bubble size. However,
most bioreactors are operated at low gas flow rate and low agitation rate based
on the precieved flow sensitivity of cells. In this situation, the coalescence is not
severe and the bubble size far from the sparger is almost equal to the bubble size
at the sparger (1).

There are several correlations for the oxygen transfer coefficient. Several pub-
lished correlations in noncommercial size fermentors share the form

Kga ¼ a1ðPg=V1Þa1ðUsÞb1 ð7:5Þ

where Pg=V1 is the power input per unit volume of gas dispersion, Us is the super-
ficial gas velocity, and a1, a1, and b1 are constants independent of scale and impeller
type (22–25). While care should be taken in the use of any correlation, Eq. (7.5)
allows one to observe the most important groups of variables that affect the oxygen
transfer coefficient (6).

CO2 Accumulation and Removal

The role of CO2 in cell culture is complex. First of all, the possible solute species of
carbon dioxide can take the form of CO2, HCO�3, H2CO3, or CO2�

3. Since sodium
bicarbonate is typically used as the pH buffer, the variation of CO2 concentration
may affect the pH of the medium through the following relationship:

½CO2�T ¼ ½CO2� þ ½H2CO3� þ ½HCO�3 � þ ½CO2�
3 �

¼ ½CO2� 1þ K1

½Hþ� þ
K1K2

½Hþ�2

 !
ð7:6Þ

where the subscript T denotes total CO2 concentration, and K1 and K2 are equili-
brium constants (26). Secondly, CO2 is both a nutrient and a potentially inhibitory
byproduct in typical cell cultures. Therefore, both CO2 accumulation and excessive
removal should be avoided. Finally, the addition of either air or O2 to the system
can, and usually does, remove CO2 from the system. This balance between O2 addi-
tion and CO2 removal leads to more complexity with respect to gas exchange.

Drapeau (27) studied the effect of increasing dissolved CO2 on recombinant
CHO cells. A 3-day batch study showed that the cellular growth rate and specific
productivity decreased dramatically with increased pCO2 while the dissolved oxygen,
pH, as well as other variables were held constant. Gray et al. (28) also observed this
inhibitory effect in a system in which pure oxygen microbubbles were added to the
culture. Even though the microbubbles were able to meet the oxygen requirement for
up to 2.1� 107 CHO cells per mL, poor CO2 removal restricted the cell density to
only 2.4� 106 cells per mL. Significant accumulation of dissolved CO2 was also
reported with silicon diffusion aerators where the mass transfer coefficient of oxygen
was much higher than that of CO2 (29).

In contrast to the problem of CO2 build-up due to the low level of gas–medium
exchange, the opposite effect can happen in bubble columns or airlift bioreactors. In
these systems, one primary purpose of gas sparging is for mixing; hence, rates of
sparging significantly exceed the rate needed for gas exchange. Consequently, the
CO2 concentration can drop to inhibitory low levels. Birch et al. (30) observed that
the pCO2 dropped from 0.08 to 0.008 bar in a large-scale airlift bioreactor with a
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constant sparging rate. The reduced pCO2 causes a higher pH and hinders prime
metabolism reactions as well as the synthesis of purines and pyrimidines (5).

Detrimental Effects of Sparging

The observation of cell damage caused by introducing bubbles into culture goes back
to the beginning of suspended animal cell culture (31,32). However, it was the work
of Kunas and Papoutsakis (33) and Oh et al. (34) that revealed the importance of
cell–bubble interactions at gas–medium interfaces as opposed to pure agitation with
respect to physical cell damages. Before their studies, the rule of thumb was that
the hydrodynamic forces resulting from the action of impellers were more damaging.
Both authors reported that as long as air was not introduced into the vessel,
hybridoma cells could withstand impeller speeds > 450 rpm, which is significantly
higher than that typically used in bioreactors. Continuing this study, Kunas and
Papoutsakis (35) built a bioreactor that had no air–medium interface at the top of
the vessel to prevent bubble entrainment from the central vortex. With this system,
no cell damage was observed at impeller speeds up to 600 rpm.

Potential cell damage areas in sparged vessels include the bubble generation
region, the bubble rising region, and the bubble disengagement region. When the
bioreactor is agitated and the sparger lies under the impeller, the impeller region is
also a possible damage area where bubbles coalesce and breakup occurs.

Several researches suggested that cell damage took place in the bubble disen-
gagement region at the surface of the culture (36–40). Through a microscope–video
system, Handa et al. (36) observed rapid cell movements when the bubble film
drained, and violent turbulent oscillations and surface deformations of cells when
surrounding bubbles ruptured. Using a higher-resolution video system and specially
designed columns, Bavarian et al. (37) presented photographs of insect cells attached
to rising bubbles, trapped in the foam layer, and attached to the bubble film at the
gas–medium interface.

When a bubble sitting at the gas–medium interface ruptures, a highly energetic
event occurs, resulting in a rapid upward and downward jet of fluid (it is this upward
jet of fluid that produces the ‘‘fizz’’ in carbonated soft drinks). To determine if this
rupture process and the subsequent upward jet is sufficient to kill cells, Trinh et al.
(40) developed a device in which a large number of single bubbles could be ruptured
in a short time. Cell damage in the bulk liquid was measured and fluid in the upward
jet was also collected for microscopic analysis. Statistically significant data indicated
that on average �103 cells were killed per 2mm bubble rupture. In addition, all of
the cells collected from the upward jet were killed and the concentration of cells in
the upward jet was twice that in the bulk suspension.

Based on these experimental observations, Boulton and Blake (41) and Garcia-
Briones et al. (42) conducted computer simulations of the bubble rupture process
and obtained similar results. The simulations indicated that the rupture of small
air bubbles in pure water generated intensive energy dissipation, which was three
to four orders of magnitude higher than what is typically created in bioreactors
solely due to agitation (42,43). The level of the energy dissipation rate increases
rapidly with decrease in bubble size (41,42).

Several semiempirical correlations are available to predict the specific death
rates of suspended cells in sparged vessels. Tramper et al. (44) suggested that cell
damage followed first-order death rate kinetics and that there was a hypothetical
killing volume associated with each air bubble. According to this argument, the
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first-order death rate constant, Kd, of a sparged culture can be represented by

Kd ¼ 4FX 0=ðp2D2HÞ ð7:7Þ

where F is the airflow rate into the vessel, X0 is the specific hypothetical killing
volume, i.e., the hypothetical killing volume divided by the air bubble volume, D
is the column diameter, andH is the height of the column. This relationship has been
verified with different cell types, bubble sizes, and H=D ratios (45,46). Literature
values of X0 vary between 2� 10�3 and 2� 10�2. Trinh et al. (40) suggested that this
hypothetical killing volume was a thin layer of liquid surrounding the bubble. This is
consistent with both experimental (47,48) and simulation results (42), which indi-
cated that the fluid in the upward jet originated from a thin film surrounding the ori-
ginal bubble and the hydrodynamic forces that the fluid experiences in this thin film
is exceedingly high.

A second correlation was proposed by Wang et al., which related the local spe-
cific death rate, p, to the local specific bubble interfacial area, a, and the local bubble
breakup=bursting frequency:

p ¼ k2s

K

� �
a ð7:8Þ

where k2 is the intrinsic cell inactivation rate constant, s is the equivalent thickness of
the inactivation region around a deformed bubble, and K is the Michaelis–Menton
saturation constant for cells absorbed into an inactivation zone around a bubble.
Although neither correlation provides a mechanistic explanation for the cell damage,
they provide the following insights: (1) cell damage is proportional to the bubble–
medium interfacial area and (2) cell damage is unrelated to the vessel diameter
and height.

Cell Interactions with Gas–Medium Interfaces

Parker and Barsom (49) reported that the chemical composition of the surface
microlayer, which is the thin layer of liquid in the air–liquid interface, was very dif-
ferent from that of the bulk water. Hydrophobic materials, including cellular com-
ponents , tend to accumulate in this layer. As stated previously, Bavarian et al.
(37) and Chalmers and Bavarian (38) observed the attachment of insect cells to var-
ious gas–medium interfaces. Several representative photographs are shown in Fig. 1.
In further studies, Garcia-Briones and Chalmers (50) observed the attachment of
cells to the bubble film that separated the air in the bubble from the air above the
gas–medium interface. Figure 2a, illustrates the large number of cells on the film.
However, when Pluronic F-68 (PF-68) was present in the medium, almost no cells
were observed attached to this film (Fig. 2b).

Thermodynamics of Cell Adhesion to Bubbles

Dahlback et al. (51) demonstrated that the tendency of bacteria to attach to the air–
water interface was proportional to the hydrophobicity of the cell surface. Similarly,
Chattopadhyay et al. (52) suggested that the cell–bubble attachment of insect cells
was also the result of hydrophilic–hydrophobic interactions. Continuing this study,

Aeration, Mixing and Hydrodynamics in Bioreactors 231



Chattopadhyay et al. (53) tried to explain the cell–bubble attachment from a thermo-
dynamic point of view.

During the attachment of a cell to a gas–liquid interface, a region of the cell–
liquid interface and the gas–liquid interface are replaced by a cell–gas interface . The
variation of free energy for this process can be represented as

DFadh ¼ gcv � glv � gcl ð7:9Þ

where DFadh is the change in free energy and gcv,glv,gcl are surface tensions of the
interfaces of cell–gas, liquid–gas, and cell–liquid, respectively. For a thermodynami-
cally feasible process, the change of free energy must be negative. Chattopadhyay
et al. (53) examined the surface tensions and free energy changes for five different
cell lines in different media. gcl values were found much smaller than the values of
gcv and glv. Consequently, the governing factor determining whether DFadh is nega-
tive or positive is the value of gcv relative to glv. Consistent with this model, most pro-
tective additives, such as PF-68 and Methocel E-50, are able to lower the value of glv
below that of gcv , thereby creating a condition in which DFadh is positive (53,54).

Protective Additives to Prevent Damage and Proposed Mechanism

Over the years a number of compounds have been found to be able to prevent cell
damage when added to the culture. These compounds include: hydroxyethyl starch,
derivatives of cellulose, serum, tryptosephosphate, polyvinyl alcohol (PVA), bovine
serum albumin, polyethylene glycols (PEGs), pluronics and dextran (5,52,55).

A number of mechanisms have been suggested to explain the observed protec-
tive effects. In general, these mechanisms can be grouped into three major categories:

Figure 1 Microscopic images of insect cells attached to rising bubbles (a,b), a clump of cells
rising with bubbles (c), and cells trapped in the foam layer (d).
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(1) nutritive effects, (2) the suppression of bubble–cell attachments, and (3) the phy-
sical strengthening of the cell membranes. Because experimental results demon-
strated that the time required to achieve measurable protective effects after the
addition of the supplements is short, it has been argued that the major mechanism
of protection is not nutritive (33,56,57).

Figure 2 Microscopic image of cells attached to the bubble film (a), and the same system
containing Pluronic F-68 indicating no cells attached to the bubble film (b).
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Various studies indicate that cell–air bubble adhesions are inhibited when pro-
tective additives are present. Mizrahi (58) and Jordan et al. (59) attributed the pro-
tective effects to the surface active nature of the additives. Chattopadhyay et al. (52)
and Micheals et al. (54) compared the effectiveness of several additives and found
that the most effective compound could decrease the air–medium interfacial tension
rapidly and significantly. In addition, both groups suggested that the lowering of the
dynamic surface tension was more important than lowering the equilibrium surface
tension. As stated in the previous section, Chattopadhyay et al. (52,53) used a
thermodynamic analysis to explain these observations.

Besides the alteration of bubble film properties, another possible explanation
for the reducing of cell–bubble adhesion is a surfactant–cell membrane interaction.
Wu (60,61) found that the hydrophobicity of two types of insect cells decreased when
PF-68, methylcellulose, or PEG was present and suggested that the weakened hydro-
phobicity reduced the cell–bubble bonding. The protective effect of PF-68 in the
nonaerated cultures was also noticed by several research groups. Goldblum et al.
(56) suggested the adsorption of PF-68 to the cell membrane made cells stronger
in withstanding strains. Ramirez and Mutharasan (62) observed that PF-68
decreased the plasma membrane fluidity significantly; implying that a more rigid
membrane increased the cells resistance to shear forces. Zhang et al. (21) found
the membrane bursting tension of hybridoma cells increased with PF-68 or serum
present, but it was recognized that the strengthened membrane alone was not enough
for the protection observed in bioreactors.

Despite these studies, a mechanistic understanding of the protective roles of the
additives is far from being elucidated. This can be attributed to our inability to
understand cell damage mechanisms and the complex interfacial phenomena within
bioreactors. As a result, the choice of the protective additives and the concentration
is mainly based on empirical experience (63).

Pluronic F-68 and Antifoam

PF-68, a nonionic surfactant, is widely used to protect animal and insect cells from
sparging and agitation-related injuries. Because of its essential role in cell cultures,
this section will specifically discuss the properties and issues surrounding PF-68
and foaming. PF-68 is one of a family of block copolymer of poly(oxypropylene)
and poly(oxyethylene) with an average molecular weight of 8400 Da (64). Unlike
many other surfactants, PF-68 does not have a distinct critical micelle concentration,
which renders its interfacial properties more complex than the already very complex
surfactant–fluid systems. The protective ability of PF-68 increases initially with the
concentration, but levels off after 0.5 kg=m3(0.05%, or 0.5 g=L). Typically, the
reported concentration adopted is 0.5–3 kg=m3(65). The interaction of PF-68 with
cell membrane and bubble–liquid surface decreases the mass transfer rate, especially
the OTR (64). In addition, Murhammer and Goochee (66) noticed that Pluronic
inhibited the trypan blue uptake into insect cells, which is consistent with speculation
that PF-68 interacts with cell membranes. Finally, some initial reports indicate that
high concentrations can be toxic (1,67).

The addition of PF-68 or other surface-active compounds can enhances the sta-
bility of foam at the gas–medium interface. While a stable foam layer might be desir-
able if it allows cells attached to bubbles or trapped in the fluid surrounding bubbles
in the foam to drain back into the culture medium, excessive foaming can be a
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serious operating problem in the cell culturing. Foaming process can lead to loss of
cells and product, reduction of working volume, and increased risk of contamination
(68).

Both mechanical and chemical methods have been studied in foam control.
Rotational impellers and stirrers positioned above the liquid surface can suppress
the foam accumulation via the shear forces. The mechanical defoaming methods
do not introduce any supplements into the culture. But they have large power
consumption rates, difficulties in operation, and insufficient breaking efficiencies.
Chemical methods usually use hydrophobic oils, insoluble hydrophobic particles,
or mixtures of both as the antifoam agents. A number of mechanisms have been pro-
posed to explain the action of these antifoam agents including: (1) the building up of
hydrophobic bridges between two film surfaces, (2) the replacement of the adsorbed
surfactant on the interface, and (3) the lateral stress subjected to the film liquid dur-
ing oil spreading on the film surface (68,69). Synergistic effect exists for the mixed
type oil–particle antifoamers, which are found very effective at low concentrations
(10–1000 ppm) (69). The effect of antifoams on mass transfer is complex. At low con-
centration, the mass transfer efficiency is decreased dramatically; however, at high
concentration, the efficiency has been reported to be increased (70–72). Antifoam
increases the bubble coalescence and the resulting large bubbles may cause vigorous
vibrations in airlift bioreactors (73).

Sparger Design

Proper selection of a sparger is important for increasing aeration and minimizing cell
damage and foaming. Christi (74) considered two kinds of spargers for the scale-up
of a bioreactor and found the larger multihole sparger was preferable over a porous
metal sparger (74). This preference was the result of foaming problems associated
with the porous metal, presumably due to the smaller bubbles that this sparger cre-
ated. Orton and Wang (39) suggested macrospargers producing bubbles in the range
of 6–8mm diameter were suitable for minimizing foaming and simultaneously redu-
cing bubble-related cell death. However, microhole spargers provide significantly
higher gas–medium interfaces and thereby higher oxygen mass transfer coefficient
for the same gas flow rate, therefore, effectively, reducing the overall superficial
gas flow rate (28).

Studies of sparger designs on cell viability are scarce. Murhammer and Goochee
(75) found that when the air velocity leaving the gas orifice was high, indicated by
a high pressure drop, net cell growth was inhibited. They suggested the higher level
of fluid turbulence aroused by the high pressure drop brought about cell damage.
Gary et al. (28) developed a model to determine the best sparger hole size that can
meet the requirements of aeration and CO2 stripping at the same time.

MIXING AND SHEAR STRESS

Mixing is required in suspended cell cultures to keep the suspension homogeneous
and to improve the mass and heat transfer rates. In most bioreactors, mixing is
achieved by impeller agitation and gas sparging. Mixing within a bioreactor can
be divided into macromixing and micromixing, although there is no distinct bound-
ary defining the two. Macromixing generally refers to the overall flow patterns in the
whole vessel and is usually characterized by the global concepts: i.e., power addition
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per total volume, type of turbine, mixing times, etc. Some commonly used methodol-
ogies in measuring the mixing time were summarized by Nagata (76). Micromixing is
generally focused on the intensity of mixing in localized regions and, most funda-
mentally, on the length scale of molecular level, i.e., the mixing of different types
of molecules, and the smallest eddy level. Characterization of micromixing includes
the Kolmogorov microscale and more recently the local intensity of energy dissipa-
tion (77).

The agitation intensity in cell cultures is typically much lower than that in
microbial cultures because of the assumed higher level of mammalian and insect cells
fragility and significantly lower OUR. Quantitatively, this agitation intensity differ-
ence is �100-fold, i.e., a global average of 10W=m3 (1� 102 ergs=cm3 s) in animal
cell culture vessels versus 1000 W=m3 (1� l04 ergs=cm3 s) in microbial fermentation
vessels (1,44). The commonly used lower level of agitation is generally thought not
sufficient for mixing in many cases. This was dramatically illustrated by Ozturk
(29). In his study, local cell lysis was observed as result of base addition in the form
of concentrated drops added at the top of fluid in the bioreactor. The resulting cell
debris formed a ‘‘snow ball’’ like structure surrounding the base inlet and a drop in
the cell density was detected. Consistent with this experimental observation, Reuss
et al. (78) presented computer simulations indicating that insufficient mixing condi-
tions could result in localized regions of pH as high as 9; despite that the overall pH
value was controlled at 7.2. In addition to the heterogeneous pH distribution,
Nienow et al. (79) stressed that significant spatial gradient in dO2 can also exist.
The uneven distribution of nutrient, waste, product, and pH becomes more severe
when vessel scale increases (1).

Overview of the Hydrodynamics in Bioreactors

Extensive work has been conducted to understand the fluid dynamics in both bio-
reactors and, in general, stirred vessels. Nevertheless, a precise characterization of
the turbulent flow is still out of reach. Theoretical solutions are restricted by the clo-
sure problem, where the available equations are less than the unknown variables.
Direct measurements are also limited because of the incapability of current techni-
ques to give a high resolution, three-dimensional, instantaneous velocity or pressure
field. Two of the most commonly used methods, the laser Doppler anemometer (80–
83) and the constant temperature anemometry (84,85), are restricted to measure a
single point as a function of time. A newly developed particle tracking velocimetry
method enables simultaneously full field velocity measurement. However, the resolu-
tion of the velocity map is only moderate. Hence, velocity vectors acquired at differ-
ent time points need to be summed up and the resulting data are time averaged (86).

No matter how random the flow is in the agitated vessels, predictable macro-
scale flow patterns exist. Different macrocirculation structures aroused by axial- or
radial-type impellers are well known. Chapman et al. (87–89) reviewed the bulk flow
patterns in sparged and stirred tanks for different impellers: disk turbines, pitched
blade turbines pumping up or down, marine impellers, and pitched blade turbines
with disks. Besides the bulk circulation, the passage of blades superimposes a period-
ical velocity to the surrounding fluid and after each blade, there exists an intense
trailing vortex emanating from the tip of the blade (80,82,90–92).

Turbulence can be characterized as an array of eddies with different sizes. The
mechanical energy delivered to the fluid through the blades cascades from larger to
smaller eddies until it researches the smallest ones where mechanical energy is
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converted to thermal energy. The smallest eddy is usually defined by the Kolmo-
gorov microscale. It should be noted that the energy is not cascaded strictly layer
by layer. It has been suggested that the energy contained in one eddy can be trans-
ferred to eddies much smaller than it although the closest one, in size, receives the
largest share. Similarly, heat is not generated exclusively by eddies in the Kolmo-
gorov mircoscale level.

Most of the hydrodynamic studies conducted with the agitated tanks are not
specifically for bioreactors. However, despite the relatively lower power input that
has historically been used in cell culture, these studies can be applied to the design
of animal cell bioreactors (93).

Cell Damage Caused by Flow Forces

It is generally believed that animal and insect cells are sensitive to hydrodynamic
forces due to their relatively larger size and lack of cell wall. Both lethal and sub-
lethal effects of hydrodynamic forces on cells are well documented (94–98). The first
reports of suspended animal cell damage in agitated bioreactors came with the
attempts to cultivate mammalian cells at scales larger than a couple of liters (99–
101). In a pioneering work, Augenstein et al. (102) studied the effect of shear stresses
on cell suspension of two strains of mammalian tissue cells, HeLa S3 and mouse
L929, by passing the cultures through capillary tubes of different diameters. They
found the cell death rate could be correlated to either the average wall shear stress
or the power dissipation. At stresses between 10 and 200 N=m2 cell death was
observed. In another pioneering study, Midler and Finn (103) observed that the
damage of shear-sensitive protozoa cells in a uniform shear device showed a two-
phase behavior: a rapid primary damage followed by a slow decline of viable
cells. This result indicates that cell damage is not only related to the magnitude of
the hydrodynamic forces, but also to the exposure time. Peterson et al. (104) studied
the effect of mode of cell growth and culture age on the tolerance of shear stress. The
cells cultured in spinner flasks were found much less sensitive to shear than the cells
grown in T-flasks. In addition, cells from either the lag or the stationary phases of
batch cultures were more sensitive to mechanical damage than cells from the expo-
nential growth phase.

Viscometers are the prevalent devices to quantify the cell sensibility to hydro-
dynamic forces. Studies using various types of viscometers were reviewed extensively
by Joshi et al. (94). The advantages of viscometers are that the flow fields are uniform
and well defined and that the shear rate and exposure time can be controlled accu-
rately. However, various researchers have suggested that normal forces arising from
extensional flow, which are typical in turbulent flow bioreactors, are more damaging
to cells than purely shear flow at the same level of energy dissipation (105–108). At
the same time, the hydrodynamic forces in a mixed vessel are not constant, but can
range over several orders of magnitude with only a small region of the vessel exhibit-
ing high levels (43). Consequently, more relevant studies are those in which the high
hydrodynamic forces are abrupt and rapid. McQueen et al. (107) and Gregoriades
et al. (108) pumped cell suspensions through transient, abrupt contraction flow
devices. Gregoriades et al. quantified the local energy dissipation in the contraction
region and found that the damage of CHO cells attached to microcarriers became
significant when the maximum energy dissipation exceeded 104 ergs=cm3 s. This mag-
nitude of energy dissipation is consistent with the experimentally determined values
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of local energy dissipation that has been reported in spinner vessels to damage cells
attached to micocarriers (92).

It is generally accepted that cells attached to microcarriers are more susceptible
to hydrodynamic forces than the suspended cells. This increased susceptibility is
believed to be the result of the attached cells not able to rotate freely; rotation relaxes
the stress and torque the cells are subjected to by the moving fluid (105,106). Using a
similar flow device and the same cell line, Ma et al. quantitatively compared the
damage of freely suspended CHO cells to the results of Gregoriades (109). The freely
suspended CHO cells were observed to be able to withstand energy dissipation rates
over three orders of magnitude higher than CHO cells attached to the 200mm micro-
carriers.

Apart from the death and lysis due to the detrimental flow environment, sub-
lethal level of shear stress may elicit various physiological responses, such as modi-
fied metabolism pathways and gene expressions. Under intense agitations, glucose
consumption and mitochondrial activity were found to be increased (110,111).
Studies of McDowell and Papoutsakis (112) indicated that step changes in the rota-
tion speed from 80 to 300 or 400 rpm resulted in altered metabolism, mRNA levels,
and surface receptor content of a human promyelocytic leukemia cell line. Descrip-
tions of further sublethal affects can be found in Al-Rubeai et al. (113) and Goswami
et al. (114).

Quantification of Cell Damages

A number of parameters have been suggested to quantify the hydrodynamic forces
that cells experience. Garcia and Chalmers (105) suggested that the ideal parameters
‘‘cannot come from the geometry of the system producing the flow, but from ‘intrin-
sic characteristics’ of the flow itself’’ and they should represent the local environ-
ment, not the average one. Based on these criteria, impeller speed, impeller tip
speed, and integrated shear stress are not appropriate since they are system (vessel)
dependent.

Laminar shear stress can be accurately measured in a number of viscometers
and parallel plate devices and is able to characterize the local flow. However, while
it is an effective quantitative parameter for laminar, two-dimensional flow, the char-
acterization of time dependent, three-dimensional turbulent flow in the bioreactors
requires a second-order shear stress tensor consisting of six distinct shear stress vec-
tors. Hence, it is difficult, if not impossible, to extend the results acquired in well-
defined flow devices to bioreactors. Meanwhile, as stated earlier, the normal forces
produced in the turbulent flow bioreactors are more damaging than the pure laminar
shear forces where the flow is half extensional and half rotational (105–108).

Energy dissipation has been widely used to quantify local mixing performance
(115). The concept that energy dissipation can be related to cell damage was first sug-
gested by Bluestein and Mockros with respect to hemolysis of red blood cells (116).
The energy dissipation rate is a scalar and consists of contributions from all the shear
stress components in the three-dimensional flows:

e ¼ m½rU þrUT� : ðrUÞ ð7:10Þ

where m is the viscosity and ðrUÞ is the velocity gradient tensor. The Kolmogorov
microscale, which is a well-known parameter suggested for use in bioreactor scale-
up, is also based on the local energy dissipation (117,118). The challenge in using
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energy dissipation as a universal parameter is the difficulty in measuring its local dis-
tribution and value. Compounding this difficulty is Taylor’s study of drop disrup-
tion, which found that while it is possible to disrupt a drop of oil in water in both
extensional and pure shear flow, the magnitude of the energy dissipation rate at
which the breakup occurred was higher for the pure shear flow (119). Taylor attrib-
uted this difference to the rotation of the droplet in the pure shear flow, which
relaxed the stress the drops experienced. Motivated by this discussion, Garcia and
Chalmers (105) proposed a parameter called ‘‘amount of rotation,’’ which represents
the ratio of the time scale of liquid deformation to the time scale of rotation, to sup-
plement energy dissipation rate in describing the damaging forces.

The Distribution of Energy Dissipation in Typical Bioreactors

In the bioreactor agitated with impeller(s), the power introduced through the shaft is
not dissipated evenly to the whole fluid volume. Instead, various studies indicated
that 30–70% of the total power input was dissipated in a small region around the
impeller that accounted for only 10% of the total vessel volume (83). In addition,
the distribution between the high and low values of local energy dissipation in the
vessel can vary by two to three orders of magnitude (43,83). Because of this hetero-
geneity in power dissipation, the maximum energy dissipation rate as well as the bulk
average should be considered when designing and operating bioreactors.

Operation=Scale-Up of Bioreactors with Respect to Mixing

The scale-up and optimum operation of a bioreactor is as much an art as a science.
The optimum agitated culture should provide adequate mass transfer without zones
of physiological or physical damages to cells. Unfortunately, this scenario cannot be
predicted or designed from purely first principles. Consequently, a number of empiri-
cal, semifundamental or correlational scale-up arguments have been proposed and
used.

Rules of Thumb

Chalmers (63) and Tramper et al. (120) described some of the common rules of
thumb for scale-up bioreactors, which can be summarized as

1. anchorage-dependent cells are more ‘‘shear sensitive’’ than suspended cells;
2. sparging would kill all the suspended cells in a short time if there is no

‘‘shear-protective’’ additives added;
3. marine impellers produce less shear damage to cells than Rushton-type

impellers;
4. sparging is the simplest and the most straightforward method for aeration;
5. ‘‘shear sensitivity’’ is cell type and sometimes cell clone specific;
6. the minimum velocity in the bulk phase should be at least twice the

terminal settling speed of the cells;
7. tip speed of about 2 m=s is needed to ensure sufficient homogeneity.

Scale-Up based on Mass Transfer and Mixing

One method to scale up bioreactors is to focus primarily on maintaining proper rates
of mass transfer. This method has been advocated since it became apparent after a
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number of studies that many of the typically used animal cell lines are relatively
tough and can withstand significant agitation. Specifically, Kunus and Papoutsakis
(121) demonstrated that hybridoma cells were able to withstand up to 700 rpm with-
out damage as long as gas bubbles, either sparged or entrained, did not rupture at
the gas–liquid interface. This specific bioreactor had a volume of �2 L, a diameter
of 11.8 cm, and used a pitched blade impeller of 7 cm diameter. In a complementary
study, Oh et al. (122) also reported that hybridoma cells were able to withstand up to
450 rpm in a 2-L bioreactor. One word of caution is in order, however. While a num-
ber of commonly used animal cells are relatively tough, this is not necessarily true for
every cell line, or even different clones of the same cell line. While not published,
numerous informal reports exist of clonal variations in a cell’s resistance to hydro-
dynamic forces and that the toughest one is usually selected.

Scale-up is often restricted by oxygen delivery and carbon dioxide stripping,
especially when high cell density is desired (123). Intensified sparging allows higher
cell concentration. However, Ozturk (29) found that cell damage and foaming pro-
blems limited the sparging rate under 0.1 vvm. Longer mixing time brings local high
oxygen and carbon dioxide gradients, which are known to be deleterious to the cells.
Tremper et al. (120) suggested that the time required by the cells to move through
various areas of different conditions should be smaller than their biological response
time. The mixing time, Ym, in agitated vessels without aeration could be approxi-
mated by the following equations (124,125):

Cm ¼ 5:3ðT=DÞ2 for H=T ¼ 1 ð7:11Þ

Cm ¼ 3:3ðT=DÞ2:43 for H=T >1 ð7:12Þ

where

Cm ¼ YmNPo1=3 ð7:13Þ

Nienow et al. (79) rearranged Eq. (7.11) to give:

Ym ¼ 5:9ðeT Þ�1=3ðD=TÞ�1=3T2=3 ð7:14Þ

This equation indicates that mixing time can be kept constant during scale-up by
increasing the volume average power input ðeT Þ. However, during scale-up, the
volume average energy input normally could not be kept as high as that in the small
scale (126). As a result, the mixing time increases even at a significant speed due to
the contributions from both the enlarged tank size (T) and lowered power input per
volume ðeT Þ. Equation (7.14) is proposed to be universal to both axial and radial
flow impellers. A comparison of two types of impellers, one Rushton turbine and
one A310 hydrofoil, with similar D=T ratio indicated that the same mean power
input gave similar mixing times (79).

Scale-Up Based on Mechanical Cell Damage

A number of correlation-based parameters have been suggested and used in the
scale-up of animal cell bioreactor. These parameters include impeller tip speed, bulk
mean power input, impeller Reynolds number, and tip speed (34,127,128). However,
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as Kossen acknowledged, it is not possible to hold more than one of these para-
meters constant at the same time during scale-up (129). Sinskey et al. (130) proposed
to use the ‘‘integrated shear factor’’ (ISF), which was defined by dividing the impeller
tip speed with the distance between the impeller tip and the bioreactor wall. While
working with cells adhered to microcarriers, Sinskey et al. observed a steep cell
density drop when the ISF exceeded 60 s�1.

The next level of sophistication is the semifundamentally based method of
scale-up, popularly called the Kolmogorov eddy-length model (106,113,114,131).
The Kolmogorov microscale, obtained by the classical dimensional analysis of tur-
bulence by Kolmogorov, denotes the smallest eddy size in the flow field at which
the inertial forces are balanced by the viscous forces (132,133). Even though true iso-
tropic flow does not exist in agitated tanks, local isotropy can be assumed in fully
turbulent areas where the smallest eddies, which dissipate the majority of the
mechanical energy, lose their original orientation in the cascade process and become
random. As indicated by Eq. (7.15), the Kolmogrov microscale, Z, is only a function
of the turbulence intensity, represented by the local energy dissipation rate, e, and
the liquid property, represented by the kinematic viscosity, n. Thus, it has no direct
relationship with system geometry and large-scale flow patterns:

Z ¼ n3

e

� �1=4

ð7:15Þ

The Kolmogorov eddy-length model proposes that when Z reaches the size of a
microcarrier (�200 mm) with cells attached or the size of a freely suspended cell
(�10 mm), cell damage takes place. Good predictions were reported for cells on
microcarriers in small-scale vessels, but difficulties were encountered when the model
is applied to larger vessels or cells in suspension (134). This limitation arises from the
fully turbulent requirement, the local isotropic turbulence assumption, and most
probably the difficulty in determining the highest local energy dissipation level
(92,95). In the original Kolmogorov eddy-length model, it was assumed that the
energy added through the impeller was dissipated mainly in an annular region
around the impeller. However, as was discussed previously, the highest levels of
energy dissipation are located in much smaller volumes that appear to be associated
with the trailing vortices emanating from the impellers. By focusing on the trailing
vortices, Aloi and Cherry (135) reached a better agreement between the bioreactor
results and the better-defined capillary flow results.

The Selection of Impeller(s)

Nagata (76) compared the discharge efficiencies of various impellers where the effi-
ciency is defined as the ratio of the power number, Np, versus discharging flow num-
ber, Nq. Because the discharge flows are the direct cause of mixing, impellers with
lower Np=Nq ratios are superior in producing better bulk mixing and less shear
force. The results indicated that the preferable impellers were those having retreated
blades, large width, pitched blades, and small diameter compared to the vessel dia-
meter. Nienow (126) correlated the mixing directly with the average energy dissipa-
tion rate. The result revealed that in single impeller agitated systems with H=T ¼ 1,
mixing time is unrelated to the impeller type, but to the mean energy dissipation and
the impeller and vessel diameters (Eq. (7.14)). The diameter of the impellers in
turbulent media is normally between one-fourth to one-half of the tank diameter.
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A retrofitting analysis based on Eq. (7.14) shows that the impellers with a larger dia-
meter but with lower bulk energy dissipation may decrease the cell damage without
impairing the overall mixing. In addition, impellers that yield less severe local energy
dissipation at the same bulk average energy dissipation level have advantages in
reducing alleged cell damages. In this sense, hydrofoils are superior to pitched blade
turbines (PBT) and PBTs are superior to RTs. Axial flow impellers with aerodyna-
mically shaped blades and large projected area have recently received more attention
because large project area produces less shear force because of the more uniform
energy dissipation (126,136).

Multiple-impeller systems are common for high H=T ratio vessels. For the
same power input, multiple-impeller systems require lower impeller speed, which
results in a lower intensity of local energy dissipation. However, the circulations
aroused by the impellers tend to be independent and several compartments of flow
can be formed. This reduces the overall mixing because the bulk mixing is deter-
mined by the much weaker interstage mass exchange speed. Increasing the impeller
speed, decreasing the impeller distance, and utilizing axial flow impellers were found
to be helpful in cutting the mixing time (137,138). Rushton turbine impellers are
commonly used as the bottom impeller in order to disperse bubbles. Combining
the Rushton turbine with axial flow impeller(s) were superior to multiple-Rushton
turbines with respect to bulk blending. Mishra and Joshi (138) reported that the disk
turbine (DT)–pitched blade turbine downstream (PTD) combination gave higher
fluid transport at the same level of energy consumption as the DT–DT combination
or a single DT. Arjunwadkar et al. (139) compared nine dual-impeller combinations
comprising of DT, PTD, and pitched blade turbine upflow (PTU). The DT–PTD
combination was revealed to be the optimum due to its efficient gas hold up and
lower energy dissipation level. Bittorf and Kresta (140) found that the active volume
of mean circulation around axial impellers corresponded to a height equivalent of
two-thirds of the tank diameter. This indicates that even though the axial flow impel-
lers give rise to strong axial directional flows, the spacing between impellers should
be lower than 2=3T to retain strong interstage mass transfer.
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Instrumentation and Process Control

Mark Riley
Agricultural and Biosystems Engineering, The University of Arizona, Tucson,
Arizona, U.S.A.

INTRODUCTION

Cultivation of animal cells in an environment optimal for manufacture of desired
products requires monitoring and control of a substantial number of physical and
chemical parameters. Physical parameters include temperature, fluid flow, and agita-
tion rates. Chemical parameters include the dissolved oxygen (DO) concentration,
pH, cell density, and the concentrations of nutrients, cofactors, growth factors,
desired products, and wastes. Alterations in the levels of these factors can impact
the productivity of a cultivation. Neglecting any of these can potentially introduce
substantial variations in the quantity or quality of the desired product. Development
of instrumentation to monitor these parameters and to provide aggressive process
control schemes has been the subject of substantial research in recent years and
now forms a core competency of cell culture technology. This chapter provides an
overview of instrumentation applied to monitor cell cultures and describes the appli-
cation of instrumentation to process control.

Tremendous progress has recently been made in characterizing the influence of
the cellular environment on physiology, particularly in identifying and quantifying
factors that adversely affect cell growth, viability, and productivity (1). Achieving
high cell concentrations and high viability continue to be common themes in biopro-
cess engineering research. To reach these goals requires analytical process monitor-
ing schemes and suitable control methodologies to best utilize this information. Use
of online measurements to monitor bioprocesses for identifying the physiological
state of cells and controlling environmental conditions to maintain the cells in the
optimal physiological state has become substantially more prevalent in the past
10 years. Novel control strategies such as expert systems and artificial neural net-
works (2) have been introduced and applied in bioprocess monitoring and control.
While tremendous progress has been achieved in recent years, substantial challenges
remain for the full integration of process monitoring with process control. Specific
research areas of critical importance for online monitoring and control include: pro-
duction of genetically modified cultures, production of monoclonal antibodies
(MAbs) by cell lines (where control of key nutrients is essential to maintain cell
viability and productivity), and development of control strategies using adaptive
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control or neural networks. Vaidyanathan and coworkers (3) provide a critical
assessment of recent developments in measurement technologies with an evalua-
tion of their potential application in industrial production or process development.

The growth of cell cultures is regulated by a complex interaction between the
external physical and chemical conditions of the liquid environment of the bioreactor
and the internal biochemical processes of the cells. The former conditions are under
the direct control of the bioprocess engineer whereas the latter can be modified
through genetic manipulations. The challenge, therefore, is to regulate the environ-
ment so that the ‘‘ideal’’ conditions are obtained for cell growth or production. For
example, hybridoma cells can be highly sensitive to the concentration of available
nutrients including glucose. In a batch culture, either excess glucose or a shortage
of glucose can diminish the amount of antibody obtained, as demonstrated in the
model predictions of Fig. 1. This simple model is based on Michaelis–Menten rela-
tions to describe the uptake of metabolites, and Monod kinetics with inhibition to
describe cell growth. Hybridomas have a clear optimum in glucose requirements
to maximize productivity. Unfortunately, identification of optimal bioprocess para-
meters can be difficult as optima typically are dependent on the values of many other
process parameters.

Most traditional efforts in bioprocess monitoring apply well-established tech-
niques to quantify physical factors such as temperature, pressure, agitation, power
input, and flow rates and to quantify chemical factors such as pH or oxygen and car-
bon dioxide in the exit gas. More recently techniques for determining redox poten-
tial, DO, and nutrient concentrations have become more prevalent. The area in
greatest need for instrumentation development is for biological factors: cell density,
cell viability, nutrient concentrations (glucose and glutamine), waste concentrations
(lactate and ammonia), and desired product concentrations (4). Direct measurement
schemes are being developed but in general have so far seen only limited adoption

Figure 1 Impact of varying glucose concentration on monoclonal antibody (MAb) produced
by a batch hybridoma cell culture. Model predictions based on cell growth, death, and meta-
bolism accounting for variations of glucose concentrations. Note that a fairly narrow range of
glucose concentrations around 1mM yield maximal MAb production.
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partly due to perceived low reliability. Many of these techniques will be described in
this chapter.

A complete process control scheme involves: (a) measurement of a response
variable, (b) comparison of this variable to set points, and (c) activation of a control
scheme. An ideal scheme for monitoring a bioreactor must include an analytical
device (a sensor), an appropriate sampling methodology, and a control system to uti-
lize the information gained (5). The measurements should be rapid and noninvasive;
invasive or direct sampling methods run the risk of introducing contamination. A
bioreactor with a high degree of monitoring and control systems is presented in
Fig. 2. Note the interconnectivity of monitoring and process control components.

Monitoring is an important exercise in the operation of bioprocesses and is a
subject that has attracted intense research activity in recent years (3,5). In order to
achieve optimal production or conversion, the factors that influence the performance
of a bioprocess should be measured, preferably online, so that the process can be
monitored in real-time and appropriate control or remedial action implemented.
Such measurement can be achieved either in situ or ex situ, with in situ approaches
desirable. In cases where direct analytical information is not available, inferential
approaches can be adopted.

Analysis of the cell environment can be performed either ‘‘online’’ or ‘‘offline’’.
Here we define ‘‘offline’’ as a measurement that is performed substantially outside of
the cell cultivation and often requiring direct intervention by an operator. ‘‘Online’’
analyses then include measurements performed inside a bioreactor (in situ) or
outside of the bioreactor, but connected directly to the bioreactor interior. Histori-
cally, online analyses have included measurements of pH, DO concentrations, agita-
tion rates, and temperature. Measurements of other chemical parameters such as the
cell density, cell viability, and nutrient and product concentrations were performed

Figure 2 A highly monitored and controlled bioreactor for animal cell culture. Note that all
monitoring and process actions follow from decisions made by the control system.
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offline. Development of flow injection analyzers, biosensor probes, and noninvasive
techniques has opened new possibilities for performing more analyses in the prefer-
able online manner.

The function of a sensor is to supply information on the state of the biological
process with the ultimate goal of translating this physical or chemical effect into an
electrical signal that can be amplified, recorded, and analyzed. For implementation
of a control scheme, it is critical that this information reflect the current or future
state of the process. Therefore, process sensing must be performed rapidly and pre-
ferably with minimal operator intervention.

A bioprocess is significantly different from a standard synthetic chemical reac-
tion in many ways that impact the required instrumentation. For a comparison,
Fig. 3 presents schematics of a chemical sensor and a biochemical sensor. Biological
reactions tend to be stable compared with many chemical processes and most major
variations in a biological reaction occur over long time scales (hours to days) in the
absence of equipment failures. However, if the cultivated cells have been subjected to
an acute stress, they may not be able to recover and the desired product yield may
not be obtained.

Another difference between sensors for a chemical process compared with
those for a biological process lies in the complex milieu in which cells grow. The cul-
ture media contains proteins, amino acids, sugars, cell debris, and salts. Together
these compounds tend to coat or foul surfaces of sensing elements. The methods used
to develop sensing technologies for a bioprocess also can depend on whether the cell
cultures are anchorage independent (or suspension) or are anchorage dependent,
requiring a surface upon which to grow (Fig. 4). As anchorage-dependent cells
strongly attach to many surfaces, they tend to foul sensing elements much more
readily than do anchorage-independent cells. Appropriate, nonsticky, materials that

Figure 3 Chemical and biochemical sensors. Both contain recognition elements, transducers,
and usually are covered by membranes. Note that the biochemical sensor relies upon a biolo-
gical reaction (enzymatic or some binding event) to convert the substrate into another compo-
nent that can more easily be quantified. Chemical sensors do not require such conversions for
the analytes to be readily quantified.
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discourage cell attachment must be selected for biosensor components, although
some degree of fouling is likely for any surface placed into a bioreactor environment.
Figure 5 displays an example of the interconnectivity between cells attached to a sur-
face. Attachment of one cell frequently encourages the attachment of further cells.

Due to the biological nature of the contents of cell culture reactors, sensors
must meet several strict requirements:

1. The most important factor is that the presence of the sensor must not
increase the risk of culture contamination either directly or indirectly. This
is critical due to the fairly long times required to establish productive

Figure 4 (A) Photomicrograph of rat alveolar macrophages, an anchorage-
independent cell type. (B) Photomicrograph of rat type II epithelial cells, an anchorage-depen-
dent cell type.

Figure 5 Atomic force microscopic image of epithelial cells on a glass surface. Cells are
strongly attached to the surface and to each other through multiple connections. (Image
provided by Christophe Juncker and Joseph Simmons, University of Arizona.) Length of the
field is 100 mm; height of cells is 2.72 mm.
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culture systems owing to the slow growth rates of animal cells. This pro-
blem is addressed in a number of ways. The sensor can be employed with-
out contacting the interior of the bioreactor; the sensor can be located
downstream of the bioreactor; or the sensor can be sterilized together with
the bioreactor (in which case the sensor must be able to withstand harsh
sterilization conditions).

2. To minimize the need to remove and replace the sensor, it must have a
robust and reliable response with long times between failures. Replacement
of sensor elements can often lead to loss of process control or to introduc-
tion of contaminants.

3. The sensor must be insensitive to the complex and potentially harsh envir-
onment of a bioreactor. In many cases, multiple phases are present (liquid,
gas, biomass, and suspended bubbles). Additionally, the presence of pro-
teins from serum, cell debris, or desired products must not influence the
measurement.

4. The sensor must be highly specific to the desired variable to be quantified.
Cell culture media contains many sugars, amino acids, and small mole-
cules. The presence of structurally similar compounds should not con-
found measurement.

Sizeable differences exist between the use of monitoring and control methodol-
ogies applied in an academic setting (where capital costs dominate decisions) and those
in an industrial environment (where time and productivity can be more critical issues).
Olsson and coworkers (6) have analyzed the most frequently used bioprocess monitor-
ing components and analytical techniques, with an emphasis on these differences.

MONITORING AND CONTROL OF CELL ENVIRONMENT

Temperature

Temperature is one of the most critical variables to be monitored for the mainte-
nance of healthy cell cultures and so instrumentation and control strategies are well
developed and highly accurate. An accuracy of �0.5�C or less is typically considered
adequate for cell culture monitoring, while variations on temperature of 1–1.5�C can
in many cases lead to an unacceptable level of production (7).

The most commonly applied temperature measurement devices for biological
processes are resistance temperature devices (RTDs). RTDs have high accuracy
and reproducibility with moderately high cost and response time constants of several
seconds. RTDs quantify solution temperature based on the changing resistance of a
metal conductor with temperature. Platinum is ideal due to its high linearity and
broad applicable temperature range and hence is the most commonly applied
material (4).

Thermocouples are also used to quantify temperature in bioprocesses. Thermo-
couples are lower in cost and more rugged than RTDs; however, temperature mea-
surement is not as accurate or as stable as that obtained from RTDs. For these
reasons, thermocouples are usually employed for temperature measurements of
processes that are less sensitive to temperature fluctuations or for physically rough
environments.

Regardless of the type of temperature measurement employed, this sensing
element should be physically separated from the bioreactor interior. For small
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bioreactors, the thermosensing device is often placed in a deep well that typically
runs from the bioreactor head plate downward. This arrangement shields the sensor
from corrosion and direct impingement from material flow and allows easy removal
and maintenance of the device without the need to shut down the bioreactor. It is
critical that both the thermowell and the temperature sensing device be adequately
shielded from exterior (i.e., outside of the bioreactor) environmental temperature
fluctuations. The thermowell must not be so long that it impacts agitation of the cul-
ture medium or be subjected to high shear that may lead to mechanical fatigue.

For use in control schemes, the signal from the sensing device is first amplified,
linearized, and then transmitted to a controller, where it is compared to the set-point
value. Control of bioreactor temperature is often achieved by regulating the tem-
perature or flow rate of water in an external water jacket or in internal heating or
cooling coils. Differences in the temperature of this heat transfer fluid and the culture
medium alter the rate of heat transfer.

Simple on–off control usually is adequate for laboratory-scale bioreactors, but
better control can be achieved by use of PI (proportional-integral) or PID (propor-
tional-integral-derivative) control schemes (8). A two-way heating and cooling
action using PID control can provide � 0.2�C control on small bioreactors (4).
For larger bioreactors, full PID control using both steam and cooling water are
required to provide adequate control. Internal coils including hollow baffles or exter-
nal heat exchangers may affect heat exchange. Alterations in the agitation rate may
also impact solution temperatures.

Flow Measurements

The flow of materials into and out of a bioreactor must be accurately measured for
fed batch or continuous flow bioreactors. Numerous types of flow metering devices
for sterile or nonsterile solutions are commercially available with the most common
being rotameters. These are flow-through devices in which a fluid enters the meter, its
force acts upon a float, the float rises within a sight glass with calibrated gradations,
and the position of the float can be read by an operator (7). While rotatmeters are
simple to install and to apply, they are not amenable to automation.

Magnetic meters are ideal for monitoring of sterile process fluids, as long as the
fluid has some electrical conductivity (7). The flow of a conducting fluid through a
magnetic field generates a voltage that is a linear function of velocity. This voltage
is an ideal output for data logging.

Venturi and orifice meters are also commonly used to monitor flow into and
out of bioreactors. Unfortunately, they provide low accuracy and are often difficult
to clean and sterilize. Therefore, their use has been somewhat limited in bioreactors.

Dissolved Oxygen

Animal cell cultures require oxygen for the production of energy from organic car-
bon sources. Oxygen can be a limiting species for animal cell cultivations due to its
low solubility in water and its high rate of consumption by the cells. The solubility of
oxygen in culture media is �6.6 mg=mL at 37�C (9). Note that this refers to the
saturation concentration of oxygen in culture media in contact with a 5% CO2–
95% air gas mixture (standard for cell cultivations) (10). The specific oxygen con-
sumption rate can be cell line dependent. For example, at 37�C, these rates can be
0.31 pmol=cell hr for Chinese hamster ovary (CHO) cells, 0.30 for BHK cells, and
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0.22 for hybridoma cells (11), although specific values will depend on a number of
factors including the cell growth rate, carbon source, etc.

Due to variations in cell concentrations and the high consumption rate, the
amount of oxygen dissolved in the liquid culture medium is in a state of dynamic
equilibrium. At a constant temperature, the amount of DO follows Henry’s law:

CL ¼ HCG

where CL is the concentration of DO in the culture media, CG is the concentration of
oxygen in the vapor phase above the media, and H is Henry’s law constant. Henry’s
law constant varies with temperature and composition of the medium.

The most commonly applied means for quantifying DO is the Clark-type elec-
trode, developed in the 1950s by Leland Clark. These consist of an electrode covered
by a membrane that is selectively permeable to oxygen. Oxygen diffuses across the
membrane and is reduced at a noble metal cathode that is negatively polarized with
respect to a reference anode. Polarographic electrodes require that an external vol-
tage be applied for negative polarization and oxygen reduction; galvanic electrodes
rely on a voltage generated from the use of electrons from lead, zinc, or cadmium
anode (12).

Dissolved oxygen is most commonly quantified amperometrically, by the
reduction of oxygen at the cathode and the formation of silver chloride at the anode.
An electrolyte solution connects the anode and cathode, and with a polarizing vol-
tage. Oxygen from a fluid diffuses across a gas permeable membrane and reacts with
two water molecules and incorporates four electrons to yield four hydroxyl ions.

A polarographic electrode (Clark-type) usually contains a platinum cathode, a
silver=silver chloride anode, and an electrolyte such as potassium chloride. When a
voltage of �0.6 to �0.8V is applied to the anode, the following half-cell reactions
result:

Cathode: O2 þ 2H2Oþ 4e� ! 4OH�

Anode: AgþKCl! AgClþKþ þ e�

Net reaction: O2 þ 2H2Oþ 4Agþ 4KCL! 4OH�

þ 4AgClþ 4Kþ

The reduction of oxygen produces a voltage dependent current that is directly
proportional to the oxygen activity in solution. The rate of oxygen diffusion through
the gas permeable membrane is typically the limiting step (12).

A galvanic (potentiometric) electrode with a silver cathode and a lead anode
has the following half-cell reactions:

Cathode: O2 þ 2H2Oþ 4e� ! 4OH�

Anode: Pb! Pb2þ þ 2e�

Net reaction: O2 þ 2H2Oþ 2Pb! 2PbðOHÞ2
By carefully selecting the anode material, the cathode will be charged at �0.6 to
�0.8V with respect to the anode (12). Galvanic electrodes also have a slow step
of oxygen diffusion and so yield a linear relation between current output and DO
concentration. One difficulty with amperometric DO probes is that they tend to have
a high rate of failure.
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A spectrophotometric method can be used for determination of DO concentra-
tions in suboxic water (less than 1.0mg=L DO concentration). The method is based
on a Rhodazine-DTM colorimetric technique adapted by White and coworkers (13),
which minimizes atmospheric interaction with the water sampled. This technique is
sensitive to 0.2 mmol=L (0.006 mg=L)—an order of magnitude lower than the
amperometric method and much higher than generally required for cell culture work.
The technique was originally developed for quantifying oxygen in environmental
applications such as ground water, lakes, and reservoirs.

Oxygen concentrations in bioreactor media have also been quantified using
fluorescence quenching of suitable dyes (14). Blue light (450 nm) is produced follow-
ing the excitation of a ZnS:Ag phosphor from beta particles released by a self-pow-
ered radioluminescent (RL) light source (Pm-147), which excites a ruthenium
complex immobilized in a membrane (14). Analytical information is acquired by
measuring the magnitude of oxygen-induced fluorescence quenching of the ruthe-
nium complex. This oxygen sensor shows good stability and reversibility, with detec-
tion limits of 0.25 Torr in gaseous samples and 0.028 ppm in aqueous samples. This
sensor was recently applied to monitor the oxygen content of fibroblast cell cultures
sent on the space shuttle mission STS-93 (15).

Gaseous measurement of oxygen can be applied by taking advantage of the
paramagnetic nature of oxygen. A dumbbell-shaped, glass rotor is suspended by a
torsion spring in a non uniform magnetic field. Oxygen preferentially accumulates
in this field and displaces the nonmagnetic rotor. This rotation is opposed by the tor-
sion spring and occurs in proportion to the oxygen tension (16). The rotation of the
rotor can then be read against a calibrated scale. The partial pressure of oxygen in
the exit stream is quantified; however, water vapor must be removed from the gas
phase in order to minimize sensor drift (17).

Carbon Dioxide

The concentration of gases in the vapor phase leaving a bioreactor can be indicative
of the cellular metabolism and so is a commonly used measure of activity. Carbon
dioxide (CO2) and oxygen are the primary components of interest. At high viable cell
concentrations in large-scale mammalian cell culture processes, dissolved CO2 can
accumulate due to low removal rates at reduced surface-to-volume ratios (18). High
concentrations of dissolved CO2 can inhibit cell growth and metabolism and can
impact the glycosylation of some desired protein products. Bachinger and coworkers
(19) used a gas sensor array to detect bacterial contamination in CHO cell cultures.
Measurement of head space composition provides a means to detect contamination
earlier than conventional methods.

CO2 in the gas phase is commonly quantified using relatively inexpensive infra-
red (IR) analyzers and are available with many incubators and bioreactors. These
sensors are generally stable as long as the ambient temperature is maintained con-
stant and the vapor environment contains a consistent level of moisture. Both of
these factors are controlled to maintain cell viability and so CO2 sensor failure for
these reasons is rare.

Early optical schemes to quantify CO2 were based on a ‘‘wet covered’’ type sen-
sor, in which a pH-sensitive dye in an aqueous buffer is covered by a gas permeable,
ion impermeable, membrane (20). Eventually, measurement approaches evolved to
‘‘solid-water droplet’’ type sensors and then onto ‘‘solid’’ sensors. Mills and Eaton
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(20) have reviewed the use of optical sensors for measurement of carbon dioxide,
particularly through use of luminescence-based sensors.

Luminescence resonance energy transfer has been used as an alternative optical
means to quantify CO2 (21). The basic principle is radiationless energy transfer from
a ruthenium complex as luminescent donor to thymol blue (a common pH indicator)
as acceptor. These are both embedded in a hydrophobic matrix. In the presence of
CO2 thymol blue is protonated and changes its color from blue to yellow resulting
in a decrease in the rate of energy transfer and consequently an increase in decay
time. Other dyes can also be used as acceptors and interfaced with a fiber-optic lumi-
nescent sensors (22).

Some novel schemes have been developed to quantify CO2 using IR absorp-
tion. For example, dissolved CO2 in mammalian cell cultures has been quantified
using in situ fiber-optic sensors (18). This group applied an YSI 8500 sensor that
had a response time of 6min with a sensitivity of 0.5% and high linearity. These mea-
surements were not affected by culture pH or the presence of varying concentrations
of cellular metabolites. Chang and coworkers (23) applied a fluorescence lifetime-
based sensing film to quantify CO2 in cell cultures. Uttamlal and Walt (24) developed
a fiber-optic CO2 sensor using a pH-sensitive dye in a bicarbonate buffer for online
monitoring of bioreactors. Zhang and coworkers (25) have developed stabilization
methods to remove the effect of temperature variations on IR CO2 measurements.
Recent developments in other fiber-optical chemical sensors have been review by
Wolfbeis (26).

Gas chromatography (GC) can also be applied to monitor exhaust gases
including CO2 and others volatile components. Ethanol, acetaldehyde, and car-
boxylic acids can be quantified and used to evaluate the cellular metabolic rate. A
limitation of applying GC for bioreactor monitoring is that the method requires
intermittent injections, often spaced 15min apart, to monitor transients (17). Most
metabolic changes occur on a longer time scale, but the process is not readily amen-
able to some control schemes.

Mass spectrometry (MS) can be employed to quantify several components
simultaneously with a rapid response time (less than a minute) and high sensitivity
(detecting concentrations less than 10 mM). MS is gaining in acceptance for process
monitoring, although cost of the instrumentation can still be substantial compared
with other monitoring schemes. MS instruments are often multiplexed to monitor
multiple bioreactors at a time.

pH

Next to temperature, pH is considered the most critical parameter to monitor in a
biological process based on the degree of cellular damage that may ensue upon loss
of control. Variations of pH of 0.1 units away from optimal can have a substantial
impact on cell growth and productivity for certain cell types. While most cell cul-
ture media provide substantial buffering of pH, cellular metabolism invariably
decreases pH due to the secretion of lactic acid and CO2 as metabolic byproducts.
Hydrogen ions can have a substantial impact on cell metabolism and growth by
altering rates of substrate uptake and product release. Typical animal cell culture
media begins at a pH of 7.4, but can quickly drop to below 7 within hours, depend-
ing on cellular productivity and culture buffering capacity. Difficulties in control-
ling pH can be related to the logarithmic relationship between pH and the
hydrogen ion concentration.
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pH-measuring devices are based on the formation of a galvanic cell with two
metal conductors connected by an electrolyte. The metal conductors each form a
half-cell, one that serves as the sensing element, while the other serves as the refer-
ence. A typical glass pH electrode includes a thin-walled glass membrane of 0.2–
0.5mm (which makes the electrode very delicate) enclosing an internal standard
solution, usually composed of aqueous HCl (27). Into this solution is placed a rod
of silver covered with silver chloride which acts as an internal reference. The key
to the selectivity of the electrode is the glass membrane. The glass chosen consists
of chemically bonded Na2O and SiO2 and is low in A12O3 and B2O3 (27). The sur-
face layers of the glass consist of fixed silicate groups associated with sodium ions.
When this electrode is first placed in water, the sodium ions exchange with the sol-
vated protons in the water thus forming a hydrated gel layer 50–5000 Å thick (4).
This layer exists on both sides of the membrane and is essential for the operation
of the electrode.

The use of the pH-responsive glass is restricted to the bulb-shaped element at
the end of the electrode, thus limiting the response to only a small sample area.
Figure 6 presents a schematic of the surface of a glass pH probe placed in solutions
of varying acidity. A constant potential is maintained at the inner surface of the glass
membrane by filling the bulb with a buffered solution of stable and accurate hydro-
gen ion activity. An Ag=AgCl2 electrode is generally used as the electrical lead out
from this system. As the pH of the sample varies, this causes a change in potential
on the outer surface of the membrane. To measure this a reference electrode is neces-
sary to complete the circuit. The combined electrode is constructed as an integral
part of the electrode assembly and consists of an Ag=AgCl2 electrode in KCl
electrolyte saturated with AgCl2 (4).

Figure 6 Schematic representation of the tip of a glass pH electrode in two solutions. The exter-
nal gel layer carries either a positive or negative charge based on the acidity of the surrounding
solution.
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When the electrode is placed in a solution of unknown pH, the activity of the
Hþ ions in the test solution is likely different than that of the Hþ ions in the hydrated
layer which sets up a potential difference between the solution and the surface of the
membrane. The magnitude of this boundary potential will be determined by the dif-
ference in activities. A similar boundary potential will exist at the inner glass wall.
The potential can be related to the activity by the Nernst equation:

EðcellÞ ¼ E� þ 0:0591 log a ðHþÞ
where a(Hþ) is the activity of Hþ and E� includes the standard electrode potential of
the glass electrode, the potential of the reference electrode, and liquid junction poten-
tials. pH is then defined as:

pH ¼ �log aðHþÞ
Note that the degree of hydration of the outer surface will also change if the

electrode is allowed to dry out. It is important that the electrode be stored either
in an electrolyte solution (e.g., 4M KCl) or wrapped with a damp cloth.

The glass electrode generally exhibits a Nernstian response over most of its
working range; however, at extremes of pH, the behavior becomes non-Nernstian
(27). Alkaline errors are due to the response of the glass membrane to other ions
and so lead to pH measurements that are lower than their true value. These can
occur at pHs around 9–10. Acid errors occur at the opposite end of the pH scale
and are due to the impact of variations in the activity of water in solution. The
net effect is for the sensor to report an acid pH that is lower than the true value.

An alternative pH sensing approach employs a diaphragm that links an elec-
trolyte solution and the sample to be measured. However, sulfur-containing com-
pounds such as the amino acid cysteine can cause these pH probes to fail due to
the formation of silver sulfide deposits on the diaphragm surface.

Several important points in the application of pH sensors emerge from the
Nernst equation (7):

1. The millivolt output is positive below a pH of 7 and negative above a pH
of 7.

2. The temperature effect at a pH of 7 is 0; however, at pHs away from this
point, the effect increases linearly with pH.

Ideally, pH calibration should involve measurement at three points (4,7 and 10)
so as to best correct for differences between the Nernst equation and experimental
conditions.

Once a probe is calibrated, there are a number of problems that can lead to
erroneous or unreliable readings. These include slow response, drift, and reduced
sensitivity. Inside of a bioreactor these problems are often the result of (7):

1. The electrode surface has been coated by proteinatious material from
serum, cell debris, or cellular products. Often this will result in a slow mea-
surement response with pH readings higher or lower than anticipated.

2. The glass surface has been etched or dried. Overly high pH readings and
difficulty in calibrating over an extended range may result.

3. Probe terminals are shorted. The probe may report a constant pH of 7
regardless of the true value.

Control of pH is achieved through pulses of acid or base (usually only base is
required). A proportional controller can be applied to respond to pHs lower than a
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set point with addition of a pulse of base (often KOH, NaOH, NaHCO2, or
Na2CO3). The frequency of measurement and pulse addition and duration of pulse
addition can be modified to effect varying levels of control. For pilot plant bioreac-
tors, control of pH at �0.03 pH units is obtainable using pumps operating on a
time-proportional basis (4). Most media applied for animal cell cultivation have sub-
stantial buffering capacity around 7.4 providing some degree of safety around the
pH desired by cultures.

pH has also been quantified by optical means (28). For example, the diffuse
reflectance of a conductive polymer such as PoAnis=TSA and cellulose acetate fixed
on the end of a fiber-optic probe which allows measurements in the pH range from
4.9 to 10.5 with a precision of �0.01 pH and a response time of 5min for a full pH
variation from acid to base (28). Unfortunately, the sensor response can be a func-
tion of the ionic strength of the solution and on the supporting electrolyte used to
adjust the ionic strength. Lin (29) reviewed developments of optical and fiber-optic
pH sensors in the 1990s including methods for immobilization of pH indicators.
Optical and fiber-optic pH sensors are reviewed, including pH sensors based on con-
ductive polymers, imaging fibers, microparticles and nanospheres, as well as micro-
meter and submicrometer fiber-optic pH sensors, distributed fiber-optic pH sensors,
pH sensors for high acidity and alkalinity, pH sensors with broad dynamic range and
linear response, and CO2 and NH3 sensors based on pH indicators.

While major efforts in cell culture systems are focused on increasing the viable
cell density, such increases in cell numbers will also result in an increased oxygen
demand and will require better mixing approaches (30). Additionally, the accompa-
nying increase in CO2 production and accumulation and the resulting reduction in
pH are also important implications for process engineering. Such pH reduction is
typically controlled by the addition of sodium carbonate, but with current bioreactor
operating schemes, pH excursions away from pH set points can be found in bioreac-
tor regions in close proximity to the location of base addition due to poor local liquid
mixing (30). Enhanced mixing schemes are required to homogenize the bioreactor
media without damaging cell function (31,32).

Metabolites and Products

Animal cell culture technology has advanced due to increased understanding of cel-
lular metabolism including the effects of product inhibition. Glucose and glutamine
are the primary sources of energy and building blocks for animal cells; ammonia and
lactate are the primary metabolic byproducts that may influence cellular productiv-
ity. As little as 4mM ammonia can reduce the cell growth rate of hybridoma cells by
50% and accelerate metabolic rates in an undesired fashion (33). Cultivation of
hybridoma cells under tightly controlled glucose and glutamine concentrations can
increase the cellular production of MAbs (34). Nutrients and products have been
quantified through a variety of methods including electrochemiluminescence, optical
sensing, enzymatic conversions, chromatography, and nephelometry (35).

While monitoring provides important information on the bioprocess, often-
times, predictive information is also required. This can be achieved through use of
biological models. Unstructured models are empirically based on experimental
observations. Structured models are theoretically based on knowledge of the indivi-
dual cellular processes. Miller and coworkers (36) developed an unstructured model
for hybridoma growth, death, and MAb production based on measurements of the
viable cell density and dilution rate. Dalili and coworkers (37) developed a model to
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characterize the influence of glutamine on hybridoma growth and MAb production.
In agreement with experimental results, Dalili’s model predicted that the maximum
viable cell concentration increased with glutamine levels in the range of 0.5–2.0mM.
Several groups have developed structured models to characterize the interplay of
both nutrients and metabolic byproducts on cell behavior (38–41). These models
focus on the individual metabolic rates and so provide information which is of most
use for development of bioreactor control schemes to optimize MAb production.

Glucose and lactate concentrations have been monitored online using a com-
mercially available analyzer (Model 2700, Yellow Springs instruments, Yellow
Springs, OH) during batch and perfusion hybridoma cell cultures (42). A schematic
of this sensing element is presented in Fig. 7. Cell-free samples from the reactor were
obtained using a 0.45 mm hollow fiber filtering system placed in a circulation loop. A
process control strategy was developed to control the concentrations of glucose and
lactate in a perfusion reactor by adjusting the feed rate to maintain desired set
points. During exponential growth the control algorithm successfully adjusted the
perfusion rate while maintaining constant glucose and lactate concentrations. Glu-
cose consumption and lactate accumulation rates were used for the estimation of
viable cell density in the reactor (42).

Recent evidence suggests that there may be a substantial need for monitoring a
greater number of components in bioreactors for animal cells than are currently
taken into account in such models or are measured online. Simpson and coworkers
(43) have demonstrated that depletion of any single amino acid in a hybridoma cell
cultivation can lead to apoptotic cell death including both essential and nonessential

Figure 7 Schematic representation of the sensing mechanism of the YSI glucose analyzer.
Glucose diffuses across the polycarbonate membrane, reacts with the immobilized glucose oxi-
dase to generate hydrogen peroxide, which diffuses across a cellulose acetate membrane, and is
detected by a platinum–silver electrode. (Adapted from the YSI 2700 analyzer manual.)
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amino acids. Based on this result, monitoring the glucose and glutamine concentra-
tion alone may not suffice for maintaining a healthy culture. Likely all or nearly all
of the high-level components in a cultivation must be tracked. Many standard cul-
ture media for animal cells contain 17 components present at concentrations of
0.5mM or greater (44). Currently, reliable methods are not available to rapidly
quantitate the concentrations of all these chemical species in a manner amenable
to the implementation of intelligent control schemes. Metabolic engineering of ani-
mal cells provide the potential to improve productivity of cell cultures in generating
complex proteins with correct post-translational modifications; however, for these
approaches to be truly optimized, the complex requirements for the growth and pro-
duction must be integrated with an understanding of the cellular environment (45).
Mulchandani and Bassi (5) have recommended that a specific area of importance for
the development of online process improvement is the monitoring and control of
nutrient concentrations for the maintenance of cell viability and production.

Once a monitoring and=or modeling scheme is developed for an application,
the gathered information must be put to use so as to optimize the culture productiv-
ity. However, traditional control theory does not take into account the inner meta-
bolic processes that govern the cell behavior such as the interplay between multiple
metabolic pathways. Konstantinov (46) presented a methodology for the design of
systems capable of performing advanced monitoring and control functions based
on the physiological state of a cell population. The physiological state should incor-
porate the specific rate of metabolism, metabolic ratios for product generation, and
the specific growth rate. The goal of the control system then becomes to maintain the
physiological state of the cell as close as possible to a predetermined trajectory of
maximum efficiency.

Enzymatic Methods

Accurate medium concentration information is required to implement intelligent
bioreactor control schemes. For many years, mammalian cell metabolism was deter-
mined by removing samples from a bioreactor and analyzed offline by analytical
techniques such as high-performance liquid chromatography (HPLC). Online chro-
matographic analyses were eventually applied to speed the characterization process,
but measurement time can be substantial and the periodic removal of samples creates
concerns for bioreactor contamination not to mention the undesired loss of some
amount of the generated product. The advent of enzymatic sensors has reduced
the time required for analysis of bioreactor media.

A biosensor is an analytical device that combines the specificity of a biological
sensing element for the analyte of interest with a transducer to produce a signal pro-
portional to the target analyte concentration (5). Enzymes have been employed in a
wide range of sensing schemes to quantify cellular nutrients, wastes, and products.
Most include enzymes from the classes of hydrolases, lyases, and oxidoreductases
(47). Enzymatic biosensor probes provide rapid measurements from within a bioreac-
tor, thus bypassing some of the aforementioned problems. Such enzymatic biosen-
sors can be difficult to sterilize and can be unstable when used over long operation
periods because of enzymatic degradation, and, hence, frequent recalibrations are
required to ensure accurate measurements. Enzymatic systems also require a separate
sensing element for each analyte, complicating measurement of multiple species.

Measurements using enzymatic biosensors are most often performed offline
due to the need to isolate the enzyme from the bioreactor environment. Typically
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in an enzymatic sensing scheme, the analyte to be quantified reacts specifically with
an enzyme and generates a product that can be readily detected. In some cases, mul-
tiple reaction steps are required. For example, glucose can be quantified by the
following reaction scheme:

Glucose þO2 ! gluconic acidþH2O2

FluoresceinþH2O2 ! fluorescein�ðfluorescentÞ þ 2H2O

The first reaction is catalyzed by glucose oxidase, the second by horseradish
peroxidase (48) and is a frequently applied scheme for glucose quantification. The
amount of fluorescence detected will correlate to the amount of glucose present, as
long as excess oxygen is available. This scheme could also be used to quantify oxygen
if sufficient glucose were available. Alternatively, H2O2 could be quantified ampero-
metrically versus an Ag=AgCl reference electrode. Many other similar enzymatic
methods have been applied for glucose measurement in biological samples.

Glutamine can be quantified by the following reaction scheme:

GlutamineþO2 ! glutamateþNH3

GlutamineþO2 ! a-ketoglutarateþNH3 þH2O2

The first reaction is catalyzed by glutaminase; the second is catalyzed by gluta-
mate oxidase. Such an approach provides multiple options for the ultimate detection
of glutamine. H2O2 could be measured amperometrically or could be converted by
the horseradish peroxidase reaction shown above. The liberated NH3 could be quan-
tified using an ammonia detection scheme.

When applying enzymes as the biological recognition element in a biosensor,
both operational stability and long-term stability must be taken into account. If
the enzymes are to be immobilized to a surface (often a requirement for application
in which the sensing element is to be separated from the culture medium), the immo-
bilization technique will have a great impact on sensor stability. Chemical methods
such as covalent cross-linking to a support material typically yield long stability, but
at a reduced enzymatic activity. In some cases, the activity of an immobilized enzyme
can be reduced by as much as a factor of 20 compared with a soluble preparation
(49). Physical methods such as entrapment of the enzyme within a membrane or
gel material provide greater activity, but at the expense of overall stability of the
enzyme and of the sensor as a whole. Culture media proteins, cells, and cell debris
can readily foul membranes.

Flow Injection Analysis

Flow injection analysis (FIA) is based on the introduction of a liquid sample into a
moving aqueous carrier stream. The injected sample forms a pulse which is trans-
ported toward a detector which continuously records the sample absorbance, electri-
cal potential, fluorescence, or other physical parameter that changes as a result of the
sample material (50). Typical output is a broad peak because the sample disperses
along the carrier stream. Detection methods include amperometric, potentiometric,
fluorescence, chemiluminescence, UV=Vis absorbance, or turbidometric (51).
Advantages of FIA include a reduced risk of contamination, ease of recalibration
or replacement of sensing elements, small sample requirements, and short response
time. Such methods provide rapid analyses with measurements requiring as little
as 20 sec. A disadvantage is that each sensor can monitor only one analyte and that
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sensitivity and selectivity are often not as high as required for implementation of
control strategies (52). However, multiple sensing elements can be integrated to pro-
vide concentration information on a wide range of components.

An FIA system typically includes a selector valve to switch injection flow
between a sample to be analyzed and calibration standards; a multichannel pump
to deliver sample, reagents, and calibration solutions; an injection valve with a
fixed-volume loop (usually 20–50 mL); and a detector (5). If multiple analytes are
to be quantified, the sample flow is often split into different channels, each of which
is used to analyze for one component. Isolation of these channels can simplify ana-
lysis by providing physical isolation of each sensing array, thus reducing interference
or cross-talk between analysis steps. FIA can be difficult to apply in automatic con-
trol systems as frequent sampling of culture medium will reduce some of the natural
advantages of this technique.

Examples of components in bioreactor media that have been quantified by FIA
include ammonia (53–55), glucose (13,56–59), glutamine (13,56), lactate (57,59,60),
and antibodies (61). Quantification of glucose can proceed through amperometric
measurement in which immobilized glucose oxidase produces hydrogen peroxide
which can be quantified through anodic oxidation (56). Quantification of glutamine
can be based on measurement of ammonia ions produced in a flow-through enzyme
reactor containing immobilized glutaminase enzyme, followed by subsequent down-
stream potentiometric detection by an ion-selective membrane electrode (56).

White and coworkers (13) applied three amperometric FIA biosensors based
on rhodinized carbon electrodes to quantify glucose, glutamine, and glutamate in
parallel in mammalian cell perfusion cultures. The geometry of an FIA system (in
which the sensors are not directly incorporated into the bioreactor) permits easy
replacement of sensing elements. The inclusion of frequent recalibrations of the sen-
sors maintained accuracy of measurements.

A solid-state, diffuse reflectance-based fiber-optic sensor has been used to
quantify ammonia by employing immobilizing chlorophenol red, a weak acid chro-
mophoric indicator dye, in a microporous polypropylene membrane (62). A sche-
matic flow injection scheme is presented in Fig. 8. This sensor uses flow-injection
to carry a 10-mL aliquot of the sample across the treated membrane. Ammonia in
the sample diffuses through the air-filled pores within the membrane structure before

Figure 8 Schematic of an ammonia sensor applied in a flow scheme. NH3, and not NH4
þ, can

traverse the gas-permeable membrane, interact with a suitable indicator solution that may
change color, or fluoresce in response to NH3 that is monitored by the light detector.
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reacting with the indicator dye. A reversible acid–base reaction between ammonia
and chlorophenol red results in a measurable change in the reflectance at 560 nm.
Response characteristics include a peak response within 20 sec, a limit of detection
of 0.2� 0.1mM ammonia, and a dynamic range of up to 60mM ammonia.

A flow-injection sensor using an expanded microbed as the enzyme reactor has
been developed to quantify glucose and lactate in bioreactors (63). The expanded bed
reactor is capable of handling a mobile phase containing suspended matter like cells
and cell debris, thus eliminating the need to pretreat the sample to remove particu-
late matter. Glucose oxidase and lactate oxidase were immobilized and used to quan-
tify glucose and lactate, respectively, with an assay time of 6min (63).

The FIA system has also been used as a two-step immunoassay-based determi-
nation of human prolactin (hPRL) concentration along with its degree of glycosyla-
tion (64) in which the antibodies are immobilized on the surface of a carrier. The
results of the two-step FIA method were found to agree with those obtained by
the standard methods while requiring minimal analysis time (10min) and elimination
of operator intervention.

Schugerl (51) provides an excellent review of recent developments in monitor-
ing product formation processes using FIA, spectroscopic methods, and biosensors.
This review also covers advanced control of indirectly evaluated process variables by
means of state estimation=observer, with the use of structured and hybrid models,
expert systems and pattern recognition for process optimization. Christensen (65)
also provides a detailed review on the use of FIA and sequential injection analysis
(SIA) for monitoring biological processes.

Spectroscopic Methods

The aforementioned sensing methods are destructive and require that samples be
removed from the reactor prior to analysis. The methods also typically quantify a
small number of analytes, following the axiom of one sensor for one analyte. Effi-
cient bioprocess control requires real-time monitoring of biomass, substrates, inter-
mediates, and nutrients and is performed preferably without destroying or removing
bioreactor media. Optical sensors have the advantages that they can be performed
quickly, require no sample preparation, and can be noninvasive. Currently, optical
sensors are available to quantify DO and dissolved carbon dioxide (66); however,
methods are currently in development to quantify a variety of nutrients and wastes
in addition to quantifying biomass.

Spectroscopy using visible, UV, or near-infrared (NIR) light provide attractive
alternatives to monitor the concentration of nutrients and wastes in cell culture
media. The approach of applying spectroscopy to quantify components in bioreac-
tors has evolved from development of portable glucose sensors designed for use
by diabetics (67). Spectroscopic measurements can be noninvasive, nondestructive,
rapid, require no sample preparation, and used to quantify multiple chemical species
simultaneously. Spectroscopic measurements are based on introducing a beam of
light to a sample, collecting transmitted or reflected light, and correlating the amount
of light absorbed to the composition. Any nonsymmetric chemical species may be
quantified by identification of its characteristic absorbance features in the NIR. Con-
versely, symmetric species can readily be quantified using Raman spectroscopy.
Many of the critical metabolites, such as glucose, glutamine, ammonia, and lactate
have distinct spectral features in the IR, thus suggesting that they may be easily
quantified (Fig. 9). Figure 10 presents IR spectra of animal cell culture media,
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demonstrating that in a complex solution, identification of the metabolite features
can be difficult.

Each of these measurement types provides specific advantages. FT-NIR pro-
vides the greatest light penetration depth and so can be used for thicker samples
so that they provide a higher degree of light scattering. FT-mid-IR (MIR) provides
information that is more easily discernible as being specific for certain analytes as

Figure 9 NIR spectra of ammonia, glucose, glutamine, and lactate in a physiologically
balanced salt solution. Note that each component has a distinct spectral feature that may
be used for identification and quantification.

Figure 10 Infrared spectra of animal cell culture media. The bottom spectrum is the com-
mercially available DMEM; the top spectrum is DMEM þ10% horse serum.
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these wavelengths are closer to the fundamental IR absorptions. FT-Raman is
advantageous when the interference due to water is to be minimized, such as when
the water content is variable. Sivakesava and coworkers (68) compared these three
methods for monitoring a lactic acid fermentation and found that the MIR region
was better suited for quantifying glucose, lactic acid, and biomass. Rhiel (69) has
also reported on the merits of the MIR region over the NIR. They applied MIR
spectroscopy to quantify glucose and lactate in CHO cell cultures and were able
to make accurate measurements over the course of 60 days without the need to
recalibrate.

The amount and frequencies of light absorbed by the sample can be correlated
to the type and concentration of chemical species present in the sample. The resul-
tant absorbance spectra contain complex spectral features that require the use of che-
mometric methods such as partial least-squares (PLS) regression analysis to extract
the analyte concentration information. These analysis methods are routinely prac-
ticed in the agricultural and petrochemical industries.

In cell cultures, NIR spectroscopy (NIRS) has been used to quantify the con-
centrations of glucose and maltose (70); glucose and glutamine (71); glutamine and
asparagine (72); glucose, glutamine, ammonia, lactate, and glutamate (73); and glu-
cose, sucrose, and fructose (74). Spectroscopic methods have recently been applied to
monitor biological reactors. For yeast cell fermentations, the concentrations of etha-
nol (75); fructose, glycerol, glucose, and ethanol (76); and yeast cell density (77) have
been quantified. In bacterial fermentations, the concentrations of lactate, glucose,
and biomass (78); acetate, ammonia, and the cell density (79); NH4OH (80); and exo-
polysaccharide, lactic acid, and lactose concentrations (81) have been quantified. In
the past 5 years, use of spectroscopic techniques has expanded substantially. Pollard
and coworkers (82) used attenuated total reflectance spectroscopy in a pilot plant to
quantify sugars, phosphate, and proline for a fungal culture. Attenuated total reflec-
tance is most useful for evaluating liquid samples with a high reflectivity. Unfortu-
nately, many suitable crystals used for this method also permit strong attachment
by proteins and cellular debris, thus rapidly fouling the sensing element.

Most of the aforementioned studies applied spectroscopic methods to quanti-
tate the composition of yeast and bacterial cell growth media that have relatively few
components compared with mammalian cell growth media. Often, the primary car-
bon source is present at levels of 100mM or more in bacterial growth media (76). In
contrast, performing such measurements on animal cell cultures is more difficult due
to the greater complexity of animal cell culture media and due to the lower concen-
trations of many nutrients. For example, RPMI 1640 media used for animal cell cul-
ture contains 11mM glucose, and also has 20 amino acids, in addition to vitamins,
inorganic salts, and various amounts of undefined serum. There have been fewer
published works on the development of NIR spectroscopic techniques for mamma-
lian cell cultivation. Yano and Harata (83) quantified glucose, glutamine, ammonia,
and lactate in mammalian cell cultivations; similarly, McShane and Cote (84) quan-
tified glucose, lactate, and ammonia in cell culture media; Jung,(85) quantified glu-
cose using a fiber-optic measurement. Recently, as many as 19 components have
been quantified simultaneously in animal cell culture media (86). The presence of
horse serum had no apparent effect on measurement accuracy, as long as serum
was present in the calibration sample sets.

The large number of chemical species present in mammalian cell growth media
produces NIR spectra with multiple, overlapping absorbance features. PLS regres-
sion analysis is often applied to quantitatively correlate spectral features such as
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absorbance peak shapes and heights to the concentration of a specific analyte present
in the sample (87). PLS regression methods require that analyte concentrations in the
calibration samples must be random and uncorrelated. This requirement of uncorre-
lated species concentrations complicates the construction of calibration models for
bioreactors.

For monitoring biological processes, the requirements on calibration samples
typically are satisfied through use of 70–100 calibration samples with independent
concentrations of each component (88–92). Developing samples with independent
concentrations of each component, collecting spectra, and analyzing the calibration
can demand many weeks of laboratory work. If any substantial modification is made
to the bioprocess (pH, temperature, absence or presence of new chemical constitu-
ents), this calibration may no longer be applicable, thus requiring a lengthy recali-
bration process. Such difficulties have so far limited the application of NIR
spectroscopy for many biological processes.

Calibration of spectroscopic techniques presents a sizeable difficulty. If a single
bioreactor run is used to generate samples for calibration, unwanted correlations in
the analyte concentrations will arise. If such a calibration model were applied to a
second bioreactor run that has slightly different initial conditions, the spectroscopic
measurements are likely not to be accurate (87). Samples collected from batch cul-
tures typically contain highly correlated metabolite concentrations as a result of
metabolic relations. For example, the concentrations of glucose and lactate are often
anticorrelated, as are glutamine and ammonia. Calibrations based on such samples
can only be reliably used to predict concentrations in new samples if a similar corre-
lation structure was present; unusual variations can lead to highly inaccurate mea-
surements (93). This problem can be avoided if calibration samples are drawn
from multiple bioreactors. Fayolle and coworkers (76) operated four calibration fer-
mentations, while Hall and coworkers (79) ran five calibration fermentations. The
use of multiple runs does not guarantee that species concentrations will be uncorre-
lated because nutrient levels consistently diminish and wastes accumulate and these
rates are intrinsically linked through the cell metabolism. The use of synthetic cali-
bration samples (which are produced through addition of known amounts of each
component) simplifies the removal of correlations by producing a large set of sam-
ples with uncorrelated analyte concentrations (90,91). Unfortunately, this approach
requires prohibitive preparation time. This preparation time depends on the number
of varying components, but can be from 4weeks to several months.

A recognized problem for spectroscopic measurements arises when a working
calibration is applied to a similar, but not identical system. Common changes that
create difficulties in transferring calibrations include varying background composi-
tion, temperature alterations, and path length modifications. For bioreactors, a
change in the type of culture medium could be expected to affect spectroscopic mea-
surements. Standardization methods have been developed to reduce the time
required to generate transferable calibrations for new conditions, by applying sam-
ples intermediate or common to the two measurement conditions.

Adaptive calibration schemes have also been applied. These methods often
involve spiking samples with additional amounts of the analytes to be quantified
(94). In this approach, a limited number of calibration samples are collected, typi-
cally 5–10, from bioreactors operated under normal conditions over time. These
samples are each subdivided into 10–20 additional samples. To each of these is added
a known amount of the analytes to be quantified. The initial large volume samples
provide spectral information on uncontrolled variability including cell debris, low
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concentration wastes, and the breakdown of serum. The spiked material provides a
greater variety of analyte concentrations and can increase the calibration range.
Note that this approach can only be applied to increase the analyte levels. Rhiel
(95) applied a similar adaptive calibration procedure to quantify glucose, lactate,
glutamine, and ammonia in cultures of PC-3 cells and obtained very low measure-
ment errors.

An alternative and more rigorous approach to construct spectroscopic calibra-
tion models for bioreactor monitoring is to produce synthetic samples with each of
the compounds present in the culture media, taking into account changing concen-
trations over the course of the cultivation. For example, at early times, glucose and
glutamine concentrations would be high, whereas lactate and ammonia would be
very low. This would be reflected in the synthetic samples produced. Typically,
80–100 samples are required to generate a reliable calibration, so this can be a very
time-consuming procedure, particularly when taking into account the low-level
amino acids and carbohydrates that typically play a minor role in cell metabolism.
This approach has been successfully used to quantify 19 components simultaneously
(86); however, calibration development time was several months.

Solution pH, temperature, and ionic strength are important experimental para-
meters that can affect the spectroscopic measurements. Each of these parameters can
alter the position and intensity of absorbance bands in the NIR. Small band shifts
can be observed due to changes in the hydrogen bonding nature of the sample caused
by changes in the pH, temperature, and ionic strength. Changes in temperature by a
few degrees may alter the position of the water absorbance features normally located
around 1923 and 2632 nm. The pH, temperature, and ionic strength of the samples
are adjusted so as to not be affected by addition of analytes and maintained at levels
observed in the bioreactor. If such variations become unavoidable, digital Fourier
filtering may be employed to reduce these effects. Such methods have been shown
to compensate for significant alterations in absorbance features brought about by
temperature changes of four degrees (96). The Fourier filtering step in spectral pre-
processing effectively discriminates between broad baseline features and the rela-
tively narrow analyte bands, and, hence, enhances the analyte information relative
to the baseline variation.

Vaidyanathan and coworkers (97) analyzed the sensitivity of spectroscopic cali-
brations to variations in analyte concentrations and to background variations. They
found that simple models, such as uni- or bivariate linear regression models or PLS
models using no more than four factors, performed reasonably well when subjected
to variations. However, models based on weak absorbance features were vulnerable
to changes in the background matrix. This study highlights the need for development
of robust models, particularly without over-modeling the available calibration data.
Over-modeling results from using too few calibration samples or from applying too
many calibration factors. An over-modeled calibration can provide unreliable results
when challenged with even small variations in the sample material.

The challenge, therefore, for applying NIRS lies in developing a calibration
that provides accurate concentration measurement to which a substantial amount
of confidence can be applied without the calibration being overly specific so that it
can be applied to reaction schemes with small variations. A recently published study
brings into question the validity of some calibration schemes for measurement of
glucose from NIR spectra collected in a time-dependent manner (98). This group
developed a ‘‘phantom’’ glucose data set by purposely omitting glucose in a number
of samples that were collected consecutively. Within the data processing step,
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arbitrary and nonzero glucose values were assigned to successive phantom spectra,
and multivariate calibration models generated for glucose based on PLS regression.
The result was that PLS could be ‘‘tricked’’ into predicting the presence of glucose in
samples devoid of glucose. Chance temporal correlations between assigned glucose
concentrations and some uncontrolled experimental parameter are responsible for
this apparent model functionality. This study presents sizeable evidence that one
must take extreme care in developing calibrations that do not contain correlations
between components, both quantifiable and nonquantifiable.

One of the practical constraints that may limit the application of NIRS to
monitor biological processes is the limit of detection of the technique. Many of
the aforementioned results provide measurement errors in the neighborhood of
0.12–1.2mM. There is no straightforward method for converting the standard error
of prediction (SEP), normally provided as the comparable metric for PLS analysis,
to a limit of detection (LOD). A reasonable approximation is that the LOD is three
times that of the SEP (analogous to the use of three times the measurement standard
deviation as a predictor of the LOD in other measurement schemes). Therefore, a
0.5mM SEP would yield a 1.5mM LOD. This and other information has led some
researchers to believe that 1mM is the practical limit of detection for compounds
with a molar absorbtivity similar to that of glucose. Ideal cultivation conditions
for hybridoma cells typical require maintaining concentrations of nutrients and
wastes at concentrations as low as 1mM each.

This evaluation of the LOD of NIRS is lacking in that the quantified SEP is
highly dependent on the concentration range evaluated. For example, measurement
of glucose over a concentration range of 0–30mM yields an SEP of 0.49mM, while
measurement of glucose over a range from 0 to 1mM yields an SEP of 0.12mM.
Clearly, the SEP does not scale directly with the concentration range, but increases
at a rate less than an increase in the concentration range. Measurements of glucose
and glutamine may be reliably performed at concentrations as low as 0.2mM (92),
the approximate level required for adequate control.

Sensing in Microbioreactors

In recent years, microscale approaches have been developed to provide information
on cell cultures maintained in highly scaled down processes (99). Instead of perform-
ing process development on the 5–500L scale, cultures are grown in 0.5–5mL
volume reactors. Working at such a small scale permits analysis of many cultures
in parallel and in high throughput, thus providing a relatively inexpensive and fairly
rapid means to evaluate a large number of process conditions simultaneously. This
philosophy of high throughput has been adopted from the genomic and proteomic
screening fields. Challenges in this area lay in development of suitable reactor sys-
tems, in development of analytical techniques for analyzing small sample volumes
(often as little as nanoliters of material), and in analyzing scale up of such a
magnitude.

Several groups have explored microbioreactors. Kostov (100) developed 2mL
microbioreactors to evaluate cultivation conditions of Escherichia coli fermentations.
They monitored pH, DO, and optical density using light emitting diodes, photode-
tectors, and an oxygen-sensing device. Their approach is simple and inexpensive
and can be applied to many other types of culture systems. Their results corre-
sponded closely to those obtained in a 1L fermentation. Riley and coworkers
(101) have applied light emitting diodes and photodetectors as biological sensing
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elements to track the metabolism of lung cell cultures grown in plastic spectrophoto-
metric cuvettes. A schematic of this reactor and sensing components is presented in
Fig. 11. This approach is used to track the impact of environmental and biological
toxins on culture metabolism, ultimately correlated to other metrics of biological
toxicity. This device is small, inexpensive, and portable, thus providing a means to
evaluate the safety of airborne, soluble, and particulate materials.

A significant challenge in working with microbioreactors lies in quantifying the
desired products. Oftentimes, ELISAs (enzyme-linked immunosorbent assays) are
used to quantify products of cell cultivations that rely on the highly specific and
strong binding of a monoclonal antibody to their antigens. Typically, ELISAs
require a minimum of 4–5 hr to perform and require frequent intervention by a tech-
nician or by expensive robotics. These assays can be scaled down and automated on
the surface of a microchip, particularly on etched glass surfaces.

A number of groups have recently developed microchip biosensors for quan-
tifying small compounds (102–104). Similar methods can be used to sequence
DNA (105), although capillary immunoassays have also been developed (106).
Quantification of as little as 2100 molecules in a single sample has been reported
(107). Management of thermal gradients is a prime concern (99). These approaches
employ microfabrication techniques, including photolithography and chemical
etching, to generate a series of channels on the surface of a glass or silica sub-
strate. Each channel is independently wired to permit capillary electrophoretic
separation that isolates molecules based on the charge to mass ratio of each. Such
fabrication techniques permit tremendous flexibility in the size of channels and on
the flow rates of fluids. Each design layout may be replicated with a high degree of
consistency. Sample volumes may be as small as 50 nL, which require separation
times of �30 sec (102). Detection methods vary, but are often based on laser-
induced fluorescence. Sensitivity and the ability to detect low levels of cytokine
secretion are difficulties with the current technologies. Figure 12 presents a photo-
micrograph of an etched glass surface employed for detection of cytokines pro-
duced by cell cultures. The separation between lanes is �10 mm. This device is
produced using chrome deposition on glass, followed by deposition of a photore-
sist that is exposed to UV light through a mask and rinsed away. The pattern is
etched into the glass with a buffered oxide etch of hydrofluoric acid for 2min

Figure 11 Schematic of a microbioreactor with LED-based sensing of cell metabolism.
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followed by removal of any remaining chrome. The result is a glass surface etched
with the pattern of the mask.

On-chip measurements have been used to separate antibodies from unbound
antigen in a competitive-binding assay in which either an antibody or antigen is
labeled with a fluorescent tag (102,103,106). The typical operation involves adding
a sample with an unknown concentration of an antigen to a solution containing
an antibody reactive to this antigen and a known concentration of fluorescently
labeled antigen. Any antigen present in the sample will displace an equal amount
of labeled antigen from the antibody. Capillary electrophoresis separates the free
antigen (both labeled and unlabelled) from the antibody–antigen complex based
on the charge-to-mass ratio. Laser-induced fluorescence is used to quantify the
labeled antigen whether it be bound or free, thus resulting in an electropherogram
that can be related back to the concentration of antigen in the original sample.
The entire procedure can be rapid (as little as 30 sec), requires minute sample
volumes (around 50 nL), and has low detection limits (around 1 ng=mL) (108). A
limitation in using these techniques is the requirement of high electrical field
strengths on the order of 800V=cm (103). This high field strength would disrupt cel-
lular processes and so these assays must be performed in a cell-free environment.

Electronic Noses

Electronic noses are also being applied to monitor the composition of the head space
or gas exit streams from bioreactors. Bachinger and coworkers (109) measured the
off-gas composition from perfusion cultivations of a CHO cell line producing recom-
binant proteins. In general, this approach involves the use of multiple gas sensors
that provide information on multiple analytes at one time. Often, neural networks

Figure 12 Photomicograph of an etched glass device developed with channels for the separa-
tion and quantification of cytokines secreted by cell cultures. Epithelial cells have been seeded
within several of these channels. (Device and image produced by Jennifer Wipf, Victor Wells,
and Mark Riley, University of Arizona.)
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are employed to analyze the data to search for patterns in the data. For example, the
CO2 evolution rate may be strongly correlated to the production of CH4 or other
volatile compounds. This correlation and the proportion of specific compounds pro-
duced can be specific for certain types of organisms and can be predictive of the
energy state of the culture.

Cell Density

Maximizing the cell density through increases of the growth rate and cell yield is
often one of the hallmarks of a successful mammalian cell culture process. Ideally,
cell density measurements should be accomplished inside the bioreactor without
the need to remove a cell sample and perform microscope hematocytometer counts.
Several methods have been developed in recent years to address this.

The concentration or cell density present in a bioreactor can be quantified
through a number of direct or indirect means. Indirect methods assume some con-
stant value of the cellular metabolic rate per viable cell and thus quantify the con-
sumption of certain analytes such as glucose or oxygen, by the production of
lactate, or reduction of the pH. Such approaches provide only minimal accuracy
as the cellular metabolism can change over the course of a bioreactor run.

The oxygen uptake rate (110), glucose uptake rate, and the rate of waste gen-
eration have been applied. A major limitation of these methods is the reliance on the
assumption of constant cellular metabolic rates. Time-independent metabolic models
have been used to circumvent this difficulty by correlating the specific metabolic rate
to the limiting substrate concentration, providing a continuous means to determine
the specific uptake rate from online measurement of the limiting substrate. An
advantage of this approach is that the method can be applied to determine online
cell concentration in both freely suspended and immobilized cell cultures.

Direct methods of cell quantification are significantly more accurate and more
robust. These can include spectroscopic measurements, turbidity measurements, and
optical density measurements. Unfortunately, these measures do not provide quan-
tification of the number or percentage of viable cells, but rather return total cell num-
bers. Cells do strongly absorb light at 260 nm, but, this wavelength is also strongly
absorbed by proteins. IR measurements of cell density have been applied with good
success (111). A variety of optical density probes have been evaluated for use in
online monitoring of cell densities in bioreactors (111).

Online optical cell density probes have been used to continuously monitor the
cell densities in mammalian cell bioreactors and to achieve advanced bioreactor con-
trols. Backscattering probes were found to produce the most linear response with
respect to the concentration of hybridoma cells whereas transmission probes had a
lower resolution (112). Fouling of the probe surface due to attachment of cells is
always of concern. Wu and coworkers (112) found little fouling after 2weeks of
operation, but the presence of attached debris became apparent after 3weeks. The
impact of fouling on these measurements could be removed. A laser turbidity sensor
has been used to monitor online the cell concentration in batch hybridoma cultiva-
tion with reasonably good correlation between offline cell counts and the sensor
signal (113). Marose and coworkers (114) recently reviewed developments in opti-
cal-density probes, in situ microscopy, optical biosensors, and fiber-optic sensors
for bioprocess monitoring.

Dielectric permittivity and electrical impendence spectroscopy have been used
to quantify viable biomass for mammalian, yeast, and bacteria cells (115–120) with
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measurements being sensitive to changes in cell volume and to changes in the viable
cell population.

Cell density, or biomass content, can also be quantified through spectroscopic
methods. Sivakesava and coworkers (121) compared FT-MIR spectroscopy and FT-
Raman spectroscopy techniques to quantify Saccharomyces cerevisiae during ethanol
fermentation. They report that FT-MIR was more successful because the Raman
scattering of the cultures was weak, thus leading to lower useful signals.

ASEPTIC SAMPLING

As animal cell cultures require strict maintenance of sterility, all sensing and mea-
surement must be undertaken within this constraint. Practically, this requires
either that an aseptic sampling method be designed or that the sensors be steriliz-
able by steam of chemical methods. Long-term stability of the sensor helps to
minimize the need for frequent replacement and sterilization. In general, it is pre-
ferable that the monitoring of a bioreactor be performed in situ, without the need
to remove samples. Typically, such measurements can be performed with less
operator intervention, do not consume culture medium or cells, and do not
increase the risk for introducing contaminants. However, monitoring schemes
for many desired process variables cannot be quantified in situ, thus requiring
aseptic sample removal. Examples of ex situ measurements include FIA, HPLC,
and GC analyses performed at a location separate from the bioreactor environ-
ment (122).

Aseptic sampling from liquid systems includes nonmembrane filters, dialysis
membranes, spin filters, and ultrafiltration membranes (123–125). Rotating mem-
brane samplers have been shown to provide better filtration performances than sta-
tionary samplers due primarily to a lower propensity to clog with cells or cell debris
(126). Once collected from a bioreactor, it is preferable that the sample be trans-
ported directly to a sensing device. If allowed to incubate outside of a bioreactor
for any significant time it may permit the growth of unwanted microorganisms that
would skew measurements of pH, nutrients, or wastes.

An ideal situation, if a sample must be removed from the bioreactor, is to
employ an autosampler, possibly consisting of a peristaltic pump, an interval timer,
and a fraction collector (123,124). The autosampler repetitively removes samples of
user-determined size at repetitive time intervals and injects them into the sensing
device. Such an approach requires less operator intervention, thus permitting a
greater degree of automatic control of the process. However, such automatic sam-
pling often does increase the chance of introducing culture contamination and for
small-scale processes the volume of material removed for measurement can be sub-
stantial compared to the total bioreactor volume. Due to these limitations, it is
recommended that autosampling be applied preferentially for bioreactors for which
the frequent (i.e., hourly) measurement of culture parameters can lead to a direct
increase in process performance.

Acoustic filtration has also been used to retain cells within a bioreactor while
still permitting frequent sampling or use of high medium perfusion rates (127). High
media flow rates or high cell concentrations can significantly reduce the separation
performance. The relative merits and limitations of other methods to retain cells
and permit bioreactor sampling have been reviewed by Woodside and coworkers
(128).
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ESTIMATION OF RATES AND METABOLIC RATIOS FROM ONLINE
MEASUREMENTS

Online measurements can provide a number of valuable metrics of the health and
productivity of a culture.

Oxygen Uptake Rate

The oxygen uptake rate (OUR) is a good indicator of cellular activity, and even
under some conditions a good indicator of the number of viable cells. Hassan and
coworkers (53) report a comparison of the viable cell counts, packed cell volume,
intracellular nucleotide ratios, cell cycle analysis, online OURs, and optical density
for the prediction of the end of exponential growth to optimize transfer times during
scale-up of CHO cell cultures. Viable cell concentration, packed cell volume, and
relative abundance of cells in S-phase were not very reliable at determining the
end of exponential growth during the process; however, online determination of
OUR and offline determination of intracellular nucleotide ratios (U-ratio) were very
sensitive to changes in growth rate, enabling clear determination of the end of expo-
nential growth within a short time. Optical density showed an inflection along with
OUR and U-ratio but was less sensitive in determining the end of exponential
growth (53).

Methods to quantify the OUR uptake rate and the oxygen transfer rate (OTR)
begin with a mass balance on oxygen within a bioreactor. This can be written as the
accumulation being equal to the rate of transfer into the culture minus that which is
consumed:

dC

dt
¼ kLaðC� � CÞ �OUR�X

where kLa is the mass transfer coefficient, C is the concentration of oxygen in solu-
tion, C� is the equilibrium solubility of oxygen (oxygen saturation), and X is the cell
density (cells=L). The units on OUR are typically (g O2=10

6cells-time). The oxygen
transfer rate is

OTR ¼ kLaðC� � CÞ
The three most common methods to evaluate the delivery of oxygen to a culture
involve different manipulations or boundary conditions of the mass balance. The
accuracy of the OUR measurements and the required analytical devices are quite dif-
ferent from method to method (129). Note that it is advisable that control of DO
concentrations be combined with pH control to avoid accumulation of CO2 and
to avoid stripping of volatile compounds from the medium.

Static Method

In the static method, the consumption of oxygen is assumed to be negligible as non-
respiring (or dead) cells are employed, thus simplifying the mass balance (12). Oxy-
gen is removed from the bioreactor and then resupplied. This method is also called
static gassing out. Specifically, a culture of cells is inoculated into the bioreactor,
allowed to grow to some typical density, and then are administered either a meta-
bolic blocking agent or a toxin such as azide. Oxygen is removed from the head space
by purging with nitrogen. Aeration is turned on at the typical gas flow rate and the
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impeller is operated at a typical level. The increase in the oxygen concentration is
followed until oxygen saturation (C�) is reached. The change of the DO concentra-
tion in time is described by:

ln 1� C

C�

� �
¼ �kLa� t

The slope of a plot of ln(1�C=C �) versus time gives a slope of �kLa. Care must
be taken to ensure that oxygen is not consumed within the bioreactor during mea-
surement otherwise kLa will be underestimated. The static method provides a rela-
tively easy and rapid means for evaluating the potential delivery of oxygen to a
culture.

Dynamic Method

In the dynamic method, also called dynamic gassing out, aeration to an active cul-
ture is briefly turned off and the unsteady-state mass balance of oxygen tracked
(130). It is critical that the oxygen concentration not drop to such a low level that
the culture is negatively impacted. Often this is defined as Ccrit equal to the oxygen
concentration for which the growth rate is 99% of its maximal level (12).

Figure 13 presents a schematic description of the dynamic method. Initially,
the bioreactor contains a healthy and active culture. At some time, t0, the aeration
is turned off and the concentration of oxygen decreases due to that consumed by
the cells. A short time later (much before the oxygen level reaches Ccrit), the aeration
is turned back on. It is very important that C not approach Ccrit so that the rate of
oxygen uptake is independent of the oxygen concentration. The DO concentration
will steadily rise until it reaches the steady-state level (Cs). Prior to reaching the
steady-state, both the DO concentration and the time are recorded twice (C1 and

Figure 13 Dynamic method for oxygen transfer measurement as described in the text.
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t1; C2 and t2). Analysis begins with the oxygen mass balance evaluated at times
representing the steady-state and the unsteady-state conditions. We require expres-
sions for both the OUR and the OTR.

The OUR can be evaluated based on the steady-state condition which yields,

OUR� X ¼ kLaðC�� CsÞ
where CS reflects the steady-state DO concentration. This relation can be solved for
kLa and substituted into the equation above to yield,

dc

dt
¼ kLaðCs � CÞ

If kLa is constant over time, we can integrate the above relation, and using the
boundary conditions of C¼ C1 at t¼ t1 and C¼ C2 at t¼ t2 we obtain,

kLa ¼
ln Cs�C1

Cs�C2

� �
t2 � t1

The OUR can then be calculated from the mass transfer coefficient, the cell density,
the oxygen solubility and the steady-state oxygen concentration.

The dynamic method is widely used as it can be applied without the need to
significantly alter the operation of a bioreactor. Errors can arise due to slow-
responding DO electrodes and due to the comparatively small oxygen uptake rate
of many animal cell cultures. Measurement time should be kept significantly shorter
than the doubling time of the cells so as to avoid errors introduced by changing cell
densities. Singh (131) described a computational method for the determination of
oxygen uptake from the dynamic response of DO probe. For a hybridoma cell
culture, the OUR for exponential growth in a standard serum-containing culture
medium was 0.15mM O2=10

9cell-hr (131).

Oxygen Balance Method

A third method for quantifying oxygen transfer to a bioreactor is the oxygen balance
method, which is based on an evaluation of the gas–liquid mass transfer (17). This
approach requires measurement of the oxygen concentration of gas streams into
and out of the bioreactor. A steady-state mass balance will yield the rate of oxygen
transfer into the medium,

NA ¼
1

RV

FgPA

T

� �
in

� FgPA

T

� �
out

� �

where NA is the rate of mass transfer into the medium, R is the gas constant, V is the
volume of liquid medium, Fg is the volumetric gas flow rate, T is the temperature, PA

is the oxygen partial pressure in the gas phase, and ‘‘in’’ and ‘‘out’’ refer to gas
streams entering or leaving the bioreactor (130).

A primary difficulty in obtaining accurate measurements with this approach is
that the partial pressure of oxygen in the streams entering or leaving the bioreactor
will differ by only a small amount and thus need to be measured very accurately. The
bioreactor must be operating at a steady state. Advantages of this method are that
the mass transfer properties may be obtained from a single measurement and normal
bioreactor operation need not be disturbed. Note that the oxygen concentration in
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the medium (Cs) will also necessarily be quantified so as to determine the mass trans-
fer coefficient from:

kLa ¼
NA

ðC� � CsÞ
Proper mixing and an even distribution of oxygen throughout the medium is

required for an accurate measurement of Cs and hence for reliable calculations of
kLa. It is advisable to measure the DO concentration at multiple locations within
the bioreactor to ensure an accurate value for Cs (11). Good mixing within the bio-
reactor environment is critical.

Sulfite Oxygen

This method is based on the oxidation of sodium sulfite to sulfate by oxygen in the
presence of a catalyst such as a divalent cation (12).This is a relatively fast reaction
compared to oxygen transfer, and so is limited by the OTR. Unreacted sulfite can be
removed from the bioreactor and quantified using a back titration with an iodine–
starch reaction for quantification. The sulfite oxidation method yields higher kLa
values than other methods and is influenced by pH and operating conditions in a
difficult to characterize manner. For these reasons, this method is not highly
recommended.

Measurement of OUR can be difficult due to the very low specific consumption
rate (�2� 1013mol cell=hr), the sensitivity of the cells to variations in DO concen-
tration, and challenges in providing variable oxygen levels without damaging the
cells (129). This delivery issue has been resolved by using a gas-permeable membrane
to provide the required amounts of oxygen delivery directly into the culture which
avoids foaming of increased liquid shear stresses due to gas bubbles in solution
(132). Unfortunately, this approach is not easily scaled up. A mass balance on oxy-
gen is applied to quantify the OUR. For CHO cells during batch and continuous cul-
ture OUR values of 2.85 � l0�13 and 2.54� 10�13mol O2=cell hr, respectively (132).
Changes in the OUR can be used to track transitions in the culture behavior includ-
ing the end of exponential growth.

Fed-batch cultures were implemented to study the metabolism of HEK-293
cells (133).Glucose, measured every 30mm by a FIA biosensor system, was main-
tained at 1mM throughout the culture using an adaptive nonlinear controller based
on minimal process modeling. Maintaining a low glucose concentration, thus
decreasing the rate of glycolysis, significantly reduced lactate production.

The rates of glucose and glutamine uptake as well as the lactate and ammonia
production were compared to those obtained in batch mode with an initial glucose
concentration of 21mM. Basically, three phases were observed in both culture
modes. The metabolic shift from the first to the second phase was characterized
by a significant reduction in glucose consumption and lactate production while max-
imum growth rate was maintained. The specific respiration rate appeared unchanged
during the first two phases, suggesting that no change occurred in the oxidative path-
way capacity. In the third phase, cell growth became slower very likely due to gluta-
mine limitation.

A system for measuring the OUR based on an oxygen balance on the liquid
phase was developed (132). A gas-permeable membrane would provide the required
quantity of oxygen into the culture, while avoiding problems of foaming or shear
stress generally linked to sparging. This aeration system allowed maintenance of a
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known and constant kLa value through cultures up to 400 hr. OUR was measured
online for a CHO cell line was determined during batch growth and continuous cul-
ture as, respectively, equal to 2.85� 10�13 and 2.54� 10�13mol O2=cell hr.

Respiratory Quotient

Oxygen is a key substrate in animal cell metabolism and its consumption and the
production of CO2 are thus parameters of great interest for bioprocess monitoring
and control. The respiratory quotient (RQ) for a culture is defined as the molar ratio
of CO2 formed to O2 consumed (17). This parameter is often used to describe the
relative efficiency of the cellular metabolism for a given set of process conditions.
Until recent years, RQ had infrequently been used to evaluate animal cell metabo-
lism primarily due to difficulties in measuring the CO2 evolution rate (134). The oxy-
gen uptake rate has traditionally been more readily quantified accurately.

An important complication in the determination of the CO2 evolution rate is
that standard culture media is buffered by bicarbonate, and so the CO2 balance is
affected by accumulation and therefore the RQ cannot directly be calculated from
gas-phase measurements (135). A significant portion of the gas-phase CO2 was found
to evolve from the culture medium (134). The introduction or loss of CO2 from the
culture medium during preparation and sterilization must be taken into account.
Modeling of liquid- and gas-phase mass balances and data filtering methods have
been used to account for this CO2 reservoir (134,135).

RQ values for mammalian cells grown under near optimal conditions are gen-
erally 1.0 � 0.05 (134). In general, an increase in RQ has been shown to correlate
with an increase in cellular productivity and so RQ could serve as a means for esti-
mating the physiological state of the cells.

RQ values for Sf-9 insect cells have been quantified using online gas-phase O2

measurements and IR CO2 measurements (136). Linear relationships between viable
cell densities and both oxygen uptake rate and carbon dioxide evolution rate were
obtained in exponentially growing cultures. The extent of the increase in CER fol-
lowing infection and the time postinfection at which maximum CER was attained
were negatively correlated with the multiplicity of infection at multiplicities below
the level required to infect all the cells in a culture. The relative permittivity, carbon
dioxide evolution rate, and the cell volume profiles were closely matched during the
growth phase of cells when grown in a batch or fed-batch culture (137). The relation-
ship became more complex when the cultures were either in stationary phase, or in
the postinfection phase.

Metabolic Rates (Glucose Consumption/Lactate Production)

An important question in bioprocess modeling is how many rate equations must be
specified to fully account for all relevant biological processes (138). The number of
rate equations for which practical information can be obtained is constrained by the
yield equations, which represent the balances of reducing power, energy in the form
of ATP, and the various elements involved in cell metabolism. These balances are
derived from a simplified picture that divides metabolism into catabolic, anabolic,
respiratory, and product formation pathways. In most practical situations, a limited
number of metabolic ratios are monitored and used to implement process decisions.
The number of rate measurements available versus the number needed defines the
state estimation problem in bioprocess control.
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Stoichiometric ratios of lactate yield from glucose (Lac=Glc) and ammonium
yield from glutamine (Amm=Gln) are often applied to monitor the health and pro-
ductivity of a cell culture. Zeng (139) evaluated several other stoichiometric ratios:
ammonium yield from the total consumption of amino acids (NH4

þ=TAA), con-
sumption of total amino acids to glutamine (TAA=Gln), essential amino acids to glu-
tamine (EAA=G1n), glutamine to glucose (Gln=Glc), and oxygen to glucose
(OUR=Glc). Several commonly employed animal cell lines (hybridoma, BHK, and
CHO) demonstrated similar patterns of variation of stoichiometry. In continuous
culture, Lac=Glc and Gln=Glc are primarily determined by the residual glucose con-
centration while TAA=Gln and EAA=Gln correlate well with the residual glutamine
concentration (139). Ammonium formation not only is a function of glutamine con-
centration but also is affected by the consumption of other amino acids, particularly
at low residual glutamine concentrations. NH4

þ=TAA turned out to be a more suita-
ble parameter to describe the ammonium formation. Thus, these stoichiometric
ratios could be used as a means to predict and eventually control the concentrations
of nutrients that are otherwise difficult to determine online.

Metabolic flux analysis is a useful tool for unraveling relationships between
metabolism and cell function. Material balancing can provide estimates of major
metabolic pathway fluxes, provided all significant metabolite uptake and production
rates are measured (140). Many serum-free media formulations contain small
amounts of yeast extracts and plant or animal tissue hydrolysates consisting of meta-
bolizable materials that are not easily identified or quantified. For chemostat steady
states of CHO cultures grown in a steady-state chemostat culture with hydrolysate-
supplemented medium, consistent flux analyses were obtained only when amino
acids liberated from protein supplements were taken into account (140).

Since cell growth is accompanied by an enthalpy change, heat dissipation quan-
tified by calorimetry can serve as an index for the cellular metabolic rate (141). Such
measurements need to be performed in conjunction with the viable cell concentration
measurements by an approach such as quantification of the dielectric. The ratio of
the two signals gives scalar heat flux (142). Comparison of heat flux with glucose
and glutamine fluxes indicated that the former most accurately reflected decreased
metabolic activity. The set of stoichiometric coefficients in the reaction were related
through the extent of reaction to overall metabolic activity. This approach can be
used for medium optimization based on enrichment of amino-acids to improve cell
growth while decreasing catabolic fluxes.

APPLICATION OF ONLINE MONITORING OF THE CELL ENVIRONMENT

Obtaining satisfactory performance from a cell culture requires maintenance of oper-
ating conditions at certain set points. Due to unpredictable process upsets, such as
variable pumping rates, temperature fluctuations, or altered cell productivity, pro-
cess parameters invariably differ from one run to the next. In some cases, such fluc-
tuations can be predicted through previous experience with the process or through
mathematical modeling of the process. Proper use of instrumentation requires a pro-
cess control algorithm to determine the requisite response to process offsets.

For example, animal cells cultivated in batch systems rapidly exhaust the sup-
ply of glucose and glutamine and generate ammonia and lactate as metabolic bypro-
ducts. Several approaches have been used to extend the supply of nutrients, increase
culture longevity, and maximize the final product concentration. Continuous and
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perfusion culture systems replace fresh medium into the reactor while removing used
or spent medium, thus avoiding metabolite limitation and product inhibition. Such
methods also dilute the products generated, which extends the purification steps
required to obtain a concentrated product. Fortified media with abnormally high
glucose and glutamine concentrations have been used in batch cultivations; however,
such methods often do not substantially improve the cell density or production as the
levels of ammonia and lactate increase, thus inhibiting cell productivity (143).

An ideal approach for maintaining extended productivity is to add nutrients to
the bioreactor only as needed by the cells. Highly concentrated solutions of glucose,
glutamine, and amino acids added slowly to a bioreactor have been shown to
improve product concentrations by two- to fourfold over standard batch conditions
(143–146). The composition of medium supplements should be based on the
stoichiometric demands of the cells as determined by analysis of the spent culture
medium. Such measurements should be performed rapidly so that the medium sup-
plement matches the current cellular requirements.

Bioreactor control has been an active area of research and has attracted more
attention in recent years. This is due to the new developments in related areas that
can be exploited to overcome the inherent difficulties in bioreactor control. Begin-
ning with conventional regulatory control of operating variables such as tempera-
ture, pH and DO concentration, research in bioreactor control has undergone
significant changes including neural network based approaches. Rani and Rao
(147) provide a summary of recent developments in the control of batch, fed-batch,
and continuous bioreactors.

Effective control requires that the characteristic times of the physical system
and the control system be less than the characteristic times of the biological system.
In most cases, the limiting physical characteristics are heat and oxygen mass transfer
within the culture medium. These can be manipulated through changes in the power
supplied to the impeller, in the impeller design, and in the bioreactor size and geo-
metry. For most animal cell cultures, the cells maintain a doubling time on the order
of 16–24 h, and typically the cell response to a process alteration is much slower than
that observed with cultured microbes. The response time of the sensors themselves
also need to be taken into account when developing a monitoring and control
scheme.

A typical monitoring and control scheme includes the following steps (148):

1. Observe or measure one or more process variables.
2. Compare the observed variable to a desired set point.
3. Decide what course of action is to be taken.
4. Act on the decision.

Important factors for the development of a monitoring and control scheme for
a bioprocess include (148):

1. The rate at which a change can be effected in a process is dependent on the
size of the system.

2. Sensors for many environmental variables that may impact the process are
not available or may not be practical for every system.

3. Some changes can be made in only one direction. For example, one can
readily increase the concentration of glucose in a bioreactor, but reducing
glucose is only feasible by diluting the entire culture or by waiting for the
cells to take action.
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4. Many process changes that may appear to be critical for basic scientific
investigation may have little impact at the production level.

5. The high degree of uniformity that may be achieved in a small laboratory
scale bioreactor usually cannot be reproduced in large production vessels.

The type of control action may be either a closed loop, or feedback control, in
which a correction is enacted based on observable characteristics of the process, or
may follow an open loop control in which process modifications are made at prede-
termined times and levels. Open loop control is significantly more difficult to imple-
ment correctly for many biological processes and requires either an accurate model
of the process or substantial experience in running the process. Open loop control is
sometimes called preprogrammed control in that process modifications are deter-
mined prior to start of the process. For this approach to work well, the process must
be highly characterized and relatively invariant from one run to the next. For exam-
ple, an operator may know from experience with an individual process that over
24 hr the cell density will double, thus necessitating an increase in the impeller rota-
tion to increase oxygen transfer. Open loop control is easy to implement and is often
applied in laboratory situations; however, it is not practical for most industrial-scale
processes or for processes with substantial variability. Closed loop control involves
modifying one more or process parameters based on feedback obtained from sensors
monitoring the process. A schematic of these processes is presented in Fig. 14.

Fed-Batch Systems

Mammalian cells have the ability to proliferate under a variety of nutrient environ-
ments by utilizing different combinations of nutrients, especially glucose and the
amino acids. Under conditions often used in in vitro cultivation, the cells consume
nutrients in great excess of what is needed for construction of biomass and desired
products. They also produce large amounts of metabolic wastes with lactate,
ammonia, and some nonessential amino acids such as alanine as the most prominent

Figure 14 Schematic of (A) open loop control, (B) closed loop control. Open loop control is
significantly easier to implement, but requires substantial knowledge of a process. Closed loop
requires frequent monitoring of the process. x(t) represents a process input, G(s) is the process,
and y(t) is the process output. B(s) represents the monitoring mechanism that feeds into a com-
parator and decision support component.
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ones. By controlling glucose and glutamine at low levels, cellular metabolism can be
altered and can result in reduced glucose and glutamine consumption as well as in
reduced metabolite formation.

A research group at the University of Minnesota has made tremendous strides
in applying aggressive control to improve MAb production. Using a fed-batch reac-
tor to manipulate glucose at a low level (as compared to a typical batch culture), cell
metabolism was altered to a state with substantially reduced lactate production
(149). The culture was then switched to a continuous mode and allowed to reach
a steady state. At this steady state, the concentrations of cells and MAb were sub-
stantially higher than a control culture that was initiated from a batch culture with-
out first altering cellular metabolism. The lactate and other metabolite
concentrations were also substantially reduced as compared to the control culture.
This newly observed steady state was achieved at the same dilution rate and feed
medium as the control culture. The paths leading to the two steady states, however,
were different, and so these results demonstrate steady-state multiplicity. At this new
steady state, not only was glucose metabolism altered, but the metabolism of amino
acids was altered as well. The amino acid metabolism in the new steady state was
more balanced, and the excretion of nonessential amino acids and ammonia was sub-
stantially lower. This approach of reaching a more desirable steady state with higher
concentrations of cells and product opens a new avenue for high-density- and high-
productivity-cell culture.

This and similar approaches target the ideal bioreactor operation in which
metabolites are added to the bioreactor only as needed by the cells as determined
by an analysis of the culture medium and the stoichiometric demands of the cells.
This is determined either through use of an online monitoring scheme, or more com-
monly, through offline analyses of culture medium constituents. Measurements
should be performed rapidly so that the medium supplement matches the current cel-
lular requirements. In most cases, decisions to add individual nutrients or medium
supplements are done ad hoc by a bioprocess engineer, although such process deci-
sions are likely to be automated in the near future.

The addition of highly concentrated solutions of glucose, glutamine, and amino
acids can substantially improve product concentrations. Increases in product concen-
trations were observed by two- to fourfold over standard batch conditions (143–145).
Oh and coworkers (150) developed an interactive system for controlled feeding of
glucose and glutamine to hybridoma cells so as to maximize antibody production.

A more sophisticated control scheme applies concentrated solutions of key
nutrient components fed periodically to cell cultures using a simple feeding control
strategy based on the integral of viable cell concentrations over time (151). This
approach assumed constant specific nutrient consumption rates. Through effective
nutritional control, both cell growth phase and culture lifetime were prolonged sig-
nificantly. These studies suggest close relationships among nutrient depletion, cell
metabolism transition, and cell death.

Fed-batch cultures of HEK-293 cells were monitored using an FIA glucose
measurement and controlled at a concentration of 1mM using an adaptive nonlinear
controller based on minimal process modeling (133). Lactate production was signifi-
cantly reduced by maintaining a low glucose concentration, thus decreasing the rate
of glycolysis.

A number of schemes have been applied to minimize the instantaneous
concentration of inhibiting metabolites present in a culture so as to increase the yield
of product in fed-batch bioreactors. Schwabe and coworkers (152) applied a
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balanced supply of substrates from concentrated feed solutions based on offline esti-
mated oxygen and glucose uptake rates. While implementation of this control
scheme increased product concentration threefold, inhibition by ammonia could
not be avoided. To address this difficulty, a dialysis membrane was used to remove
ammonia and in which a concentrated medium was fed to the cells and inhibitory
metabolites removed into a buffer solution. This improved approach led to a 10-fold
increase of the product concentration compared with batch cultures (152).

Perfusion Systems

Continuous and perfusion culture systems replace fresh medium to the reactor and
remove spent medium, thus avoiding metabolite limitation and product inhibition.
Such methods also dilute products, thus extending purification steps required to
obtain a concentrated product. The key parameter in perfusion culture is the rate
of medium replacement (D) and this is often based on the required rate for feeding
a single nutrient such as glucose or glutamine. Increases in this dilution rate can lead
to an increase in the viable cell density, Xv, and to increases in the cell growth rate
(153). Such an approach has the added advantage of improving the amount of pro-
duct generated without the need for increasing the bioreactor scale, provided that
both viable cell yield per perfusion rate and specific cellular productivity remain con-
stant at higher D.

Significant reductions in cellular productivity have been observed at high dilu-
tion rates due to the high gas sparging rate needed to meet the oxygen demand (153).
Apparently, increases in hydrodynamic shear stress imparted to the culture via inten-
sification of gas sparging resulted in a gradual increase in specific glucose consump-
tion and lactate production rates, while no variations were observed in glutamine-
consumption rates. As a result, while glutamine was the sole limiting-nutrient under
nonsparging conditions, both glutamine and glucose became limiting under sparging
conditions (153).

Alternatively, the dilution rate does not need to be a constant, but can be
manipulated based on the feedback obtained through online measurements of nutri-
ents, wastes, cell density, or cell viability. Controlled feeding of nutrient supplements
to a perfused hybridoma cell culture was used to enhance monoclonal antibody pro-
ductivity (154). This controlled-fed perfusion approach significantly increased the
volumetric antibody productivity by nearly twofold over the perfusion process,
and surpassed fed-batch and batch processes by almost 10-fold. This increase in pro-
ductivity can be attributed to both increased cell density as well as reduced product
dilution.

Perfusion cultures of CHO cells have been performed using an acoustic filtra-
tion system to retain the cells within the bioreactor (127). High packed cell volumes
could be maintained without additional bleeding off of cells. Perfusion of up to
50 days was performed without loss of performance of the acoustic filter. Using
the protease-sensitive product rhesus thrombopoietin, cultivation in perfusion mode
drastically reduced proteolysis when compared to a batch culture without addition
of protease inhibitors such as leupeptin (127).

If high perfusion rates are to be employed, cells are often immobilized within a
rigid support material in order to avoid cell washout while still permitting removal of
wastes. A disadvantage of this system is that the cell density cannot be directly
monitored. One group has been able to obtain high cell density of immobilized
hybridomas in a bubble-column bioreactor filled with hollow glass cylinders (155).
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The parameters monitored during the cultivation were pH, temperature, DO, glu-
cose, lactate, and monoclonal antibody. The glucose uptake rate was used to esti-
mate the cell concentration along the time using offline measurement techniques.

Feed-Forward Control Using Mathematical Relations

Prior to designing a control strategy for a biological system, one typically constructs
a simplified process model that is used to provide insight into the process dynamics.
This model is based on conservation of mass and energy which may be approximated
by linear, time-dependent equations with the variables that are to be controlled taken
as the dependent variables. The variables that are to be adjusted so as to keep the
controlled variable at its set point are the manipulated variables. For example, a
mass balance on glucose in a continuous bioreactor may be as follows:

V
dCðtÞ
dt
¼ F ½CiðtÞ � CðtÞ� � FX

YX=S

where V is the volume of the bioreactor, C(t) is the time-dependent concentration of
glucose, Ci(t) is the concentration of glucose in the feed, F is the volumetric flow rate,
X is the cell density, and Yx=s is the yield of cells from glucose. The flow rate and feed
glucose concentrations are variables which are manipulated so as to maintain the
control variable, the glucose concentration in the bioreactor, at its set point.

A difficulty in applying traditional reactor control schemes developed from the
chemical process industry is that even for mature bioprocesses, fundamental under-
standing of cell growth and metabolism remains quite limited. We are far from devel-
oping biological control models based on first principles; rather, most models remain
highly empirical. The field of metabolic engineering has great promise in bridging
this gap, but application of such methods directly to process control remains a chal-
lenge addressed by a small number of investigators (156,157). The problem in devel-
oping fundamental process control models is exacerbated by the highly nonlinear
behavior of cell culture, the highly interactive nature of critical process variables,
and the batch or fed-batch nature of most commercial processes (148).

Bioreactor control schemes are often based on one of two approaches (146).
The first relies on a biological model that characterizes the cellular nutritional
requirements. The control scheme attempts to match these target requirements based
on the known input of cells and metabolites to the bioreactor, the expected cell
growth, and the expected decrease in nutrients through metabolism and spontaneous
degradation. Glacken and coworkers (34) showed that maintenance of glucose and
glutamine concentrations based on a metabolic model improved monoclonal anti-
body production 10-fold over batch cultivations. This approach is limited by the
need for kinetic models that accurately describe cell growth and metabolism. The
second control approach requires frequent measurements of the composition of
the growth medium which are used to adjust the supply of metabolites added to
the bioreactor to minimize the production of wastes. This approach is limited pri-
marily by the availability of rapid measurement schemes that can quantify multiple
species.

Conventional controller designs employ Laplace transforms and so require the
use of linear equations (146). Biological processes are inherently nonlinear and have
a multimodal character (158,159). Linear approximations are often applied over
short time frames and for limited operating conditions. Most proposed methods fail
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to find the global optima for control of such processes (159). Even if a globally opti-
mal control protocol can be designed for a specific process, in many instances the
implementation of the control scheme presents an even more significant challenge
than manual control.

Novel Strategies for Manipulating Cellular Activity

In recent years, the development of advanced systems for bioprocess monitoring
and control has become an area of intensive research. Along with traditional tech-
niques, there are several new approaches that are increasingly being applied to
bioprocess operations. A detailed description of control strategies is beyond the
scope of this chapter. Several examples of these novel approaches are summarized
below.

1. Expert systems—Expert systems utilize an extensive database of knowl-
edge about a specific process and how it has performed historically. This
has been used to develop process control and bioreactor state prediction
based on this extensive knowledge (160).

2. Genetic algorithms—Roubos and coworkers (161) applied an evolutionary
program, based on a genetic algorithm to calculate optimal control policies
for bioreactors. This genetic algorithm (GA) is used as a nonlinear optimi-
zer in combination with simulation software and constraint handling pro-
cedures. A GA searches parameter space by manipulating, cross-breading,
and translocating ‘‘genes’’ which represent individual parameter settings.

3. Stochastic optimization—Stochastic optimization has been proposed as a
reliable alternative to designing a control scheme (162). These stochastic
algorithms are used to successfully solve case studies taken from the
recent literature. The advantages of these alternative techniques include
ease of implementation, global convergence, and good computational
efficiency.

4. Ant colony algorithm—The ant colony algorithm, which mimics the coop-
erative search behavior of ants in real life, has been employed for the
dynamic optimization of fed-batch bioreactors (163). The algorithm
rapidly converges to optimal feed rate profiles, which maximize the overall
production of the desired product and the profits in a computationally effi-
cient and robust manner. The optimal profiles evolved are easy to imple-
ment in plant operation.

Other more traditional predictive control schemes have been applied to deter-
mine the required medium feed rates for perfusion bioreactors (164). Adaptive soft-
ware routines were developed to estimate the current and predict the future glucose
uptake and lactate production of hybridoma cell cultures in hollow fiber systems.
The current and future glucose uptake rates were used to select the perfusion feed
rate in a designed response to deviations from the set point values. The use of the
predictive controller routine decreased the glucose and lactate concentration var-
iances up to sevenfold, and antibody yields increased by 10–43% (164).

The dynamic open-loop control of bioprocesses has been studied by a number
of groups (165). Development of suitable control schemes can be performed by using
a control vector parameterization concept, which makes use of second-order sensitiv-
ities to obtain exact gradients for the objective function of the underlying dynamic
process model. Extensions of this method can result in efficient methodologies for
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solving general dynamic optimization problems, even for high levels of control dis-
cretization as typical of most bioprocesses.

Wang and Cheng (166) claim to have developed an efficient method for simul-
taneously determining optimal feeding rates and operation parameters for cell
cultures based on a finite dimensional optimization using the control parameteriza-
tion technique. The optimal production rate obtained by the simultaneous optimiza-
tion approach could be significantly improved with comparison to a simplified
optimization problem.

One research group has hypothesized that inaccuracies in process optimization
can be traced back to limitations in the process models applied (167). This group for-
mulated a control algorithm based on cell mass and lactate production and calcu-
lated the process–model mismatch at each sampling time. These deviations were
used to reoptimize the substrate concentrations throughout the length of the cultiva-
tion. The cell mass produced using dynamic optimization was compared to the cell
mass produced for a nonoptimized case, and for a one-time optimization at the
beginning of the batch. A single offline optimization of substrate concentration at
the start of the batch increased the yield of cell mass by 27% over a nonoptimized
fermentation, whereas frequent reoptimization increased yield of cell mass per batch
by 44% compared to the single offline optimization. Monoclonal antibody produc-
tivities also tracked with cell densities, thus suggesting that frequent revision of con-
trol parameters can improve performance of bioreactors (167).

An issue that is being recognized as of tremendous concern but is only recently
addressed is the role process changes have in altering not just the concentration of
the desired product but also the functionality and activity of the product. Moran
and coworkers (168) developed an approach to validate ranges of control parameters
for a cell culture process producing a monoclonal antibody. Specifically, the struc-
ture and functional activity of a monoclonal antibody produced at the numerical
boundaries of fed-batch culture control parameters were examined with the goal
of assuring that antibody produced under varying culture conditions was of consis-
tent quality. All antibody preparations were identical to each other and to the cur-
rent antibody reference standard or control. Glycosylation analysis of certain
samples from the study demonstrated that the distribution of glycoforms of the anti-
body was not affected by the varying process control conditions of the fed-batch
cultures.

Process efficiency can be strongly influenced by the cellular state that should be
monitored, interpreted, and controlled. In most control systems the cellular state is
not explicitly considered, rather control schemes are based on the implicit assump-
tions that the growth environment will directly map to the process efficiency. This
limitation is well realized (57) and explicit monitoring and control of cellular physiol-
ogy are considered to be among the most challenging tasks of modern bioprocess
engineering. For example, the onset of widespread apoptotic (gene-directed) cell
death may be difficult to predict but may have a sizeable impact on culture produc-
tivity. The physiological state of a culture can be composed of several process vari-
ables including specific metabolic rates, metabolic rate ratios, and others (46). The
real-time monitoring of many of these is possible using commercial sensors and
has been described above. This approach reduces the goal of a control scheme to
maintaining the physiological state of the cell as close as possible to an ‘‘ideal’’ tra-
jectory, providing maximum efficiency for the culture as a whole. For a detailed
description of this approach see Konstantinov (46).
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SUMMARY

The application of cell culture technology to the production of high-value products
has benefited greatly from advances in process monitoring and control. Spectro-
scopic methods that provide noninvasive information on the cell environment and
on cell physiology are likely to have substantial impacts on process development.
The methods of IR spectroscopy and Raman spectroscopy in addition to the new
approach of near-field scanning optical microscopy have the potential to provide
subcellular information that may be of tremendous use to bioprocess development.
Variations in the forces and chemical components encountered by an individual cell
within a bioreactor will also be the target of future monitoring and control meth-
odologies. While many new technologies have been developed over the past 5–
10 years, integration into existing processes has been slow. Advances in the near
future will likely evolve from innovative designs that incorporate monitoring of
the culture environment from the cellular level to the entire process.
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INTRODUCTION

Kinetics of cell growth and metabolism is desired for a better understanding of cell
physiology and for the optimization and control of animal cell cultures. Consequently,
it has been the objective of a large number of investigations in the past (1–22). A large
number of factors were reported to affect the kinetics of growth, death, and product
formation of animal cells in bioreactors. Despite these efforts, uncertainties and even
controversies often exist in the literature regarding the relative importance of these
factors in different cell lines (23–26). This may be mainly due to the lack of quanti-
tative knowledge of the significance of these factors and particularly of the range of
concentrations or values in which these factors are important. A mathematical
description of the interactions of different factors in kinetic models can be very useful
to solve this problem because they make it possible to separate and identify the effects
of different factors. It can help better in interpreting and understanding experimental
results obtained under different conditions. Models can also be used to check different
hypotheses regarding regulation mechanisms. In addition, they can be useful as a
guide tool for developing model-based process control and monitoring strategies.

For these reasons, considerable efforts have been made in the past to develop
mathematical models to describe the growth, death, and metabolism of animal cell cul-
ture (2–5,8–10,23–38). Some of the kinetic models were reviewed or compared by
Tziampazis and Sambanis (39), Pörther and Schäfer (40), and Goergen et al. (41).
Whereas structured models may be attractive due to their general applicability, they
suffer from the shortcomings of unknown or complicated mechanisms of regulation
of cell growth and death. In addition, they contain a large number of model para-
meters. The identification and estimation of these parameters are often difficult. There-
fore, most of the present models for animal cell culture are unstructured models.

This chapter first gives an introduction to the kinetic characterization of cell cul-
ture in batch and continuous operations. This is followed by a brief description of
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major factors affecting the kinetics of cell culture and their quantitative analysis. The
last part of this chapter describes typical models for kinetic analysis and simulation.
Future research needs in cell culture kinetics are then discussed. No effort is made in
this chapter to cover the kinetics and modeling of adherent cells and insect cells. This
chapter is also not intended to be a complete survey of kinetics of animal cell culture.
Rather, it emphasizes the quantification of cell growth and metabolism and the deriva-
tion of rate equations and mathematical models for kinetic analysis and simulations.

KINETIC CHARACTERIZATION OF CELL CULTURE

Kinetics of Cells in Batch Culture

Kinetics of animal cell culture has been extensively studied in batch culture
(2,3,15,18,19,22). Advances of batch culture include simple operation and process
monitoring, short cultivation time, and relatively stable kinetic characteristics of cell
lines if recombinant cells are used.

Time Profile of the Concentration of Cells, Nutrients, and Metabolites

Figure 1 shows typical time profiles of concentrations of cells, nutrients, and metabolites
of a recombinant BHK-21 cell line in batch culture (22). Also shown in Fig. 1 are the
effects of initial concentration of glucose and glutamine on the growth kinetics of this cell
line. Both the viable cell number and the specific growth rate (see following text for defi-
nition) reach a maximum during the cultivation and decline afterwards in all cultures
(Fig. 1A,B and E–F). This decline in growth is not due to the exhaustion of any macro-
nutrient components (e.g., glucose and amino acids) or the inhibition of metabolic
byproducts (e.g., lactate and ammonium) because the decline of m in most cultures occurs
in the early stage of cultivation. Normally, lactate concentration increases until glucose is
depleted and decreases thereafter (Fig. 1C and G). The reconsumption of lactate is par-
ticularly obvious in cultures with low initial glucose concentration (Fig. 1C). Ammonium
formation is closely correlated with the consumption of glutamine (Fig. 1D and H).

The initial concentrations of glucose and glutamine can significantly affect the
time profile of batch culture. However, for most cell culture media with initial glu-
cose and glutamine concentrations above a certain level (about 1 mM in the case
of BHK cells), these macronutrients have no significant effect on the maximum
viable cell concentration and the specific cell growth rate (22).

For cell growth in batch culture, the inoculum age and size can have significant
influences on the kinetic behavior. Martial et al. (42) showed that increasing the age
of inoculum resulted in a longer lag phase, a reduced maximal cell concentration,
and a lower maximum growth rate of hybridoma cells seeded with the same initial
cell density. For a number of cell lines it has been demonstrated that the initial cell
density significantly affects growth in batch culture and a critical inoculum size exists
(43,44). Relatively less is known about the effects of cell density on the metabolism
and product formation of batch culture. Ozturk and Palsson (45) found no signifi-
cant effects of initial cell density (102 to 105 cells=mL) on the nutrient uptake rate
and monoclonal antibody (MAb) formation rate of a hybridoma batch culture. This
seems to disagree with some of the results from continuous cultures.

Intracellular Content and Excreted Protein Component

The intracellular content of many intermediary metabolites, proteins, and
nucleic acid may vary during batch culture and is particularly useful for kinetic
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characterization of growth and metabolism. The intracellular content may be studied
either by cell disruption, extraction, and subsequent analysis of the different sub-
stances, or by in situ flow cytometry or NMR analysis. For example, Ryll and
Wagner (46) studied the variation of intracellular ribonucleotide pools during ‘‘per-
fused’’ batch cultivations of hybridoma and BHK cell lines. These authors found

Figure 1 Time courses of viable and total cell number (Nv and Nt), specific mitotic rate (m),
and concentrations of glucose (CGlc), glutamine (CGln), lactate (CLac), ammonium (CAmm),
and alanine (CAla) in batch cultures of a recombinant BHK-21 cell line with different initial
concentrations of glucose and glutamine. Batch culture I (A, B, C, D): initial
glucose¼ 1mmol=L; initial glutamine¼ 1mmol=L. Batch culture II (E, F, G, H): initial glucose ¼
10mmol=L; initial glutamine¼ 5mmol=L [From Linz et al. (22)].
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that three cell specific regularities, i.e., the NTP ratio (NTP¼ (ATPþGTP)=
(UTPþCTP)), the uridine (U) ratio (U¼UTP=(UTP�GNAc)), and the combined
ratio NTP=U, are particularly useful for characterizing the cell growth. As shown in
Fig. 2 for a hybridoma cell line, the NTP value reduces rapidly during the adaptation
(lag) phase and remains at a nearly constant and low value during the exponential
growth phase. During the phase of reduced growth rate it dramatically increases.
The U-value changes in an opposite direction to the NTP value. The intracellular
nucleotide pools also sensitively respond to the presence of growth inhibitor such
as ammonium. Studies of different cell lines in batch, chemostat, and perfusion
cultures suggest that the content of nucleotide pools is cell line specific. For a given
cell line the intracellular nucleotide ratios can be used as a sensitive parameter for
process monitoring and control (46–48).

The variation of the U-value as shown in Fig. 2 is primarily due to the change
of the content of UDP-N-acetylhexosamines (UDPGNAc pool, primarily UDPG1c-
NAc and UDPGalNAc). Rapidly growing cells have a low UDPGNAc pool that
rapidly increases when growth slows down. Since UDPGlcNAc and UDPGalNAc,
as activated sugars, are precursors for the synthesis of oligosaccharides and present
in the O- and N-glycanes of glycoproteins, they can influence the expression of car-
bohydrates in glycoproteins (49). Since the UDPGNAc pool significantly changes in
batch culture, the glycosylation of excreted proteins can also vary during a batch cul-
ture (50). In particular, ammonium ion concentration can strongly affect the UDPG-
NAc pool and hence the glycosylation of excreted proteins (50,51). For a
recombinant Chinese hamster ovary (CHO) cell line producing an immunoadhesin
tumor necrosis factor-immunoglobulin it was shown that as ammonium increased
from 1 to 15mM, a concomitant decrease of up to 40% in terminal galactosylation
and sialylation of the product occurred (50). The proportion of the nonglycosylated
form of excreted protein seems to generally increase during batch culture (52). In

Figure 2 Change of NTP and U values during the growth cycle of a "perfused" batch culture
of a hybridoma cell line (46).
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addition to the changes of concentration of nutrients and metabolites, variations of
glycosylation of secreted proteins can also be caused by modifications in the intracel-
lular protein maturation processes or to the extracellular action of proteases or
glycosidases.

Variation of Cell Morphology

Cell morphology (cell size and cell surface structure) significantly changes during
batch culture (53–55). The cell size usually increases during the exponential growth
phase but decreases during the stationary or decline phase. In the late phase of a
batch culture, the cell surface (membrane) undergoes significant structural changes
resulting in the disappearance of microvilli and the appearance of blebs. The cell size
change is related to cell cycle and population change (56). The variation of cell
morphology is correlated with the growth and death of cells. The increase of cell size
in the growth phase is due to active cell proliferation with a high portion of cells in
the S-phase of the cell cycle. On the other hand, the decline of cell size and changes of
cell membrane toward the end of a batch culture can be explained by the mechanisms
of cell death (54,57).

Mammalian cells principally die by two mechanisms: necrosis and apoptosis
(also called programmed cell death). These two types of cell death display
distinctive differences in their morphological and biochemical features (Fig. 3).
Morphologically, necrotic cell death is characterized by a progressive hydration of
the cytoplasma (swelling) that is followed by membrane and organelle disruption,
leakage of lysosomes into cytoplasm, nuclear disintegration, and finally complete
disruption of the cell. The morphology of apoptotic cell death markedly contrasts
with that of necrosis (Fig. 3). Important features of apoptosis include condensation
and fragmentation of chromatin, loss of volume (cell shrinkage ), and modification
of the cytoskeleton. Following these events the plasma membrane convolutes and the
cell eventually fragments to form membrane-bound vesicles (apoptotic bodies) that
contain intact cytoplasmic organelles and, usually, nuclear fragments. In the body or
under in vivo conditions in tissues apoptotic bodies are recognized and engulfed by
phagocytic or nearby cells. The recognition of apoptotic bodies has been suggested
to be due to changes of the membrane including occurrence of the signal molecule
phosphatidylserine on the membrane surface. A number of investigations have
shown that in the physical and chemical environments of a bioreactor most produc-
tion cell lines including hybridoma, myeloma, CHO, and baby hamster kidney
(BHK) cells primarily die by apoptosis (57–63).

Determination of Cell Population Heterogeneity for Kinetic Studies

For the study of cell culture kinetics it is important to quantify the different types of
cells and to follow their variations during cultivation. The determination of cell
population heterogeneity can be conventionally based on either morphological or
biochemical features. For example, based on the properties of cell membrane and
the structural morphology of cell nuclei the method of acridine orange and ethidium
bromide staining can be used to distinguish four types of cells, namely viable nona-
poptotic (VNA), viable apoptotic (VA), nonviable apoptotic (NVA), and nonviable
nonapoptotic cells (NVNA) (i.e., necrotic dead cells) (Fig. 3). As shown in Fig. 4, the
relative numbers of both living and dead apoptotic cells are low at the beginning of
the batch culture. Whereas the number of living apoptotic cells remains at a low level
(maximum 2–5% of the total cells) throughout the cultivation, the number of
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apoptotic death cells increases continuously and accounts for more than 97% of the
total dead cells at the end of the cultivation. These results demonstrate that, first,
apoptosis is the prevailing death mechanism of this cell line and, second, the kinetics
of transition of living apoptotic to dead cells is much faster than the kinetics of apop-
tosis induction (described subsequently).

Figure 3 Acridin orange=ethidiumbromide staining of hybridoma cells, taken with 1000 times
amplification. Living cells, green; dead cell, orange: (a) living nonapoptotic cell, (b) living non-
apoptotic cell during division, (c) living apoptotic cell (clear DNA condensation and nuclear
fragmentation), (d) living apoptotic cell (ring form condensation of DNA near the nuclear
membrane), (e) dead apoptotic cell, (f) dead nonapoptotic (necrotic) cell. [From Ref. (57).]
(See color insert p. 4.)
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Flow cytometry is also a very useful tool for studying cell population hetero-
geneity. By staining cells with proper fluorophores, such as propidium iodide and
acridine orange, flow cytometry can be used to quantify the progress of cells through
the cell cycle (53,54). During batch culture, the proportion of cells in the G1, S, and
G2=M phases significantly changes. In the exponential growth phase, most of the
cells are in the S and G2 phases, whereas during the stationary and decline phases
the majority of cells are in the G1-phase. Flow cytometry can be also used to deter-
mine the populations of living, apoptotic, and dead cells by combination with pro-
pidium iodide and annexin staining (54).

In contrast to the large body of knowledge concerning the molecular mechan-
isms, biochemical features, and physiological consequences of apoptosis, relatively
little is known about the kinetics and dynamics of cell death (for both apoptosis
and necrosis). This may be mainly due to two reasons. First, apoptotic cell death
is a relatively fast process. In vivo, it may take only a few hours from the early stage
of induction (evanesce to recognition) to the end stages of degradation and phago-
cytosis (64). Second, reliable methods for quantification of apoptosis have only
recently become available, particularly for suspension culture (65,66). Therefore,
most of the studies dealing with cell death have been descriptive or qualitative.
To better understand and intervene in the apoptotic process a quantitative and sys-
tematic knowledge of cell death is important. Linz (57) reported on the kinetics of
apoptosis in three mammalian cell lines (hybridoma, BHK, and CHO) and in the
human carcinoma cell line HeLa in normal batch cultures and cultures under differ-
ent stress conditions. Similarly, as shown in Fig. 4 for the hybridoma cell culture,
apoptosis is the prevailing death mechanism of all these cell lines and the kinetics
of transition of living apoptotic to dead cells is much faster than the kinetics of
apoptosis induction.

Figure 4 Typical time profile of cell populations in a batch culture of the hybridoma cell line
HyGPD YK-1–1 (Nt¼ total cell number, Nv¼ viable cell number, Nd¼ dead cell number,
Vit¼ vitality) as determined by acridine orange=ethidium bromide staining (VNA¼ viable
nonapoptotic, VA¼ viable apoptotic, NVA¼ nonviable apoptotic, NVNA¼ nonviable nona-
poptotic cells).
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Estimation of Specific Rates of Cell Growth, Death, and Metabolism

The specific mitotic rate as defined in Eq. (9.1) is normally used to calculate the
specific rate of cell growth m (hr�1 or day�1) in batch culture:

m ¼ dNt

dt
� 1
Nv

ð9:1Þ

Similarly, Eq. (9.2) is often used to calculate the specific death rate (kd) of cells:

kd ¼
dNd

dt
� 1
Nv

ð9:2Þ

In Eqs. (9.1) and (9.2), Nt, Nv, and Nd are the total cell number, viable cell
number, and dead cell number per unit culture volume, respectively. Nt, Nv, and
Nd can be determined by counting the viable and dead cells using the trypan blue
exclusion method with a hemocytometer. Nt can be also determined by counting
the cell nuclei using the so-called CASY Counter after disruption of the cells. This
method is particularly suitable for cultures with aggregate formation.

To better quantify the kinetics of apoptotic and necrosis cell death processes,
Linz et al. (56) introduced the terms apoptosis induction rate ðkinapÞ apoptotic death
rate ðkdeathap Þ and necrotic death rate ðkdeathnec Þ:

kinap ¼
dNNVA

dt
þ dNVA

dt

� �
� 1

NVNA
ð9:3Þ

kdeathap ¼ dNNVA

dt

� �
� 1

NVA
ð9:4Þ

kdeathnec ¼
dNNVNA

dt

� �
� 1

NVNA
ð9:5Þ

where NVNA, NVA, NNVA, and NNVNA are the number of viable nonapoptotic, viable
apoptotic, nonviable apoptotic, and nonviable nonapoptotic cells per unit volume of
culture, respectively.

The specific rates of consumption of major nutrients (e.g., glucose and gluta-
mine) and formation of metabolites (e.g., lactate and ammonium) in batch culture
can be calculated as:

qGlc ¼ �
dCGlc

dt

1

Nv
ð9:6Þ

qLac ¼
dCLac

dt

1

Nv
ð9:7Þ

qGln ¼ � dCGln

dt
� kCGln

� �
1

Nv
ð9:8Þ

qAmm ¼
dCAmm

dt
� kCGln

� �
1

Nv
ð9:9Þ
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In Eqs. (9.8) and (9.9), k is a rate constant accounting for the spontaneous
decomposition of glutamine as a first order reaction and having a value of
4.675� 10�3 hr�1 at 37�C (67,68).

To calculate the specific rates it is recommended to first fit the experimental
data to appropriate polynomial functions by the least-squares method. For these
purposes, experimental data with relatively short time intervals are required. The
time course of some variables sometimes has to be divided into several sections to
find functions describing the data satisfactorily. The derivatives with respect to time
of these functions are then used to calculate the specific rates of cell growth, death,
and metabolism.

Figure 5 depicts the time courses of m, ðkinapÞ, ðkdeathap Þ, and ðkdeathnec Þ for the batch
culture shown in Fig. 4. It is interesting to note that whereas ðkdeath

ap Þ is more or less
constant throughout the cultivation, ðkin

apÞ is quite low during the growth phase and
significantly increases during the death phase. In general, ðkdeath

ap Þ is much higher than
ðkinapÞ (particularly during the growth phase) and m. The fast kinetics of apoptotic cell
death in comparison to the induction explains why only a very low population of
living apoptotic cells can be experimentally determined. Because of this fast kinetics
of apoptotic cell death and because cells of some cultures undergo a fast secondary
necrosis after apoptotic death, these cultures may not display the so-called typical
hallmarks of apoptotic cell death such as DNA fragmentation and hence are some-
times considered not to die by apoptosis. A careful and fast measurement of many
parameters is important for a reliable kinetic characterization of cell death.

The specific rates of metabolism of the batch culture follow a similar trend as
the specific cell growth rate (Fig. 5). This gives the impression that cell growth was
limited by the availability of macronutrients. As shown in Fig. 1, however, the
decline of specific cell growth rate cannot be overcome by simply increasing the
nutrient concentration, indicating that other factors are involved (26). The relation-
ships between the specific rates of growth and metabolism will be discussed in the
following section.

Results from kinetic study of batch cultures suggest that the specific consump-
tion rate of glucose and specific formation rate of lactate are closely related. This also
seems to apply to the relationships between the specific consumption rate of glutamine
and the specific formation rate of ammonium. Zeng et al. (69) analyzed the stoichio-
metric ratios of a number of cell lines under diverse experimental conditions including
batch cultures. The results are summarized in the section of continuous culture.

Figure 5 Specific rates of cell growth, apoptosis induction and death (apoptosis and necro-
sis) of hybridoma cells in a batch culture (time profile of cell population shown in Fig. 4).
[From Ref. (57).]
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Cell Kinetics in Continuous Culture

Advantages and Application of Continuous Culture

The advantages and potentials of continuous culture for cell culture technology can
be viewed from two general aspects (70). From an application point of view, these
include high volumetric productivity, savings in labor and energy costs (e.g., inocu-
lum preparation, reactor cleaning, and sterilization), uniform product quality, better
automation and process control, and the use of more efficient and economic methods
of medium preparation and downstream processing. If cell recycling (perfusion cul-
ture) is applied, the concentrations of cells and product can be significantly
improved. As a research tool, continuous culture provides well-defined cultivation
conditions for genetic, biochemical and physiological characterizations of cells. It
allows an independent variation of growth parameters, enabling reliable kinetic stu-
dies of cell growth and metabolism for process optimization. The transition behavior
of a continuous culture upon shift-up or shift-down of a variable is also a powerful
tool to study the regulation of growth and metabolism. In addition, continuous cul-
ture is a useful means for selecting strains and=or subclones with improved growth
characteristics and productivity. On the other hand, the mutation and instability of
some producing strains due to the selection pressure in continuous culture is a major
obstacle for the industrial application of this cultivation technique, particularly in
the case of genetically modified cells (71).

Continuous operation is used for the production of monoclonal antibodies and
recombinant proteins by animal cell culture. The major applications of continuous
culture are however still found in fundamental studies and process optimization in
laboratory scale. Animal cell cultures have been quantitatively studied in depth with
the help of continuous culture (8,9,13,14,22,72,73).

Time Profile and Steady State of Continuous Culture

Figure 6 shows a typical time profile of total cell number (Nt) determined by count-
ing cell nuclei, the cell viability, and the concentrations of glucose, lactate, glutamine,
and ammonium of two series of continuous cultures at a constant dilution rate but
with varied concentrations of glucose and glutamine in medium (22).

Steady states (with the exception of cultures Cl-2 in Fig. 6A and C2-2 in
Fig. 6B) with varied residual concentrations of nutrients and hence varied growth
limitation were approached at relatively constant specific growth rates. The steady
states had altered consumption rates of nutrients and formation rates of products.
In the experiment series C1, Nt increased up to 5� 106 cells=mL with increasing glu-
tamine in the feed (Cin

Gln) at low concentration range but leveled off above a gluta-
mine concentration of 3.5mM. The residual glucose concentration (CGlc) was very
low (between 0.20 and 0.27mM) throughout the cultivation. The residual glutamine
concentration (CGln) was also very low (between 0.04 and 0.16mM) at low Cin

Gln

(between 1 and 3.5mM). Under these conditions, growth may be partly limited by
glucose and=or glutamine. A further increase of Cin

Gln from 3.5 to 5mM led to an
increase of CGln from 0.14 to 0.31mM. Since there was no increase of cell number
in this range of C in

Gln it can be assumed that growth was not limited by the availability
of glutamine under these conditions. The increased consumption of glutamine was
accompanied by a corresponding increase of ammonium production. Lactate con-
centration was below 1mM throughout the cultivation. In the culture series C2,
Nt increased with increasing glucose in the feed (C in

Gln) at low concentration range
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as well (Fig. 6B). It reached a maximum value of 11� 106 cells=mL at an initial
glucose concentration of 6mM and decreased afterwards with further increases of
Cin

Glc. The residual glucose concentration was in a similar range to that of culture
C1 (0.18–0.29mM) at Cin

Glc below 10mM. At C in
Glc¼ 10mM, CGlC increased to

1.36mM and was obviously not growth limiting. Throughout the cultivation, CGln

was in the limitation range (between 0.04 and 0.13mM) as found in culture series
C1. Culture series C2 was accompanied with an increased production of lactate.
In contrast, the ammonium concentration decreased.

Estimation of Specific Rates of Cell Metabolism in Continuous Cultures

Steady-state data from continuous culture can be used to calculate the specific rates
of cell metabolism under clearly defined physiological conditions. Under steady-state
conditions, the specific rates of cell growth, death, nutrient consumption, and pro-
duct formation of a conventional continuous culture can be calculated as follows:

m ¼ D
Nt

Nv
ð9:10Þ

kd ¼ m�D ð9:11Þ

qGlc ¼ ðCin
Glc � CGlcÞ

D

Nv
ð9:12Þ

Figure 6 Total cells numbers determined by counting cells and cell nuclei (Nt), viability, and
concentrations of glucose, lactate, glutamine, and ammonium of continuous culture of a
BHK-21 cell line at a dilution rate of 1.48 day�1. (A) Culture series 1 had a constant glucose
concentration (2mmol=L) but increasing glutamine concentrations (1–5mmol=L) in the
feed. For the first 165 hr (C3) the culture had an glucose concentration of 20mmol=L and a
glutamine concentration of 3mmol=L in the feed. (B) Culture series 2 had a constant gluta-
mine concentration(2.5mmol=L) but increasing glucose concentrations (1–10mmol=L) in
the feed (22). [From Ref. (22).]
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qLac ¼ ðCLac � C in
LacÞ

D

Nv
ð9:13Þ

qGln ¼ ½ðCin
Gln � CGlnÞ �D� k � CGln�

1

Nv
ð9:14Þ

qAmm ¼ ½ðCAmm � Cin
AmmÞ �D� k � CGln�

1

Nv
ð9:15Þ

where D is the dilution rate (hr�1 or day�1); Cin
j and Cj are the concentrations of sub-

stance j in the feed and in the culture, respectively.
In a perfusion culture (cell recycle) with complete cell separation (i.e., by means

of membrane filtration) a cell-free permeation stream is withdrawn at a flow rate of
Fp. A stream of culture with cells at the same concentration as in the reactor is also
withdrawn at a flow rate of FB. The perfusion rate (P) of the culture is an important
process variable:

P ¼ FP þ FB

V
ð9:16Þ

where V is the reactor volume of the culture. In this case, the cell bleed rate (DB) is
used for the calculation of cell growth and death rates:

DB ¼
FB

V
ð9:17Þ

m ¼ DB
Nt

Nv
ð9:18Þ

kd ¼ m�DB ð9:19Þ

Thus, the perfusion rate P should be used instead of the dilution rate D in
Eqs. (9.12)–(9.15). In practice, cell retention devices such as centrifuges and spin
filters may not completely separate cells from culture broth. In such a case, the above
equations need further modifications. The term retention ratio (r) may be used to
describe the ratio of cell number in the permeate to the total cell number in culture
broth:

r ¼ NP

Nt
ð9:20Þ

where NP is the cell number per unit permeate volume. A modified form of Eq. (9.17)
is needed to describe the real or effective cell bleed rate (D�B):

D�B ¼
FB þ FP � r

V
¼ DBð1� rÞ þ rP ð9:21Þ

For high cell density perfusion culture cell lysis may considerably contribute to
the death of cells (41,74). In such a case, caution should be taken in estimating the
total cell number Nt in the above equations. The measurement of release in the cul-
ture medium of the cytoplasmic enzyme lactate dehydrogenase has been suggested as
a means to estimate the total cell number (74).
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INFLUENCES OF ENVIRONMENTAL AND PHYSIOLOGICAL
CONDITIONS AND RATE EQUATIONS

A large number of factors have been reported in the literature to affect the kinetics of
growth, death, metabolism, and product formation of animal cells in bioreactors.
These include environmental physicochemical parameters, composition and levels
of nutrients, growth factors and the formation of metabolites, and some not yet iden-
tified autocrine factors. In this section, only some of these factors are addressed in
view of kinetic analysis and optimization of cell culture. More general information
about the effects of some of the factors and cell physiology can be found in this
book.

Effect of Nutrients and their Consumption Rates

Glucose and glutamine are the two major nutrients for animal cell culture that can
strongly affect the kinetics. Their effects on the kinetics of cell culture have been
shown in Figs. 1 and 6 for the batch and continuous cultures of BHK cells, respec-
tively. Table 1 summarizes the steady-state specific rates of cell growth, nutrient con-
sumption, and product formation for the continuous culture under varied initial
glucose and glutamine concentrations in medium. The specific growth rates of the
continuous cultures are relatively constant (1.0–1.2 day�1).

Despite a relatively constant growth rate, the cultures exhibit strongly varied
specific rates of nutrient consumption and metabolite formation. As found for sev-
eral other cell lines in batch and continuous cultures (75), qGlc strongly depends on
the residual glucose concentration. For the BHK cell line it begins to significantly
increase at CGlc> 0.2mM. Similarly, qGln is mainly affected by the residual gluta-
mine concentration and begins to increase notably at CGln> 0.1mM except for the
culture C2-4, which has an obvious glucose excess. qLac is somewhat less sensitive
to glucose compared to qGlc. The former begins to increase significantly at
CGlc> 1mM. qAmm is similarly sensitive to glutamine as qGln.

Obviously, the linear maintenance model previously used to describe the nutri-
ent consumption of animal cells (4) cannot be generally applied. Based on the obser-
vation that the nutrient consumption rate is not only dependent on cell growth rate

Table 1 Total Cell Number, Residual Concentrations of Glucose and Glutamine and
Specific Rates of Cell Growth and Metabolism at Steady or ‘‘Quasi-Steady’’ States in
Continuous Cultures Shown in Fig. 6

Continuous culture # C1-1 C1-2 C1-3 C1-4 C2-1 C2-2 C2-3 C2-4

Nt(max.) (106 cells=mL) 3.3 4.2 4.9 5.0 3.8 8.9 11.1 8.5
CGlc (mmol=L) 0.27 0.26 0.20 0.22 0.18 0.22 0.29 1.36
CGln (mmol=L) 0.04 0.16 0.14 0.31 0.12 0.04 0.05 0.13
m (day�1) 1.01 1.01 1.03 0.98 1.01 1.08 1.10 1.20
qGlc (mmol=109 cells hr) 0.022 0.018 0.016 0.015 0.010 0.020 0.024 0.050
qLac (mmol=109 cells hr) 0.009 0.006 0.004 0.004 0.004 0.003 0.006 0.038
qGln (mmol=109 cells hr) 0.011 0.024 0.028 0.042 0.025 0.014 0.011 0.014
qNH3 (mmol=109 cells hr) 0.019 0.034 0.041 0.047 0.041 0.018 0.012 0.014

Cell number determined by trypan blue exclusion method.

[From Ref. (22).]
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but also strongly on the nutrient concentration (Table 1), Zeng and Deckwer (75)
proposed the following kinetic expressions for the rates of consumption of glucose
and glutamine of animal cells:

qGlc¼mGlc þ
m

Ymax
Glc

þ4q
GlcðmaxÞ
Glc

CGlc � C�Glc

CGlc � C�Glc þ KGlc
Glc

þ4q
GlnðmaxÞ
Gk

CGln � C�Gln

CGln � C�Gln þ KGln
Glc

ð9:22Þ

qGln¼mGln þ
m

Ymax
Gln

þ4q
GlcðmaxÞ
Gln

CGln � C�Gln

CGln � C�Gln þ KGlc
Gln

þ4q
GlnðmaxÞ
Gln

CGln � C�Gln

CGln � C�Gln þ KGln
Gln

ð9:23Þ

for CGlc�C�Glc and CGln�C�Gln, Eqs. (9.22) and (9.23) express the substrate con-
sumption rates as a sum of the substrate consumption rate under substrate limitation
and two additional consumption rates owing to the excess of glucose and glutamine,
respectively. Similarly to the substrate consumption model of microbial cells under
substrate-sufficient conditions (23), Eqs. (9.22) and (9.23) may be called ‘‘excess
kinetics’’ of animal cells. mGlc and mGln are the maintenance requirements for glu-
cose and glutamine that are often negligible in conventional batch and continuous
cultures. C�Glc and C�Gln are defined as the concentrations of glucose and glutamine
under dual limitations. They are often very small compared to concentrations
of glucose (CGlc) and glutamine (CGln) in the culture and can be neglected.

Ymax
Glc ;Y

max
Gln ;Dq

GlcðmaxÞ
Glc ;DqGlnðmaxÞ

Glc ;DqGlnðmaxÞ
Gln ;DqGlcðmaxÞ

Gln ;KGlc
Glc ;K

Gln
Glc ;K

Gln
Gln and KGlc

Gln

are constants with different physiological meanings (75).
Equations (9.22) and (9.23) satisfactorily described experimental data from

batch, fed-batch, and continuous cultures of several animal cell lines. For the contin-
uous culture shown in Fig. 6 (data summarized in Table 1) the following rate equa-
tions were established (22):

qGlc ¼
m

3:19
þ 0:25

CGlc � 0:06

CGlc þ 7:74
� 0:017

CGln � 0:07

CGln þ 0:59

ðmmol=109 cells hÞ ð9:24Þ

qGln ¼
m

3:19
þ 0:044

CGln � 0:05

CGln þ 0:22
ðmmol=109 cells hÞ ð9:25Þ

Using the rate equations described above the interaction and regulation of glu-
cose and glutamine utilization of animal cells were quantitatively analyzed (75). The
results indicated that, whereas qGlc is affected by glutamine, qGln appears to be not or
less significantly affected by glucose. This is in accordance with the flux and enzyme
analyses of metabolism of different animal cell lines reported by Neermann and
Wagner (76). The authors found that the flux from pyruvate to acetyl-CoA is absent
or very weak due to the lack of the enzyme pyruvate dehydrogenase. The previously
reported effect of glucose on glutaminolysis in literature seems to be attributed to the
indirect influence of glucose on cell growth and residual glutamine concentration. On
the other hand, it is shown that glutamine can have positive or negative influences on
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the glycolysis, depending on the nature of growth limitation. The kinetic analysis
also indicated that the utilization rate of glucose and glutamine is mainly affected
by the residual concentrations of the respective compounds and less by the growth
rate. Similar kinetic expressions as Eqs. (9.22) and (9.23) may also be used for the
uptake or consumption of other major nutrients.

Effect of Metabolic Byproducts and their Formation Rates

Ammonium and lactate are two major byproducts in mammalian cell cultures. Lac-
tate excretion is due to incomplete oxidation of glucose in the glycolysis pathway;
pyruvate (the endproduct of this pathway) is transformed into lactate to maintain
the oxidative state of the cell. The main source of ammonium formation is amino
acid metabolism, particularly glutamine which serves as a protein constituent and
also as the main energy source (77–79). At low concentration of glutamine, the con-
sumption of other amino acids, especially essential amino acids, can significantly
contribute to the formation of ammonium (69).

Ammonium and lactate are often considered to be the dominating factors inhi-
biting cell growth and indeed have been shown to be toxic above certain concentra-
tions (15,80). For example, ammonium level >2mM or lactate level >20mM were
reported to inhibit cell growth and MAb production of hybridoma and CHO cells
(2,5,15,81). The toxic action of lactate is probably due to the effects of pH and osmo-
larity of culture medium at relatively high concentration (4,15). An elevated ammo-
nium concentration may reduce metabolic efficiency by forcing excretions of
potentially valuable intermediate metabolites, such as alanine, to achieve ammonium
detoxification (82,83). High concentrations of lactate and ammonium up to the cri-
tical levels can occur at the end of batch culture or in high cell density cultures.
Therefore, removing or reducing lactate and ammonium formation has often been
suggested as an important goal of process optimization. However, as shown by Zeng
et al. (26) and discussed in section ‘‘Rate laws of cell growth and death,’’ the inhibi-
tory effects of ammonium and lactate may be overestimated or even misinterpreted
in many cases.

The formation rate of ammonium and lactate is mainly determined by the
nutrient concentrations and growth rate. In animal cell culture there are clear stoi-
chiometric relationships between the consumption of nutrients and formation of
metabolites (69,84). Rate equations for the formation of the two major metabolites
lactate and ammonium were therefore proposed which have a similar structure like
Eqs. (9.22) and (9.23) (34):

qLac ¼ mLac þ
m

Ym
Lac

þ DqmLac
CGln

CGln þ KGlc
Lac

ð9:26Þ

qNH3
¼ mNH3

þ m
Ym

NH3

þ DqmNH3

CGln

CGln þ KGln
NH3

ð9:27Þ

The parameters mLac;mNH3
;Ym

Lac;Y
m
NH3

;DqmLac;Dq
m
NH3

;KGlc
Lac and KGln

NH3
are con-

stants having similar physiological meanings as those of Eqs. (9.22) and (9.23).
From kinetic analysis of nutrient consumption and byproduct formation it can

be concluded that for an effective utilization of nutrients and for a reduction of toxic
byproducts the glucose and glutamine levels should be controlled at low levels

Cell Culture Kinetics and Modeling 313



(e.g., ca. 0.1–0.5mM depending on cell lines). The critical nutrient levels may also
depend on cell density under certain conditions. For example, Ljunggren and Hägg-
ström (78) investigated glucose and glutamine-limited fed-batch cultures of hybri-
doma cells and found that glucose and glutamine concentrations below 1mM did
not limit cell growth. Glucose limitation alone did not reduce ammonium formation,
in comparison to a reduced ammonium release by about 50 and 80% caused by glu-
tamine limitation and dual glucose and glutamine limitation, respectively (78). The
metabolism of glucose and amino acids of a recombinant BHK cell line at low levels
of nutrient concentration (glucose concentration <5mM and glutamine concentra-
tion <1mM) was quantitatively characterized by Linz et al. (22). It was demon-
strated that the uptake rates of glucose and glutamine are markedly reduced at
low levels of glucose and glutamine, resulting in a more efficient energy metabolism
and biosynthesis, and a reduced formation rate of lactate and ammonium.

Effect of Temperature

Cultivation temperature can significantly influence the growth and metabolism of
animal cell cultures (85–89). Animal cell cultures are normally carried out at physio-
logical temperature (37�C). Temperature stress (heat shock) was known to adversely
affect many functions in animal cells [for recent reviews see Refs. (90,91)]. The
most common cellular responses to heat shock include changes in gene expression,
resulting in the synthesis of specific stress proteins, i.e., heat-shock proteins
(HSPs). HSPs are a group of proteins that are highly conserved in all organisms from
bacteria to mammals, many of which act as molecular chaperones for protein
folding.

Recent studies focusing on the response of cells to decreased temperatures led
to the discovery of cold inducible proteins. However, unlike HSPs, cold-shock pro-
teins are not conserved among all species [for review see Ref.(92)]. Lowering the
culture temperature generally suppresses cell growth but its effects on cellular pro-
ductivity are variable among different cell lines and expression systems (85,93–96).
It has been reported that a temperature shift from 37 to 30–33�C can lead to a
reduced growth rate, prolong the total generation time, and increase the viability
of cultured mammalian cells (89). Cold-induced growth arrest was found to be
G1-phase specific in CHO batch cultures (87). The prolonged culture viability at
lower temperatures is considered to be a result of delayed onset of apoptosis that
causes a rapid decrease in the percentage of cells in S-phase in CHO batch culture
(87). CHO cells engineered to synthesize secreted alkaline phosphatase (SEAP)
were also characterized by shifting the cultivation temperature from 37 to 30�C
(89,87). This temperature shift resulted in a growth arrest mainly in the G1-phase
of the cell cycle and a concomitant increase of specific productivity. However, the
effects of low temperature on the protein production rate of mammalian cells seem
to depend on cell lines and protein products (85). For example, Sureshkumar and
Mutharasan (96) reported that hybridoma cells cultivated at low temperatures
had a reduced specific productivity of MAb. However, Kaufmann et al. (89) found
an enhanced SEAP productivity in CHO cells grown at 30�C. An up to 1.7-fold
higher specific productivity and prolonged culture viability resulted in an overall
3.4-fold higher product yield in low-temperature cultivations compared to standard
cultivations at 37�C. Although several reports suggest that controlled proliferation
increases the productivity of mammalian cells, its influence on product quality
should be investigated to better evaluate the potential of this strategy. The majority
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of pharmaceutically important proteins produced with mammalian cells require
post-translational modifications for full therapeutic efficacy. Glycosylation is a par-
ticularly critical parameter for product quality because oligosaccharide structures
can influence the solubility, stability, bioactivity, immunogenicity, and pharmaco-
kinetics of a pharmaceutical protein (98). In this connection, it may be stated that
cultivations at lower temperatures are favorable because of the more consistent qual-
ity (glycosylation and molecule fragmentation) and improved molecule integrity of
protein products (99).

Culture temperature also affects the metabolic rates of animal cells (100). Low
temperatures normally reduce cellular metabolic activities as reflected by the
decreased specific rates of glucose uptake, lactate production, glutamine uptake,
ammonium production, oxygen uptake, and CO2 evolution. The decreased oxygen
demand at lower temperatures makes it possible to support a higher cell concentration
in a bioreactor (86). Furthermore, lower temperatures also result in a significant
decrease in the NaHCO3 addition for pH control.

Ludwig et al. (101) studied the influence of temperature on the shear sensitivity
of adherent BHK-21 cells grown at temperatures between 28 and 39�C. It was found
that decreasing the temperature lowered the growth rate and increased the shear
resistance in BHK cells. Cell morphology also changed at low temperatures. At
28�C the cells tented mostly to be more spherical or triangular, as opposed to a con-
fluent monolayer at 37�C. This phenomenon was explained by an increased rigidity
of the lipid bilayer of cell membrane.

Weidemann et al. (85) compared batch and repeated-batch cultures of BHK-21
cells for the production of AT III at 33 and 37�C. At these temperatures, the specific
growth rate of the cells was 0.50 and 0.62 days�1, while the specific glucose uptake
rate was 0.45 and 0.58 ng=cell=day, respectively. A higher product titer was reached
at 33�C, a temperature at which the medium demand can be rationalized due to
reduced nutrient consumption.

Jorjani and Ozturk (88) quantitatively studied the effect of temperature on
three different mammalian cell lines (BHK, murine hybridoma, and CHO). In all
cases, the specific oxygen uptake rate (OUR) qO2 decreased by about 10% for one
degree of reduced temperature. The effect of temperature was observed to be
exponential and can be well described by Arrhenius’ equation:

qO2 ¼ qO0
2 � e�E=RT ð9:28Þ

where E is the activation energy, R is the ideal gas constant, and T is the absolute
temperature in degrees Kelvin. E was found to be similar for different cell lines
(between 80 and 90 kJ=mol), indicating a similar mechanism for the effect of tem-
perature on oxygen consumption. The effects of temperature on cell growth, nutrient
consumption, and formation of metabolites and a protein product in high-density
perfusion cultures were also quantitatively studied for the temperature range
34–37�C. Whereas the nutrient consumption and formation of lactate and ammo-
nium decreased with decreasing temperature in a nearly linear manner, the formation
of the protein product increased. Kinetic expressions for these observed effects have
not been established yet. It may be possible that Arrhenius equation can also be
applied to describe the temperature effects on primary cell metabolism.

In conclusion, decreasing the culture temperature from 37 to about 30–34.0�C
appears to be advantageous for many animal cell cultures, especially for high-density
perfusion cultures of animal cells.
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Effect of pH

pH affects the metabolism, growth, and protein production of animal cell culture in
various ways. The effects of pH on cell metabolism and growth have been examined
in cell lines of HeLa (102), lymphoblastoid (103), hybridoma (4,104), and HL60
(105). The optimum pH for growth varies with cell lines. It is worth mentioning that
a pH excursion as small as 0.2 pH units can profoundly influence the growth, meta-
bolism, and productivity of animal cells in some cases (106,107). Problems in pro-
duct quality and uniformity may also arise if the culture pH is not properly
controlled. In fact, an effective pH control is not always obtainable in cell culture,
especially in large-scale bioreactors, since spatial heterogeneities in the culture sys-
tem may exist due to imperfect mixing or cell density effect (108) that results in a
pH gradient. For example, Akatov et al. (108) showed that in T-flask cells of Chinese
hamster fibroblasts had a local pH of 6.5, although the pH of the bulk liquid
remained at 7.6.

Osman et al. (109,110) investigated the effect of pH shifts on cell growth and
productivity in batch culture of a GS-NS0 mouse myeloma cell line. They reported
that pH shifts above 0.2 units caused a transient increase in apoptotic cell death.
However, cultures shifted to pH values between 7.0 and 8.0 continued to grow
and the apoptotic fraction returned to the initial levels. Cultures shifted to pH values
above pH 8.0 and below pH 7.0 did not recover, resulting in cell death. After the pH
shift, a maximum specific growth rate was observed over the range of pH 7.3–7.5 and
the maximum viable cell number was observed at pH 7.3. A maximum volumetric
antibody production, resulting from increased culture longevity, was found at pH
7.0. It was also observed that glucose consumption rate increased with increasing
pH. Exposure of cells to a pH value >8.5 for more than 10 min caused a decrease
in the proportion of viable cells and induced a lag phase in cell growth.

pH can influence the structure of proteins either directly or indirectly by
influencing the cellular glycosylation pathways. For example, the extracellular pH
value was found to affect the glycoform distribution of IgG from hybridomas
(111) and mPL-I in CHO cells (112). Glycoforms of mPL-I with similar molecular
sizes were expressed between pH values of 7.2 and 8.0. However, a decreased glyco-
sylation of mPL-I occurred at both lower pH (pH < 6.9) and higher pH
(pH > 8.22).

The intracellular pH (pHi) plays a decisive role in mediating the pH effects
mentioned earlier. It can be conveniently measured by using flow cytometry with car-
voxy-SNARF-1 (113). Ishaque and Al-Rubeai (113) determined the relationships
among pHi, apoptosis, and cell cycle in hybridoma cells. It is reported that temporal
changes in the distribution of proliferative capacity (S-phase), metabolic activity
(pHi), and cell death population dynamics can be effectively and reliably determined
using this approach. It is shown, for example, that intracellular acidification precedes
the occurrence of apoptosis during batch culture, suggesting that the decrease in pHi
can be used as an indicator of cellular deterioration and cell death. pHi has also been
reported to affect the localization of hexokinase, resulting in an increase in glycolysis
with increasing pHi (114).

Dissolved Oxygen and Oxygen Uptake Rate

Dissolved oxygen concentration (DO or pO2) is an important variable for mamma-
lian cell culture. Oxygen is essential for the efficient generation of ATP and must be
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continually supplied to cultured cells due to the low solubility of oxygen in culture
medium (7.8mg=L in water at 25�C). Elevated oxygen concentration (usually above
100% of air saturation), or hyperoxia, has a negative effect on cell growth (115–117).
Hyperoxia can damage cellular macromolecules such as DNA (118), proteins
(119–121), and lipids (121). This can, in turn, damage the cell membrane and induce
cell death (123). The toxicity of oxygen is associated with the production of intracel-
lular reactive oxygen species (ROS) (123) that damage a variety of cellular compo-
nents or impair their functions.

Dissolved oxygen also has profound effects on cellular metabolism. A fre-
quently observed trend is that once DO drops below a critical value (typically
between 1 and 10% of air saturation) the oxygen consumption rate decreases and
the specific glucose consumption and lactate production rates increase. The optimum
DO value for antibody production differs from that for cell growth (124,125). Miller
et al. (125) reported an increase in the total and viable cell number when DO was
decreased to a critical value of 0.5% air saturation with continuous culture of a
hybridoma cell line, while the optimum DO for antibody production was 50% air
saturation. Also Ozturk and Palsson (126) investigated the effects of DO on hybri-
doma cell in a continuous stirred tank bioreactor where the DO value was varied
between 0 and 100% of air saturation. Cell growth was inhibited at both high and
low DO values. Cell viability was higher at low DO. Interestingly, they showed that
the consumption rates of glucose, glutamine, and oxygen remained relatively con-
stant at DO values above 1% of air saturation. But when growth became oxygen-
limited (DO 1–0%), the consumption rates of glucose and glutamine increased by
2–3-folds and a corresponding increase of formation of lactate and ammonium
was observed. It was concluded in this study that the antibody concentration was
the highest at DO¼ 35% of air saturation, while the specific antibody production
rate was insensitive to DO.

While a low level of oxygen concentration (e.g., below 10% of air saturation) is
normally beneficial for keeping a high cell viability and thus for extending the pro-
duction phase, it may become limiting for cellular metabolism, leading to conditions
of hypoxia. Under these conditions, certain cellular functions such as mitochondrial
activity can be impaired. The mitochondrial activity has been reported to strongly
depend on the oxygen level in the range of 2–10% of air saturation for different cell
lines (125–128). The declined activity of mitochondria can reduce the specific secre-
tion rate of proteins and also the volumetric accumulation of product in most cases.
Thus, although hypoxia is considered beneficial in delaying cell death and minimi-
zing chromosomal damage (129), these effects may not be as critical as ensuring
an appreciate delivery of oxygen to cells in a bioreactor to avoid starvation or low
product yield. Animal cells used for protein production should therefore be culti-
vated within an optimal range of DO. The optimum oxygen concentration for cell
growth varies with cell type and has been reported to be in the range of 10–50%
of air saturation (115,125,126). For the formation of antibodies by hybridomas a
DO range between 20 and 70% of air saturation has been reported to be optimal
for the volumetric productivity.

Under optimal oxygen supply the specific oxygen consumption rate of most
cultured animal cells ranges from 0.15 to 0.8� 10�9 mmol O2=cell=hr (Table 2).
The volumetric oxygen demand of 0.1–1.0mmol O2=L=hr at a typical cell concentra-
tion of 2� 106 cells=mL is much lower than the oxygen demand (13–199mmol
O2=L=hr) observed for mold and yeast cultures (139). However, unlike microorgan-
isms, animal cells do not have cell wall and cannot be stirred vigorously in culture.
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Although hybridomas have been successfully grown in airlift reactors (131), it has
been shown that mammalian cells can be damaged by gas bubbles used to increase
the gas–liquid interfacial area in sparged reactors (140,141). An increase in oxygen
demand will result from the use of perfusion cultures or fed-batch cultures that
can increase the cell concentration by 10–50 times (73,135). With the development
of high cell density culture aeration strategies that can meet the high oxygen demand
while efficiently removing carbon dioxide and minimizing bubble damage to the cells
have become an important issue (142).

The rate of oxygen uptake can be estimated from the consumption rates of
nutrients. Stoichiometrially, the specific oxygen consumption rate (qO2) of mamma-
lian cells can be written as (69):

qO2 ¼ a qGlc �
1

2
qLac

� �
þ bqTAA ð9:29Þ

where qTAA is the specific consumption rate of total amino acids. a and b are
stoichiometric coefficients representing the consumption of oxygen due to oxidation
of glucose and amino acid in the energy metabolism. Originally, a is assumed to be 6
mol=mol based on the assumption that glucose that is not converted into lactate is
completely oxidized in the tricarboxylic acid cycle (135). An examination of experi-
mental data from three hybridoma cell cultures (5,13,143) reveals that this assump-
tion leads to a unrealistic negative value for b. Obviously, glucose that is not
converted to lactate is not completely oxidized (76). a should be therefore estimated
from experimental data. a appears to be not cell line specific for hybridomas
culture, whereas the value of b should be individually estimated for each culture
(69). The values of a and b estimated for three cultures are summarized in Table 3.
Equation (9.29) described the experimental data satisfactorily. It is interesting to
note in Table 3 that a is only about half of the theoretical value assumed for
complete oxidation of glucose. The two cultures, which were grown on media with
serum and supplements rich in amino acids, respectively, have also almost the
same b value. The culture that was grown on a serum-free medium has a much
lower b value, suggesting that a greater portion of the amino acids is used for

Table 2 Specific Oxygen Uptake Rate (qO2) Reported for Different Cell Lines

qO2 (10–12mol=cells=h) Cell line References

0.15–0.36 KS1=4 (hybriboma) 130
0.21–0.25 NB1 (hybridoma) 131
0.234 � 0.014 Cla (hybridoma) 132
0.19–0.4 AB20143.2 (hybridoma) 125, 133
0.023–0.087 167.4G5.3 (hybridoma) 126
0.33–0.37 HB-32 (hybridoma) 53
0.2 HFN7.1 (hybridoma) 134
0.46 � 0.05 MAK (hybridoma) 135
0.23–0.42 X-D (hybridoma) 12
0.219–0.406 NS0 (myeloma) 136
0.199 CHO 137
0.5=0.8 CHO 138

[From Refs. (144,145).]
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biosynthesis in this case. Under conditions of glutamine excess, Eq. (9.29) can be
reduced to:

qO2 ¼ a qGlc �
1

2
qLac

� �
þ b

qTAA

qGln
qGln

¼ a qGlc �
1

2
qLac

� �
þ b�qGln ð9:30Þ

where b� is a constant that is about 1.6 times as high as b.
A useful parameter for online control of animal cell culture is the ratio of con-

sumption rates of oxygen (OUR) to glucose (QGlc). The ratio OUR=Glc was used to
control the feeding rate of glucose and other nutrient components so as to keep the
glucose concentration at a relatively low level (135). However, the latter changes dur-
ing the cultivation. This variation of the stoichiometric ratio can be described by a
modified form of Eq. (9.30):

OUR

QGlc
¼ qO2

qGlc
¼ a 1� 1

2

qLac
qGlc

� �
þ b

qTAA

qGln

qGln

qGlc
ð9:31Þ

The rate equations presented above for the product formation and consump-
tion of nutrients may be directly used to predict the ratio of oxygen and glucose con-
sumptions as functions of residual concentrations of glucose and glutamine and the
cell growth rate. The ratio of consumption of total amino acids to glutamine can be
estimated as:

qTAA

qGln
¼ TAAmine

A=CGln ð9:32Þ

where TAAmin is the minimum ratio of consumption of total amino acids (including
glutamine) to glutamine and typically has a value about 1.6mol=mol for most cell
cultures (69). A is a constant and has a typical value of 0.01–0.02. Similarly, ratio
equations for qLac=qGlc and qGln=qGlc have been derived that can be used to convert
Eq. (9.31) into the following simplified functional form:

OUR

QGlc
¼ qO2

qGlc
¼ a 1� LGmax

2
� CGlc

CGlc þ KLG

� �
þ b � TAAmin � eA=CGln �GGmin � eB=CGlc ð9:33Þ

In Eq. (9.33), LGmax is the maximum lactate yield from glucose, having a value
of about 1.5–1.7mol=mol for most cell lines; KLG is a saturation constant reflecting
the sensitivity of lactate formation to the residual concentration of glucose, and has

Table 3 Stoichiometric Coefficients for Specific Oxygen Consumption Rate
[Eq. (9.35)]

Culture (a mol=mol) (b mol=mol) Reference

Hybridoma AB2-143.2 (medium with serum) 2.89 1.64 133
Hybridoma X-D (medium without serum) 2.89 0.76 13
Murine hybridomaa 2.89 1.69 143

a Growth on medium with or without Primatone RL, an enzymatic hydrolysate of animal tissue. In the

medium without Primotone RL amino acids equivalent in composition and concentration to those of

Primotone RL were added.
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values between 0.1 and 0.3mmol=L for most cell lines; GGmin is the minimum ratio
of consumptions of glutamine to glucose. It typically has values between 0.2 and
0.4mol=mol. B is a constant that depends on the cell lines. For hybridoma cells B
has a typical value of 0.03–0.05mM. Equations (9.31) and (9.33) can be used to pre-
dict the upper and low limits for OUR=Glc and the influence of nutrient availability.

Xiu et al. (145) presented a method to estimate the rates of oxygen uptake and
carbon dioxide evolution of animal cells based on material and energy balances. For
this purpose, lumped compositions, molecular weight, and reductance degree of cel-
lular proteins, MAb, biomass, and amino acid consumption (excluding glutamine
and alanine) are used, which were found to be relatively constant for different hybri-
doma cell lines and can be used as regularities. The calculated rates of oxygen uptake
and carbon dioxide evolution agreed well with experimental values of several differ-
ent cultures reported in the literature. The method of Xiu et al. (145) gives compar-
able results as calculated with Eq. (9.36) or on the basis of a detailed metabolic
reaction network.

Dissolved Carbon Dioxide

Carbon dioxide is produced via catabolic reactions and is required for the synthesis of
pyrimidines, purines, and fatty acids in animal cells. CO2 produced by cells enters the
culture broth in a dissolved form. In aqueous solution, CO2 forms carbonic acid, which
dissociates to bicarbonate and carbonate ions. The reactions involved can be written as:

CO2ðgasÞ , CO2ðaq:Þ þH2O, H2CO3

, Hþ þHCO�3 , 2Hþ þ CO2�
3 ð9:34Þ

The dissociation constants of H2CO3 (K1) and HCO�3 (K2) can be written as:

K1 ¼
CHCO�3

CHþ

CCO2
þ CH2CO3

ð9:35Þ

K2 ¼
CCO2�

3
CHþ

CHCO�3

ð9:36Þ

At 37�C, pK1¼ 6.02 and pK2¼ 10.3 according to Arrua et al. (146).
If the concentration of CO2 dissolved is in equilibrium with the gas phase, the

average concentration of CO2 ð½CCO2
��Þ throughout the liquid can be written as:

½CO2�� ¼ Hco2Pwco2
ð9:37Þ

where Hco2 is Henry’s constant for CO2 [2.99� 10�2mM=mmHg at 37�C; Spérandio
and Paul (147)], P the total pressure of gas phase, and wco2 the mol fraction of CO2 in
exit gas. ½CCO2

�� in Eq. (9.37) can be taken as the sum of CCO2
(aq.) and CH2CO3

.
Thus, from Eqs. (9.35) and (9.36) and according to the definition of pH,

½HCO�3 � ¼
½CCO2

��K110
pH

½Hþ�St
ð9:38Þ

½CO2�
3 � ¼

½CCO2
��K1K210

2pH

ð½Hþ�StÞ2
ð9:39Þ
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[Hþ]St is the standard concentration of Hþ, having the value of 1 mol=L. The concentra-
tion of CO2 dissolved in the culture broths is in general higher than that calculated by
assuming CO2 in the broth to be in equilibrium with CO2 in the gas phase, since a pres-
sure gradient is required for CO2 transfer from the liquid phase to the gas phase. The
extent of this difference is dependent on the evolution rate of CO2 and the mass transfer
coefficient of the cultivation systems and can be calculated according to Zeng (148).

At pH values (7–7.2) normally used for animal cell cultures the decomposition
of HCO�3 to CO2�

2 can be ignored. By further assuming an effective equilibrium
between CO2 (aq.) and HCO�3 , Eq. (9.34) can be simplified as:

CO2ðgasÞ ��!CO2ðaq:Þ þH2O ��!HþþHCO�3 ð9:40Þ

The equilibrium bicarbonate concentration ([HCO�3 ]; mM) at 37�C can be
related to the partial pressure of CO2 [PwCO2

in Eq. (9.37), expressed here as pCO2

in mmHg] in the gas phase and the medium pH via the following equation [147]:

log½HCO3� ¼ pHþ log½pCO2� � 7:543 ð9:41Þ

Thus, ½HCO�3 � will increase with increasing pCO2 and=or pH. It should be
emphasized again that real concentration of ½HCO�3 � in a culture system is higher
than that calculated by the above equation and depends on the mass transfer of
the system.

The increase in ½HCO�3 � under elevated pCO2, as well as the increase in cation
concentration due the addition of a base such as NaOH to control pH, results in a
concomitant increase in medium osmolality. High osmolality by itself may have det-
rimental effects on cell growth and metabolism (see section ‘‘Effect of pH’’). It is
therefore important to dissect the effects of dissolved CO2 and osmolality (149).
Many results reported in literature concerning the effects of dissolved CO2 are in fact
combined effects of CO2 and osmolality. Caution should also be taken in comparing
the effects of dissolved CO2 in different culture systems due to the fact that the dis-
solved concentration of CO2 and the corresponding concentration of ½HCO�3 � can
change significantly depending on the mass transfer characteristics of the culture sys-
tem and the physiochemical properties of the culture medium (148). For example,
CO2 accumulation is high in cultures oxygenated with a low flow rate and small bub-
bles of pure O2 where pCO2 was predicted to reach 150–200mmHg (137,150,151).
pCO2 values in this range have been reported for a 200-L culture sparged with small
amounts of O2 (142), 1800–2500-L production bioreactors (151,152), and a high cell
density perfusion bioreactor (153). The physiological pCO2 range for proper growth
of animal cells is 31–54mmHg (154).

Carbon dioxide partial pressure in the range of 120–200mmHg has been shown
to inhibit growth and recombinant protein production and protein glycosylation
(137,142,152,155). For example, Drapeau et al. (152) showed that the growth rate
and the cell-specific M-CSF production of CHO cells were both 40% lower at a
pCO2 of 165mmHg than at 53mmHg. With another CHO cell culture, Gray et al.
(137) found dose-dependent decreases in the cell density, viability, and specific pro-
duction rate—such that the total productivity of a recombinant viral antigen in a
10-L perfusion bioreactor decreased by 69% at pCO2¼ 148mmHg. Decreases in specific
productivity of BHK-21 cells have been observed beginning at 50–80mmHg (153). It has
also been reported that recombinant protein production by infected Sf-9 insect cells is
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markedly delayed under 115mmHg pCO2 (156). Early cell death has been observed in
NS=0 myeloma cell cultures with a final pCO2 of 120mmHg (142).

Due to the formation of bicarbonate, an increase in pCO2 at a constant pH will
result in a proportional increase in osmolality. deZengotital et al. (157) demonstrated
that the growth rate of a hybridoma AB2-143.2 cell line in well-plate culture
decreased with increasing pCO2, with a 45% decrease at 195mmHg pCO2 under a
partial osmolality compensation (to 361mOsm=kg). Inhibition was more extensive
without osmolality compensation, with a 63% decrease in growth rate at 195mmHg
pCO2 and 415mOsm=kg. Also, the death rate of the hybridoma cells increased with
increasing pCO2, with 31- and 64-fold increases at 250mmHg pCO2 for osmolality at
401 and 469mOsm=kg, respectively. The specific glucose consumption and lactate
production rates were 40–50% lower at 140mmHg pCO2. However, there was little
further inhibition of glycolysis at higher pCO2. But the specific antibody production
rate was not significantly affected by pCO2 or osmolality within the range tested.
Interestingly, quite different results were obtained with the same hybridoma cell line
in continuous culture. For example, the death rate kd decreased only slightly at
140mmHg in continuous culture, while in well-plate and batch cultures kd was more
than twice as great as that for the control at 140mmHg. The authors explained this
difference by the high residual nutrients and low byproduct levels in the continuous
culture. It is also possible that the different concentrations of dissolved CO2 and thus
HCO�3 in the different culture systems also contributed to the different observations.

Osmolality and Salt

Osmolality is one of the most important physical factors in mammalian cell cultures.
Most cell culture media are designed to have an osmolality in the range of
270–330mOsm=kg, which is known to be acceptable for most cells (158). Osmolality
has been shown to affect both cell growth and protein production. The impact of
osmolality on cell growth is cell-type specific, with CHO cells exhibiting less growth
inhibition than hybridoma cells exposed to similar medium osmolality (150,157–
160). Osmolality compensation by decreasing the concentration of NaCl in the basal
medium has been found to partially mitigate the inhibitory effect of elevated pCO2

on cell growth and protein production (150,157) and on neural cell adhesion mole-
cule polysialylation by CHO cells (161). Additionally, HCO3� free perfusion medium
has been used to greatly decrease the build-up of pCO2 in perfusion culture (137).

As mentioned earlier, dissolved CO2 often interferes or even masks the effects
of osmolality. Recently, deZengotita et al. (149) performed a thorough study to
decouple the effects of pCO2 and osmolality on the growth and metabolism of hybri-
doma cell by using low-salt basal media and corresponding compensation of osmol-
ality. Under control conditions (40mmHg; 320mOsm=kg), cell growth and
metabolism was similar in DMEM: F12 with 2% fetal bovine serum and serum-free
HB GRO. In both media, pCO2 and osmolality made dose-dependent contributions to
the inhibition of hybridoma cell growth and synergized to more extensively inhibit
growth when combined. Elevated osmolality was associated with increased apoptosis.

Specific antibody production also increased with osmolality although not with
pCO2. On the other hand, osmolality had little effect on glycolysis while elevated
pCO2 (with or without osmolality compensation) inhibited glycolysis in a dose-
dependent fashion in both media. Mammalian cell lines derived from different
organs have very distinct functions and therefore very different enzymatic and
metabolic patterns. They may also have different responses to osmotic stress. For
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example, AB2-143.2 cells increase the specific formation rate of MAb (qMAb) in
response to gradual osmotic stress in continuous culture. In contrast, IND1 cells
decrease qMAb during gradual osmotic stress. Although the two cell lines differ in
antibody production, they have very similar intracellular antibody content profiles
(104,160). Both cell lines show: (1) a constant antibody content during the exponen-
tial phase in control culture with a decrease as cells enter the stationary phase;
(2) maintenance of exponential-phase antibody content into the stationary phase
after batch osmotic shock; and (3) no change in antibody content in response to
gradual osmotic stress.

Cell culture longevity and thus product formation in fed-batch culture of
hybridomas is often limited by elevated medium osmolality caused by repeated nutri-
ent feeding. The use of hypoosmolar medium can overcome some of the problems
cause by osmolality. As shown by Ryu and Lee (162), the use of hypoosmolar med-
ium (223mOsm=kg) as an initial medium in fed-batch culture can delay the onset of
severe cell death of hybridoma cells, resulting in improved cell longevity and a sub-
stantial increase in the final antibody concentration.

Rate Laws of Cell Growth and Death

In most unstructured models, the specific growth rate m is often expressed as a func-
tion of the glucose and=or glutamine concentration (8,9). In some of the models inhi-
bition terms for lactate and ammonia are also included. Similar models are also used
for the death rate (kd). Pörtner and Schäfer (40) presented a survey of the unstruc-
tured models for cell growth and death rates. They also made a quantitative compar-
ison between selected unstructured growth models and experimental data. It was
noticed that a very limited data set covering a relatively narrow range of experimen-
tal conditions has often been used for model set-up. This practice of model formula-
tion can lead to incorrect conclusions and model parameters that are not realistic.
For example, inhibition constants estimated for lactate and ammonia considerably
differ from those experimentally separately determined; saturation constants esti-
mated for glucose ranges from as low as 0.03mM to as high as 1mM for similar
hybridoma cell lines.

Zeng et al. (26) analyzed experimental data from six hybridoma cell lines
grown on serum-containing and serum-free media in both normal continuous and
perfusion cultures with respect to the significance of nutrients and products in deter-
mining the growth and death rates of cells and with respect to their mathematical
description. It was interesting to find that for many continuous cultures there seems
to exist direct correlations between m and certain culture variables (Fig. 7A). For
example, if one plots m versus the residual glutamine concentration of a continuous
hybridoma culture studied by Hiller et al. (12), an apparent strong dependency of
m on CGln is observed. The growth rate curve appears to follow a Monod-type
saturation kinetic that would give an apparent saturation constant as low as
0.01–0.05mM for glutamine. Hiller et al. (13) studied the same cell line in perfusion
culture with glucose and glutamine concentrations in medium different from those
used in the normal continuous culture. Interestingly, the growth rate of the perfusion
culture apparently shows similar correlation with CGln, following again a kind of
saturation kinetic with a saturation constant as high as 1.5–2mM and a minimum
CGln of about 1.2mM for growth (Fig. 7A). Similar apparent dependencies can also
be demonstrated for more cultures in the literature (4,8,21,36,40,72). It is worth men-
tioning that the continuous culture of Frame and Hu (8) was clearly shown to be
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glucose-limited for some of the steady states. The possibility of a glutamine limita-
tion was experimentally excluded. The data of Frame and Hu (8) are also depicted
in Fig. 7A for comparison. An apparent Km value of about 1mM would be estimated
from these data if the culture were assumed to be glutamine-limited. The medium
used for the latter culture had an intermediate concentration of glutamine
(3.61mM) compared to 2.5mM for the chemostat culture of Hiller et al. (12) and
6mM for the perfusion culture. It is thus expected that the apparent saturation curve
for the cell line of Hiller et al. (13) would move toward the left side if lower initial
glutamine concentrations were used in the medium for perfusion. By carrying out
a series of continuous cultures at varied initial glutamine concentration any apparent
Km values for glutamine between 0.01 and 2.5mM would be obtained for one and
the same cell line under similar environmental conditions. Obviously, an assumption
of glutamine limitation for these cultures would be very implausible. It should be
emphasized, however, that such a controversial conjecture is only obvious if one
compares experimental data obtained by independent changes of culture conditions
such as the medium composition and the ratio of DB to D. In conclusion, the appar-
ent strong dependency of m on CGln in Fig. 7 may not necessarily mean a glutamine
limitation. It can be just coincidental. In analogy, the apparent correlation of m with
glucose for some of the cultures studied in literature may not necessarily mean a glu-
cose limitation as well.

Ammonium and lactic acid are often considered to be the dominating inhibi-
tors limiting growth as they are the main byproducts of the substrate metabolism
and have been shown to be toxic to cell growth above certain concentrations
(15,80). Plotting m versus ammonium and lactate concentrations for the cultures of
Hiller et al. (12,13) give pictures of Fig. 7B and C. As in the case of glutamine a cer-
tain degree of correlation is observed between m and the ammonium concentration.
Again, the correlation depends strongly on the operation mode and obviously on the
initial concentration of glutamine in the medium. Figure 7C reveals that there is no

Figure 7 Apparent correlations between the specific growth rate (m) and culture variables in
two normal continuous cultures and a perfusion culture: (A) residual concentration of gluta-
mine; (B) culture concentration of ammonia; (C) concentration of lactic acid; and (D) mono-
clonal antibody. [From Ref. (26).]
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clear correlation between m and the lactate concentration. It can be stated that for
most cell cultures lactate and ammonium cannot be the dominant factors determin-
ing growth rate. The possibility of growth inhibition by the product MAb was also
examined (Fig. 7D). In a similar way as argued for ammonium, MAb produced
appears not to be a dominant inhibitor in the lines examined.

Three conclusions can be drawn regarding the significance of nutrient limita-
tion and product inhibition and the modeling of cell growth rate (26). First, in all
the cultures examined neither the macronutrients such as glucose, glutamine, and
other amino acids nor the three products lactate, ammonium, and MAb are clearly
dominant factors affecting the growth rate. Second, the apparent correlation of m
with some of these variables can be simply coincidental due to stoichiometric
and=or kinetic interdependencies of the variables if they are not independently
varied. Finally, none of the unstructured growth models existing in the literature
can be generally applied, especially if they are intended to cover a relatively wide
range of experimental conditions. Similar analysis and conclusions can be made with
respect to the significance of nutrients and products in affecting the cell death rate.

For seven continuous cultures it was then found that m almost linearly corre-
lates with the ratio of the viable cell concentration (NV) to the dilution (or perfusion)
rate (D) irrespective of the operation mode, as typically shown in Fig. 8. Similarly,
the specific death rate (kd) of all the cultures is a function of the ratio of the total
cell concentration (Nt) to the dilution (perfusion) rate (Fig. 9). For most of the cul-
tures kd also linearly correlates with m if the effect of Nt=D is taken into account.

Based on these observations and other experimental evidence that suggests the
formation of a not yet identified critical factor or autoinhibitor by the cells the fol-
lowing simple rate equation was derived for the specific growth rate of hybridoma
cells (26):

m ¼ mmax 1� CI

C�I

� �
CGlc

CGlc þ KGlc

CGln

CGln þ KGln

KLac

CLac þ KLac

� KNH3

CNH3
þ KNH3

ð9:42aÞ

where CI is the concentration of the autoinhibitor, C�I is the maximum concentration
of the autoinhibitor above which cells cease to grow. Assuming a specific formation
rate qI for this inhibitor by viable cells, Eq. 9.42a(a) can be transformed to:

m ¼ mmax 1� a
Nv

D

� �
CGlc

GGlc þ KGlc

CGln

CGln þ KGln

KLac

CLac þ KLac

� KNH3

CNH3
þ KNH3

ð9:42bÞ

for continuous culture, with the constant

a ¼ qI
C�I

ð9:43Þ

Similarly, the following rate equation has been proposed for the specific death
rate in continuous culture:

kd ¼ ðb0 þ bmÞNt

D
ð9:44Þ

where b0 and b are constants.
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In most cases, Eq. (9.42) can be simplified as:

m ¼ mappmax 1� a
Nv

D

� �
ð9:45Þ

where mappmax ¼ f (nutrients, lactate, ammonia, etc.)	 constant is an apparent maxi-
mum specific growth rate that includes the influences of other inhibitors such as
ammonium and lactate. The physiological meaning of a can be easily understood
by setting m¼ 0 in Eq. (9.45). Under these conditions,

a ¼ D

Nv

� �
min

ð9:46Þ

According to Eq. (9.46), a has the unit ‘‘liter per unit biomass per hour’’ and
can be defined as the minimum specific dilution (or perfusion) rate (based on viable

Figure 8 Relationship between m=mapp and the reciprocal of the specific dilution (perfusion)
rate NV=D for cells grown on (A) serum-containing media and (B) serum-free media. [From
Ref. (26).]
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cells) of a continuous culture to keep a non-negative cell growth rate. For perfusion
culture the perfusion rate P should replace the dilution rate D in Eqs. (9.42)–(9.45).

Equations (9.44) and (9.45) describe the experimental data of seven continuous
cultures reasonably well. To calculate the growth rate of a batch culture the original
form of Eq. (9.42a) should be used. Equation (9.44) should be modified for batch cul-
ture. It is worth mentioning that irrespective of the cell lines, cells grown on serum-
containing media have almost the same a value that is distinctively different from that
of cells grown on serum-free media (Fig. 8). This indicates that under the current cultiva-
tion conditions the formation rate of the autoinhibitor(s) or the sensitivity of cell growth
and death to the autoinhibitor(s) is mainly affected by the medium composition; a can
be used as a quantitative parameter for comparison of medium performance.

The positive relationship between m and kd as envisaged by Eq. (9.44) is in strict
contrast with the prevailing view in the literature that kd is inversely related to
m (3,10,40). The apparent negative correlation between kd and m found for some nor-
mal continuous cultures appears to be coincidental due to the stoichiometric and
kinetic interdependencies of culture variables as discussed earlier for the correlations
of m with concentrations of nutrients and products. In fact, the inverse relationship
between kd and m is often not valid for perfusion cultures. The apparent inverse rela-
tionship between kd and m in a normal continuous culture can be understood with
the help of Eq. (9.44). At low dilution rates (and thus low values of m), the ratio
m(Nt=D) is normally higher than that at high dilution rates. Hence, kd is higher at
lower growth rates. But this is by no means an intrinsic relationship. This is also sup-
ported by the experimental results of Vomastek and Franek (59). They studied the
kinetics of the development of apoptosis in mouse B-cell hybridoma cultures grown
on both protein-free medium and serum-containing medium. The B-cell hybridoma
apoptosis was found to be associated with cell proliferation and metabolic activity.

Product Formation: Monoclonal Antibody

Biologically, the rate of synthesis and secretion of MAbs depends on the rate of
peptide chain synthesis, chain assembly, interorganelle transport, intravesicular

Figure 9 Correlations between kd=m and Nt=D for hybridoma cells grown in different con-
tinuous cultures with serum-free media. [From Ref. (26).]
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degradation, and release from the cell membrane (30,163). The genetic make-up of a
particular cell line may dictate these events intracellularly. However, the rate of these
individual steps and the overall rate of MAb production can also be greatly affected
by cell growth and culture environmental conditions. These include growth rate, cell
division cycle and viability, components of culture medium or broth, cultivation con-
ditions, reactor type and operation mode, and hydrodynamic stress (18,20,163–169).
It is not the purpose of this chapter to assess all of these factors. Instead, only those
that are adjustable for a given cultivation system (i.e., for given reactor type, opera-
tion mode, and hydrodynamic parameters) and relevant for kinetic modeling are
mentioned.

The effects of cell cycle, growth rate, and viability have received the most
attention in literature. Both synthesis and secretion are shown to be maximum in
the G1=early S phases (166,170). It seems to be generally accepted that MAb is
mainly produced by secretion of viable cells (29,164,171), though some experimental
results showed that high death rate of cells can apparently cause increase in the spe-
cific MAb production rate (qMAb) (166). In many cell lines qMAb was found to be
higher at lower growth rate (8,165,172–174). These results are consistent with the
finding that a prolongation of the G1-phase and an increase in death rate increased
qMAb of different cell lines (172). In addition to the effect of cell cycle it is under-
stood that an elevated growth rate may make a significant portion of metabolic
energy unavailable for the synthesis of antibody, leading thus to a decreased
MAb synthesis rate.

In most studies the G1-phase arrest of cell cycle and the reduction of growth
rate were achieved by starvation of cells for an essential nutrient or energy source
or by the addition of DNA synthesis inhibitors such as thymidine and hydroxyurea,
or genotoxic agents such as adriamycin (165,172,175). These approaches are not ade-
quate to achieve a prolonged production phase with high productivity since they
interfere with cell viability and=or disturb metabolic processes necessary for protein
synthesis. Regulation of cell growth rate and cell cycle through the use of fed-batch
culture with careful nutrient feeding was shown to be feasible with a murine mye-
loma cell line (176). Recently, the use of conditional overexpression of tumor sup-
pressor genes such as p21, p27, or p53 (cytostatic) to regulate cell growth rate has
received increasing interest (177–180). The MAb productivity of myeloma and
CHO cell lines could be improved by about 3–4-folds through cytostatic gene over-
expression and cell growth arrest at the G1-phase of the cell cycle. Preliminary study
into the cytostatic function and its relationship to productivity demonstrated that the
arrest of CHO cells by p21 overexpression correlates with the cellular response to
accumulation of mitochondrial mass, ribosomal protein S6, and intracellular protein
uncoupling cell growth (180).

By combining the cell cycle theory with the estimated number of MAb-coded
mRNA molecules per cell and by considering the relative time length of the indivi-
dual phases, Suzuki and Ollis (165) developed a structured model that predicted an
enhanced MAb production at low growth rate. In contrast to this theoretical ana-
lysis and most of the experimental reports, Robinson and Memmert (11) showed
with a transfactant of a myeloma (SP2=O) cell line grown in a serum-free medium
that qMAb increased linearly with m. Borth et al. (181) also showed with a human–
mouse heterohybridoma (3D6-LC4) that qMAb increased with m. It was also
reported that MAb production is not growth associated in some cell lines
(181,182). Ray et al. (7) reported on an optimal m for qMAb. It is not clear if these
differences are due to the inherent characteristics of different cell lines or to some
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extent due to the very different experimental conditions that may significantly affect
MAb formation as well (24).

A major concern about the use of continuous culture for MAb production is
the possible loss of culture productivity. It has been reported for several cell lines
that hybridomas may dramatically lose their MAb productivity soon after revival
from liquid nitrogen storage (thawing). This loss of productivity is not reversible.
It may last for a few weeks or months for cells to reach a stable MAb productivity
in continuous culture depending on the cell line and=or culture conditions. The
mechanisms for the loss of MAb productivity in hybridomas are not well under-
stood. In a culture of mouse–mouse hybridoma cells the loss of MAb was shown
to be mainly due to the occurrence of a nonproducing subpopulation of cells (9).
Other mechanisms may involve the loss of heavy chain and=or light chain produc-
tion and the loss of the chromosomes containing the gene loci for the antibody
chains similar to those for myelomas. Whatever the mechanisms are the available lit-
erature data suggest that it is important to consider culture stability when studying
the effects of cell growth and other environmental conditions on MAb production,
particularly when comparing kinetic data of different cell lines or experimental data
obtained in batch culture.

In a comprehensive study of hybridoma growth and product formation
using a statistic experimental method, Gaetner and Dhurjati (18) showed that
the concentrations of base medium, glucose, glutamine, serum, lactate, and ammo-
nium all have significant effects. qMAb increased with increasing concentrations of
base medium and serum but decreases with lactate and ammonium. The negative
effects of lactate and ammonium at high concentrations have also been confirmed
for other cell lines (168,183). Concerning the effect of glucose concentration it was
shown to inversely affect the formation of MAb (168,183). This negative glucose
effect seems to be consistent with the finding that the immunoglobulin heavy
chain binding protein, which is involved in antibody assembly, is identical to
the 78 kD glucose-regulated protein (184). The latter is induced by glucose starva-
tion. In contrast, high glutamine concentration in the culture was found to stimu-
late MAb formation (163,169,182,183,185). Other factors affecting MAb
production include temperature, pH, dissolved oxygen, vitamin, amino acids,
osmolarity, and probably cell density. Whereas some of these factors (such as
pH and pO2) are constant or do not change very much during a cultivation and
therefore may not be important for kinetic modeling, changes of other factors
or the depletion of an essential nutrient may strongly alter the product formation
pattern. It is thus important to identify possible stoichiometric and=or kinetic
limitations when modeling the product formation.

Several structured models have been proposed to describe the intracellular
synthesis and transport of MAbs (29,30,165,186). In contrast, few works dealt with
the quantitative description of the influences of extracellular culture conditions. A
review of these models was given by Tziampazis and Sambanis (39). In most of
the models, merely variables associated with cell growth such as the specific growth
rate, the death rate, and cell cycle, are considered. Some authors considered the
effects of other factors such as serum, glutamine, lactate, and ammonium on qMAb

in mathematical terms (82,182,187). These expressions were, however, all derived
for very specific experimental conditions and normally consider only one factor.
Zeng (24) made an attempt to mathematically describe the effects of culture condi-
tions on MAb production by hybridoma cells, with particular emphasis on cultures
under unsteady-state conditions. The following general rate equation that takes
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account of productivity loss during long-term cultivation, cell proliferation, and the
effects of nutrients and toxic products was proposed:

qMAb ¼ ðaþ bkdÞ
Y
i

Ci

Ci þ Ki

Y
j

Kj

Cj � C�j þ Ki
ðBþ e�ADtÞ ð9:47Þ

In Eq. (9.47), kd is the specific death rate of cells. Ci and Cj are the concentra-
tion (or intensity) of a stimulating factor i and the concentration (or intensity) of an
inhibiting factor j, respectively. a, b, Ki, and Kj are constants. The term (B þe�ADt)
describes the loss of MAb productivity of cells during long-term cultivation.

For a reliable assessment of effects of different factors and for a comparison of
kinetic data on MAb production it is important to consider possible loss of antibody
productivity, the time dependence of which can be modeled by an exponential func-
tion plus a constant term (Bþ e�ADt). The latter gives an indication of stability of
MAb productivity of a given cell line under the experimental conditions. Among
the parameters related to cell proliferation the cell death rate appeared to be useful
for modeling MAb production under both steady-state and unsteady-state condi-
tions. Model analysis of the so-called cell density effect suggested that it can be
attributed to the varying availability of nutrients. Among others, the relative concen-
tration of glucose and glutamine may be decisive for the production of antibody
under certain conditions. Furthermore, the specific formation rate of antibody
in perfusion culture was found to be strongly affected by the perfusion rate, indicat-
ing that antibody production is limited by component(s) of the medium not yet
identified (24).

Cell Density Effect

As mentioned earlier, cell density has been reported to be an important parameter
for the kinetics of batch culture (44,45). For a continuous perfusion culture at rela-
tively high density, Banik and Heath (72,73) showed that the specific rates of glucose
consumption, glutamine consumption, and lactate production decreased signifi-
cantly with increasing cell density. Similar effects of cell density were also reported
by other authors (16,188). In the work of Banik and Heath (72,73), the specific anti-
body production was also a strong function of cell density, increasing as cell density
increased independent of growth rate. Similar results were reported for a mouse–
human hybridoma grown in serum-containing medium (189). However, constant
qMAb values were obtained with the same cell line grown in serum-free medium over
a density range of 3.5� 105 to 7.6� 106 mL�1 viable cells. Other investigators found
decreased qMAb values with increasing cell density (190).

Density-dependent apoptosis has been reported for several cell lines (191–193).
Normally, this kind of apoptosis was observed under low cell density. It is thought to
be due to the lack or reduction of survival signals provoked by direct cell-to-cell con-
tact or soluble growth factors (autocrine factors) produced by the cells. High cell
density can also induce apoptosis which may have an important physiological role
in vivo such as for the prevention of tissue hyperoxia and maintenance of appropri-
ate tissue volume.

The cell density effects on cell growth and death are mathematically described
in the rate Equations (9.44) and (9.45) Little is known about the effect(s) of cell
density on the metabolism and MAb production. In the literature mechanisms
modulated by the so-called humoral factors (43) and autocrine growth factors
(194) were proposed to describe cell density dependent growth. In most of the
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experimental studies, however, no factors other than cell density itself and=or
physical environments could be identified as the cause(s) for the observed effects
(25,44,72,73,195). In the work of Zeng (25), the rate equations mentioned earlier
(9.22), (9.23), (9.26), (9.27), and (9.47) were used to examine the significance of
possible cell density effect(s) on two hybridoma cultures grown in perfusion
bioreactors. By replacing the nutrient concentration Cs with a ‘‘specific concentra-
tion of nutrient cs’’

cS ¼
CS

NV
ð9:48Þ

Equations (9.22), (9.23), (9.26), (9.27), and (9.47) satisfactorily describe the
consumption rates of glucose and glutamine and the formation rates of lactate,
ammonium, and MAb over a viable cell density range of 106–107mL�1. A density
effect can be generally assumed for these cultures. However, the effect is only signifi-
cant for the rates of glucose consumption and lactate formation of one cell line under
the experimental conditions. The observed variations of metabolism and antibody
production rate at different cell density appear to be attributed to the varying avail-
ability of nutrients. Among others, the relative concentration of glucose and gluta-
mine may be decisive for the uptake of glucose and glutamine and for the production
of lactate, ammonium, and antibody under certain conditions.

MODELS FOR SIMULATION OF CELL CULTURE

Experimental data from kinetic studies in batch and continuous cultures build the
basis for deriving quantitative relationships (rate equations) that correlate the rates
of cell growth, death and metabolism with culture and environmental conditions.
This set of rate equations represents a kinetic model of the cellular process. Com-
bined with balance or differential equations governing the system, these rate equa-
tions can be used to simulate the time courses of concentrations of cells, nutrients,
and metabolites in the culture under different conditions. Kinetic models for biolo-
gical processes can be generally classified into four categories (98,196). In nonsegre-
gated and unstructured models the cell population is treated as ‘‘one-component
solute’’ or as an ‘‘average cell.’’ Cell growth is considered to be ‘‘balanced.’’ In seg-
regated models the heterogeneity of cell population is considered and in structured
models the intracellular structure and processes of cells are taken into account.

Unstructured Models

The simplest and frequently used kinetic models for cell culture are nonsegregated
and unstructured models. Although the formulation of this kind of models is of
empiric and phenomenological nature, they are usually based on fundamental obser-
vations of biological processes and can be used to qualitatively and quantitatively
describe many important features of cell culture such as the dependency of growth
rate on a limiting nutrient or an inhibiting substance. Because of the simple form
and limited model parameters unstructured models are particularly suitable for pro-
cess control, optimization, and scale-up of industrial processes. A major drawback of
unstructured models is that they cannot be used for prediction and are generally not
suitable for dynamic simulation.
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The rate equations presented earlier were used to simulate the behavior of per-
fusion cultures at high cell density (197). As an example, Figs. 10 and 11 show com-
parisons of model simulations and experimental results of a perfusion culture. Model

Figure 10 Comparisons of model simulations and experimental results of total and viable cell
concentrations, growth and specific perfusion rate of a perfusion culture with the cell line X-D at
different perfusion and cell bleed rates. Experimental data: points. Simulations: solid lines for
P¼ 0.083 h�1, dotted lines for P¼ 0.042h�1; dashed lines for P¼ 0.025 h�1. [From Ref. (197).]

Figure 11 Comparisons of model simulations and experimental results of concentration and
productivity of monoclonal antibody of a perfusion culture with the cell line X-D at different
perfusion and cell bleed rates. Symbols as in Fig. 10. [From Ref. (13).]
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simulations of steady-state behavior are in good agreement with experimental results
under varied perfusion and cell bleed rates except for cultures with very low viability.
The rate equations can be also used to simulate the time courses of batch and con-
tinuous cultures under non-steady states. Figure 12 shows, for example, the kinetic
simulation of a culture that was first operated as a conventional continuous culture
and then switched to perfusion. The effect of perfusion operation was described
satisfactorily. It should be mentioned that under certain dynamic conditions such
as sudden changes of nutrient supply the model may fail to describe the pitfall of cel-
lular stress responses. The simulation capacities of the model appear to be mainly
limited by the applicability of the cell growth and death rate expressions under these
conditions. In general, unstructured kinetic models are severely limited for simula-
tion of dynamic behavior of cell culture. To this end, structured models are
preferred.

Structured Models

Structured or mechanistic models are based on knowledge of intracellular structure
and bioreactions and their regulation mechanisms. One of the important advantages
is their prediction ability. Once the model is experimentally verified, it can be in prin-
ciple extrapolated for conditions outside the experimental range. It should be, how-
ever, mentioned that even the simplest living cell is so highly complicated system that
any mathematical description is only an approximation of the real biological pro-
cesses inside the cell. The underlying mechanisms used for model formulation are
often not those that explain the biological processes on molecular basis but rather
working hypothesis. Caution should thus be taken in interpreting the simulation
results, especially for extrapolation. The experimental verification of a model does
not necessarily guaranty the correctness of the hypothesis.

In the literature a number of structured or mechanistic models have been pro-
posed for animal cell culture (27–30,32,35,37,198). Recently, cybernetic approach
has also been used to model the kinetic behavior of cell culture, especially with

Figure 12 Simulation of time course of growth of hybridoma cells in conventional continu-
ous and perfusion cultures.
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respect to a possible occurrence of multiplicity in continuous culture (38). In the fol-
lowing, only two examples of these models are briefly introduced.

‘‘Chemically or Metabolically’’ Structured Models

In the chemically or metabolically structured models the biomass is divided into sev-
eral chemical components (pools) such as cell membrane (lipids), protein, and nuclei
acids. The stoichiometrical relationships (balance equations) and rate equations for
these components build the basis for the modeling of the whole cell. Chemically or
metabolically structured models can be generally formulated as follows (196):

dcj
dt
¼
Xn
i

rij � mcj ð9:49Þ

m ¼ bVVXn
i

Xm
j

rij ð9:50Þ

where i stands for the n conversion reactions; j for the m components; cj for the intra-
cellular concentration of the component j; rij for the formation or consumption rate
(based on intracellular volume) of the component j in the ith conversion processes
including transport through the cell membrane; bVV the intracellular volume per mass
unit of biomass. The key and at the same time the difficulty in applying this modeling
approach is the formulation of reliable kinetics rate expressions for rtj.

The above model formulation was first practically used by Domach et al. (199)
and Domach and Shuler (200) for the development of the so-called ‘‘single-cell
model’’ for the growth of Escherichia coli on glucose. Batt and Kompala (27) applied
this modeling approach and developed a structure framework for simulating contin-
uous cell culture. The cell is considered to be composed of four pools: amino acids,
nucleotides, proteins, and lipids. The rate equations for these pools are mainly
saturation type kinetic expressions. Interactions among the pools and the extracellu-
lar environment occur via nutrient consumption, metabolite formation, and trans-
port of nutrients and metabolites.

A more promising structured model for cell culture is the extension of the
above mentioned ‘‘single-cell model’’ (200) for CHO cells by Wu et al. (32). In the
single-cell model for CHO, cells are considered to be composed of 18 component
pools. The model can accommodate additional mechanistic details by further sub-
division of any of the pools. Stoichiometry of pseudochemical reactions relating
the mass or information flow of the pools is considered. The rate equations are also
generally of saturation type with a feedback control term and have altogether more
than 100 parameters. The effects of glucose, glutamine, other amino acids, and the
cellular metabolic byproducts on cellular metabolism are considered in these rate
equations. This model describes experimental data of CHO cells under both
steady-state and transient conditions quite well. Wu et al. (19) further extended this
model to study the regulation of intracellular pH. It provides a direct mechanistic
link between intracellular pH control and cellular metabolism.

Cell Cycle Model

In cell cycle models the biochemical features and kinetics of cells passing through the
different phases of a cell cycle are considered. The cell cycle is generally considered to
consist of four essential phases: the gap 1 phase (G1-phase), the DNA synthesizing
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phase (S-phase), the gap 2 phase (G2-phase), and the mitotic phase (M-phase) as
shown in Fig. 13 (28). After M-phase, which consists of nuclear division (mitosis)
and cytoplasmic division (cytokinesis), the daughter cell enters a new cycle. A new
cell cycle starts with the G1-phase, in which the cells, whose biosynthetic activities
have been greatly slowed during mitosis, resume a high rate of biosynthesis. The
S-phase begins when DNA synthesis starts and ends when DNA content of nucleus
has doubled and chromosomes have replicated. The cell then enters the G2-phase,
which ends when mitosis starts. Between the G1 and S phases a cell may stop divid-
ing unless signaled to continue through the whole cycle. The cells stopping at late
G1 is called an arrested cell and symbolized by ‘‘A’’ in Fig. 13. The arrested cells
are also called to be in the G0 phase. Park and Ryu (201) measured the population
distribution of hybridoma cells during perfusion culture by flow-cytometric analysis.
The results showed that, during the reduced growth period of perfusion culture, the
fraction of cells in the S-phase decreased, and the fraction of cells in the G1=G0-
phase increased with decreasing growth rate. The fraction of cells in the G2=M-phase
was relatively constant during the whole period of perfusion culture. Ramirez and
Mutharasan (44) determined the cell cycle and mean cell volume distribution in
batch culture by cytometric analysis. The mean cell volume closely correlated with
the fraction of cells in the S-phase. On single cell basis, a cell generally increases
in volume and mass from the beginning of the G1-phase through the S- and
G2-phase until the end of the G2-phase.

Besides the morphological and biochemical differences cells at different cell
cycle phases have remarkably different kinetic properties, particularly with respect
to MAb productivity of hybridoma cells. Several investigations have shown that
the maximum antibody synthesis rate occurs in the late G1-phase or early S-phase
of hybridoma cells and appears to correlate with the faction of arrested cells
(28,44,170,201). The morphological and biochemical differences of distinguished cell
population during a cell cycle are the basis of cell cycle models (28,31). For example,
the specific antibody production rate qMAb can be represented as a summation of the
fraction of cells in each of the five phases multiplied by the antibody production rate
of a cell in that phase:

qMAb ¼ kG1fG1 þ kSfS þ kG2fG2 þ kMfM þ kAfA ð9:51Þ

where kG1, kS, kG2, and kM are the averaged antibody production rates in the G1-,
S-, G2-, and M-phase, respectively; kA is the antibody production rate of a cell
arrested in the G1-phase; fG1, fS, fG2, and fM are the fractions of cells traveling
the G1-, S-, G2-, and M-phase, respectively; and fA is the fraction of cells arrested
in the G1-phase.

Figure 13 The successive phases of cell cycle.
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The frequency of cells located at time t (0
 t
 tC) measured from the begin-
ning of the G1-phase is proportional to 21�t=tc, where the total cell cycle time tC is
the sum of tG1, tS, tG2, and tM. tG1 includes the time of a cell arrested in the G1-phase
and normally increases as the specific growth rate decreases, while tS, tG2, and tM are
approximately constant independent of the growth rate. Thus, tC also increases as
m decreases.

The fractions of cells traversing the individual phases can be calculated as:

fG1 ¼ ð1 ¼ fAÞ
Z xG1

0

21�x
dx

A
ð9:52Þ

fS ¼ ð1 ¼ fAÞ
Z xS

xG1

21�x
dx

A
ð9:53Þ

fG2 ¼ ð1 ¼ fAÞ
Z xG2

xS

21�x
dx

A
ð9:54Þ

fM ¼ ð1 ¼ fAÞ
Z 1

xG2

21�x
dx

A
ð9:55Þ

The fraction fA is related to the specific growth rate m and the cell cycle time tC
as follows:

fA ¼ 1� m � tC= ln 2 ð9:56Þ

In a similar way, specific rates for growth and death, nutrient consumption,
and formation of other metabolites may be related to the cell cycle. For example,
in the work of Linardos et al. (31) the death rate of the hybridoma is assumed pro-
portional to the fraction of cells arrested in the G0-phase.

An underlying assumption in cell cycle models is that the rates of biosynthesis
and degradation are constant in each cycle phase; the culture conditions affect only
the viable cell number and the distribution of cells among the phases. This assump-
tion may be only valid for certain cell systems under particular conditions.

Application of Models for Kinetic Analysis

As demonstrated earlier, mathematic models (rate equations) are useful for kinetic
analysis of effects and interactions of different factors on cell growth and metabo-
lism. They are particularly helpful for obtaining quantitative knowledge about the
significance of these factors and their range of concentrations or values in which they
are important. Models are also valuable for kinetic analysis of the overall perfor-
mance and for the control of cell culture. This is briefly illustrated in the following
for the kinetic analysis of perfusion culture (197). As evidenced in Figs. 10 and 11,
kinetic analysis of simulations and experimental results indicates that in perfusion
cultures with a complete cell separation cell bleed rate is a key parameter that
strongly affects all the process variables whereas the perfusion rate mainly affects
the total and viable cell concentrations and the volumetric productivity of MAb.
Growth rate, viability, and specific perfusion rate of cells are only a function of
the cell bleed rate. This also applies to cultures with partial cell separation in the
permeate if the effective cell bleed rate [Eq.(9.21)] is used. From the kinetic analysis
it is clear that the (effective) cell bleed rate of a perfusion culture should be carefully
chosen and controlled separately from the perfusion rate. In general, a low cell bleed
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rate that warrants reasonable cell viability is desirable for the production of antibo-
dies. Furthermore, model simulations indicate the existence of an optimum initial
glucose concentration in the feed. For several cell lines considered, the initial glucose
concentration used in normal cell culture media is obviously too high. The initial glu-
tamine concentration can also be reduced to a certain extent without significantly
impairing the growth and antibody production but considerably reducing the ammo-
nium concentration. The mathematical model can be used to predict these optimum
conditions and may also be used for process design.

In this connection, it is worth mentioning that the specific perfusion rate based
on viable cells (P=Nv) was proposed as a key control parameter for process scale-up
and product consistency of perfusion cultures (202). The rationale behind this strat-
egy can be understood in view of the linear relationship between m and Nv=P
[Eqs.(9.45) and Fig. 8] under conditions of no obvious limitation of nutrients as dis-
cussed. In Fig. 10, the relationship between P=Nv and DB is examined for varied per-
fusion rates. Surprisingly, P=Nv turned out to be almost only a function of DB. The
simple relationship between P=Nv and DB underlines that P=Nv is a useful control
parameter since it determines DB which in turn fixes the cell viability, cell growth,
and death rates. However, the so-called ‘‘high-gain’’ range for a P=Nv control algo-
rithm corresponds to high cell bleed rates or high perfusion rate in systems with par-
tial cell separation. From a practical point of view, the effective cell bleed rate seems
to be a more direct and more favorable control parameter than P=Nv, at least for
systems with a complete cell separation. In these systems, the desired cell bleed rate
may be chosen based on considerations of cell concentration and physiology (e.g.,
viability, growth and death rates) and final product concentration (Figs. 10 and
11). As mentioned earlier, a cell bleed rate as low as possible should be chosen for
achieving high concentrations of cells and product. At such low values, DB is quite
sensitive to P=Nv. Thus, a small fluctuation in P=Nv may lead to relatively large
changes of DB and other process variables. This may be of disadvantage for process
stability and consistency. Furthermore, an online measurement of viable cell concen-
tration is not an easy task and is subjected to fluctuations. On the other hand, the
control of DB is simple and reliable. An online measurement of viable cell concentra-
tion is not needed. Once the DB value is chosen the desired concentrations of cells
and product can be achieved by varying the perfusion rate.

In general, simulations of cell culture, in particular detailed, structured, and
dynamic simulations have a wide range of applications such as in planning and
design of experiments, testing and development of theories and hypothesis concern-
ing metabolism, data reconciliation, and inference of difficult to measure variables
and advanced process optimization and control (35).

CONCLUDING REMARKS

Our knowledge about the kinetics of cell culture has been considerably augmented in
recent years. Both unstructured and structured models are available to simulate the
kinetic behavior of several cell lines in ‘‘balanced’’ batch growth or steady states of
continuous cultures. These models are useful for quantitatively analyzing the influ-
ences of different culture and reactor operating conditions and for process control
and optimization. However, difficulties are still encountered in simulating the
dynamic behavior of cell culture under strongly disturbed or unexpected stress
conditions, particularly in high cell density fed-batch and continuous cultures.

Cell Culture Kinetics and Modeling 337



The prediction capacities of the models for these cultures are generally poor. To
combat this situation, more quantitative knowledge on intracellular processes and
structured models based on in vivo fluxes and intracellular parameters are needed.
In particular, more research is needed to understand and to mathematically describe
the kinetics and dynamics of the cell death machinery. It has been generally demon-
strated that most commercially important mammalian cell lines primarily die by
apoptosis in the physical and chemical environments of bioreactors. In this respect,
the rapid development of cell and molecular biology concerning the genetics, bio-
chemistry, and physiology of apoptosis gives a good chance to develop more com-
prehensive structured kinetic model for the growth and death of cell culture.

Till now, the intrinsic kinetic relationships among growth (cell cycle), death,
product formation, and quality are not well understood. In view of the importance
of glycoproteins as pharmaceutical products, the kinetics of glycosylation of proteins
deserves more attention. Due to the diversity of glycosylation patterns and the many
factors involved in the post-translational modifications this represents a challenge
for kinetic modeling.

Another challenge for model development is the incorporation of genomic and
proteomic data into kinetic analysis. Presently, there is a flood of genomic and pro-
teomic data produced for many different cells. However, they normally only give sta-
tic or structural information on the genes and proteins possibly involved in the
cellular processes. The mechanisms and kinetic control of the functionality of the
many genes and proteins under cell culture conditions remain to be explored.
Research into these aspects is not only important for a more predictable and targeted
improvement and control of animal cell culture but will have impact in many other
areas of life science. In fact, understanding genome-wide kinetic behavior of cells is
one of the central themes of postgenomic research. Cell culture as a clearly defined
and reproducible biological system may be a good model system for this endeavor.
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10
Fed-Batch Cultivation of Mammalian Cells
for the Production of Recombinant
Proteins

Liangzhi Xie and Weichang Zhou
Merck Research Laboratories, Merck & Co., Inc., Sumneytown Pike,
West Point, Pennsylvania, U.S.A.

Fed-batch cultivation of mammalian cells is routinely used for industrial production
of biologicals as a simple means of process intensification to increase cell concentra-
tion and to extend culture lifetime for a high product concentration and volumetric
productivity. The operation is simple and sufficiently flexible to be implemented in
existing facilities without major equipment modifications. However, its performance
is strongly dependent upon the effectiveness of the nutrient feeding strategy to pre-
vent nutrient depletion=accumulation and byproduct accumulation, so that critical
nutritional and biochemical parameters including osmolality and carbon dioxide
concentration can be maintained within levels suitable to promote cell growth or
minimize cell death for product expression.

In this chapter, recent developments of efficient nutrient feeding strategies to
achieve highly productive fed-batch cultures are reviewed. The two important stra-
tegic aspects, the design of concentrated nutrient feeding solutions through under-
standing of cellular nutritional requirements and metabolisms, and the control of
nutrient feeding rates based on critical process parameters such as cell concentration,
oxygen uptake rate (OUR), and nutrient concentrations, are discussed in detail.
Examples of fed-batch cultures using industrial cell lines of choice including hybri-
doma, murine myeloma SP2=0 and NS0, and Chinese hamster ovary (CHO) cells,
in which a viable cell concentration of more than 1� 1010 cells=L and a protein pro-
duction of approximately 3 g=L were achieved, are given to illustrate the capabilities
and potential of such feeding strategies and cultures.

INTRODUCTION

The cultivation of mammalian cells has been a routine means for industrial produc-
tion of biologicals including viral vaccines and vectors, human therapeutic proteins
and monoclonal antibodies (MAb) (1–4). A detailed list of approved biotechnology
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drugs in 2004 can be found at http:==www.bio.org=speeches=pubs=er=approveddrugs.
asp. Production of attenuated live viruses as viral vaccines and vectors generally
involves in vitro cultivation of mammalian cells and virus propagation steps. While
very diversified bioreactors including disposable T-flasks, roller bottles, Nunc cell
factories, Costar cubes and stirred tank microcarrier suspension bioreactors, are
used to support growth of attachment-dependent cells, process operations are
generally quite simple. Cells are mostly cultivated in a batch mode to a targeted
cell concentration for virus propagation. Thereafter, culture media are exchanged
to provide sufficient nutrients and=or to remove inhibitory metabolites for virus
propagation prior to infection. Occasionally, perfusion mode is used for the propa-
gation of nonlytic viruses, such as hepatitis A. Fed-batch operation is seldom
used (1).

On the other hand, cultivation of mammalian cells for industrial production of
human therapeutic proteins such as interferons, interleukins, growth hormones,
blood growth or clotting factors, and MAb occurs mainly in the standard stirred-
tank suspension bioreactors, which are operated in various operation modes: batch,
fed-batch, perfusion, and continuous (2,4). For products licensed prior to the 1990s,
batch operation is the dominant mode. Thereafter, either perfusion or fed-batch
operations are pursued to meet higher standards for process economics and product
quality necessary for commercialization. These operations provide the means for
process intensification by increasing cell concentration and=or minimizing cell death,
in order to extend culture lifetime for a high product concentration and volumetric
productivity. As a result, lower-cost bulk manufacturing becomes feasible, thus
enabling the industry to meet the challenge of providing high dosages, which are
often required for therapeutic efficacy. This is particularly true for MAb. For exam-
ple, a dose of 15mg=kg of body weight is needed for an anti-respiratory syncytial
virus monoclonal antibody (Synagis2, Medlmmune, Inc.) expressed in murine mye-
loma NS0 cells. Other MAb, such as anti-tumor necrosis factor alpha monoclonal
antibody for the treatment of active Crohn’s (inflammatory bowel) disease
(Remicade2, Centocor, Inc.) and anti-HER (human epidermal growth factor recep-
tor) 2 monoclonal antibody for the treatment of metastatic breast cancer
(Herceptin�, Genentech, Inc.), which are both expressed in CHO cells, require rela-
tively high doses as well. Such requirements have been the driving forces for the
development of even larger bioreactors and more intensive cell culture processing
research since the 1990s. Efficient perfusion and fed-batch culture strategies have
been systematically developed in parallel with intensive cell line and culture medium
development to achieve a lower manufacturing cost of goods and higher product
purities.

Fed-batch cultivation has become a platform technology for large-scale man-
ufacturing of therapeutic proteins and MAb. It is simple to operate and sufficiently
flexible to be implemented, even in the existing facilities which were previously
designed for batch operations. No major modification of bioreactors and other
equipment is required. In addition, it allows one to obtain a high product concentra-
tion and a high yield of product on medium for reduction of bulk manufacturing
costs. Fed-batch operation can be viewed as a variation of the simple batch opera-
tion. Cells are first grown up to a time point in batch mode. Thereafter, concentrated
solutions of single or multiple nutrient components are added to provide nutrients,
while minimizing volume increase or culture dilution. The outcome is strongly
dependent upon the effectiveness of the nutrient feeding strategy implemented.
In general, salt-free nutrient concentrates are fed at rates to prevent nutrient
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depletion=accumulation, so that the nutritional and biochemical parameters includ-
ing osmolality, carbon dioxide and other by-product concentrations can be main-
tained within levels suitable to promote cell growth or minimize cell death for
product expression. In order to achieve this objective, an effective nutrient feeding
strategy, which involves design of nutrient feeding solutions and control of the feed-
ing rate, needs to be developed and implemented. Typically, concentrated solutions
without inorganic salt components are designed based on stoichiometric nutritional
analysis through understanding of cellular nutritional requirements and metabo-
lisms. Their feeding rates are then controlled based on critical process parameters
measured either off-line or on-line, such as cell concentration, OUR, and nutrient
consumption.

In addition to the objectives of maximizing viable cell concentration over an
extended culture lifetime for enhanced protein production, fed-batch operation
can be very effectively used to manipulate cellular metabolism by controlling major
carbon and energy sources such as glucose and glutamine at lower levels. As a result,
lactate and ammonia production is reduced, and nutrients are utilized very
efficiently.

In this chapter, cellular nutritional requirements and metabolisms are
described for designing nutrient feeding solutions, followed by a summary of off-line
and on-line measurements of process parameters, which are used for dynamic con-
trol of nutrient feeding rates. Examples of fed-batch cultures of industrial cell lines
including hybridoma, murine myeloma SP2=0 and NS0, and CHO cells are then
reviewed to illustrate applications of different nutrient feeding strategies to enable
high performance cultures with maximum viable cell concentrations of more than
1� 1010 cells=L and final product protein concentrations on the order of 3 g=L as
well as the objective of cellular metabolism alterations in order to reduce lactate
and ammonia production for efficient nutrient utilization.

CELL METABOLISM

Mammalian cells require a complex nutrient environment for growth and survival in
vitro. Typical cell culture media are composed of carbon sources such as glucose,
amino acids, vitamins, inorganic salts, buffers and various other components includ-
ing growth factors. Some of these components, such as inorganic salts, are generally
abundant, while others may limit cell growth. Most components may be consumed,
while others, such as trace metals, are required for biological functions with little
consumption. Understanding of the functions of medium components greatly
contributed to the successful development of serum-free media by studying serum-
replacement components. This has been extensively reported (5–10) and will not
be covered in this chapter. Instead, the metabolism of glucose, amino acids, vitamins,
and phosphate, which is relevant to nutrient feeding solution development, is
reviewed in detail.

Glucose

Glucose plays many crucial roles in mammalian cell metabolism (Fig. 1). It is the pri-
mary source for energy production. Intermediates generated from its metabolic path-
ways also provide key precursors for cell mass synthesis. Several important
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metabolic pathways, such as the glycolytic pathway, the pentose cycle, and the TCA
cycle, are involved in the catabolism of glucose. The glycolytic pathway generates
ATP and key intermediates for the syntheses of cellular components such as lipids
in cell membranes and sugar chains attached to glycoproteins (11). The pentose cycle
generates reducing power (NADPH) for lipid synthesis as well as ribose for nucleo-
tide synthesis (12). The TCA cycle converts glucose carbon skeletons further into the
end-product CO2.

Lactate is a major by-product from incomplete glucose oxidation in the glyco-
lytic pathway in mammalian cell culture. When glucose is converted into lactate,
only two ATP molecules are generated in comparison with the maximum of 28
ATP molecules from complete oxidation in the TCA cycle, assuming the mechanistic
P=O ratios of 2.5 for NADH and 1.5 for FADH2 (13,14). This radical difference in
energy production efficiency between the two different glucose pathways results in
dramatic variations in glucose consumption and lactate production, depending on
the percentage of glucose consumed in each of the two pathways.

Glucose metabolism is strongly influenced by environmental conditions, such
as temperature, pH, and glucose concentration. Both glucose consumption and lac-
tate production decrease significantly at lower temperature in cultures of hybridomas
(15), recombinant hamster cells (16), and BHK cells (17). The effects of pH on glu-
cose metabolism have been studied extensively as well. A high culture pH usually
leads to high glucose consumption and lactate production as demonstrated in cul-
tures of human liver HLM cells (18), hybridomas (19–21), and HeLa cells (22).

Most importantly, the consumption rate of glucose is dependent upon its con-
centration in culture. In HeLa cell cultures, a glucose concentration of about 2mM is
sufficient to sustain optimal cell growth (23). Further increase in the glucose concen-
tration fails to increase the cell growth rate, but leads to a significant increase in lac-
tate production. In human diploid fibroblast cell cultures, the minimum glucose
concentration required for normal cell growth is even lower (24,25). With daily addi-
tion of glucose while maintaining a glucose concentration of 80mM, the cell growth
rate is equivalent to that in cultures with an initial glucose concentration of 5mM.
Although the growth rate is identical, the total glucose consumption at 80mM

Figure 1 Schematic of simplified glucose metabolic pathways.
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glucose is only 7% of that at 5mM, suggesting a significantly improved glucose uti-
lization efficiency at a reduced concentration. In cultures of rat hepatoma cells, it is
observed that the glucose-6-phosphate formed at low glucose concentrations (5–
50 mM) is exclusively used by the cells for macromolecular synthesis and ATP pro-
duction in the TCA cycle (26). The rate of CO2 production (from the TCA cycle)
and glucose incorporation into macromolecules reaches a maximum at a 1-mM glu-
cose concentration in culture, and the excessive glucose-6-phosphate formed at a
higher glucose concentration is converted into lactate. Not surprisingly, lactate pro-
duction rate is strongly dependent on glucose concentration in cultures of chick
embryo fibroblasts (27). A linear relationship between the specific glucose consump-
tion rate and the specific lactate production rate has also been observed in various
cell culture systems (28,29).

Lactate is primarily derived from glucose, although glutamine can be a contri-
butor as well, especially under glucose limited conditions (25,30). Experiments with
radiolabeled compounds reveal that over 90% of glucose is transformed into lactate
by ascite-tumor cells (31). In cultures where the glucose concentration is not inten-
tionally controlled at a low level, the molar ratio of lactate production to glucose
consumption usually ranges from 1 to 2, an indication that more than 50% of the
glucose consumption is converted into lactate (32–35). The ratio increases with the
residual glucose concentration in culture (29,36). The cause for the high glycolytic
activity observed in cell culture is not well understood to date. It is hypothesized that
excessive glycolysis is the result of a high influx of glucose across the cytoplasmic
membrane due to a high extracellular glucose concentration and the absence or inef-
fectuality of membrane permeability control (37). Glycolysis is assumed to be a
defense mechanism against the high intracellular glucose level. This is consistent with
the fact that lactate is rarely produced in vivo (except under anaerobic conditions)
where glucose concentration is tightly controlled by insulin. It has been observed
that transformed and tumor cells are consistently associated with an elevated rate
of glycolysis (lactate production from glucose) and there is a strong correlation with
the degree of malignancy (38). For example, viral transformation of chick embryo
fibroblasts reduces the apparent glucose Km of glycolysis by over 10-fold, from
1.5mM to 0.1mM glucose, which results in an enhanced glycolytic activity at low
glucose concentrations (27). Apparently, the molar ratio of lactate production to
glucose consumption can differ significantly among different cell lines even under
similar culture conditions.

Accumulation of lactate to a certain concentration in culture inhibits cell
growth. The change in extracellular pH and osmolality as a result of lactate produc-
tion is at least partially responsible for cell growth inhibition (39,40). The conversion
of 1 mol of glucose to 2 mol of lactate is coupled with the generation of 2 mol of
protons. These have to be neutralized by base addition when pH is controlled. Both
the one extra mole of lactate produced per mole of glucose and the addition of a con-
centrated base solution for neutralization contribute to an osmolality increase. In an
effort to understand the toxicity of lactate itself, the effect of lactate addition to cul-
ture on the initial hybridoma cell growth rate has been extensively studied by
Glacken and coworkers (41). Through statistically designed experiments, the effects
of lactate and other factors on growth rate were incorporated into a cell growth rate
model. The addition of 40mM sodium lactate has no considerable effect on the
cell growth rate or the maximum cell concentration, while the addition of 80mM
causes a significant reduction in both the cell growth rate and the maximum cell con-
centration (42). The inhibitory effects of lactate and ammonia on cell growth are

Fed-Batch Cultivation of Mammalian Cells 353



interactive as shown by Hassell and coworkers (43) when the lactate concentration
exceeds a certain level. With proper pH control, an osmolality increase is responsible
for the inhibitory effect of lactate in a lactate-controlled fed-batch culture (44). Evi-
dence from many different cases indicates that lactate itself has little negative influ-
ence on cell growth (39,42,45).

The minimum concentration of glucose required to achieve a reasonable cell
growth rate is typically below 2mM (24,32,46), but lactate production increases sig-
nificantly at a glucose concentration > 2mM. It is therefore possible to minimize lac-
tate production without compromising cell growth by controlling the glucose
concentration below 2mM. This strategy has been successfully demonstrated in
numerous fed-batch cultures (33,47–53).

Glutamine

Glutamine is a unique amino acid in cell metabolism and hence is discussed sepa-
rately. A schematic diagram for glutamine metabolism is shown in Fig. 2. Like other
amino acids, glutamine is incorporated into polypeptides for protein synthesis. Glu-
tamine is unstable and decomposes into ammonia and pyrrolidone-carboxylic acid
through first-order nonenzymatic kinetics. The amide group is essential for nucleo-
tide synthesis, and it cannot be replaced by ammonia or the amino group. The amide
group is also a donor for asparagine synthesis from aspartate. In cell culture, a sig-
nificant percentage of glutamine is converted into glutamate and ammonia via glu-
taminase. The amino group in glutamate is then converted into proline,
transaminated for the production of alanine, aspartate and serine=glycine via amino-
transferases, or removed as ammonia via glutamate dehydrogenase. The glutamine
carbon skeleton enters the TCA cycle as a-ketoglutarate. Under normal culture con-
ditions, glutamine can contribute to a significant percentage (20–30%) of total energy
production through the oxidation in the TCA cycle (54). Under a glucose limited
condition, glutamine is consumed as the major energy source for the growth of
human fibroblasts (25).

Ammonia is a major by-product from glutamine metabolism. It can be derived
from the glutamine amide group via nonenzymatic degradation and glutaminase.
It can also be derived from the glutamine amino group via glutamine dehydrogenase.
The nonenzymatic glutamine degradation decreases at a reduced glutamine

Figure 2 Schematic of glutamine metabolism.
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concentration owing to the first-order kinetics, and its degradation rate is affected by
pH (55), temperature (56), and serum concentration (57,58). The apparent glutamine
Km for glutaminase is in the range of 2–5mM (59–61), while the glutamine Km for
cell growth is in the range of 0.15–0.53mM (62,63). Glutamate generated in the
mitochondria due to high glutaminase activities is also deaminated by glutamate
dehydrogenase. In cultures of rat kidney cells using 15N-labeled amino acids, about
50% of the total ammonia production is derived from the glutamine amide group
and about 30% from the glutamine amino group (64). More recent studies by Street
et al. (65) in cultures of HeLa and CHO cells using 1H=I5N-NMR techniques confirm
that ammonia is predominately derived from the amide group of glutamine via
glutaminase.

Glutamine concentration has little effect on cell growth rate until it is reduced
to an extremely low level due to the low glutamine Km required for cell growth, but
glutamine concentration has a direct impact on the ammonia production rate. This is
because the production of ammonia from glutamine increases with an increased
glutamine consumption rate (29,35,47,51,52,66,67) that increases with glutamine
concentration (44,47,49).

It is well documented that accumulation of ammonia in culture is toxic to
mammalian cells (68). The ammonia level in human blood is usually maintained
below 0.05mM (69), while levels as high as 10mM have been observed in tumor ani-
mal cell cultures (70,71). It appears that the ammonia level which retards cell growth
depends on the cell line and culture conditions. Doyle and Butler (72) studied the
effects of culture pH on the toxicity of ammonia in a murine hybridoma culture
and proposed that the toxic species is ammonia instead of the ammonium ion. With
the addition of NH4CI, Glacken et al. (47) observed no significant inhibition on cell
growth at 4mM, but a 50% reduction in growth rate was observed at 7mM. Hassell
et al. (43) studied the effects of ammonium on several cell lines. At a concentration of
2mM exogenously added ammonium, four cell lines showed no significant inhibitory
effects; two cell lines showed a 50% growth rate reduction; and two other cell lines
showed a reduction of >75% in cell growth rate. In addition, ammonia affects pro-
tein glycosylation patterns. Borys et al. (73) showed that ammonia concentrations in
the range of 3–9mM inhibit the N-linked glycosylation in a pH-dependent fashion in
a CHO cell culture. Similar inhibitory effects on the O-linked glycosylation were
observed in a CHO culture by Andersen and Goochee (74). Newland et al. (75)
reported that a gradual addition of ammonia to a batch culture up to 10mM had
no inhibitory effects while the spiking of 2mM ammonium at the inoculation
resulted in substantial growth inhibition. This is supported by the results obtained
in cultures fed ammonium chloride where no growth inhibition was observed up
to 10mM ammonia (76,77). Further evidence was obtained in a hybridoma culture
where cells grew normally under 12.5mM of exogenous ammonia after more than
100 hr of adaptation. These data suggest that some cells may be able to adapt to a
high ammonia level.

Reduction in ammonia accumulation is one of the successful approaches to
achieve a high cell concentration, elongate the culture lifetime, and increase the pro-
duct concentration and culture productivity. One of the strategies then is to take
advantage of the significant differences in the glutamine Km values for glutaminase
and for cell growth. The cell growth rate can be maintained slightly below its max-
imum at a reasonably low glutamine concentration but the ammonia production
from glutamine catalyzed by glutaminase can be significantly reduced. This strategy
has been implemented successfully in fed-batch cultures with several mammalian cell
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lines (33,35,47,49,51,52,66,67). Another strategy is to replace glutamine with a glu-
tamine-based dipeptide, which is more thermally stable (8,78). As a result, nonenzy-
matic glutamine degradation is largely eliminated. The demand for exogenous
glutamine can be completely eliminated by either genetic modification or clone-selec-
tion for intrinsic expression of glutamine synthetase (GS) (49,79–82). Glutamine
synthetase expression allows for glutamine synthesis from glutamate and ammonia,
and hence eliminates ammonia production during growth and the need for exogen-
ous glutamine at the same time. Methods have also been developed to remove
ammonium through filter paper and an agarose-filled salt bridge (83,84).

Amino Acids

Thirteen amino acids including glutamine are essential for cell survival in vitro for
most animal cell lines (85), while only eight (not including glutamine) are indispen-
sable in vivo (69). The seven so called nonessential amino acids (NAAs) can be
synthesized by the cells mainly from glutamine. Amino acid metabolism in culture
has been investigated extensively (86–95). A correlation between the relative con-
sumption of essential amino acids (EAAs) and amino acid composition of protein
produced is observed except for valine, isoleucine, and leucine (89). This indicates
that the major role of the essential amino acids is to provide precursors for protein
synthesis. The consumption rates of valine, isoleucine, and leucine are affected by
their concentrations in culture (96), presumably due to consumption for energy
production in the TCA cycle and=or for lipid synthesis. However, catabolism of
amino acids is not desirable because ammonia is one of the end products. When
the concentrations of amino acids are controlled at low levels in fed-batch hybri-
doma cultures, the amino acid consumption correlates with the stoichiometric
requirement for protein and nucleotide synthesis (35), suggesting minimum amino
acid oxidation. On the other hand, several amino acids, especially isoleucine, are oxi-
dized in the TCA cycle in batch cultures without nutritional control, contributing to
ammonia accumulation (97).

Variations in the production of NAAs have been observed among different cell
lines (98) and under different conditions for the same cell line (99). Alanine is often
secreted into culture by tumor cell lines (33,98). Although provision of NAAs has no
significant effect on cell growth rate (100), eliminating NAAs from culture medium
results in an increased intracellular glutamine level that leads to an increased gluta-
mine consumption and ammonia production (94). Inclusion of NAAs in a stoichio-
metrically balanced nutrient feeding solution reduces the demand for glutamine,
NAA synthesis, and ammonia production (101). However, it is essential to maintain
the concentrations of glutamine, glucose, and other essential amino acids at very low
levels in order to force the cells to uptake NAAs.

Vitamins

Ten vitamins are essential for cell growth in vitro. Many important enzymes and
cofactors are synthesized from vitamins (11). Nicotinamide is the substrate for the
synthesis of NAD, NADH, NADP, and NADPH, while riboflavin provides precur-
sor for the synthesis of FAD and FADH2. The key coenzyme, CoA, in the pyruvate
decarboxylation is synthesized from pantothenate. Pyridoxal phosphate participates
in many key metabolic reactions such as transamination in the nonessential amino
acid synthesis and amino acid decarboxylation. Thiamine pyrophosphate is a key
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coenzyme in the pentose phosphate pathway and the decarboxylation of pyruvate
and a-ketoglutarate. Biotin is the CO2 carrier in carboxylation reactions. Choline
and inositol are required for lipid synthesis. Choline is also one of the major donors
for the one carbon metabolism. Because of the low requirement and lack of routine
analytic methods for vitamins, quantification of their demands for cell growth is
not routinely performed (102). The vitamin composition in culture media is thus
usually determined empirically (85). In a continuous hybridoma cell culture, step
increases in vitamin B1 and B12 concentrations improve cell growth and antibody
production (96).

Phosphate

Phosphate is essential for life, as it is required for energy transfer within cells and for
the synthesis of nucleic acids and phospholipids (103). It is present in nucleotides and
important coenzymes, such as nicotinamide adenine dinucleotide (NAD), derived
from nucleotides (104). It plays an essential role in biological energy transfer as
ATP is the major form of chemical energy currency in all cells. A significant fraction
of the cell membrane lipids is phospholipids (103). Therefore, availability of phos-
phorus, present as part of phosphate, can limit the total cell number achieved.

DESIGN OF CULTURE MEDIA AND FEEDING SOLUTIONS

Design of culture media and nutrient feeding solutions is principally based on stoi-
chiometric nutritional analysis through understanding of cellular nutritional require-
ments and metabolism. To avoid a large osmolality increase and bioreactor dilution
due to nutrient feeding, salt-free nutrient concentrates are generally developed as
feeding solutions.

Stoichiometric Equation Governing Cell Growth

If one ignores the complex biological reactions on going in living cells and treats a
cell culture bioreactor as a black box, one can use a simple equation (10.1) to
describe the cell culture process: consumption of nutrients equals generation of cell
mass, products, and by-products. The stoichiometric coefficients, defined as the
amount of nutrient consumption or product formation divided by the total number
of cells produced, can be calculated from measurements of net consumption of nutri-
ents and net accumulation of cells, protein product, and by-products.

A1½Glucose�þA2½Glutamine�þ � � �þAi½Amino Acid�i
þ�� � ¼ ½Cell�þB1½Lactate�þB2½Ammonium�þ � � �

ð10:1Þ

The stoichiometric coefficients measured from a culture can be employed to
balance the nutrient requirements for cell growth by formulating culture media
and feeding solutions according to the stoichiometric ratios. Use of a culture med-
ium and a feeding solution which is stoichiometrically balanced may allow one to
simplify the culture medium and=or feeding solution as one component. Therefore,
measurement and control of one nutrient in the feed solution gives automatic control
of the other nutrients. This approach has been successfully applied in fed-batch
cultures of hybridomas (53,105,106) and NS0 cells (81).
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However, the stoichiometric coefficients measured under one culture condition
can be dramatically different from another. The consumption rate and utilization
efficiency of glucose and glutamine vary significantly under different culture environ-
ments. This is because there are many alternative pathways to achieve the same
metabolic functions. For example, ATP can be produced from glucose through com-
plete oxidation into CO2 and H2O in the TCA cycle or through partial oxidation into
lactate in the glycolytic pathway. However, the efficiency of these two alternative
pathways differs dramatically. The exact cellular mechanism of controlling each
metabolic pathway in mammalian cell culture is not yet fully understood, but it
has been observed that nutrient utilization efficiency decreases when there are exces-
sive amounts of nutrients available.

Table 1 shows the stoichiometric coefficients measured from four hybridoma
cultures: one batch culture in a 2-L bioreactor, two fed-batch cultures in T-flasks,
and one fed-batch culture in a 2-L bioreactor. In the batch culture, the nutrient con-
centrations are high, especially in the early phase of the culture. In the 2-L fed-batch
culture, the nutrient concentrations are kept at low levels throughout the culture by
continuous addition of an optimized feeding solution. The two T-flask cultures are
fed manually and periodically, hence the nutrient concentrations are maintained
lower than the batch culture but higher than the 2-L fed-batch. The stoichiometric
coefficients measured under these conditions vary significantly, especially for glucose,

Table 1 Stoichiometric Coefficients Measured from Hybridoma Cultures Under Different
Conditions

Unit Batch FB 1a FB 2a FB 3a

Consumption 2
Glc pmol=cell 6.9 3.7 3.7 2.2
Gln pmol=cell 1.4 0.86 1.0 0.72
Ile pmol=cell 0.16 0.08 0.09 0.10
Leu pmol=cell 0.18 0.13 0.16 0.19
Lys pmol=cell 0.11 0.15 0.15 0.14
Met pmol=cell 0.04 0.04 0.04 0.05
Phe pmol=cell 0.06 0.05 0.06 0.06
ThrþArg pmol=cell 0.18 0.23 0.20 0.20
Tyr pmol=cell 0.05 0.05 0.06 0.05
ValþTrp pmol=cell 0.14 0.11 0.15 0.15
Ala pmol=cell �0.59 �0.30 �0.20 �0.17
Asn pmol=cell 0.02 0.06 �0.01 0.09
Asp pmol=cell 0.03 0.18 0.07 0.13
Glu pmol=cell �0.17 �0.04 0.00 �0.08
Gly pmol=cell �0.01 0.13 0.04 0.13
Pro pmol=cell 0.00 0.00 0.00 0.00
Ser pmol=cell 0.04 0.08 0.06 0.03
Production
Cells cell=cell 1 1 1 1
Antibody pg=cell 18 20 40 39
Lac pmol=cell 11 3.6 3.4 0.40
NH3 pmol=cell 0.79 0.46 0.43 0.22

aFed-batch cultures conducted in T-flasks (1 and 2) with periodical manual feeding (52) and bioreactor (3)

with continuous automatic feeding (35).

[Data calculated from Ref. (97).]
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glutamine, alanine, lactate, and ammonium, as shown in Table 1. The control of the
concentrations of glucose, glutamine, and amino acids in the fed-batch cultures leads
to a dramatic improvement in nutrient utilization efficiencies, when compared with
the uncontrolled batch culture. Different nutrient utilization efficiencies at different
nutritional environments are also observed more recently in continuous hybridoma
cultures, where multiple steady-states with distinct cellular metabolism exist (107).

Recognizing the variable efficiencies of nutrient utilization at different nutri-
tional environment in mammalian cell cultures, Xie and Wang (51,108) controlled
the nutritional environment to achieve maximum nutrient utilization efficiency and
minimum by-product accumulation by maintaining the nutrient concentrations at
low but sufficient levels to support a reasonable cell growth rate. It is obviously a
challenge to control the concentrations of more than 30 nutrients (glucose, amino
acids, vitamins, phosphate, etc.) at low levels without running into deple-
tion=accumulation of one or several components, and it is not practical to use a
feed-back control strategy for all of the nutrients individually. However, this pro-
blem can be solved if the stoichiometric coefficients in Eq. (10.1) are known. For
example, in a simple chemical reaction AþBþ 2C¼DþE, the concentrations of
all three reactants in a reactor can be simultaneously maintained constant through
the control of a single parameter, the feeding rate of a mixture of A, B, and C for-
mulated at a molar ratio of 1:1:2. The feeding rate can be controlled either by on-line
monitoring of a single reactant or product, or by calculation of known reaction
kinetics. Similarly, the nutritional environment can be controlled with a single nutri-
ent feeding stream if the stoichiometric Eq. (10.1) can be determined. Obviously, the
stoichiometric coefficients are not constant due to the multiple alternative metabolic
pathways involved in the complex cellular metabolic reaction network, and hence
there is no definitive solution. This is similar to a complex chemical process with mul-
tiple side reactions and by-products.

Theoretically, for a given cell line, there exists a set of minimum stoichiometric
coefficients for nutrients and by-products. Under ideal conditions, the nutrient utili-
zation efficiencies reach their maxima and by-product formation is minimized. These
minimum stoichiometric coefficients can be determined from material and energy
balances under the conditions where the most efficient pathways for essential biolo-
gical functions are utilized and alternative pathways that provide nonessential biolo-
gical functions, such as synthesis of nonessential amino acids, are eliminated. Such
an ideal system can be characterized as the following:

1. Glucose is utilized solely for essential biological functions: energy produc-
tion, reducing power generation, carbohydrate and lipid syntheses, and
sugars for nucleotide synthesis.

2. Glutamine is utilized solely for essential biological functions: protein and
nucleotide synthesis.

3. Energy production is derived from complete oxidation of glucose in the
TCA cycle.

4. Reducing power is generated from the pentose cycle to meet the demands
for lipid synthesis and no excessive reducing power is generated.

5. No lactate is produced.
6. No nonessential amino acids are synthesized.
7. Amino acids (except for glutamine) are utilized for protein synthesis only.

Under the above conditions, the minimum stoichiometric coefficients for all the
20 amino acids and glucose can be calculated from the cell composition and energy
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requirements. For example, with the known composition of amino acids for the cel-
lular protein mixture and the total amount of cellular protein per cell, one can cal-
culate the requirement of each individual amino acid needed to produce a cell, with
the exception of glutamine that is also required for nucleotide synthesis. The coeffi-
cients for vitamins are less variable and are estimated based on the measured con-
sumption rates reported in the literature (102). The model has been described in
detail by Xie and Wang (51,52,97,108).

In reality, the nutrient utilization efficiencies are not at the theoretical maxima
(with the minimum stoichiometric coefficients) at all times, especially for glucose and
glutamine. Even when the concentrations of glucose and glutamine are controlled at
very low levels, production of lactate, ammonium, and nonessential amino acids can-
not be completely eliminated. Therefore, some relaxation from the ideal model on
lactate, nonessential amino acids, and ammonium production is needed. The degree
of relaxation can be determined empirically from historical cultures, especially from
glucose and glutamine-limited cultures. Over- or under-relaxation may result in sub-
optimal process performance such as reduced nutrient utilization efficiency,
increased by-product formation, lower than expected cell growth rate, and=or accu-
mulation of some nutrients. To reach the most efficient nutrient utilization efficien-
cies in practical applications, one may need to optimize the degree of relaxation in a
stepwise fashion (i.e., iteration).

Cell Composition

Cell composition is needed to calculate the stoichiometric coefficients for glucose and
amino acids (51,52,97,108). However, measuring cell composition accurately is not a
trivial task. The percentage (dry cell basis) of macromolecules (proteins, lipids, car-
bohydrates, DNA, and RNA) varies from cell line to cell line as shown in Table 2.
However, for rough estimates, using cell compositions from a different cell line
should not generate gross errors in medium formulations. The dry cell weight also
varies significantly from cell line to cell line but such a measurement can be con-
ducted (52). The dry cell weights of a few example cell lines are: 250 pg=cell for hybri-
doma CRL 1606 cell line (52); 302 pg=cell for 293 SF cell line (109); and 400 pg=cell
for a CHO cell line (112).

The mean amino acid composition of the cellular proteins does not differ sig-
nificantly from one cell line to another and from mammalian cells to Escherichia coli
as shown in Table 3. This is probably because cellular proteins represent a pool of a

Table 2 Dry Cell Compositions (wt%)

Macromolecule Hybridomaa 293 5–19Sb 293c E. colid

Proteins 72.9 64.1 73.0 70
Lipids 13.5 24.7 10.0 10
Carbohydrates 3.5 N=A N=A 5
DNA 1.4 4.0 N=A 5
RNA 3.8 N=A N=A 10

a From Xie and Wang (51)
b From Nadeau et al. (109).
c From Nadeau et al. (110).
d From Lehninger (111).
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large number of individual proteins. These data suggest that the requirements for
amino acids in protein synthesis are similar among different cell lines, which makes
it feasible to formulate culture media and feeding solutions with a generic composi-
tion of amino acids. In cases where the specific protein production rate is as high as
50 pg=cell-day, the amount of the protein product can be a significant percentage of
the total cellular proteins, and the amino acid sequence of this individual protein
could be different from the average of the cellular proteins. In this case, the amino
acid composition of the protein product is needed to obtain accurate results. In most
cases, however, the mean amino acid composition can be used without significant
errors due to low protein production and=or similarity of the amino acid composi-
tion to the mean.

Stoichiometric Coefficients for Vitamins, Metal Ions, and Phosphate

In addition to glucose and amino acids, mammalian cells also consume significant
amounts of vitamins, metal ions, and phosphorus in the form of phosphate. The stoi-
chiometric coefficients for vitamins can be estimated from the measured consump-
tion rate in a batch culture from the literature (102). The stoichiometric
coefficients for metal ions can be easily calculated from the measured metal content
of cells. As most of the inorganic salts are present in excess in the basal medium to
maintain a physiological osmolality and to provide appropriate trans-membrane dif-
ferentials, there is no need to include them in the feed solution except for iron and
some trace metals (35). Phosphate is a major component of cell mass but it has been

Table 3 Molar Percentages of Amino Acid Composition of Cellular Proteins

Amino acids 207 Protein averagea Hybridomab 293c E. colid

Ala 9.0 8.3 5.5 9.6
Arg 4.7 5.9 8.4 5.5
Asn 4.4 4.4 4.5 4.5
Asp 5.5 4.7 4.9 4.5
Cys 2.8 2.8 3.1 1.7
Glu 6.2 6.2 7.5 4.9
Gln 3.9 5.0 6.8 4.9
Gly 7.5 8.5 4.8 4.9
His 2.1 2.2 3.0 1.8
Ile 4.6 4.2 3.3 5.4
Leu 7.5 8.1 7.9 8.4
Lys 7.0 6.8 10 6.4
Met 1.7 2.2 0.06 2.9
Phe 3.5 3.2 3.9 3.5
Pro 4.6 5.3 4.8 4.1
Ser 7.1 6.9 5.1 4.0
Thr 6.0 5.7 5.9 4.7
Trp 1.1 1.1 1.1 1.1
Tyr 3.5 2.6 5.0 2.6
Val 6.9 6.0 4.5 7.9

a Calculated from 207 random proteins with know amino acid sequence (113).
b Measured from hydrolyzed total cellular proteins of hybridoma cells (51).
c Measured from hydrolyzed total cellular proteins of 293 cells (110).
d Measured from hydrolyzed total cellular proteins of E. coli (114).
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largely neglected by most investigators in the past. In typical basal culture media, the
phosphate concentration is in the range of 0.5–1 mM, which is more than sufficient
in batch cultures with a relatively low maximum cell concentration. Phosphate
requirements for cell synthesis are dependent on the cell line. A phosphate require-
ment for synthesis of cell mass was determined to be 0.2mmol=109 cells for mouse
fibroblast cell clone 929-L (115). This is significantly higher than for NS0 and hybri-
doma cells. In a fed-batch culture of NS0 cells without phosphate feeding, a
phosphate requirement of 0.18mmol=109 cells was estimated by dividing the avail-
able phosphate by the total cell concentration achieved (81). Somewhat lower values
have been calculated in the same way for hybridoma fed-batch cultures
[0.068mmol=109 cells (53) and 0.12mmol=109 cells (97)]. Clearly, feeding strategy
optimization efforts without phosphate feeding may extend the culture lifetime,
but cannot further increase the total cell concentration. The benefits of phosphate
feeding have been demonstrated by Xie and Wang (35) who assumed a phosphate
yield of 0.084mmol=109 cells for development of feeding solutions in a hybridoma
fed-batch culture, and more recently in an NS0 myeloma fed-batch culture by
deZengotita et al. (116).

MONITORING OF CRITICAL PROCESS PARAMETERS

The key to implementing any kind of control strategy is to reliably measure off-line
and=or on-line process parameters, which are directly controlled or used to control
inferred parameters. Use of in situ biosensors in bioreactors would be ideal, but is
not essential (117). As in situ biosensors are still limited to measurement of tempera-
ture, pH, dissolved oxygen (DO) concentration, CO2, and culture turbidity by opti-
cal density (OD) probes for estimation of cell concentration, off-line and ex situ on-
line measurement techniques are techniques of choice for measuring concentrations
of cells, nutrients and metabolites (118–124). Metabolic activities such as OUR, can
be determined either on-line or off-line. As sensors for measuring temperature, pH
and DO have been extensively described elsewhere (119–124), this chapter will
mainly review the methods for determination of concentrations of cells, nutrients
and metabolites as well as metabolic activities.

Determination of Cell Concentrations

Off-line determination of dry cell weight, as is commonly used for microbial cultiva-
tion, is not sufficiently accurate for following cell growth kinetics and control pur-
poses in mammalian cell culture due to relatively low cell concentration. Instead,
off-line numeric counting of viable and dead cells per unit of volume using a hemo-
cytometer has been widely used. For on-line determination of cell growth kinetics,
various methods including indirect determination based on metabolic activity
(125), in situ OD probes (126–130) and microscopy systems (131–133) have been
employed. While OD probes measure culture turbidity, which is then correlated
with total cell concentration (126–130), the in situ microscope takes images from
mammalian cell bioreactors, which are analyzed for cell number, cell size, and cell
morphology (131,132).

The approach of using indirect measurements such as nutrient consumption
and metabolite production to determine cell concentrations is not straightforward
and may result in incorrect prediction. OD measurements are direct, simple, and
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noninvasive. They rely on the principle of light transmission or back scattering using
different light sources including laser lights with a precise wavelength for culture tur-
bidity. Through an off-line calibration, the culture turbidity is converted to total cell
concentration on-line. It is not possible to differentiate viable and dead cell concen-
trations and to obtain microscopic information such as cell size and cell shape based
on OD measurements. However, their utility cannot be underestimated, in particular
for actively growing cultures with a high and consistent cell viability. For example, a
number of OD probes have been successfully used to determine total cell concentra-
tions on-line (128–130) and to estimate the physiological state of growing cells by
determining specific cell growth rate and specific metabolic activities in combination
with other on-line measurements such as OUR (129). Nutrient feeding rates can also
be controlled in fed-batch and continuous perfusion cultures based on OD measure-
ments (126,127,130).

The drawbacks of the OD probes can be overcome by use of an in situ micro-
scope, which is directly installed in a bioreactor port (131,132). In situ images from
mammalian cell bioreactors can be taken for analysis of cell number, cell size, and
cell morphology. Differentiation of viable and nonviable cells can be achieved by
brightness of cells with or without staining by trypan blue or by cell size (133).

Determination of Concentrations of Nutrients and Metabolites

On-line measurements of nutrient and metabolite concentrations provide means for
direct feedback control of the measured parameters at desired levels. Due to the lack
of in situ sensors, these parameters are measured outside the bioreactor by analyzers
such as high pressure liquid chromatography (HPLC) and=or sensors coupled to
flow injection analysis (FIA) (122,124). For this purpose, on-line aseptic sampling
devices are required to provide continuous sampling. Selection of a simple and reli-
able sampling device is the key to the implementation of external on-line analysis.
These devices, generally based on sterile membrane filtration (122,134,135), can be
installed in situ or ex situ to provide 1–2 mL=min of sample for external analyzers.
Such devices work generally very well for small molecular weight nutrients and meta-
bolites such as glucose, lactate and amino acids. Potential operational problems may
exist when using either in situ or ex situ membrane devices for large molecular weight
compounds such as recombinant proteins. With long-term usage, the membrane may
foul and large molecular weight compounds may not completely pass through these
membrane devices. In situ sampling devices are much preferred over ex situ, as ex
situ devices have several disadvantages including contamination risks associated with
potential failure. Ex situ devices require a pump to maintain a high circulation rate
across the filter membrane and the cells may be subjected to excessive mechanical
shear and may suffer from oxygen or nutrient limitation which may alter their meta-
bolic activities since they are outside the bioreactor.

Applications of FIA have been widely reported for on-line analysis of numer-
ous low molecular weight compounds in the culture broth, such as glucose, lactate,
glutamine, and phosphate (122,136–145). Proteins can also be assayed using either
turbidimetric immunoassay or a heterogeneous assay with a working principle simi-
lar to affinity chromatography (135,146,147). In an FIA system, samples to be ana-
lyzed are injected into a moving nonsegmented carrier stream of buffers or reagents.
The reaction between the sample and the carrier stream in the manifold, as the
sample is transported toward a detector for continuous recording, results in a change
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in either absorbance, pH, DO, conductivity or other physical parameters. As a result,
a typical FIA output is a peak because of the dispersion of the injected sample zone.
The peak height or the area under the peak can be related to the concentration of the
measured component based on prior calibrations. An FIA system consists of five
essential components: (a) a selector valve used to switch flow between samples to
be analyzed, calibration standards or wash=purge solutions; (b) a multi-channel peri-
staltic pump module; (c) an injection valve used to load a specific volume of samples
or standards (20–50 mL) into a carrier stream at programmed intervals, (d) a mani-
fold where reactions take place, and (e) a detector=transduction system with a recor-
der or computer. Typically as many as 120 samples can be analyzed within an hour,
which is more than sufficiently frequent in mammalian cell culture since the residence
time of a sample is < 30 sec. In addition to efforts for establishment of new FIA sys-
tems with expanded applications (148), further refinement has been achieved by
including on-line calibration based on an internal standard (149) and improving
the robustness, reliability and automation (147,150).

Culture broth samples also can be assayed by HPLC off-line or on-line for glu-
cose, amino acids and other compounds (49,122,151,152). The results may be used
for feedback control (49,152).

Determination of Metabolic Activities

Metabolic activities can be determined using concentration profiles of cells, nutrients
and metabolites. They also can be inferred by determining other process parameters,
such as base addition for pH control, OUR, carbon dioxide evolution rate (CER).
Measurement of base addition for pH control can be related to lactate production
and correlated with glucose consumption. OUR can be determined in different ways
in mammalian cell culture.

Establishment of gas and liquid phase balances through the analysis of exhaust
gas composition can be used for estimation of both OUR and CER (153–159). Often
it is insensitive and complicated due to large gas hold up in the head space, use of
bicarbonate-buffered medium and low oxygen consumption rates. These problems
can be resolved by using optimized aeration methods where surface aeration with
air can be combined with direct sparging with an oxygen-enriched gas. The problem
of CO2 release from bicarbonate in the medium in the calculation of CER can be
solved through the use of models to calculate the portion of CO2 released from bicar-
bonate. As a result, on-line gas analysis has been successfully performed using both
infrared CO2 and paramagnetic O2 analyzers (154,155) or a mass spectrometer (156–
159) for OUR and CER estimation.

Several simple and reliable alternative techniques to on-line gas analysis have
found applications for on-line OUR determination in mammalian cell culture. They
include so-called dynamic (129,160), stationary (161) and recirculation (162) meth-
ods. In the dynamic method, a DO concentration profile is dynamically created by
changing DO set-point. The DO concentration is increased to a higher set point
by intensified oxygenation through use of an oxygen enriched gas and=or an increase
agitation rate. Subsequently, oxygen supply is interrupted and nitrogen gas is used to
flush the O2 from the bioreactor head space. As a result, the DO concentration
decreases due to oxygen removal by nitrogen flush and oxygen consumption by
the culture. The time profile of the DO decrease is used to calculate the OUR. This
method is very sensitive and can accurately determine OUR even at a very low cell
concentration. The measurement frequency can be as high as several times within a
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hour when necessary. The DO varies within a pre-determined range. Such a variation
of DO could affect cell growth and product formation. This is however not an issue
for most mammalian cells, as minimal DO effects are observed between 20% and
80% of air saturation.

The stationary method allows the determination of OUR continuously. In this
method, the DO concentration is controlled at a constant level by varying the O2 com-
position in the gas phase via variation of the gas flow rate of O2, CO2, and N2. OUR is
calculated through an O2 balance in the liquid phase. This method is however not very
sensitive, especially in batch cultures, when OUR is relatively small. The data quality
relies strongly on the quality of DO control tuning. In both the dynamic and station-
ary methods, KLa values for oxygen transfer are either predetermined and assumed to
be constant or can be adjusted at different culture conditions.

In the recirculation method, the culture broth is circulated through an external
recycle loop at a certain flow rate. The difference between the DO concentrations in
the bioreactor and the external loop is proportional to the pumping rate and the
OUR of the culture. Thus, the pumping rate needs to be optimized to provide a rela-
tively large difference between the two DO concentrations without causing an O2

limitation for the cells in the loop. In addition, accurate determination and charac-
terization of the external loop volume and residence time distribution are needed.

DYNAMIC NUTRIENT FEEDING STRATEGIES

Once feeding solutions are designed based on stoichiometric nutritional analysis
through understanding of cellular nutritional requirements and metabolism, the con-
trol of the feeding rate becomes the key to ensure that nutrients are maintained
within desired ranges. Feed-back and=or feed-forward control concepts are usually
used to dynamically adjust the feeding rates based on the consumption of an indica-
tor nutrient, which can be directly measured and=or inferred by an off-line or on-line
measurement. Advanced control concepts, such as adaptive control strategies using
mathematical models, expert systems and artificial neural networks, have been
widely applied for real-time fault diagnosis, estimation of nonmeasurable para-
meters, on-line prediction and state estimation in microbial fermentation processes.
They may also find applications in mammalian cell culture (117,163), despite the
complexity of the culture medium and cellular metabolism.

Control of Nutrient Feeding Rates Based on Direct Measurements

When an indicator nutrient such as glucose or glutamine is measured on-line, the
nutrient feeding rate can be adjusted based on its consumption. In a fed-batch hybri-
doma culture, Kurokawa et al. (49) controlled glucose and glutamine concentrations
at low levels to reduce the production of inhibitory metabolites, lactate and ammo-
nium, through controlled feeding of concentrated glucose and glutamine solutions. A
higher cell concentration was obtained with the controlled feeding strategy than in
batch culture. For feedback control, glucose and glutamine concentrations were
measured on-line using an HPLC. This approach can also be used to control the
feeding of a solution of multiple nutrients with a stoichiometrically balanced compo-
sition. By controlling the indicator nutrient at a desired level through addition of the
feeding solution, other nutrients are added at the same time and their levels
controlled.
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Control of Nutrient Feeding Rates Based on Indirect Measurements

When the indicator nutrient is not measured directly, a correlation between the mea-
sured parameters and the consumed nutrients needs to be established first. For exam-
ple, through establishment of a correlation between base addition for pH control and
lactate production=glucose consumption, the amount of glucose consumed, i.e., the
nutrient feeding solution to be added, can be inferred from the amount of base added
for pH control (164). The same is true when using viable cell concentration and OUR
measurements as indicators of nutrient consumption (81,53,116,165). Based on the
measured viable cell concentration, the amount to be fed can be estimated from
the integral of viable cell concentration over time (IVC) assuming a constant specific
growth rate, specific uptake rates, or cell yields over time. The feeding volume of a
particular nutrient solution(s) can be calculated using Eq. (10.2):

Vi ¼
qiVc

Ci

Z tnþ1

tn

xv dt ð10:2Þ

where Vi is the volume of the concentration of solution i required at time tn, qi is the
specific consumption rate of nutrient i, Ci is the concentration of i in the feeding solu-
tion, Vc is the reactor volume at time n, and xv is the viable cell concentration. To
project the viable cell concentration for time tnþ1 when the next feeding would take
place, a predetermined specific growth rate of m 1=hr can be used in the cell growth
phase (Eq. 10.3).

ðxvÞnþ1 ¼ ðxvÞn expðm ðtnþ1 � tnÞÞ ð10:3Þ

During the stationary and death phases, the same viable cell concentration can
be assumed at time tn and tnþ1.

Similarly, the stoichiometrically balanced feeding solution can be added on-line
based on OUR measurements, once a direct correlation between the specific OUR
and specific nutrient uptake including amino acid consumption rates is established.
Nutrients can be fed on-line when OUR measurements take place according to Eq.
(10.4):

VAAfeedðnÞ ¼
Vc �OUR� Dt

aCfeed
ð10:4Þ

where VAA feed (n) is the volume of nutrient feeding solution at time tn, Vc is the
reactor volume at time tn, Dt is the interval of OUR measurement, and Cfeed is the
concentration of a representative nutrient, a is the stoichiometric feeding coefficient
(mmol oxygen=mmol representative nutrient).

EXAMPLES OF FED-BATCH CULTURES

Hybridoma, murine myeloma SP2=0 and NS0, and CHO cells are widely cultivated
in fed-batch operation for production of recombinant proteins and MAb. Efficient
nutrient feeding strategies have been developed to achieve highly productive fed-
batch culture, in which a viable cell concentration of more than l� 1010 cells=L
and a protein production of approximately 3 g=L were obtained, in the following
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sections, selected fed-batch examples of these cell lines are given to demonstrate the
fed-batch culture capacities and potential.

Hybridoma Cells

Numerous publications on fed-batch cultures of hybridoma cells exist, even though
their use for commercial manufacturing of licensed therapeutic proteins has not been
wide spread. Measurements of base addition for pH control (164), glucose and glu-
tamine (49), viable cell concentration and OUR (53,81,165) were used to control
feeding rates of optimized nutrient feeding concentrates.

Hybridoma cells generally consume a lot of glucose and glutamine, and pro-
duce high levels of lactate and ammonia, which may be inhibitory to cell growth.
As described above, lactate and ammonium production can be significantly reduced
by controlling glucose and glutamine concentrations at low levels through controlled
feeding of concentrates (49). This feeding strategy leads to a higher cell concentration
when compared with a batch culture. However, fed-batch culture capacity can be sig-
nificantly improved by also feeding other nutrients in addition to glucose and gluta-
mine at the same time.

To improve fed-batch culture performance, a salt-free nutrient concentrate was
developed and fed according to on-line measurement of OUR and its stoichiometric
relation to glucose consumption rate (53). As the feeding solution contained multiple
nutrients with a stoichiometrically balanced composition, these nutrients were con-
trolled simultaneously through feeding. Glucose and other essential nutrient (e.g.,
amino acids) concentrations were maintained at low, but not limited levels. This
resulted in a sixfold increase in viable cell concentration when compared with a batch
culture (12 vs. 2� 109 viable cells=L) (Fig. 3). In addition, a high cell viability of
>90% was achieved throughout the growth phase. It is interesting to note that once
the viable cells reached the maximum concentration, no further increase of the total
cells was observed. Despite the high cell concentrations achieved in this fed-batch
culture, monoclonal antibody production was relatively low at a maximum of less
than 60mg=L due to a very low cell-specific productivity. Clearly, cell metabolism
alterations were observed continuously throughout the culture. By controlling the
glucose concentration at a low level, lactate production was significantly reduced.
In fact, little lactate was produced after 100 hr despite a large amount of glucose con-
sumed, while oxygen consumption was increased (Fig. 4a). Such cell metabolism
alterations from high lactate production and low oxygen consumption to low lactate
production and high oxygen consumption can be better illustrated when the molar
ratios of oxygen consumption and lactate production to glucose consumption are
estimated throughout the culture (Fig. 4b). With a decreased lactate production
derived from glucose consumed, glucose consumed was increasingly oxidized, reach-
ing the theoretical maximum molar ratio of 6 between oxygen and glucose consump-
tion. The glucose carbon balance was established with glucose consumption largely
converted to lactate and completely oxidized to CO2 in the TCA cycle (Fig. 4b) (53).
Ammonia and alanine levels were also reduced when the concentrations of amino
acids including glutamine were controlled at low levels (165). It was also clearly
demonstrated that cell metabolism can be manipulated by dynamic nutrient feeding
control. Even though the viable cell concentration could be maintained for a long
period of time, the maximum total and viable cell concentrations remained almost
unchanged in these fed-batch cultures (165). These results suggest that some other
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nutrients that were not included in the feeding solution were limiting factors for
further cell growth improvement. Availability of phosphate was likely limiting for
additional cell growth, as a phosphate consumption of 0.068mmol=109 cells was esti-
mated by dividing the phosphate amount available in the initial medium by the total
cell concentration achieved.

Phosphate limitation seems to be eliminated in a hybridoma fed-batch culture
by using a stoichiometric feeding strategy when dialyzed serum, phosphate and trace
salts were also fed (35,51,52). The total phosphate requirement per cell was assumed
to be twice of the phosphate requirement for DNA and RNA synthesis
(0.084mmol=109 cells) (35). In an initial un-optimized fed-batch culture, multiple
nutrients, including glucose, glutamine, and all essential amino acids, were con-
trolled at relatively constant and low levels throughout the entire fed-batch culture
(Fig. 5a,b) (52). This type of stable nutritional environment approaches the
steady-state nutrient environment achieved in typical continuous cultures. The feed-
ing solution and feeding strategy were subsequently further optimized, which led to
improved process performance (35). Bioreactor culture was conducted with a spe-
cially designed initial medium that contained low nutrient concentrations just suffi-
cient to support reasonable initial cell growth rates but insufficient to sustain cell
growth. Continuous feeding of an optimized and stoichiometrically balanced nutri-
ent solution was controlled to maintain the nutritional environment constant, espe-
cially glucose and glutamine, whose concentrations were kept low throughout the
550-hr culture except for a brief spike during the stationary phase at the late stage
of the culture. As a result, lactate and ammonia production rates were drastically
reduced as shown in Fig. 6(a,b) (35). The average specific lactate and ammonia
production rates were reduced by 83- and six-fold, respectively, when compared with
a simple batch culture. In fact, only 3.4% of the total glucose consumption was
converted into lactate, suggesting glucose metabolism approached the theoretical
maximum efficiency under these controlled conditions as confirmed by material

Figure 3 Growth kinetics and monoclonal antibody production of a fed-batch hybridoma
culture. Viable cell concentration (O), total cell concentration (�), monoclonal antibody con-
centration (c).
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and energy balances (54,101). The control of the culture environment avoided nutri-
ent depletion or accumulation and delayed the onset of cell growth inhibition from
lactate and ammonia accumulation. The culture lifetime was extended from 120 hr in
batch to above 550 hr in fed-batch with maximum concentrations of 1.7� 1010

cells=L for viable cells and 5.0� l010 cells=L for total cells (35). Accompanying the
improved cell growth and culture life time for a very high integral of viable cell con-
centration over time of 4.0� l012 cells hr=L, the final product concentration was
increased from about 90mg=L in a batch culture to about 2.4 g=L in a fed-batch cul-
ture using optimized and stoichiometrically balanced feeding solutions (Fig. 7)
(35,97). It should be noted that the cell line employed was not genetically modified
nor the clone selected for enhanced cell specific productivity, and hence the improve-
ment in product concentration and productivity was solely due to the process
optimization.

Figure 4 Continuous cell metabolism alterations in a fed-batch hybridoma culture. (a) Time
course of cumulative glucose (O) and oxygen consumption (c), and lactate production (�). (b)
Carbon balance (�) and differential ratio of lactate production to glucose consumption (c),
and oxygen consumption to glucose consumption (O).
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Murine Myeloma SP2=0 and NS0 Cells

Murine myeloma SP2=0 and NS0 cell line are two principal mammalian cell lines for
industrial production of recombinant proteins and MAb (28,81,166–168). Two com-
mercial therapeutic MAb, Synagis2 (Medlmmune, Inc.) and Zenapax� for preven-
tion of kidney transplant rejection (Hoffmann-La Roche, Inc.), along with a
number of monoclonal antibody product candidates, are expressed in these murine
myeloma cell lines.

Figure 5 Control of the concentrations of multiple nutrients (glucose, glutamine, and other
essential amino acids) in a fed-batch hybridoma culture through automatic feeding of a stoichio-
metrically balanced nutrient solution. (a) Met, Tyr, Leu, Val, and Trp. (b) Ile, Phe, and Lys.
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Sauer et al. (28) developed a generic simple fed-batch protocol for different
murine myeloma SP2=0 cell lines producing humanized MAb, and this was success-
fully scaled up to 750L. A concentrated feeding solution primarily composed of
amino acids, vitamins, and glucose was fed periodically with a predetermined
post-feed target glucose concentration as an indicator nutrient. Due to simple and
infrequent nutrient additions, glucose concentration was maintained at a fairly high
level throughout the cultivation. Not surprisingly, lactate accumulated to a very high
level (�110mM). Nevertheless, monoclonal antibody concentrations were increased
up to 7.6-fold when compared with batch culture.

Figure 6 Reduction of the specific lactate and ammonia production rates through stoichio-
metrically balanced nutrient feeding in a fed-batch hybridoma culture. (a) Specific lactate pro-
duction rate; (b) specific ammonia production rate.
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NS0 myeloma cells transfected with a GS gene are frequently used to express
recombinant proteins (80,166,169–171). GS expression allows the cells to synthesize
glutamine from glutamate and ammonia thus refraining them from the need for exo-
genous glutamine, and lessening ammonia accumulation (80). These NS0 cells have
different nutritional requirements and metabolic characteristics from wild-type NS0
cells (172). They consume significantly more glutamate, asparagine and other amino
acids, less glucose and produce less lactate in culture compared to wild-type mye-
loma cells and hybridoma cells (164,172). Neither lactate nor ammonia accumulates
in culture to a level inhibitory to cell growth or causing necrotic cell death (169,173).
Most NS0 cells are cholesterol auxotrophs and require exogenous cholesterol for
optimal growth (174), even though they can be adapted to cholesterol-independence
(175,176). Cholesterol has a very low solubility in aqueous solution and is generally
delivered using soybean lecithin emulsions or complex protein solutions in serum-
free media. Supplementation of these complex protein solutions to high levels may
produce inhibitory effects on the cell growth (177), so overfeeding of these solutions
should be avoided. Furthermore, it has been shown that like many hybridoma cells,
both wild-type and recombinant NS0 myeloma cells in culture die primarily by apop-
tosis, which can be induced by deprivation of essential nutrients such as glucose and
amino acids (173,178–182). Nutrient feeding can prevent or delay the onset of apop-
tosis and suppress the extent of apoptosis.

To develop highly productive fed-batch cultures of an amplified NS0 cell line
for production of MAb, important nutrients were maintained at their initial concen-
trations throughout the cultivation to achieve a high integral of viable cell concentra-
tion over time (IVC). Concentrated solutions of key nutrient components such as
cholesterol and insulin were fed periodically using a feeding control strategy based

Figure 7 Enhancement of monoclonal antibody production through optimization of a
balanced nutrient feeding in several fed-batch hybridoma cultures when compared with a
batch culture.
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on measurements of viable cell concentration and OUR. Feeding amounts were
adjusted daily based on the IVC and=or OUR and assumed constant specific nutri-
ent consumption rates or yields to maintain concentrations of the key nutrient com-
ponents around their initial levels. Through effective nutritional control, both cell
growth phase and culture lifetime were prolonged significantly resulting in a maxi-
mal viable cell concentration of 6.6� 109 cells=L, as compared to < 1.5� 109 cells=L
in a batch culture, and a final IVC of 1.6� 1012 cells hr=L at 672 hr (Fig. 8) (53).
OUR, which correlated well with viable cell concentration, reached a maximum of
1.0mmol=L=hr (Fig. 8). The MAb concentration increased in parallel to the IVC
and reached a final value of more than 2.7 g=L (Fig. 9), significantly higher than
0.2–0.3 g=L generally obtained in batch cultures. Cellular metabolism shifts were
repeatedly observed. Accompanying the culture phase transition from the exponen-
tial growth to the stationary phase, lactate, which was produced in the exponential
growth phase, was consumed. The time point at which this metabolism shift
occurred corresponded to a rapid decrease of OUR which was likely caused by nutri-
ent depletion. This transition coincided with the onset of ammonia, glutamate and
glutamine accumulation. With removal of the nutrient depletion by increasing the
daily nutrient feeding amount, OUR recovered and viable cell concentration
increased, while cell metabolism shifted again. Instead of consumption, lactate was
produced again. These results suggest close relationships among nutrient depletion,
cell metabolism transitions, and cell death.

Subsequent to the above batches, phosphorus depletion was identified in fed-
batch GS-NS0 cultures. Experiments using a less productive GS-NS0 clone generally
yielded a maximum total cell concentration of 5–7� 109 cells=L without phosphate
feeding, which is consistent with the maximum total cell concentration supported by
the phosphate available in the medium. By also feeding a phosphate solution to elim-
inate phosphorus depletion, the cell growth phase was prolonged significantly,
resulting in a total cell concentration of ca. l7� l09 cells=L, which is much greater

Figure 8 Growth kinetics of a fed-batch NSO culture when compared with a batch culture.
Viable cell concentration (fed-batch) (O), viable cell concentration (batch) (�), on-line mea-
sured oxygen uptake rate (solid line).
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than ca. 7� 109 cells=L without phosphate feeding. The maximum viable cell con-
centration reached about 10� 109 cells=L, twice as high as that without phosphate
feeding (Fig. 10). Apoptosis was also delayed and suppressed with phosphate feed-
ing. A nonapoptotic viable cell population of 6.5� 109 cells=L, as compared to
3� 109 cells=L without phosphate feeding, was obtained and successfully maintained
for about 70 hr. These results are consistent with the knowledge that phosphorus is
an essential part of many cell components including phospholipids, DNA, and

Figure 9 Monoclonal antibody production in a fed-batch NSO culture (O) compared with a
batch culture (�).

Figure 10 Growth kinetics of fed-batch NSO cultures with or without phosphate feeding.
Viable cell concentration (with phosphate feeding) (O), viable cell concentration (without
phosphate feeding) (�).
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RNA. As a result of phosphate feeding, phosphate depletion was avoided (Fig. 12)
and a much higher integral of viable cell concentration over time of 3.0� 1012 cell
hr=L was achieved, resulting in a correspondingly higher MAb titer of ca. 1.3 g=L
(Fig. 11). This was a significant improvement over 5� 109 viable cells=L, a final
IVC of l.l� 1012 cell hr=L at 575 hr, and a final MAb concentration of 0.5 g=L with-
out phosphate feeding (Fig. 11) (81). It was also noted that phosphate feeding delayed
the cell metabolism shift from lactate production to lactate consumption typically
observed in GS–NS0 cultures. The results highlight the importance of phosphate
feeding in high cell concentration NS0 cultures. By further data analysis, a direct
correlation between the total cell concentration and amount of phosphorus consumed
was obtained (Fig. 12). The phosphorus requirement was not affected by phosphate
feeding, and was determined to be ca. 6mg or 0.18mmol=109 cells (Fig. 12).

Such highly productive fed-batch GS–NS0 cultures have also been successfully
developed for industrial production of MAb. Tsao (167) reported successful develop-
ment of a simple GS–NS0 fed-batch culture expressing an Mab against RSV
(Synagis2). By increasing the maximum viable cell concentration to ca. 5� 109

cells=L, as compared to ca. 1.5� 109 cells=L in its first-generation fed-batch process,
the MAb concentration was increased to ca. 2.8 g=L after 3 weeks, as compared to
ca. 0.8 g=L. This fed-batch process was developed at small scales (<10 L), success-
fully scaled up, and demonstrated at 2000 L scale with consistent performance.

CHO Cells

CHO cells are used for manufacturing of a number of licensed therapeutic proteins and
MAb. They include tissue plasminogen activator, erythropoietin, granulocyte colony
stimulating factor, factors VIII and IX, deoxyribonuclease I, glucocerebrosidase,
beta-interferon, MAb against GPIIb=IIIa, CD20, tumor necrosis factor alpha,
tumor necrosis factor receptor, and HER2. CHO cells are the most popular indus-

Figure 11 Comparison of integral viable cell concentration over time (O) and monoclonal
antibody production (�) in NSO fed-batch cultures with (dotted lines) or without phosphate
feeding.
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trial cells, and are also being used to express a number of product candidates. In
general, sequences encoding for therapeutic proteins and MAb are incorporated
into a vector also coding for dihydrofolate reductase for the purpose of selection
and gene amplification. Despite their numerous applications, publications on CHO
processes are very limited. Only sketchy information is available on the CHO fed-
batch culture operations (183–185). Both Chang et al. (186) and Seewoester et al.
(187) reported the BASF Bioresearch Corporation’s (now Abbott) efforts on devel-
oping a generic high-yield fed-batch process for large-scale manufacturing of
human MAb including one anti-TNF. Through use of an effective nutrient feeding
strategy, fed-batch cultures with an MAb production in the order of 3 g=L were
developed and scaled up to 3000L.

The control of the nutritional environment in fed-batch cultures through
the stoichiometrically balanced nutrient feeding was also shown to improve product

Figure 12 Estimation of phosphorus requirement for synthesis of NSO cells in a fed-batch
culture. (a) Time course of total cell concentration (�), phosphorus concentration (&), phos-
phorus consumption (&). (b) Correlation between phosphorus consumption and NSO cells
obtained in culture.
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quality. Xie and coworkers (112) were able to apply the stoichiometric model
developed for hybridoma cells directly to a CHO culture producing gamma-inter-
feron. The only modification to the model was the dry cell weight which was mea-
sured directly from a batch CHO culture. All other data, such as cell composition
and amino acid percentage in cellular protein were used directly from measurements
obtained from hybridoma cells. As a result, it took < 3 months from the initiation of
the study to the completion of the fed-batch optimization. When compared with a
batch culture, final product concentration was increased by 4.5-fold. Furthermore,
the glycosylation efficiency of the gamma-interferon was improved as shown in
Fig. 13(a,b) (112). The percentage of gamma-interferon with two sites glycosylated
was maintained at a high level throughout the fed-batch culture, in comparison with
a gradual decrease in the two site glycosylated form and an increase in one site gly-
cosylated gamma-interferon in the uncontrolled batch culture.

CONCLUSION

Fed-batch cultivation of mammalian cells including hybridoma, murine myeloma
SP2=0 and NS0, CHO has been established as a platform technology for the indus-
trial production of recombinant therapeutic proteins and MAb. It is a simple
means for productivity improvement to reduce bulk manufacturing costs and
improve manufacturing capacities. This operation is also very effective for manip-
ulating cellular metabolism and product quality. The key for development of a
high performance fed-batch culture is to develop and implement an effective nutri-
ent feeding strategy. This includes rational design of concentrated nutrient feeding
solutions through understanding of cellular nutritional requirements and metabo-
lisms. In addition, effective control of nutrient feeding rates based on critical

Figure 13 Improved protein glycosylation site-occupancy in a fed-batch CHO culture
producing g-interferon when compared with a batch culture.
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process parameters such as cell concentration, OUR, and nutrient concentrations is
important to maintain a desired nutritional environment for improved cell growth,
minimized cell death, maximized nutrient utilization efficiencies, and formation of
high-quality products.
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INTRODUCTION

This chapter discusses the benefits and the techniques of high cell density perfusion
bioreactors for culturing mammalian cells. Perfusion refers to the continuous inflow
of nutrient medium coupled with the outflow or harvesting of spent medium, while
the cells are fully or partially retained within the bioreactor. In contrast to the
chemostat bioreactor, in which the outflow stream contains cells at the same concen-
tration as in the bioreactor, the outflow stream of a perfusion bioreactor is either
completely or substantially depleted of cells. The concept of perfusion was applied
as early as 1912 to keep small pieces of tissue alive for extended periods of observation
under a microscope (1,2). A historical account on the development of perfusion
bioreactors for mammalian cell cultivation is given in an earlier review (3). While
many of the perfusion techniques discussed earlier pertain to attachment cultures
and are still applicable, this chapter focuses more on perfusion techniques for
suspension bioreactor cultures, as these homogeneous cultures have become
increasingly popular in the ensuing decade (4).

Case for Perfusion Bioreactor Cultures

In addition to batch and fed-batch bioreactor cultures, which are traditionally
preferred for the production of the therapeutic proteins in recombinant bacterial
cells, chemostat and high cell density perfusion bioreactor cultures are becoming
increasingly acceptable for culturing of mammalian cells due to a several key advan-
tages. First, continuous addition of fresh nutrient medium and removal of spent
medium provide an easy method of removing the metabolic by-products, ammonia
and lactate, which are toxic to cells if allowed to accumulate as in batch or fed-batch
cultures (5,6). Second, the facile secretion of recombinant proteins from mammalian
cells (compared to intracellular hoarding of the heterologous proteins by bacteria)
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eliminates the need for cell harvesting at the end of a batch or fed-batch process, and
cell disruption to obtain the secreted protein product. Third, due to the long
doubling times involved in the growth of mammalian cells, it is more efficient to
retain the viable and productive cells inside the bioreactor rather than growing the
cells repeatedly in batch cultures. Fourth, even partial retention of viable and pro-
ductive mammalian cells inside the bioreactor results in higher cell density compared
to the low cell density batch or chemostat cultures. As the protein synthesis rate in
the bioreactor is directly proportional to the number of viable and productive cells
(7), the higher cell density in perfusion bioreactors results directly in a higher protein
production rate. Next, at the low cell growth rates prevalent in the high cell density
perfusion cultures, many hybridoma cell lines exhibit higher specific (per cell)
production rates (6,8), resulting in much higher protein production rates. Finally,
the shorter residence time of the product proteins inside the perfusion bioreactor
is advantageous in minimizing their exposure to proteases, sialidases and other
degradative enzymes (9) that are released into the culture medium from the accumu-
lating dead cells in the fed-batch bioreactors.

As a note of caution, monoclonal antibody production in long-term continu-
ous bioreactor cultures of hybridoma cells has sometimes been found to be unstable
(8,10,11). However, this gradual instability of antibody production in the slower
growing hybridoma cultures is in marked contrast to the rapid instabilities observed
in heterologous protein expression from recombinant bacterial cultures (12). With
the slower dynamics of protein production loss in mammalian cells, perfusion bior-
eactor cultures may still be sufficiently stable over several weeks or months of con-
tinuous operation and result in much higher protein production over the repeated
batch cultures in the similar sized bioreactors. Thus, perfusion bioreactor cultures
represent a superior bioreactor operation for large-scale production of therapeutic
proteins from mammalian cells, if the instability of the specific protein synthesis rate
is not a serious issue.

Industrial Application of Perfusion Bioreactors

As mentioned in Chapter 1 of this book, there are a number of products in the
market derived from cell culture technology. A greater number of products are in
development and it is very likely that some of these will be approved for commercial
production. The demand for cell culture–derived products is high in most cases
and the manufacturing cost is significant. Some of the antibodies, for instance, are
administered at high doses and a production capacity of 500–1000 kg=year is
required to meet the demand. There is no question that the cell culture processes
must be optimized with respect to overall yield and productivity to meet these
demands. As discussed, one of the key advantages of perfusion bioreactors is the
higher protein production rate. Due to high cell densities achievable in a perfusion
bioreactor, the volumetric production rate can be 4–10 times higher as compared
to a fed-batch bioreactor. This higher production rate allows the cell culture process
to utilize compact bioreactors, which are easier to operate and control. Product qual-
ity is another key advantage for perfusion bioreactors especially when the product is
labile and prone to degradation in the bioreactor. Even though the batch or
fed-batch operation is widely accepted by many companies, these key advantages
resulted in perfusion processes for many products (13–15).

Table 1 presents marketed cell culture products from perfusion processes. The
first industrial scale perfusion process was developed by Centocor in the late 1980s
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for the production of Centoxin�, an antibody for the treatment of sepsis. In 1991,
the drug was approved for use in Europe. Centoxin failed the clinical trials in the
United States and was discontinued. Centocor later developed the process and
obtained approval for ReoPro� in 1994 using perfusion technology. The same year
Genzyme obtained approval for Cerezyme� produced in a perfusion process. Other
perfusion culture products like Gonal-F� from Serano, Remicade� from Centocor,
ReFacto� from Wyeth, Kogenate-FS� from Bayer, and Zigris� from Eli-Lily
reached the market in quick succession. As seen in Table 1, the products from the
perfusion process have a sizable market. The sales of perfusion-based drugs are sig-
nificant; they are multimillion dollar drugs, some of them blockbusters. Remicade�

is a monoclonal antibody produced at a rate of several hundred kilograms a year
with sales reaching $1.5 billion=year.

CELL RETENTION SYSTEMS

The key feature in operating a perfusion bioreactor is substantial or full retention of
cells inside the bioreactor. The methods for retaining cells inside the bioreactor are
primarily determined by whether the cells are growing attached to surfaces or growing
in either single cell suspension or cell aggregates. While most mammalian cells
historically were grown attached to a surface or a matrix, the difficulties in scaling
up these surfaces for the production of large amounts of therapeutic proteins have
encouraged efforts to adapt many industrial host cell lines to grow as suspended
cells. With the increasing success of adaptation of these cells to grow in suspension,
the previously developed methods of perfusion cultures for attached cells are now
falling out of favor. Nevertheless, for any cells that are difficult to adapt for growth
in suspension, the traditional techniques for perfusion cultures are summarized
below. A more complete discussion of these older techniques may be found in
previous reviews (3,16).

Cell Retention Systems for Heterogeneous Cultures

The different heterogeneous systems summarized below were developed for retaining
mammalian cells inside the bioreactor through methods of cell attachment to sur-
faces and entrapment of cells in different devices. The heterogeneity of these systems

Table 1 Pharmaceutical Products in the Market Produced from Perfusion Systems

Product Company Year Sales ($M=year)a

Centoxin Centocor 1991 n=a
Cerezyme Genzyme 1994 740
ReoPro Centocor 1994 400
Gonal-F Serono 1997 600
Remicade Centocor 1998 1,500
ReFacto Wyeth 2000 224
Kogenate-FS Bayer 2000 424
Zigris Eli Lilly 2001 160

a These data are for 2003. [From Ref. (73).]
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arises from the segregation of cells into defined compartments within the bioreactors,
i.e., the cells are not uniformly distributed throughout the culture volume in the
bioreactor.

Fixed (Immobilized) Bed

Various matrices (e.g., glass beads, sponges, fibers, etc.) are typically packed in smaller
vessels and inoculated with attachment-prone cells for the production of viruses (16–
18) and proteins (19–22). Glass beads are the most popular matrices and they range in
size from 3 to 5mm (23). These perfusion bioreactor vessels have been scaled up to
100L, but are usually much smaller (24). While lytic viral production is typically
accomplished in batch processes, Brown et al. (20) have used glass beads as the attach-
ment matrix for attachment-prone mammalian cells in perfusion bioreactors of
volume up to 60L for periods ranging from 4 months to over 1 year. Scale-up of bior-
eactors is typically limited by the weight-carrying capacity of glass beads, the uneven
inoculation of cells onto the matrix in a deep bed, and poor oxygen transfer.

Ceramic Matrix Immobilization (Opticell)

The Opticell system using a ceramic matrix with either a nonporous or porous sur-
face has been used for the perfusion culture of both suspension and attached cells
(25–28). The porous surfaces can entrap suspension cells and provide a larger surface
area for the attached cells, while nonporous smooth surfaces are suitable for harvesting
cells. The system uses a computer to control the common bioreactor parameters,
such as pH, oxygen, and perfusion rates. Inoculation of the complete matrix
requires a four-step process to ensure that all the channels of the cylindrical cera-
mic matrix are loaded with cells. Scale-up of these ceramic cartridges is limited by
the gradients in nutrient concentration along the length of the cylinder.

Hollow Fiber Reactors

Hollow fiber cartridge systems have been quite successful as small-scale perfusion
bioreactors for the production of monoclonal antibodies from hybridoma cultures
(29–31). Ultrafiltration capillary fibers enhance the antibody concentrations along
with the high density of hybridoma cells in the extracapillary space, while nutrients
and waste products are easily exchanged with lumen. (More details of the materials
used in these cartridges are discussed in another chapter of this book.) Scale-up of
these bioreactors has been hampered by the pressure drop as well as spatial varia-
tions in nutrient and waste product concentrations along the length of the reactor
(32). Several other flow patterns have also been explored to overcome some of these
problems to different degrees of partial success (33,34).

Microencapsulation of Mammalian Cells

Encapsulation of living tissues inside polymeric semipermeable microspheres has
been developed for potential biomedical applications (35) and easily adapted for
mammalian cells as well (36). The porosity of the polymer layer can be controlled
to allow the permeation of smaller nutrient and waste metabolite molecules while
retaining the larger protein product inside the microcapsules (37). The encapsulation
technology is based on polyionic binding of poly-l-lysine, poly-l-orinithine, poly-l-
glutamate or other basic polymers with gelled calcium alginate bead containing the
mammalian cells, followed by liquefaction of the capsule interior. Another polymeric
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material used in microencapsulation of mammalian cells is chitosan biopolymer,
which coacervates onto the gelled alginate beads (38). Size of the gelled beads can
be controlled in the range of 100–500 mm by using different syringe sizes as well as
application of an electrostatic field (39). A claimed advantage of concentrating the
protein products inside the microcapsules is countered by the possible degradation
of the protein by the proteases excreted by the dead cells accumulating inside the
microcapsules. Recovery of the accumulated product from the capsule interior pre-
sents another complex operation.

Macroporous Matrix, Fluidized Systems

Microcarrier culture systems, discussed more extensively in Chapter 6, can be easily
used in perfusion bioreactors, as it is very easy to separate the microcarrier beads
from the harvest stream. The microcarrier beads introduced by Van Wezel et al.
(40) provide a surface matrix for the attachment and growth of attachment-dependent
cells. These beads are suspended in a homogeneous nutrient environment through
gentle agitation. Porous microcarrier beads increase the surface available for cell
attachment and growth. Two porous beads that have been used in perfusion cultures
of attachment-dependent mammalian cells are the Verax collagen beads (41–43)
and the gelatin beads (42). With the ease of adapting many industrial host mamma-
lian cells to growth in suspension cultures, these processes are no longer in vogue in
comparison with the methods of cell retention in homogeneous systems discussed
below.

Cell Retention Systems for Homogeneous Cultures

In homogeneous systems, mammalian cells are grown in suspension cultures and the
cells are distributed uniformly throughout the bioreactor culture volume. A major
advantage of using a suspension culture is its scalability (4) and the ability to
monitor and control results due to the relatively uniform environment. While sus-
pension cultures are naturally used for attachment of independent cells like hybri-
doma and myeloma cells, the increasing success of the suspension adaptation
protocols for other mammalian cells used in the industry (e.g., CHO and BHK)
makes it possible to use the scalable suspension bioreactors for these cells as well.
Following the previously established paradigms of recombinant microbial cultures
and mammalian viral production systems, batch and fed-batch processes are also
commonly used for the large-scale production of therapeutic proteins from mamma-
lian cell cultures. However, in light of the given earlier, it is gradually becoming
commonplace to consider the continuous perfusion cultures for the production of
therapeutic proteins if the cells are sufficiently stable.

The key difference between a chemostat and a perfusion bioreactor is the sub-
stantial or full retention of the freely suspended cells inside perfusion bioreactors.
Higher cell densities in the perfusion bioreactor are achieved through partial or full
retention of suspended cells from the harvest or outlet stream back to the bioreactor.
There are several methods for retaining cells inside bioreactors or recycling the cells
back to the bioreactor. These methods are discussed qualitatively in this chapter,
with an emphasis on optimization and scale-up potential of these retention systems
for industrial scale bioreactors. A more quantitative discussion of these cell retention
systems may be found in the previous review by Woodside et al. (14).
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Spin Filters

The earliest cell retention device used for mammalian cell cultures is the spin filter,
developed by Himmelfarb et al. in 1969 (44) and successfully scaled up to larger
(40L) bioreactors by Tolbert et al. (45). A spin filter is a cylindrical membrane or
stainless steel mesh of defined pore size, usually attached to the impeller shaft of
the bioreactor, as shown schematically in Figure 1. The cell-free culture medium
passes through the filter and is pumped out of the bioreactor, while the cells are
retained inside the bioreactor. With successful cell retention by the spin filter, higher
cell densities (typically an order of magnitude higher) are achieved easily in early
spin-filter perfusion bioreactors (6,45–49), resulting in a similar increase in bioreac-
tor volumetric productivity. Contrary to a chemostat culture, the perfusion culture
with a spin-filter is an unsteady state process, with the total and viable cell concen-
trations not reaching a true steady state unless a cell bleed stream is removed from
the bioreactor.

The perfusion culture duration is significantly longer than that of a fed-batch
culture process, however clogging of the spin filter leads to the eventual termination
of the perfusion bioreactor. The operating life of the spin filter perfusion bioreactor
is mainly a function of the effective pore size of the filter and is also affected slightly
by the filter materials and rotational speed. With a 5 mm pore size, the spin filter for a
hybridoma perfusion culture, clogged within 7 days (6). With a larger 15 mm pore
stainless steel mesh spin-filter, Deo et al. (46) operated a 500L continuous perfusion
bioreactor for 30 days with the mesh clogging increasing with time. Yabannavar
et al. (47) increased the pore size further to 25 mm–significantly larger than the
mean size of a single mammalian cell; they and found a significant reduction in cell
retention efficiency. With the larger 50 mm pore size filter, there was no detectable
retention of single cells (47).

Avgerinos et al. (48) examined the effect of filter materials on fouling in perfu-
sion cultures of a CHO cell line grown initially on microcarrier beads of diameters
ranging from 115 to 195 mm and gradually forming aggregates between 200 and
600 mm in diameter. Stainless steel mesh filters ranging in pore size from 44 to 105 mm
became plugged within 11–21 days, while fouling was not a significant problem for
up to 54 days with a hydrophobic polymer (ethylene-tetrafluoroethylene) membrane.
Esclade et al. (46,50) suggested that the high surface charge density of metals

Figure 1 Spin filter for retention of mammalian cells for a high density perfusion bioreactor.
Cell-free harvest medium is withdrawn from inside the cylindrical spin filter and the cells are
retained inside the bioreactor. The spin filter can be used as an internal (A) and as an external
(B) device.
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compared to a polyamide membrane might be responsible for the observed differ-
ences in fouling of these materials over a week-long perfusion run. However, dura-
bility, autoclavability, and reusability of the stainless steel mesh filters make them
more attractive than the polymeric membranes.

Deo et al. (46) have further identified rotational velocity as another key para-
meter affecting the possible maximum perfusion rate before filter clogging. The rate
of filter fouling increases with the perfusion rate and cell concentration both. Even
with these limitations, spin filter technology has been scaled up successfully to a per-
fusion bioreactor volume of 500L in the reported literature (46). Because replace-
ment of internal spin filters is impractical, spin-filters should be designed with the
appropriate choice of pore size and materials, and operated at an optimal rotational
speed to prolong the high cell density culture operation before filter clogging
eventually forces the termination of perfusion bioreactor.

External Filtration

Considering the difficulties in removing the clogged spin filter from the bioreactor
without terminating the perfusion culture, it may be advantageous to move the cell
retention function to an external filtration module. Cross-flow microfiltration is the
preferred method for continuously removing the cell free harvest on the permeate
side while returning the concentrated cell suspension to the bioreactor, as shown
schematically in Figure 2. Both flat-plate and hollow-fiber cartridges have been used
traditionally as the filtration devices for this external filtration step (51–55). Here
again, clogging of the filter with time becomes a serious issue. However, it is possible
to replace the external filter cartridge when clogging reduces permeate flow signifi-
cantly, typically between 5 and 7 days.

Majority of reported studies used microporous membranes with 0.2–0.65 mm
pore size, with a few studies also using 5 and 10 mm pore membranes. While small
pores are expected to clog more quickly than larger pore filters, the decreased cell
retention efficiency (<70%) of the 10 mm pore membrane (56) places an upper limit
on the pore size that can be used. Permeate flux is another key parameter affecting

Figure 2 External filtration for retention of mammalian cells. Cell-free harvest is removed
from the permeate side of the filtration device, while the concentrated cells are returned to
the bioreactor.
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rate of fouling (52), with faster fluxes drastically reducing the time of clog-free opera-
tion. Increasing the flow rate of cell suspension through the filtration device reduces
the membrane fouling rate; however, higher flow rates result in higher shear rates at
the membrane surface. High shear rates have been shown to cause significant cell
damage and a drop in cell viability (52).

Some recent efforts are underway to reduce fouling through Taylor vortices in
an external vortex flow filter (57,58). These efforts have extended the culture dura-
tion to 45 days with 0.8 mm pore vortex flow filter (57) and 60 days with a 10mm steel
mesh vortex flow filter (58). However, all the published results using external filter
cartridges were conducted in the smaller laboratory scale perfusion bioreactors (less
than 4L reactor volume), highlighting the difficulties encountered in scaling up the
two-dimensional filtration surface area necessary for retaining cells and recycling
them back to the bioreactor. Persistent problems with filter clogging have been
avoided successfully by the three cell retention methods discussed next.

Alternating Tangential Flow (ATF) System

Filter fouling and clogging problems with the filtration-based cell retention system
may be reduced by ATF through the filter (59). In the ATF system developed by
Refine Technology (Edison, NJ, U.S.A.), a 0.2 mm hollow fiber cartridge is connected
to the bioreactor by a single port. Cell suspension is alternatively pumped into the
filtration module and back to the bioreactor by a fast diaphragm pump (Fig. 3).
The pump is partitioned into two chambers by a flexible, medical-grade silicone
diaphragm (Fig. 4). The controller cycles filtered air to and from one of the pump
chambers and a positive or negative pressure gradient is produced relative to the
bioreactor. The unit is attached to the bioreactor using a single port and a cell free
harvest is pulled out from the permeate of the hollow fiber cartridge. The system can
be scaled up based on the surface area of the hollow fiber cartridge. Based on the

Figure 3 Alternating tangential filtration (ATF) system for cell retention. A diaphragm
pump and control system generate alternating tangential flow through the hollow fibers.
(Courtesy of Refine Technology.)
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filter sizes available in the market it is possible to run the unit at more than
1000L=day perfusion rates. The ATF system is designed for suspension cells but a
slight modification can make it work with attachment-dependent cells. In anchorage
dependent, microcarrier-based cultures, the modular nature of the ATF system
allows replacement of the hollow fiber with a screen module (SM). This converts
the ATF system to a highly effective perfusion device for microcarrier-based
cultures. The screen module retains the microcarriers in the system as the microcarrier
free medium is removed continuously for perfusion.

Cell Sedimentation
Vertical Sedimentation. Gravitational sedimentation of cells in quiescent

liquid volume has been used to clarify the culture broth in a separate cell settling
chamber, to remove the clarified liquid as the harvest stream, and to return the settled
cells to the bioreactor (60–63). The settling chambers uses gravity to settle and sepa-
rate the cells (Fig. 5). While settling of the cells can be carried out in any geometry,
a conical shape offers some advantages for vertical sedimentation. Due to increased
diameter in the cone, the linear liquid velocity becomes lower than the settling velocity
of the cells and the cells settle. Kitano et al. (60) demonstrated the utility of a vertical
sedimentation device placed above the bioreactor, with a single pipe transporting cells
from bioreactor to the settler and the settled cells from the settler to the bioreactor.
Such devices have also been used by other researchers (61,62) to achieve high cell
densities in small-scale perfusion bioreactors. Hülscher et al. (63) improved the piping
of the settler, by separating the inlet to the settler and the settled cell recycle to the
bioreactor, and demonstrated a complete recycle of viable cells and selective removal
of only dead cells in the settler harvest stream. However, these vertical sedimentation
devices have a narrow range of upward flow rates, which can be used to clarify the
cells from the harvest stream. Hence, the scale-up of the vertical sedimentation
devices to larger scale bioreactors has not been successfully demonstrated. The size
of these devices at high perfusion rates needs to be huge to effectively separate
mammalian cells in suspension with low settling velocities. The cone settlers can be
used at a large scale for microcarrier, based bioreactor systems however. In this case,
settling is used to keep the microcarriers in the bioreactor during perfusion.

Figure 4 The action of a diaphragm pump in the ATF system is driven by pressure differ-
ence generated across a silicone diaphragm. The pressurization and exhaust cycles generate
flow across the fibers resulting in a scrubbing effect, which minimizes the fouling of fibers.
(Courtesy of Refine Technology.)
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Inclined Sedimentation. Inclined sedimentation overcomes the limitations of
vertical sedimentation in terms of efficiency and scalability. In these systems, cell sus-
pension is forced to flow up between a pair of inclined plates. The cells settle through
a short vertical distance between the plates and move down the surface of the plates
to be returned back to the bioreactor. The settling efficiency in inclined sedimenta-
tion systems is enhanced due to the Boycott effect (64). In addition, the cell retention
capacity of inclined sedimentation devices is easily increased by scaling up the
settling area by increasing the width and length, and by stacking a number of plates
over each other. The systems can be made very compact by decreasing the distance
between the plates. Although inclined sedimentation is an established method for
enhanced particle separation in other industries, its application to cell culture tech-
nology is relatively new. Early results on its application to perfusion bioreactors were
presented in the late 1980s and these systems had been fully developed for commer-
cial use in the next decade.

Batt et al. (65) first demonstrated the use of an inclined sedimentation device as
a selective cell retention device to achieve high cell densities in a perfusion bioreactor.
Larger live hybridoma cells settling on the bottom plate of the settler roll down this
plane and are returned to the bioreactor, while the smaller dead cells and cell debris
do not completely settle and are removed in the settler overflow stream. Because of
the continuous removal of dead cells and cell debris, this perfusion bioreactor can
be operated at a steady state for longer periods without any buildup of dead cells
or cell debris inside the bioreactor. Due to the selective recycle of live cells from the
settler to the bioreactor, high cell densities (over 10 million cells=mL) are easily
achieved in the perfusion bioreactor. With the reduced vertical sedimentation path
in the inclined settlers, much higher perfusion flow rates can be used in these devices,

Figure 5 Sedimentation based cell retention systems. When the linear velocity of the fluid is
less than the effective settling velocity of cells, cells can be separated and returned back to the
bioreactor.
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overcoming the limitations of the vertical sedimentation devices. The inclined settlers
have been scaled up to 40L (66) and to 500L perfusion bioreactors (67) through
stacking up of multiple inclined settlers, which are known as the lamellar settler
(68,69). At these production scales, the inclined sedimentation devices have exhibited
greater than 95% cell retention efficiency for over 20 days of high cell density perfu-
sion culture.

Searles et al. (70,71) have adapted the inclined settler, as shown schematically in
Figure 5, for the perfusion culture of attachment-prone Chinese hamster ovary cells.
By increasing the settler inlet flow and liquid recycle to the bioreactor independent of
the harvest or perfusion rate, the cells that settled in the device are continuously swept
back into the bioreactor. Searles et al. have shown that more than 90% of the live cells
entering the settler are returned to the bioreactor at the same residence time as the
liquid residence time in the settler. The small fraction of live cells (between 5 to
10%) that enter and form a sediment layer in the settler are easily dislodged and resus-
pended into the liquid flowing down to the bioreactor by bubbling sterile headspace
gas into the settler as first demonstrated in industrial scale perfusion bioreactors (P.C.
Brown, Chiron, personal communication). Searles et al. have also investigated other
modifications such as cooling the settler to 4�C to slow down the metabolism of live
cells in the settler and release any attached cells, as well as vibrating the settler to
dislodge any cells attached on the settler. These strategies have been successfully
implemented in industrial scale continuous perfusion bioreactors (72).

Tyo et al. (73) described a laboratory scale perfusion system based on a conical
lamellar settler. This system was incorporated into a spinner flask to grow cells to high
cell densities. Knaack et al. (74) extended this concept to design a conical bioreactor
with internal settling zone. The bioreactor was shaped as a cone and conical plates
were placed on the top to retain the cells in the bioreactor. The design of a lamella
settler can be simplified by the use of plates rather than cones. Several investigators
presented successful operation of inclined plate settlers (66,68,69,72,75). These plate
settlers are compact in size can be operated at high perfusion rates. Figure 5 presents
some of the inclined plate settler designs. In these systems cell suspension flows up
between the plates in laminar flow conditions. While they are in transit, the cells settle
on the plates and return back to the bioreactor (15). Typically, the settlers are angled
at 30� from vertical and the plates are separated by 0.5–2 cm distance. The dimensions
of the plates are typically 5–15 cm in width and 50–100 cm in length. The number of
plates in a settler can vary between 5 and 20 plates. The efficiency of a settler for cell
separation can be enhanced by cooling the cells to room temperature or lower, and by
applying an intermittent vibration to the plates (69). Figure 6 shows an industrial
scale inclined plate settler currently available for commercial use (72).

Thus, inclined settlers have been scaled up to production scale perfusion bio-
reactors to continuously remove dead cells and cell debris and to selectively recycle
the viable and productive cells back to bioreactors. While this retention device has
no moving parts to damage the cells and is easy scalable, one drawback expressed
by the industrial practitioners is that the deceptively simple device is bound by the
inflexible performance characteristics governed by the different sedimentation rates
of larger live and smaller dead cells.

Centrifugation

Another approach to circumventing the problem of filter clogging is the use of
continuous cell centrifuges with rotating mechanical seals (76,77). While this cell
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retention method has been shown to retain cells at 100% efficiency in 12- and 15-day
perfusion cultures (78), the effect of repeated centrifugation on cell viability remains
a concern. The potential failure of the rotating seals (76) over a long perfusion run
led to the development of the Centritech laboratory centrifuge with an ingenious tub-
ing connection to enable continuous centrifuging (79). Johnson et al. (80) have inves-
tigated this centrifuge with a small-scale perfusion culture of hybridoma cells, and
raised concerns of shear stress and nutrient deprivation in the pelleted cells. Intermit-
tent operation of the centrifuge was suggested as a possible method to overcome
these concerns. In addition, serious issues remain concerning the durability of the
centrifuge components, such as the air barrier, the centrifuge insert, and the super-
natant tubing. Thus, while trying to eliminate the problems of clogging in the simpler
filtration devices, the centrifuges introduce the additional problems of more complex
mechanical devices and their effects on cell viability. Figure 7 shows centrifugation
systems that can be used for perfusion. The use of centrifugation was demonstrated
for large-scale production of biologicals from mammalian cell culture (76,81–83).
The perfusion rates were reported to reach 3600 L=day in these systems and the cell
retention efficiency was more than 90%.

Centrifugation cell separation also resulted in interesting bioreactor designs for
the culture of mammalian cells. A centrifugal bioreactor is essentially a continuous

Figure 6 Inclined plate settler used at industrial scale cultivation of mammalian cells. (Cour-
tesy of Biotechnology Solutions, California, U.S.A.)
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centrifugation device where the cells are retained in the bioreactor by centrifugation
and perfused continually by the incoming medium stream (79,84). This system is very
compact and has potential for large-scale culture. However, it needs to be scaled-up
and issues related to aeration and mixing must be addressed.

Ultrasonic Separation

Ultrasonic separation is based on acoustic aggregation of suspended cells in the stand-
ing wave field due to differences in density and compressibility between the cells and
the medium, and the enhanced cell sedimentation upon the removal of the field (85).
The ultrasonic resonator, shown schematically in Figure 8, is not susceptible to fouling
or mechanical failure, as it does not have a physical barrier or moving parts. Trampler
et al. (86) have utilized this cell retention device on a 1L bioreactor in a month-long
perfusion culture of hybridoma cells with no detectable impact on cell viability. Cell
retention at higher flow rates from a 5L bioreactor requires a higher power input than
the ultrasonic wave generator (87). More recently, this ultrasonic separation device
has been scaled up to retain cells from the harvest stream of a 100L perfusion bio-
reactor (88) by housing four of the ultrasonic units operating at even higher power
in cooling water. The higher power requirement (90W) and multiplexing design of
the larger device highlight potential problems in further scaling up this cell retention
device due to the nonuniformity of the force generated in larger standing wave fields
and the removal of heat generated within this device.

Hydrocyclones

Hydrocyclones are used to separate solids from suspension using centrifugal forces
generated by a flow field (Fig. 9). The suspension enters to the hydrocyclone tangen-
tially to the wall. The solids are concentrated and removed in the underflow and the
clarified liquid is removed from overflow. The system is very attractive to perfusion
bioreactors because of its small volume and its high separation efficiency. However,
operation of hydrocyclone requires high flow rates and a relatively high pressure
drop. The use of a hydrocyclone for cell separation was demonstrated first for yeast

Figure 7 Centrifugation-based cell separation systems: (A) Continuous centrifuge from
Westfalia. (Courtesy of Westfalia.) (B) The Sorvall=Centritech system. (Courtesy of
Sorvall=Centritech.)
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Figure 8 Ultrasonic cell separation device. The standing wave field in the resonator chamber
aggregates and retains cells from the effluent stream. Periodic shut-down of the power to the
resonator and effluent pump allows the aggregated cells to settle out of the resonator and into
the bioreactor. (Courtesy of Attlikon.)

Figure 9 Cell separation using hydrocyclones. [From Ref. (91).]
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fermentation (89). A recent work by Jockwer et al. (90) reported successful use of a
hydrocyclone for CHO cell perfusion culture. A small unit with 3 cm diameter could
be operated at 500L=day perfusion rates with cell separation efficiency of more than
70%. The damage to the cells at high flow rates was minimal. The drop in viability
was only 5%. The system could be operated at higher separation efficiencies (>90%);
however, the drop in viability was higher (11%).

Scale-Up Potential of Cell Retention Systems for Industrial Application

It is clear that there are many options for cell retention and, depending on the appli-
cation, one system may be a better choice than others. The simplicity in operation,
robustness, scalability, and process economics are the factors that help determine the
applicability of the system for use in industrial settings.

Although a lot of effort has been devoted to their development, cell retention
systems for heterogeneous cultures such as fixed beds, hollow fiber systems, micro
encapsulation, and immobilized cell systems have proved to be unsuitable for
large-scale production. The main reasons for the absence of any encapsulation or
immobilization methods in large-scale production processes are the difficulties in
scale-up, intensive labor, and the cost involved in cell immobilization. Similarly,
the complexity of the operation limits the acceptance of cell attachment systems
such as fiber beds, ceramic cartridges, and microporous carriers for commercial
production. Most of the bioreactor systems such as OptiCell and the Verax fluidized
bed reactor have been abandoned. Only a limited number of technologies such as
hollow fibers find application for small quantity production of antibodies for diag-
nostic purposes.

The cell retention systems for homogeneous systems have a better acceptance
record for industrial applications. These systems use internal or external cell reten-
tion devices to separate the cells and they are easier to operate and easier to scale-
up. The capacity of the cell retention system is measured in terms of cell density,
the degree of cell retention, the duration for the operation, and perfusion flow rate.
In order to discuss the limits in their performance, perfusion systems can be categor-
ized into two categories: (a) filtration-based systems and (b) open perfusion systems.

Filtration based systems include spin filters, external filtration, and ATF. Since
they are filtration based, the degree of cell retention can be very high and if one
excludes the spin filter system, the retention is 100% and does not change with the
flow rate. Figure 10 presents the performance of filtration-based cell retention
systems. Under limiting conditions the number of cells achievable in the bioreactor
will be dependent on the medium composition and the medium exchange rate (13).
Medium exchange rate and medium depth [nutrient concentration of medium
(72,91,92)] both result in an increase in cell density. The limitation of filtration based
cell retention system exhibits itself in run length. These systems eventually clog and
either the run must be terminated (for an internal cell separation device) or the device
needs to be replaced (for an external cell separation device). The time to clog can vary
between 10 and 100 days. A number of factors such as cell density, viability, perfusion
rate, filter material, and pore size are involved in determining the time to clog.

Open perfusion systems include gravitational setters, centrifuges, ultrasonic
separation devices, and hydrocyclones. The performance charts for these systems
are presented in Figure 11. As in the case of filtration based systems, the maximum
cell density attainable in these systems increases with the perfusion rate and with the
medium depth. These open systems, by definition, do not clog so they can be operated
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indefinitely. The operating limit for these systems is exhibited in the degree of cell
retention. Unlike filtration based systems, the degree of cell retention is reduced at
high perfusion rates. This reduction is dependent on such factors as cell diameter,
aggregation, and other process parameters. The open perfusion systems require a
high degree of cell retention, typically more than 90%. The loss of cells in open
perfusion systems should be less than the growth rate of the cells for a stable opera-
tion. The degree of tolerable cell loss or the minimum degree of cell retention limits
the maximum perfusion rate. This maximum perfusion rate then limits the maximum
number of cells attainable in the bioreactor.

Table 2 summarizes the scale-up potential of different cell retention systems.
Cell entrapment systems can achieve very high cell densities (>50 million cells=mL)
and they can be operated for a long time. The 3-D microcarrier system developed by

Figure 11 Performance chart for open cell retention systems. Cell density (solid lines) and
cell retention (dashed lines) plotted against perfusion rate.

Figure 10 Performance chart for filtration based cell retention systems. Cell density (solid
lines) and time to clog (dashed lines) plotted against perfusion rate.
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Table 2 Scale-up Potential of Different Cell Retention Systemsa

Cell retention method
Cell density
(MM=mL)

Perfusion
rate (L=Day)

Culture
duration
(days)

Cell entrapment
3-D microcarrier Internal 100 600 200
Ceramic cartridge Internal 50 200 90
Fiber-bed Internal 50 100 90

Spin-filter External, internal 15 1000 60
ATF External 20 1000 60
Inclined settlers External, internal 20 2000 200
Centrifugation External 20 3600 90
Acoustic separator External, internal 20 200 60
Hydrocyclones External 20 500 20

a The values are gathered from published reports and from the authors’ own experience (72).

Figure 12 Consistency and reproducibility issues for long-term perfusion culture. Small
differences in bioreactor operation can accumulate over time resulting in a big difference in
performance. [From Ref. (107).] (See color insert p. 5.)
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Verax could operate for more than 6 months at perfusion rates close to 600L=day
(92,93). However, this system, along with other cell entrapment systems, has been
abandoned due to complexities in its operation. The operation of acoustic separation
and hydrocyclones has been limited to small-scale bioreactors and more work needs
to be done to utilize their full potential. A 200L=day acoustic separation (BioSep)
system is available and a 1000L=day unit is being developed. Currently there are
three systems that can be used at industrial scale. Alternating tangential filters
(ATF), ‘‘gravitational’’ (replace with ‘‘inclined settlers’’), and centrifuges can reach
cell densities more than 20 million cells=mL, can be operated for a long time (>60
days) and at high perfusion rates (>1000L=day). These systems are being optimized
gradually and higher performance can be expected in the future in terms of cell den-
sity and achievable perfusion rates (Fig. 12).

CONTROL AND OPERATION OF PERFUSION BIOREACTORS

Consistency and Reproducibility of Perfusion Cultures

Compared to batch or fed-batch systems, perfusion cultures generally result in a
more uniform environment for the cells. Thus, better consistency and reproducibility
is expected from a perfusion bioreactor. However, as discussed widely in the litera-
ture (13,72), this is not always the case and effective control strategies should be in
place to obtain consistency.

The perfusion systems operate for a long time and if there are slight differences
in operation, the results can vary from one bioreactor to another. Small differences
and minor incidents can accumulate over time and result in completely different out-
comes. Figure 13 presents data on cell density and product titer from two different
large-scale cultures using an open perfusion system. The bioreactors were initiated
using the same inoculum and operated under the same conditions. A few incidents
including a problem in the feed in one of the bioreactors resulted in completely
different performance over a 60-day run. Both cell densities and the product titer
in bioreactor Run1 were lower for much of the time. This example demonstrates
the need for a close monitoring and control of perfusion bioreactors.

Figure 13 Scalability of perfusion bioreactors operated by CSPR control. [From Ref. (107).]
(See color insert p. 5.)
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Off-Line and On-Line Monitoring of Perfusion Bioreactors

Physical parameters (such as pH, dissolved oxygen, and temperature) in a perfusion
bioreactor are typically monitored on-line and controlled in real time. Determination
of cell density, viability, metabolite, and product concentration is performed using
off-line sampling. The information obtained from these measurements is used to
assess the culture performance and to make adjustments to the bioreactor if neces-
sary. The frequency of sampling and making adjustments depends on the applica-
tion. While a daily sampling is sufficient for most applications, more frequent and
almost real-time monitoring and control are warranted for some processes (94–96).

On-line monitoring of perfusion cultures was demonstrated for cell density
(13,94,96), oxygen consumption rate (97,98), metabolite concentrations (95), and
for product (99). These measurements can be used to calculate cellular activities such
as cell growth rates, cell specific metabolic, and production rates. In addition, these
measurements can allow real-time control of perfusion bioreactors (13).

Operation of Perfusion Bioreactors by Dynamic Perfusion Rate
Adjustments

In addition to physical parameters such as pH, dissolved oxygen, and temperature,
perfusion rate and cell density are the important parameters to be monitored with
perfusion bioreactors. Typically, the perfusion bioreactors start with a batch growth
phase with no feeding. During that period, cells are allowed to grow to cell densities
of 1–2 million cells=mL. Then the perfusion operation starts with continuous har-
vesting and feeding. The perfusion rate typically refers to the harvest flow rate, which
is manually set to the desired value. A weight control for the bioreactor activates the
feed pump so that a constant volume in the bioreactor can be maintained (91). Alter-
nately a level control can be achieved by pumping out culture volume above a pre-
determined level in a variable bleed stream (100).

The perfusion rate in the bioreactor must be adjusted to deliver sufficient
nutrients to the cells. As the cell density increases in the bioreactor, the perfusion rate
must be increased. The dynamic adjustment of the perfusion rate allows cells to grow
and produce without nutrient depletion. There are several methods for perfusion
rate adjustments and they are described in detail in the following sections.

Control of Perfusion Rate Using Cell Density Measurements

Cell density is the most important measurement used for perfusion rate adjustments.
Depending on how the cell density measurements are conducted, perfusion rates can
be adjusted daily or in real time. Several on-line probes have been developed for the
estimation of cell density (96). Some of these cell density probes are robust and
reliable, and can be used for automatic control of perfusion rates (13,101). These cell
density probes can also be used to control the cell density at a desired set point by
removing excess cells from the bioreactor.

Control of Perfusion Rate Using Oxygen Consumption

Oxygen consumption or oxygen demand to the bioreactor is an indicator for cell
density. These variables can then be used to adjust the perfusion rate. Oxygen con-
sumption rates can be obtained using several techniques (13,98,101,102). Most of
these techniques result in continuous on-line measurements. The perfusion rate
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can be adjusted proportionally to the oxygen consumption rate. The use of the
oxygen consumption rate for perfusion rate control has been demonstrated success-
fully in laboratory and pilot plant scale bioreactors (97,98,102).

If the oxygen consumption rate is difficult to obtain, the gas flow rate to the
bioreactor can also be used as an indicator for cell density. Thus, the perfusion rate
can be adjusted based on the oxygen flow rate to the bioreactor (103).

Control of Perfusion Rate Using Metabolite Measurements

On-line or off-line measurement of metabolites allows determination of metabolic
rates of the cells through a mass balance in the system. This metabolic rate informa-
tion can then be used to adjust the perfusion rate to the bioreactor (43). Ozturk et al.
(95) described the method of controlling glucose and lactate by dynamically adjust-
ing the perfusion rate using a simple feed-forward algorithm.

Cell Specific Perfusion Rate Control

Ozturk et al. (13,101) introduced the concept of cell specific perfusion rate (CSPR)
for the design, optimization, and control of perfusion bioreactors using mass bal-
ances for substrate and products. The steady state mass balance equations for the
substrates and products can be written as:

D � ðSo � SÞ ¼ qs � Xv ðfor substratesÞ
D � ðP� PoÞ ¼ qp � Xv ðfor productsÞ

where c is the dilution rate; Xv is viable cell density; S, P are substrate and product
concentrations in the reactor, respectively; So, Po, are their concentrations in the
feed; and qs, qp are the rates of substrate utilization and product formation.

Using CSPR, which is defined as CSPR¼D=Xv, transforms these mass balance
equations to:

S ¼ ðSo � qsÞ=CSPR (for substrates)

P ¼ Po þ qp=CSPR (for products)

Therefore, if the CSPR is maintained as a constant, and the cellular activities
do not change with time and cell density, then the CSPR control allows operation of
high density reactors at constant medium composition, thus allowing consistent and
optimal production.

The implementation of CSPR control to perfusion bioreactors was successfully
demonstrated in pilot size bioreactors (13). A highly automated bioreactor control
system monitors the cell density using optical density probe, determines the oxygen
consumption rate in real time, and combines these measurements to estimate viable
cell density and cellular activities. The system then controls the cell density and per-
fusion rate at set-points. A bioreactor with CSPR control could be run in an auto-
pilot mode, make the necessary adjustments in response to the perturbations, and
maintain a constant and uniform environment to the cells.

OPTIMIZATION OF PERFUSION BIOREACTORS

Design and Operation of Perfusion Bioreactors at High Cell Densities

The bioreactors used for perfusion are not very different from those used for
batch=fed-batch cultures, except that they are more compact in size and are
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connected to a cell retention device. The production rate in a 1000L perfusion bior-
eactor can reach or even exceed the output of a 10,000L fed-batch bioreactor.

Cell Retention

The design and optimization of cell retention devices is key for the development of a
perfusion process. The device should be robust, reliable, and scalable. There is no
question that the addition of a cell retention device introduces complexity to the
operation and that is why the industry is reluctant to accept perfusion processes
for cell culture applications. In-house expertise is needed to design, operate, and
scale-up these systems. As presented in Table 2, there are already a variety of cell
retention technologies that can be used at industrial scale. These technologies can
be acquired easily and with some extra development and fine-tuning, these systems
can be customized for a specific application. While the current systems can be devel-
oped further to accommodate higher perfusion rates, new technologies may emerge
in the field of cell retention. Even though these developments are likely to be gradual,
they will have a major impact on the perfusion bioreactors.

Aeration

High cell densities achieved in perfusion bioreactors pose unique challenges with
respect to aeration, mixing, and process control. Use of sparging can deliver suffi-
cient oxygen at high densities. However, foaming and cell lysis due to sparging
require a careful sparger design and aeration strategies. Aeration also serves as a
means to remove CO2 from the bioreactors. Accumulation of CO2 due to the differ-
ences in mass transfer coefficients can be a problem, as illustrated in the literature.
This problem needs to be addressed especially in large-scale bioreactors. In addition
to increased base addition, CO2 accumulation can affect the cell growth and produc-
tivity and product quality (13,67,104).

Mixing and Homogenization

Issues with mixing are elevated in perfusion bioreactors because of high cell densities.
The mixing times in cell culture reactors can be as high as several minutes due to gen-
tler agitation (105). At higher cell densities, viscosity in the bioreactor increases,
thereby decreasing mixing efficiency. Poor mixing in bioreactors can result in gradi-
ents in pH and dissolved oxygen as discussed elsewhere (13).

In bioreactor mixing is used to suspend the cells, to disperse the bubbles for
aeration, and to homogenize the added base. In poor mixing conditions, base addi-
tion, if not properly done, can cause localized cell lysis and impact the culture nega-
tively. When time is not allowed for the homogenization of the base, hot spots with
high pH are generated. Poor mixing also promotes heterogeneity of the culture and
imposes control problems. Depending on the mixing and the eddy size distribution in
the reactor, cells can aggregate to different sizes. Aggregation can induce segregation
of the cells, with bigger ones migrating to the low agitation zones.

Process Control

While a batch or fed-batch process can be operated with minimal automation, a
high-level process control scheme is desirable for controlling the perfusion bioreac-
tors. Perfusion bioreactors are more dynamic in nature because of two reasons: (a)
the cell densities change over a wide range during the operation, and (b) the system
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attains a high metabolic state due to the high cell densities involved. The bioreactors
need to be monitored closely and adjustments need to be performed in a timely fash-
ion. As mentioned before, several on-line monitoring and real-time control strategies
have been developed for perfusion bioreactors. Some of these systems are highly
automated and require complicated implementation strategies.

Scalability of Perfusion Bioreactors

Even though the perfusion bioreactors are more difficult to design and operate com-
pared to batch or fed-batch counterparts, the scalability is rather straightforward.
The success of scalability is mostly determined by the cell retention system and the
control strategy used. Some of the cell retention systems such as spin filters are more
difficult to scale-up. On the other hand, inclined plate settlers can be scaled-up easily
using geometric similarities. A reliable control strategy, such as CSPR control,
ensures the cellular environment to be similar at different scales and secures the scal-
ability. Figure 13 presents scale-up data for a perfusion process where the process
was scaled-up from 3L bioreactors to 1000L. As can be seen, the process is
scaled-up successfully from laboratory to commercial scale.

New Directions in Perfusion Cultures: Medium Enrichment

The performance of a perfusion bioreactor is directly related to the cell concentration.
The nutritional composition of the medium used, or the medium depth, is one of the
key variables determining the maximum number of cells in the bioreactor. The other
variable is the medium exchange rate in the bioreactor. Most of the current medium
formulations can support about 10 million cells=mL (calculated based on cell yields
on different nutrients) at growth conditions with an exchange rate of one volume
per day. If the same medium is used for perfusion, the medium has to be exchanged
10 volumes per day to maintain a cell density of 100 million cells=mL. This magnitude
of medium exchange, or perfusion rate, can impact the perfusion process significantly.
First of all the cell retention system should still be functional at these high perfusion
rates. Second, there will be an issue with medium utilization and cost. Third, the pro-
duct from the bioreactor will be diluted at high perfusion rates.

Requirement for high medium exchange and relatively low product concentra-
tion from perfusion bioreactors have been the major disadvantages for perfusion
processes. To deal with these issues several strategies have been developed.

A simple method for minimizing the medium utilization is to operate the bior-
eactor at low perfusion rates. If the cell density in the bioreactor can be maintained
at low perfusion rates, and if the product is stable and the productivity of the cells is
not impacted, the bioreactor can be operated at lower perfusion rates. This results in
higher product concentration in the bioreactor without impacting the overall pro-
ductivity. Figure 14 summarizes data obtained from a perfusion bioreactor for
monoclonal antibody production. Initially the bioreactor is operated at a one
volume per day exchange rate and a product concentration of 250 mg=L is obtained.
A drop in perfusion rate from one volume per day to 0.5 volumes per day roughly
doubles the concentration of product. Finally, a drop to 0.3 volumes per day results
in product concentrations around 650 mg=L. While the results from Figure 14 are
encouraging and a higher product concentration can be obtained, it may be noted
that the volumetric productivity in this case has decreased by 20%.

Amore effective solution for minimization of medium utilization and enhancing
product concentration lies in the development of special concentrated or fortified
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medium for perfusion reactors (43,106). Research in the early 1990s demonstrated
the use of 2- or 3-fold concentrated mediums for perfusion cultures. When the
medium is concentrated and formulated at optimal osmolarity, the necessary perfu-
sion rates are reduced by several fold (13,43,106). The use of enriched medium for
perfusion has been shown to be successful. Accumulation of knowledge in cell meta-
bolism and medium formulation over the years resulted in further developments of
medium fortification.

The approach for medium enrichment is similar to fed-batch process develop-
ment. If one analyzes the cell metabolism and the nutritional requirements of the
cells, certain components can be added to the feed medium to reach higher cell

Figure 14 Decrease in perfusion rate can be used as a tool to increase product concentration
from perfusion bioreactors. This approach does not offer any benefit in volumetric productiv-
ity. In most cases, the volumetric productivity is negatively impacted. [From Ref. (107).]
(See color insert p. 6.)

Figure 15 The use of enriched medium in a perfusion bioreactor. Switching to the enriched
perfusion medium more than doubles cell density in the bioreactor [From Ref. (107).]
(See color insert p. 6.)
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densities. Instead of adding these components to the bioreactor as a feeding solution
in the fed-batch case, these components can be added to the feed medium to the
perfusion bioreactor resulting in an enriched medium (73,107).

Figure 15 presents the use of enriched medium for a CHO perfusion bioreactor
for monoclonal antibody production. The perfusion bioreactor starts with a base
medium (Medium-1) and a cell density of about 15 million cells=mL is obtained.
The medium is switched on Day 17 to Medium-2 (a richer medium), and to
Medium-2 supplemented with enriched medium (EM) on Day 30. Due to medium
enrichment during the course of this run, the viable cell density reaches 35 million
cells=mL. The viability in the bioreactor remains more than 50% during the run
(107). Figure 16 summarizes the data on metabolites and product concentration
for the same perfusion bioreactor. The product concentration increases by more than
100% and reaches 750mg=L in enriched medium. The data in Figure 16 demonstrate
an interesting feature of enriched medium. A drop in glucose and a corresponding
increase in lactate concentration are obtained in regular medium (Medium-1). This
metabolic profile is very typical for CHO cells in culture. After the switch to enriched
medium, a significant drop in lactate levels is observed. In fact the lactate concentra-
tion in the perfusion bioreactor reaches zero after the switch to enriched medium.
These data show an efficient utilization of glucose in enriched medium.

These results demonstrate that there is great potential for the development
and utilization of enriched medium for perfusion cultures. These developments are
parallel to the feeding strategies for fed-batch processes. Understanding of cell
metabolism and a careful formulation of enriched medium will definitely open
new frontiers for perfusion bioreactors (107).

CONCLUSIONS

A number of mammalian cell retention methods are now available for achieving
high cell density in a perfusion culture, with several of these methods scaled up

Figure 16 The use of enriched medium in a perfusion bioreactor. The product concentration
reaches to 750mg=L in enriched medium. After switching to the enriched medium a shift in
lactate metabolism is observed. The lactate production drops to zero in enriched medium.
[From Ref. (107).] (See color insert p. 7.)

410 Kompala and Ozturk



successfully to industrial scale bioreactors. Culture productivity in high density per-
fusion cultures can be as high as that of fed-batch cultures while the culture duration
can be extended significantly over that of the fed-batch cultures. The high medium
exchange rate of the perfusion culture not only provides the necessary nutrient sup-
ply to the high concentration of cells in a bioreactor, but also removes the secreted
products quickly from the bioreactor, thereby minimizing their exposure to degrada-
tive enzymes that accumulate in a fed-batch reactor. Consequently, the size of a per-
fusion bioreactor can be much smaller than that used for batch and fed-batch culture
processes for the same amount of desired production. A large number of industrial
perfusion processes are already approved by the regulatory agencies for production
of therapeutic processes; previous concerns about getting such processes approved
are no longer an issue. If a given mammalian cell line is sufficiently stable in its pro-
tein production, then perfusion cultures represent a superior bioreactor operating
strategy for maximizing production of the protein.
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28. Bödeker BGD, Newcomb R, Yuan P, Braufman A, Kelsey W. Production of recombi-
nant factor VIII from perfusion culture: I Large-scale fermentation. Animal Cell Tech-
nology: Products of Today, Prospects for Tomorrow, 1994.

29. Tharakan JP, Gallagher SL, Chau PC. Hollow-fiber bioreactors for mammalian cell
culture. Adv Biotechnol Processes 1988; 7:153–184.

30. Piret JM, Cooney CL. Immobilized mammalian cell cultivation in hollow fiber bioreac-
tors. Biotechnol Adv 1990; 8:763–783.

31. Hopkinson J. Hollow fiber cell culture systems for economical cell-product manufactur-
ing. Biotechnology 1985; 3:225–230.

32. Piret JM, Devens DA, Cooney CL. Nutrient and metabolite gradients in mammalian
hollow-fiber bioreactors. Can J Chem Eng 1991; 69:421–428.

33. van Brunt J. Immobilized animal cells: the gentle way to productivity. Biotechnology
1986; 4:505–510.

412 Kompala and Ozturk



34. Tharakan JP, Chau PC. A radial flow hollow fiber reactor for the large-scale culture of
mammalian cells. Biotechnol Bioeng 1989; 28:329–342.

35. Lim F, Sun AM. Microencapsulated islets as bioartificial endocrine pancreas. Science
1980; 210:908–910.

36. Rupp RG. Use of cellular microencapsulation in large-scale production of monoclonal
antibodies. In: Feder J, TolbertWR, eds. Large-ScaleMammalian Cell Culture. Orlando:
Academic Press, 1985:19–38.

37. King GA, Kaugulis AJ, Faulkner P, Goosen MFA. Alginate-polylysine microcapsules
of controlled membrane molecular weight cutoff for mammalian cell culture engineer-
ing. Biotechnol Prog 1987; 3:231–340.

38. Daly MM, Knorr D. Chitosan-alginate complex coacervate capsules; effects of calcium
chloride, plasticizers, and polyelectrolytes on mechanical stability. Biotechnol Prog
1988; 4:76.

39. Poncelet D, de Smet BP, Beaulieu C, Neufeld RJ. Scale-up of Gel Bead and Microcap-
sule Production in Cell Immobilization. Boca Raton: CRC Press, 1993.

40. Van Wezel AL, van der Velden-de Groot CAM, Haan HH, van den Heuvel N,
Schasfoort R. Large scale animal cell cultivation for production of cellular biologicals.
In: Karger S., ed. Developmental Biology Stand, Vol. 60. 1985:229–236.

41. Karkare SB, Phillips PG, Burke DH, Dean RC. Continuous Production of Monoclonal
Antibodies by Chemostatic and Immobilized Hybridoma Culture. Orlando: Academic
Press, 1985.

42. Nilsson K, Buzsaky F, Mosbach K. Growth of anchorage dependent cells on macro-
porous microcarrier. Biotechnology 1986; 4:989–990.

43. Runstadler PW, Ozturk SS, RayNG. An evaluation of hybridoma cell-specific productiv-
ity: perfused immobilized, continuous suspension, and batch suspension Cultures. In:
Murakami H, ed. Animal Cell Technology: Basic Applied Aspects. Dordrecht, The
Netherlands: Kluwer Academic Publishers, 1992.

44. Himmelfarb P, Thayer PS, Martin HE. Spin filter culture: the propagation of mamma-
lian cells in suspension. Science 1969; 164:555–557.

45. Tolbert WR, Feder J, Kimes RS. Large scale rotating filter perfusion system for high
density growth of mammalian suspension cultures. In Vitro 1981; 17:885–890.

46. Deo YM, Mahadevan MD, Fuchs R. Practical considerations in operation and scale-up
of spin-filter based bioreactors for monoclonal antibody production. Biotechnol Prog
1996; 12:57–64.

47. Yabannavar VM, Singh V, Connelly NV. Scaleup of spinfilter perfusion bioreactor for
mammalian cell retention. Biotechnol Bioeng 1994; 43:159–164.

48. Avgerinos GC, Drapeau D, Socolow JS, Mao J, Hsiao K, Broeze RJ. Spin filter
perfusion system for high density cell culture: production of recombinant urinary type
plasminogen activation in CHO cells. Biotechnology 1990; 8:54–58.

49. Yabannavar VM, Singh V, Connelly NV. Mammalian cell retention in a spinfilter per-
fusion bioreactor. Biotechnol Bioeng 1992; 40:925–933.

50. Esclade LRJ, Carrel S, Peringer P. Influence of the screen material on the fouling of
spin filters. Biotechnol Bioeng 1991; 38:159–168.

51. Velez D, Miller L, Macmillan DJ. Use of tangential flow filtration in perfusion propaga-
tion of hybridoma cells for production of monoclonal antibodies. Biotechnol Bioeng
1989; 33:938–940.

52. Maiorella B, Dorin G, Carion A, Harano D. Crossflow microfiltration of animal cells.
Biotechnol Bioeng 1991; 37:121–126.

53. De la Broise D, Noiseux M, Lemieux R. Long-term perfusion culture of hybridoma: a
‘‘grow or die’’ cell cycle system. Biotechnol Bioeng 1991; 38:781–787.

54. Shi Y, Ryu DDY, Park SH. Monoclonal antibody productivity and the metabolic
pattern of perfusion cultures under varying oxygen tensions. Biotechnol Bioeng 1993;
42:430–439.

Optimization of High Cell Density Perfusion Bioreactors 413



55. S. Zhang Z, Handa-Corrigan A, Spier RE. A comparison of oxygenation methods for
high-density perfusion cultures of animal cells. Biotechnol Bioeng 1993; 41:685–692.

56. De la Broise D, Noiseux M, Massie B, Lemieux R. Hybridoma perfusion systems: a
comparison study. Biotechnol Bioeng 1992; 40:25–32.

57. Mercille S, Johnson M, Lemieux R, Massie B. Filtration-based perfusion of hybridoma
cultures in protein-free medium: reduction of membrane fouling by medium supplemen-
tation with DNase I. Biotechnol Bioeng 1994; 43:833–846.

58. Roth G, Smith CE, Schoof GM, Montgomery JLA, Horwitz JI. Using an external
vortex flow filtration device for perfusion cell culture. BioPharm 1997; 30–35.

59. Furey J. Continuous cell culture using the ATF system. Genetic Eng News 2000; 20:
52–53.

60. Kitano K, Shintani Y, Ichimori Y, Tsukamoto K, Sasai S, Kida M. Production of
human monoclonal antibodies by heterohybridomas. Appl Microbiol Biotechnol
1986; 24:282–286.

61. Takazawa Y, Tokashiki M. High cell density perfusion culture of mouse–human hybri-
doma. Appl Microbiol Biotechnol 1989; 32:280–284.

62. Shitani Y, Kohno Y-I, Sawada H, Kitano K. Comparison of culture methods for
human–human hybridomas secreting anti-HBsAg human monoclonal antibodies. Cyto-
technology 1991; 6:197–208.

63. Hülscher M, Scheibler U, Onken U. Selective recycle of viable animal cells by coupling
of airlift reactor and cell settler. Biotechnol Bioeng 1992; 39:442–446.

64. Boycott AE. Sedimentation of blood corpuscles. Nature 1920; 104:532–534.
65. Batt BC, Davis RH, Kompala DS. Inclined sedimentation for selective retention of

viable hybridomas in a continuous suspension bioreactor. Biotechnol Prog 1990;
6:458–464.

66. Brown PC, Lane JC, Wininger MT, Chow R. On-line removal of cells from continuous
suspension culture. In: Spier RE, Griffiths JB, Meignier B, eds. Production of Biologi-
cals from Animal Cells in Culture. Butterworth-Heinemann, 1991:416–420.

67. Gray DR, Chen S, Howarth W, Inlow D, Maiorella BL. CO2 in large-scale and high-
density CHO cell perfusion culture. Cytotechnology 1996; 22:65–78.

68. Stevens J, Eickel S, Onken U. Lamellar clarifier- a new device for animal cell retention
in perfusion culture systems. In: Spier RE, Griffiths JB, Berthold W, eds. Animal Cell
Technology: Products of Today, Prospects for Tomorrow. Butterworth-Heinemann,
1994:234–239.

69. Thompson KJ, Wilson JS. A compact gravitational settling device for cell retention. In:
Spier RE, Griffiths JB, Berthold W, eds. Animal Cell Technology: Products of Today,
Prospects for Tomorrow. Butterworth-Heinemann, 1994:227–229.

70. Searles JA, Todd P, Kompala DS. Viable cell recycle with an inclined settler in the
perfusion culture of suspended recombinant Chinese hamster ovary cells. Biotechnol
Prog 1994; 10:198–206.

71. Searles JA, Todd P, Kompala DS. Perfusion culture of suspended CHO cells employing
inclined sedimentation. In: Spier RE, Griffiths JB, Berthold W, eds. Animal Cell
Technology: Products of Today, Prospects for Tomorrow. Butterworth-Heinemann,
1994:240–242.

72. Ozturk SS. Challenges and opportunities for high density perfusion cultures, Cancun,
Mexico, 2004. Paper presented in Cell Culture Engineering, Cancun, Mexico, 2004.

73. Tyo M, Spier, Raymond E. Dense cultures of animal cells at the industrial scale.
Enzyme Microb Technol 1987; 9:514–520.

74. Knaack C, Andre G, Chavarie C. Conical bioreactor with internal lamella settler for
perfusion culture of suspension cells. Animal Cell Technology: Products of Today, Pro-
spects for Tomorrow, 1994.

75. Hittorff M. Ruckhaltung von Partikeln in Kontinuierlich Durchstromten Reactoren.
Diploarbeit, Universitat Dartmund, 1990.

414 Kompala and Ozturk



76. Tokashiki M, Arai T, Hamamoto K, Ishimaru K. High density culture of hybridoma
cells using a perfusion culture vessel with external centrifuge. Cytotechnology 1990;
3:239–244.
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12
Cell Separation and Product Capture

Thomas Seewoester
Amgen, Thousand Oaks, California, U.S.A.

INTRODUCTION

This chapter focuses on the different approaches for separating mammalian cells
from cell culture medium containing recombinant proteins of therapeutic interest
and their further primary isolation. Today the most common products from mam-
malian cells are secreted proteins. The isolation of the target protein requires in most
cases the initial removal of particles of different physical and chemical properties
such as cells and cell debris (1,2). This clarification step describes the transition from
product generation to product isolation (3). The unit operation has to perform a
proper solid–liquid phase separation of the cell suspension in order to enable further
product purification, as the subsequent steps in general require feed streams with low
particle occurrence. Upon the removal of larger particles such as cells and debris the
clarified cell supernatant undergoes a primary purification step. The main objective
of this unit operation is to remove proteins and other molecules with very different
physical and chemical character and capture the target protein in a preferably signifi-
cant reduced liquid volume. If both objectives, capture and volume reduction, can-
not be accomplished in one step, an ultra- or diafiltration is performed upon initial
capture in order to reduce the liquid volume and transfer the target protein into
appropriate buffer conditions for the subsequent fine purification process step.
The following paragraphs will give an overview of different methods and established
techniques used for the removal of cells and cell debris and the subsequent primary
purification of the target protein. Special emphasis is put on techniques developed
and applied to clinical and commercial manufacturing of recombinant proteins
and patents related to those operations.

REMOVAL OF CELLS AND CELL DEBRIS

The majority of commercially manufactured recombinant products are secreted pro-
teins and the separation of cells or cell debris from the product of interest is an essen-
tial process step (4). However, some applications such as virus production schemes
require the harvest of intact cells, as the product remains in most cases intracellular
during its expression. In other cases the protein might be associated with the cell
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membrane like for membrane-anchored receptors. Given the fragility and high value
of cell-derived products, cell separation must be accomplished with minimum cell
damage and loss of product activity. Choosing the optimal clarification process
can be challenging (5) even for microbial-derived products (6). Although the cell
mass in mammalian cell systems is lower than in yeast or microbial-based production
processes, a considerable amount of solids has to be removed when operating at a
commercial manufacturing scale. The following paragraphs will present in more
detail the most common techniques used for separating mammalian cells.

Depth Filtration

Depth filtration is the preferred normal-flow filtration method for removal of cells as
the anisotropic character of the filter unit allows a significant higher solid holding
capacity than isotropic membranes used for sterile filtration of liquids. Some filters
used for clarification combine anisotropic character, large area and capacity with a
second layer of isotropic character, which allows sterile filtration quality of the fil-
trate (7–9). Depth filters are no absolute filters. Their highly porous structure allows
only a filter rating over a wide range of particle sizes and it enables gas to pass
through the matrix. Further details on the manufacturing and structure of depth fil-
ters (Fig. 1) can be found in Singhvi et al. (10) and several patents from Cook et al.
(11–13). In contrast to other cell separation methods, depth filtration is applied only
if the product of interest is secreted and can pass the filtration membrane, as cells
cannot be recovered from the filter matrix. Depth filtration systems generally consist
of a series of filter cartridges (Fig. 2) with decreasing pore size rating, thus protecting
and extending the life of the following filter cartridge. As depth filters are not con-
sidered sterile filters, the final filter of a depth filtration cascade is usually an absolute
0.2 or 0.1 mm filter. Choosing the correct type and combination of filter cartridge for
each application is challenging, but ultimately will lead to an optimized filtration
train and reduced overall filtration costs. Depth filters contain diatomaceous earth
and are in most cases positively charged. Therefore, separation across depth filtra-
tion membranes is based on size exclusion and adsorption. This has to be considered
for the correct filter sizing as cells, contaminants, impurities or even product can
adsorb to the filter matrix (14,15). Filter sizing for depth filters should be undertaken
using the volume end point (Vmax), pressure end point (Pmax) and turbidity end point

Figure 1 Structure of depth filter. (Courtesy of CUNO Corporation.)
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(Tmax) methods (16). Small-scale studies on CHO cells expressing an IgG antibody
showed no loss in product concentration and total quantity upon depth filtration
clarification (10). However, when depth filtration is used in a larger manufacturing
scale, a reduced product concentration and some loss of material should be expected
due to hold up volumes in the equipment and remaining water from the initial and
necessary water rinse of the depth filter. A step yield of about 95% should be
expected for process volumes of more than 1000L. More information on large-scale
filtration cartridges can be found in recent patents from Millipore (17,18). Depth fil-
tration used for cell removal has several advantages when compared with other
methods such as tangential flow filtration (TFF) or centrifugation. In particular,
the ease of use, the low initial cost of disposable filter units and the ease of validation
allow a rapid and robust development of the clarification step. However, once the
manufacturing scale reaches liquid volumes of more than 1000–3000L, the costs
of the disposable depth filter units could become inhibiting. At this scale TFF or cen-
trifugation will become the preferred way for cell removal and these techniques
might replace an initial depth filtration process.

Tangential Flow Filtration

Membranes have always been an integral part of biotechnology processes. TFF or
cross-flow microfiltration competes with centrifugation, depth filtration and
expanded-bed chromatography for the initial harvest of therapeutic products from
mammalian, yeast, and bacterial cell cultures (19). In a cross-flow microfiltration
the feed stream is applied in a tangential flow across a separation membrane in order
to reduce fouling and clogging of the membrane. The filter unit is incorporated into a

Figure 2 Depth filter and housings. (Courtesy of CUNO Corporation.)
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loop system and the feed stream passes the membrane several times. Filtration gen-
erally occurs at low pressure with high permeation fluxes across the membrane. As a
result, the concentration of particles that cannot pass the membrane increases over
time. The filtrate is particle-free and in most cases of 0.2 mm filtered quality thus
allowing a subsequent chromatography step without any further particle removal.
TFF units are available in various configurations such as hollow fiber, spiral wound,
flat sheet, tubular, and capillary (Figs. 3 and 4). A comparison of configuration char-
acteristics and a generic approach to choose the best-suited configuration can be
found in a review article from Belfort et al. (20). The most common configuration
for cell removal is probably the hollow fiber. Hollow fiber cartridges with larger
inner diameter prevent the unit from clogging with cells, however the filtration area
per unit decreases with increasing lumen diameter. Robert van Reis, one of the lead-
ing authors in this field reported on systems designed for harvest volumes of
12,500L. The re-circulation rate in the feed stream loop operates at 33,000L=hr with

Figure 3 Different configurations of tangential flow filtration modules. (Courtesy ofMillipore
Corporation.)

Figure 4 Schematic of plate and frame TFF unit showing liquid flow paths. [From Ref.
(127).]
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a filtration rate of 4,800L=hr. As the filtration process equals a cell concentration
generating a cell sludge, the step yield can be improved by washing the cell sludge
with additional buffer. Theoretical step yields of more than 99% can be achieved
with two diavolumes resulting in a moderate dilution of the feed stream by 7%
(21). Although TFF applies low shear stress to intact cells within the filtration unit,
the circulation pump in the feed stream loop becomes a critical and often limiting
equipment unit. However, turbulent flow reaching Reynolds numbers of up to
71,000 is reported without causing cell damage (22). The study concludes that if cell
lysis is of no concern filtration can be conducted at high shear rates and in turbulent
flow using conditions like those typically applied for bacterial cell concentration. But
if cell damage needs to be avoided the tangential flow rate should be limited to an
average shear rate of <3000=sec, and transmembrane pressure must be limited to
avoid cell deformation into the filter pores.

Tangential flow filtration has several advantages such as potentially 100% cell
recovery, a simple product-washing step and a good biological containment. The
temperature control is easy and the filtration capacity can be increased rapidly by
adding additional modules. The disadvantages on the other hand range from time-
dependent permeate flux and long retentate residence times to limited control over
separation performance. In some cases the costs for membrane cleaning and replace-
ment could become an additional disadvantage. In order to address some of those
disadvantages several improvements were made in recent years. Luque et al. (23)
and Gehlert et al. (24) reported on improved filtration performance using helically
coiled hollow fiber modules. Chang et al. (25) describe proper selection of operating
conditions such as shear rate, flux, membrane pore size, and membrane chemistry.
Kwon et al. determined the critical flux at pore sizes ranging from 0.46 to 11.9 mm
(26) and Li et al. assessed depolarization models (27). Other authors investigated
the mechanism of membrane fouling (28,29), impact of fine particles (30) or devel-
oped optimization diagrams (31). Backpulsing has been found as an effective way
to reduce membrane fouling (32) and charged membranes (33) or the addition of fil-
tration aids to the feed stream (34) can further improve the clarification perfor-
mance. Some of the recent patents in this field may serve as a valuable additional
literature source (35–51). Modifications of the traditional TFF principle use different
rotating filter configurations as reported by Kroner et al. (52), Parnham et al. (53)
and Miller et al. (54,55). Vogel and Kroner (56) describe a system with a rotating
conical-shaped rotor above a stationary filtration membrane to apply a hydrody-
namic lift to cells, which minimizes concentration polarization. Besides the applica-
tion of cross-flow microfiltration toward cell removal, TFF is widely established for
ultrafiltration processes. Observations and improvements made on ultrafiltration
processes are described later in this chapter, but can be adapted in many cases to
mammalian cell removal processes as well.

Sedimentation

Sedimentation utilizes the density differences between cells or particles and their sur-
rounding medium. Under normal gravitational force the settling velocity of cells or
particles in cell culture medium is fairly low. This prevents sedimentation to act as an
effective way to remove cells rapidly during a harvest process. Exceptions are pro-
cesses, which require adherent cells cultivated on microcarriers. The density and
mass increase of a confluent microcarrier results in a significantly higher settling
velocity and allows for a reasonably short settling and harvest time even at a
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commercial scale of 2000L. Gravitational settlers are used only in perfusion pro-
cesses (57) where a gentle but robust cell separation and retention is required. Var-
ious external settling devices are described (58,59), but an external inclined settler is
the most common settling device in commercial manufacturing. External settling
devices are usually cooled to decrease cell metabolism, as the cell retention time in
the settling loop can be several hours. The slow operation of settlers is circumvented
by increased settling area, thus allowing even perfusion rates of 10 volumes per
volume and day. Some novel types of compact settlers have been designed, which
allow for a separation between viable and dead cells. These systems take advantage
of the higher settling velocity of viable cells over nonviable cells, which shrink upon
death (60,61). An interesting variation is the sedimentation field-flow fractionation
(62) and the sedimentation in a specially designed elongated chamber (63) both
applied to blood cells. Overall, the sedimentation technique is most appropriate
for selective removal of nonviable cells in longlasting continuous cultivation systems
due to the robust nature of the technique and simple equipment. For rapid and
quantitative removal of viable and nonviable cells as well as cell debris the settling
velocity has to be increased by applying higher gravitational forces to the feed
stream. This is the main principle of centrifugation.

Centrifugation

The solid concentrate produced by centrifugation differs from that produced by fil-
tration. At best centrifugation produces a cell paste, but often it yields only a con-
centrated suspension. Filtration in contrast produces a relatively dry cake thus
minimal product loss, which is the major advantage. However, many biological feeds
that can be centrifuged cannot be effectively or economically filtered, so that centri-
fugation is often a very attractive alternative. The five basic types of centrifuges are
tubular bowls, disk stack type, basket type, decanter, and disk decanter.

Tubular bowl centrifuges provide very high centrifugal forces (64) resulting in a
good dewatering performance. The bowl can be cooled easily, a real advantage in
protein work. The liquid feed stream is applied through the bottom and clarified
liquid is removed from the top. Solids such as cells deposit on the bowl’s wall as a
thick paste until the limited solid holding capacity of the bowl is reached. Then
the bowl must be dismantled and cleaned, which might be a significant disadvantage
for large-scale operations. Tubular bowl centrifuges are usually used to continually
separate two liquid streams of different density when the solid content is small (64).
Wang et al. (65) reported on minimal decrease in cell viability using a tubular cen-
trifuge generating g-forces of 19,000 g.

Disk stack centrifuges (Fig. 5) on the other hand offer continuous operation
within a compact volume and the variability in the conical disk stacks allows for
large sedimentation areas combined with flexibility depending on the feed streams.
The feed usually enters at the top, is accelerated very quickly (66) and the clarified
liquid flows out at an annular slid near the feed. Disk stack types can be distin-
guished between the methods of solid discharge. Solids are either removed intermit-
tently, as in the tubular bowl, involving complete stop of the separation, or solids can
be discharged continuously or semi continuously, out of orfices on the side of the
centrifuge. The disk-nozzle type allows a true continuous discharge of solids through
nozzles in the underflow and liquid through gravity in the underflow. The desludger
type on the other hand periodically closes off solid withdrawal, thus causing more
compaction and dewatering than the disk-nozzle type. Disk centrifuges have a very
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high liquid throughput, but if the solids are continuously discharged the liquid con-
tent of the discharge is higher than a tubular bowl design, a potential disadvantage if
good dewatering performance is required. Continuous disk stack centrifuges are
used in perfusion processes (67) or lysis-free cell separation (68). Takagi et al. (69)
found sustained productivity of a tPA-expressing CHO cell when very low g-forces
of 67 g were applied. Scale-down models are described in Mannweiler et al. (70).

The third type of centrifuge is the basket type, which is essentially a combina-
tion of a tubular centrifuge and a filter. It consists of a rapidly rotating perforated
basket on which the filter cake accumulates. Liquid passes under centrifugal forces
through the cake and perforation and leaves the centrifuge. This type of centrifuge
is very efficient for washing accumulated solids such as cells.

The fourth centrifuge type is the decanter (71), which is also used in truly con-
tinuous processes. A decanter can handle a large range of feed concentrations result-
ing in a dry solid cake. A disadvantage is the decanter’s inability to obtain good
overflow quality, which means solids are carried into the liquid phase, thus resulting
in a less clarified liquid phase (64). To obtain a dry solid and a clear liquid, a com-
bination of decanter followed by a disk centrifuge is used, which lead to a fifth type
of centrifuge, the disk decanter.

The disk decanter is a combination of decanter and disk centrifuge in one single
unit. The feed stream first passes through a disk stack and the ejected sludge enters the
outer decanter zone where the sludge is further separated to form a dry cake.
Although the material strength limitations do not allow for high rotational speeds
and therefore only for a limited range of g-forces, the disk decanter can handle large
and variable feed concentrations with very good liquid clarity in the overflow (64).

In addition to the described five main centrifuge types several other types were
developed for a special application. A widely used centrifuge for perfusion processes

Figure 5 Cross section through a continuous disk stack centrifuge. (Courtesy of Westfalia
Separator.)
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is the Centritech centrifuge from Kendro (72–77). The separation chamber consists
of a sterile bag stretched over a bowl rotor. Solids accumulate in the lower zone of
the bag, whereas the liquid remains in the upper zone. Both zones can be pneuma-
tically separated and the solids and liquids are removed through different outlets of
the bag. Sheeler (78) describes a modified fixed angle rotor for continuous-flow cen-
trifugation and various patents focus on improving whole blood separation (79)
using different bag configurations (80–92), separated compartments within the
centrifuge bowl (93,94), or modifying agents (95).

The above described cell separation techniques ranging from depth filtration
over TFF to sedimentation and centrifugation are all utilized in today’s commercial
manufacturing processes for recombinant proteins. TFF and centrifugation domi-
nate the commercial scale, where depth filtration can be seen in addition at the clin-
ical manufacturing scale. It is difficult, if not impossible, to describe one of the
techniques as the best. Every method has its unique advantages and disadvantages.
Choosing the one over the other primarily depends on physical factors such as the
cell culture process, shear sensitivity of the host cell, desired clarification grade, or
liquid volume to be processed. It often depends also on economical factors such
as capital budget, time constraints for delivery, installation and validation, or
multi-product considerations. Sometimes a capital budget or ease of operation initi-
ally drives a decision in one direction, and later during scale-up for commercial lot
sizes another cell separation technique is preferred and needs to be implemented.
This change can have a significant impact on the final product quality, which can
result in additional work and necessary improvements of the fine purification steps
to meet established product quality specifications. A potential change of the cell
separation step should be considered and discussed early on in each project.

PRODUCT CAPTURE AND PRIMARY PURIFICATION

Product separation usually begins with the separation of biomass from liquid as
described in the previous paragraphs. In many cases, the desired product is in the
liquid phase and the separated supernatant will undergo directly further purification
steps. The biomass is discarded or sold as by-product.

In some cases, especially in microbial fermentations, the product of interest is
not secreted and remains intracellular. Releasing the trapped material involves rup-
turing the cell wall. Different chemical and mechanical methods can be applied to
break the cell wall and release the product. The most common methods are osmotic
shock, enzyme digestion, solubilization, lipid dissolution, alkali treatment, homoge-
nization, grinding, ultrasonication, and milling. Mechanical techniques are preferred
for large-scale applications. As the focus of this chapter is on products from mam-
malian cells, which are almost all secreted products, the reader interested in micro-
bial fermentations is referred to the literature mentioned at the end of this chapter.

The two objectives of the primary purification step are first to capture the pro-
duct out of the clarified feed stream with minimal additional binding of by-products
or contaminants. The second objective is to significantly reduce the liquid volume for
the following fine purification steps, because smaller liquid volumes allow for smaller
purification equipment and reduced run times, a major constraint in large-scale
operations. To reach both objectives different product capture techniques and meth-
ods are used. They range from very economic but less specific methods such as pre-
cipitation and extraction to more product-specific but sometimes expensive methods
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such as affinity chromatography or ion exchange chromatography followed by ultra-
and diafiltration. The next few paragraphs will highlight the basic principles and
recent developments in those areas.

Precipitation

Protein precipitation describes a process in which the protein of interest is separated
from the liquid by adding a reagent to the solution, which in turn forms an insoluble
aggregate with the protein of interests. The insoluble precipitate can be then recov-
ered by centrifugation (96). Upon recovery, the initially added reagent is removed
again. It is the intention to recover the protein in either an unchanged molecular
form or one, which can be readily returned to that form (97). A widely used method
for precipitation of proteins is salting-out by salts such as ammonium or sodium
sulfate. The salt competes with the protein for water molecules. At high salt concen-
trations the protein cannot bind enough water molecules to stay in solution and it
precipitates out. Although ammonium sulfate is fairly cheap, its corrosive character
and difficulty to handle and dispose are sometimes disadvantages for large-scale
applications (98). Another method is the isoelectric precipitation (99,100) where
the pH of the solution is adjusted to the isoelectric point of the protein of interest.
The protein has a net charge of zero and a substantially reduced solubility. The addi-
tion of a weak polar solvent such as ethanol or isopropyl alcohol (101) to an aqueous
solution of a protein reduces the effective dielectric constant of the solution and the
protein solubility decreases considerably. A fourth method is the precipitation by
nonionic polymers such as dextrans and polyethylene glycols. The polymer excludes
the protein from part of the solution and reduces the effective amount of water avail-
able for their solvation. Ionic polyelectrolytes (102) such as alginate or carboxy-
methylcellulose (103) act similar to flocculating agents (104) with some salting-out
and molecular exclusion action, but they have a high probability of causing struc-
tural changes to a protein (Fig. 6). Metal ions are used for precipitation because
of their high precipitation capability especially at very dilute protein solutions. Metal
salts when applied at low concentrations can be removed with subsequent ion
exchange resins or through chelating agents. Heat induced precipitation is applied
for large-scale plasmid purification (105). Irwine and Tipton (106,107) and Gupta
(108) reported on a new method using selective agents for affinity precipitation thus
overcoming the unspecific nature of protein precipitation. All described precipitation
methods focus on creating a well-balanced, reversible, biochemical environment in
which the protein of interest has a very low solubility. It is important to evaluate
carefully the impact of physical parameters such as pH (Fig. 7), ion strength or tem-
perature and engineering parameters (109) such as mixing time, heat distribution, or
scalability on the overall process performance when precipitation is considered as
protein capture step.

Extraction

Extraction takes advantage of the partitioning of a solute between two liquid phases.
The protein is more soluble in one of two liquid phases and the protein concentration
increases in the liquid phase of higher solubility as a result of depletion from the
other liquid phase (110). In many cases one phase is water and the second phase
is an organic solvent, which is added to the process to initiate the extraction process.
Common organic solvents are butanol, amyl acetate, or polyethylene glycol.
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However, the low specificity of the method when applied as an initial purification
step to a complex protein mixture and the problems related to processing large
volumes of organic solvents makes extraction not to a preferred choice for manufac-
turing processes of cell culture-derived proteins. However, extraction offers a very
simple method to transfer a protein out of a very diluted aqueous solution into an
organic phase, thus reducing the liquid volume and increasing the protein concentra-

Figure 6 Example of precipitation using ligand-modified phospholipids. [From Ref. (102).]
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tion. The method is used successfully during the initial purification of recombinant
proteins derived from transgenic goats (111) and transgenic corn (112) as the starting
mixture is less complex than cell culture-derived feed streams (Fig. 8). The extraction
process can be optimized by using counterions, which binds to the protein of interest,
by altering the pH of the aqueous solution or by mixing at low shear rates (113).
Recent developments focused on improving the specificity of the extraction method
and elimination of the organic solvent by implementing affinity-based reversed
micelles (114,115) composed of unbound Cibacron blue (116) in two aqueous liquid
phases. These developments address the major concerns the industry has for extrac-
tion with organic solvents and they could lead to significant changes in the way com-
mercial product capture is performed today. Performing extraction in a two-phase
aqueous system with high protein specificity would allow a direct combination with
other purification techniques, which are also aqueous-based systems.

Ion Exchange Chromatography

Ion exchange chromatography is the most used method to capture a protein out of
an aqueous solution. Chapter 13 describes the ion exchange chromatography in
greater detail and therefore this paragraph will explain the principle only very briefly.
Depending on the pI of the protein, either an anion- or a cation-resin is used to bind
the protein of interest (117). Other proteins or contaminants that cannot bind to the
resin under the biochemical conditions will pass through the column and are dis-
carded. The column is rinsed with buffer until all nonbound molecules have been
removed and the bound protein is eluted with a second buffer. Due to a complex feed
stream other proteins or contaminants might bind to the column as well and optimi-
zation of the loading and elution conditions is very critical. In order to improve the
specificity during the elution step buffer gradients are usually very shallow or low pH
or salt steps are applied. Very often the protein is already 90% pure, but it is more

Figure 7 Effect of pH on precipitation by addition of borax. [From Ref. (104).]
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diluted than before in an increased total liquid volume. Then the second objective of
any product capture process, a significant volume reduction, can only be accom-
plished by adding an ultrafiltration step.

Ultrafiltration describes a TFF process (118–120). Water can pass the filtration
membrane, but the protein of interest cannot, thus increasing the protein concentra-
tion and reducing the liquid volume (Fig. 9). Choosing the correct membrane grade
(121) for a commercial scale is not only dependent upon the molecular weight of the
protein, but also upon shear sensitivity, membrane fouling (122), costs and time con-
straints. van Reis et al. (123) describe a 400-fold scale-up of an ultrafiltration process
at Genentech and large-scale considerations. Several factors influence the perfor-
mance of an ultrafiltration process and they can be applied easily to any TFF. Burns
and Zydney (124) shed light on the effect of the solution pH and Meireles et al. (125)
report on effects of operating conditions on membrane fouling. A constant concen-
tration of fully retained protein near the filtration membrane can further improve the
filtration performance and product yield (126) as well as charged or modified mem-
branes can help to retain the target protein (127,128). The obtained protein concen-
trate is either frozen and stored until the fine purification resumes or it is directly
purified further. However, often the following purification step requires a lower ionic
strength or a complete different buffer for optimal performance. Therefore, it is very
common to perform a diafiltration (129) following the ultrafiltration step as both
processes use the same equipment. In a diafiltration process the removed liquid
volume is constantly replaced with another buffer solution. The total volume
remains constant. Other methods such as size exclusion chromatography or counter
current dialysis are also applicable for diafiltration, but the TFF is the preferred
alternative for commercial manufacturing (130).

Figure 8 Process flow diagram of purification of recombinant proteinfrom transgenic corn
using extraction as first process step. [From Ref. (112).]
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Affinity Chromatography

In order to further improve the capture step toward product specificity and volume
reduction, affinity chromatography became very popular over the last 10 years
(131–137). Affinity chromatography refers to the use of immobilized natural ligands
(138), which specifically interact with the desired protein (139). The ligand is immobi-
lized on a suitable resin and packed into a column. The protein-containing liquid is
passed over the column under conditions under which the protein binds to the ligand.
Other proteins or molecules cannot bind to the ligand, pass through, and are dis-
carded. The elution condition, usually a low pH buffer, allows a complete elution of
the target protein. Affinity separation is highly specific for the material that binds initi-
ally and therefore elution conditions usually do not have to be optimized and tweaked
as much as for the previously described ion exchange chromatography, which is less
specific for binding properties and requires more optimization of the elution condi-
tions. Very well-defined ligands for the purification of monoclonal antibodies are pro-
tein A and protein G (Fig. 10), which can be bound to different resins showing similar
purification yields, but differences in capacity and pressure drop (140). A significant
disadvantage for large-scale applications of any chromatography step is the limiting
flow rate than can be applied to a packed resin. This is especially critical for the initial
capture step where large liquid volumes are processed. Two different methods were
developed to overcome this problem especially for large-scale applications (141–143).

The expanded bed chromatography allows the affinity resin or any other ion
exchange resin to expand in the column up to 20-fold of the packed volume. During
the loading process the resin is floating in the liquid stream. Upon loading the resin is
mechanically compressed, and the protein is eluted into a small volume. Expanded
bed chromatography is applied to various production scenarios such as Escherichia
coli (144,145), yeast (146,147), or mammalian cells expressing monoclonal antibodies
(148–153), interleukin-2 (154), interleukin-2 receptor (155), or interferon (156).
Palsson et al. (157) reported on an improved resin that allows for flow rates as high
as 3000 cm=hr.

The second alternative to enable rapid processing of larger liquid volumes is an
affinity membrane in a cross-flow configuration (158). Affinity membranes combine
specific adsorption with filtration. Again, protein A and protein G as well as antibo-

Figure 9 Diagram of tangential flow filtration used for ultra filtration step. [FromRef. (130).]
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dies are preferred product-specific ligands that can be bound to a large variety of mem-
brane matrices (159). Unfortunately, the cleaning of membranes with protein ligands
is difficult, as the ligand has to be still active upon cleaning and sanitization of the
capture unit. This led to the development of alternative specific ligands that are less
sensitive to the cleaning processes in commercial manufacturing. Zeng (160) reviews
several membrane types cross-linked with different specific ligands and Tejeda et al.
(161) describe a design optimization based on the Thomas kinetic model. Affinity
membranes with expensive protein-based ligands are not common in large-scale man-
ufacturing as potential fouling of the membrane combined with the limited or insuffi-
cient cleaning regiments would make this process step uneconomical.

CONCLUSIONS

The primary purification of secreted proteins consists of a cell separation step and a
product capture step. Different methods are available for both steps and choosing
the right one can be challenging and difficult. After starting with initial biochemical
and physical considerations to find a suitable method it is also very important to

Figure 10 Comparison of various resins used for affinity chromatography. (a) Comparative
performance values. (b) Breakthrough curves. [From Refs. (140,149).]
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consider scalability, validation efforts, economical feasibility, and regulatory con-
cerns early on in any project. Further on, the primary purification needs to be inte-
grated into the cell culture as well as the fine purification process to ensure a
streamlined and efficient manufacturing process with minimal steps and product
losses. This chapter tried to highlight process steps that are common in large-scale
manufacturing of biological therapeutics. The focus was on recently published arti-
cles, reviews, and patents. For further and also more comprehensive information, the
interested reader should also consult books devoted to this topic such as ‘‘Biosepara-
tions’’ from Belter et al. (162), or a chapter from Seely et al. (163). Stanbury et al.
(164) give an excellent overview of clarification and capture steps related to microbial
systems. The books from Scott and Hughes (165), Wang (166) and Rickwood et al.
(167) focus on the individual cell separation steps, whereas Sofer and Hagal (168)
give a comprehensive overview on process chromatography. Finally ‘‘Biopharma-
ceutical process validation’’ from Sofer and Zabriskie (169) describes constraints
and hurdles that have to be considered for the necessary validation of a clarification
and capture process.
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Downstream Processing

Ron Bates
Bristol-Myers Squibb, Syracuse, New York, U.S.A.

INTRODUCTION

The production and recovery of recombinant proteins, although common, is by no
means simple, and requires skills from many disciplines including molecular biology,
biochemistry, genetics, and engineering. Since Watson and Crick’s discovery of
DNA (1), a lot of research has focused on the upstream side of recombinant protein
production, and numerous well-established vectors are available along with docu-
mented procedures to create the desired expression system. Protein production
involves manipulating the cells to generate the desired protein, but just getting the
cells to produce the amino acid sequence of interest does not guarantee a usable pro-
tein. The protein may not fold correctly, it may not have its activity, or it may be
degraded either within the cell, in the culture medium, or during the recovery opera-
tions. The culture medium where the product is produced, and hence from where the
product must be removed, can be a very complex mixture of polysaccharides, salts,
proteins, amino acids, lipids, proteases, nucleic acids, steroids, vitamins, growth fac-
tors, whole cells, prions (if animal-derived supplements are used), and adventitious
agents. Proteins are recovered from complex mixtures, and often the recovery and
purification of that protein may not be economically feasible. It has been estimated
that the expense attributed to the purification of a recombinant product can
approach 60% (2) to 80% (3) of the total production cost. The successful production
of a biological product must involve teamwork between the upstream and down-
stream engineers, since every component added to boost protein production must
eventually be removed.

The terminology in this chapter includes numerous downstream processing
terms, and several of the key terms are defined here. The terms adsorbent, particles,
stationary phase, and resin all refer to the packing material in a chromatography col-
umn. Solute refers to a component to be recovered, separated, or purified. The terms
solute, protein, biomolecule, and component are used throughout this chapter inter-
changeably. Throughput is defined as the amount of product processed per unit time;
thus a higher throughput refers to a larger amount of material processed in the same
unit of time. Productivity is throughput per unit of measure, like milligrams of pro-
duct per gram of stationary phase per day, or mg=g=day. Recovery is the amount of
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material obtained from the feed, and a high recovery means that very little product is
lost during processing.

Downstream processing in cell culture technology is defined as a series of unit
operations resulting in a purified therapeutic protein, and this chapter focuses on the
purification of therapeutic proteins produced in genetically engineered cell cultures.
It is assumed throughout this chapter that the desired protein is secreted into the cell
culture medium, and only separation techniques directly used to purify and recover
proteins are discussed. Identification techniques such as Western blotting or SDS-
PAGE are not included in this chapter.

PURITY REQUIREMENTS FOR BIOLOGICAL PURIFICATION
PROCESSES

Most therapeutic proteins are parenteral (i.e., injected or infused directly into the
body) and thus require extremely high purity, and they must have a statistically
low chance to carry harmful substances such as viruses, nucleic acids (or fragments
of DNA=RNA), pyrogens (or endotoxins), or immunogenic proteins. Isoforms of
proteins, i.e., different glycosylation patterns, and dimers, may also need to be
removed during purification, but these will have to be addressed on a case-by-case
basis.

The high purity must be achieved with a high product recovery in a reasonable
amount of time to make the process economically acceptable. Thus, the number and
complexity of the unit operations should be kept to a minimum. Unfortunately,
there are no general purification schemes since all therapeutic proteins and their pro-
duction medium are intrinsically different. There are, however, common steps and
unit operations that should provide the reader with a good starting point. To remove
harmful agents, such as virus particles, endotoxins, and other impurities it is good
practice to employ several orthogonal purification techniques. For example, a puri-
fication process could involve three unit operations—ion exchange, affinity, and size
exclusion—each having an orthogonal basis for purification.

POTENTIAL PRODUCT CONTAMINANTS DERIVED FROM ANIMAL
CELL CULTURE PROCESSES

Viral Contamination

The presence of viral contamination in biotechnology and especially in cell culture
processing is a major concern. As is addressed elsewhere in this book, viruses can
be introduced into the process by numerous routes, including but not limited to
the following (4–6):

� source of cell lines from infected animals
� viral establishment of the cell line
� use of contaminated reagents or equipment
� improper handling of the cell line.

There are three common, complimentary methods applied to reduce the risk of
viral contamination in a protein production process (4–6):

� selection and use of virus-free cell lines and raw materials
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� ensuring an adequate clearance achieved by downstream processing
� meticulous testing after appropriate steps to show absence of contaminating

virus.

The selection of a tested (for the absence of viruses) cell line, and the use of raw
materials shown to be free of viruses are essential in the production of therapeutic
products by cell culture technology. Even with a ‘‘virus-free’’ cell line, the absence
of viral contamination is not guaranteed, and the downstream processing must be
shown to have a sufficient viral clearance. Several techniques are known to have
good viral clearances, such as chromatography, but verification of viral clearance
is necessary and should include viral spikes and challenge studies utilizing appropri-
ate viral agents, e.g., generic as well as specific types of virus particles. Furthermore,
meticulous testing for the absence of infectious viruses must be conducted at appro-
priate stages during the recovery process.

Endotoxins

Endotoxins (also called pyrogens) are lipopolysaccharides consisting of three com-
pletely different sections. There is a nonpolar lipid region, often called Lipid A, an
oligosaccharide core and a heteropolysaccharide region, often called O-Antigen
(7). Endotoxins are found in the cell membrane of gram-negative bacteria, and the
release of endotoxins occurs during cell division, cell growth, and cell death. Unfor-
tunately, endotoxins can be found just about everywhere, so removing them from a
process, even a nonbacterial cell culture, can be quite problematic. The European
Pharmacopoeia reports the threshold level of endotoxins for intravenous use at
5 endotoxin units (EU) per kilogram of body weight per hour (8), where an EU
represents the biological activity of the endotoxin. This requirement does not mean
that ultra-low endotoxin levels are needed in every case. For drugs only requiring
low doses, the endotoxin level can be much higher than for an antibody, for example,
with a dose of a gram or more.

Ideally, in cell culture supernatants the endotoxin level should be zero, but this
is usually not the case. Endotoxins are found everywhere, including the process water
used in the cell culture. Endotoxin-free water can be used, but it is quite expensive
and not always available. Petsch and Anspach (7) provided a table showing the
endotoxin concentrations in common sources. Tap water has an endotoxin concentra-
tion of 1–20EU=mL, and murine IgGI cell culture filtrates have concentrations
<100EU=mL. This can be compared to a high-density Escherichia coli culture with
a concentration after homogenization of >2� 106 EU=mL.

Due to the high likelihood of endotoxins in the process fluid, endotoxin
removal should be built into the downstream processing. The standard protein pur-
ification protocol often includes an ion-exchange step, a hydrophobic interaction
step, and some sort of size-based separation. These three steps frequently provide
an adequate endotoxin clearance, but the product should be tested for the presence
of endotoxins. Bischoff et al. lowered a culture’s endotoxin level from 1.2� 107 to
< 0.22EU=mL using a three-step process: ultrafiltration, anion-exchange, and
immobilized metal affinity chromatography (IMAC) (9).

The selective removal of endotoxins from protein solutions is extremely vari-
able. Adsorptive chromatographic methods are frequently used, and, for most basic
proteins, anion-exchange chromatography is effective. The endotoxins, with their
highly negatively charged oligosaccharide core, bind strongly to the positively
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charged stationary phase, and the proteins are either not bound or eluted with weak
mobile phases (10–13). Reduction in endotoxin levels by three to four orders of mag-
nitude are commonly seen. Process streams containing acidic proteins should not be
processed through an anion-exchange step with the hopes of reducing endotoxin
levels. In this situation, hydrophobic adsorption could be utilized, exploiting the
lipid region of the endotoxins. Affinity resins, such as Protein A, also provide a good
endotoxin clearance for both basic and acidic proteins.

In addition to nonspecific adsorbers, numerous endotoxin-specific adsorbents
are commercially available. These so-called detoxy gels include but are not limited
to Polymyxin B, histamine and histidine, and polycationic ligands (such as poly ethy-
leneimine). Petsch and Anspach provide an excellent review article on endotoxin
removal, complete with structures of the endotoxin-specific ligands (7).

Nonadsorptive methods are also used to remove endotoxins, but with less suc-
cess. Ultrafiltration is used to remove endotoxins from water streams, but it is not
very effective for protein solutions, due to the large relative sizes of both the endo-
toxins and the desired protein. Li and Luo (14) used a salt to aggregate endotoxins
for easy removal by ultrafiltration, and two-phase aqueous extraction with deter-
gents is occasionally used for pyrogen removal (15–17).

Cell-Related Impurities

While making the desired protein, cells need to produce a variety of components to
survive and replicate, including nucleic acids, other host cell proteins, proteases,
lipids, etc. All of these need to be removed from the desired protein. Ideally, whole
cells are removed from the product-containing medium without cell rupture, thus
limiting the quantities of cell-related impurities, but whole-cell removal does not
guarantee the absence of cell debris. Additionally, even when the intact cells are
removed, it is still necessary to select the unit operations to ensure that any trace
quantities of cell-related impurities are removed.

GENERAL PRINCIPLES FOR THE SELECTION AND SEQUENCE
OF DOWNSTREAM PROCESSING STEPS

The process goal is to recover a protein with an acceptable impurity profile in suffi-
cient quantities, and each step in the process must be chosen for a specific reason.
For example, a size-based technique could be used as a final step to remove a
low-level dimer impurity. This size-based operation would not, however, be very use-
ful at removing a deamidated version of the desired protein. The process should
therefore be designed for the earlier steps to remove the deamidated form. Ulti-
mately, the entire purification scheme should be optimized, not necessarily each step.

Downstream processing of biomolecules from recombinant sources can be
loosely broken down into three generic zones: clarification and initial purification,
intermediate processing, and polishing, with one or two unit operations per stage.
Figure 1 shows a typical flow sheet for a protein recovery process highlighting the three
stages and commonly used techniques for each stage. It is possible to combine or
overlap the zones, but all three stages are often needed to provide adequate purification
and clearance of viral particles and endotoxins. Some proteins have been recovered in
one stage, but this is rare, and it would be difficult to convince the safety and analytical
departments of the robustness of the process for adventitious agent removal.
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The single most used purification technique in the downstream processing of
therapeutic proteins is chromatography. It is employed throughout the downstream
processes, but, to meet the specific requirements of each zone, different sized chro-
matographic resins with different efficiencies, selectivities and flow restrictions are
used at each stage of the purification (18), as is described below.

Occasionally, the purification process can be set up such that minimal proces-
sing is needed between chromatography columns. For example, ion-exchange steps
often leave the product-containing effluent in a high-salt solution, and hydrophobic
interaction columns use high-salt solutions as feed. Therefore, the effluent from an
ion-exchange column can occasionally be added to a hydrophobic interaction chro-
matography (HIC) column with minimal preconditioning (often just the addition of
more salt). The reverse is possible as well, i.e., the low-salt effluent from a hydropho-
bic column can often be directly loaded onto an ion-exchange column.

Clarification and Initial Purification

In the initial product conditioning, the main goal is to reduce the working volume of
the process stream and to remove cell debris and some harmful contaminants. The
resolving strength of unit operations in the first stage is not as important as speed
and recovery. Typical unit operations include filtration, chromatography, precipitation,
and centrifugation. For example, a centrifugation and=or filtration step can be used to
separate whole cells from the product-containing supernatant (called clarification).
Subsequently, the product-containing material can be applied directly onto a chroma-
tographic column for a crude purification, thus removing proteases and other harmful
components as well as reducing the volume of the feedstock. For monoclonal antibo-
dies, this first column is often a Protein A column (see section on Recovery of Mono-
clonal Antibodies later in this chapter). Ion-exchange and hydrophobic interaction
columns also work well during the initial purification stage.

Figure 1 Overview of typical protein purification process.
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The initial purification performs crude separations while reducing the volume
of feedstock, often large volumes of highly viscous, cell culture broth. Flow through
packed beds, like chromatographic columns, is dependent on the size of the particles
packed into the column, the viscosity of the fluid traveling through the bed and the
length of the packed bed. The pressure drop across a packed bed is inversely propor-
tional to the square of the particle diameter and directly proportional to the viscosity
of the solution. Chromatographic resins and=or column hardware have a maximum
allowable pressure rating, typically around 100 psi. Realizing that one of the main
goals of the initial purification stage is to remove harmful degradants as quickly
as possible and to capture the most product in the shortest length of time, the max-
imum attainable flow rate needs to be used. Since the viscosity of the cell culture fluid
is fixed, an increase in the flow rate can only be realized with an increase in particle
diameter. Therefore, to process large volumes of broth quickly, large diameter par-
ticles must be used. The so-called big beads (100–300 mm diameter) allow the proces-
sing of large volumes of viscous solutions without losing flow due to pressure
limitations. The purity and recovery expected from the initial product conditioning
are on the order of 70% and 85%, respectively; after clarification, typically only
one purification step, utilizing unit operations that have high loading capabilities
with high to moderate recoveries, is employed before the intermediate processing
stage.

Intermediate Processing

The intermediate processing stage removes most of the remaining contaminants,
such as virus particles, nucleic acids, endotoxins, and other host cell proteins, that
were not removed in the initial purification stage. Typically, two or more orthogonal
processes are used to ensure adequate impurity removal and adventitious agent
clearance. Unit operations with a large capacity, high recovery and good resolving
power, such as adsorption chromatography, endotoxin gels, and membrane proces-
sing are commonly employed in the intermediate processing stage. Chromatographic
processes in the intermediate purification stage often utilize 30–100 mm particles to
achieve high recovery and purity over one or two complimentary steps. The chroma-
tographic processes involve the use of many types of adsorptive resins including
ion exchange, hydrophobic interaction, and affinity-based. The effluent from one
column often requires additional processing, such as buffer exchange, and=or a
concentration step, before the next purification step. More information on chro-
matographic theory and practice is given below.

Polishing

The final polishing stage removes impurities closely related to the desired protein,
such as deamidated isoforms and aggregates, and often involves only one unit
operation having both very high resolution and extremely high recovery (typically
>95%). Chromatographic resins used for polishing are frequently high-performance
particles (10–30 mm diameter) that offer good resolution but at reduced flow
rates and loading capacity. In general, the feedstocks for a final polishing step are
very clean, often with only one or two minor impurities, and small diameter parti-
cles, with very high efficiencies, are required to remove these impurities. Unfortu-
nately, these highly efficient particles also limit the processing capability (i.e.,
productivity) of the chromatographic step. Only small volume feedstocks are used

444 Bates



in the final purification steps, and thus a concentration step is often required before
the column. Most polishing steps involve loading a relatively small amount of feed
onto a column with a very high recovery of product. Final processing resins are
frequently size-based, such as gel permeation chromatography (GPC), but ion
exchange, hydrophobic interaction, and affinity-based resins are also used with good
success.

Combination of Initial and Intermediate Processing

The number of unit operations should be minimized to maximize the recovery of the
desired protein. One way to accomplish this is to combine recovery steps. Recently,
expanded bed adsorption (EBA), a technique that attempts to combine the initial
and intermediate processing steps, has gained widespread use, especially on the
laboratory scale. EBA uses a fluidized bed of adsorbent particles with a large intra-
particle void volume to allow large particles, like whole cells, to pass unadsorbed,
while secreted molecules, like proteins, are adsorbed onto the resin. Once the feed-
stock is passed over the column, the direction of flow is switched, resulting in a typi-
cal packed bed column. Thus, unclarified cell culture broth can be used as feedstock
resulting in fairly pure protein in only one step. EBA has been successfully applied to
unclarified cell culture broths without any detectable cell damage (19) and is
explained in more detail below.

Global Process Requirements

The goal of downstream processing is the recovery of active protein in sufficient
quantity at adequate purity. To meet this goal, several unit operations need to be
developed, optimized, and implemented, but it is not necessary to achieve the highest
possible resolution from each step, especially if it is at the cost of recovery of product
or productivity. The requirements of the process should be achieved globally. The
goal of each step should focus on the strength of that step, and it should also con-
sider the strengths of the other steps in the process. For example, if a troublesome
impurity eluted closely to the desired product in an ion-exchange step, the ion-
exchange step could be developed to remove that impurity. Unfortunately, adjusting
the conditions to remove that impurity may negatively affect the throughput of the
step, and it could also affect the overall yield by requiring the step to discard the por-
tion of the column effluent that contains the impurity. Another approach would be
to determine if a different unit operation would remove that impurity more effi-
ciently: in the previous example, if the impurity is a dimer it may be easily removed
by a GPC column. During the development phase of the process, the strengths of
each processing step should be maximized to produce the most productive process
while still maintaining recovery and purity.

INITIAL PRODUCT CONDITIONING

The following section delineates the strengths and weaknesses of methods used for
clarifying cell culture broths, for removing proteases and other harmful contami-
nants, and for the reduction in the working volume of the process stream. Common
initial steps are membrane processes, like filtration, and centrifugation to remove
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whole cells and cell debris. After cell removal, crude chromatography, extraction,
and precipitation are popular secondary steps to eliminate contaminants from the
desired protein.

Membrane Processing

Membranes are an integral part of most protein purification schemes. A standard
first step in the recovery of secreted proteins is to simply pass the cell-containing cul-
ture fluid over a membrane, where the permeate flows through the membrane and
the cells are retained on the membrane surface (20). Additionally, the concentration
or buffer exchange of process streams is frequently accomplished using a membrane
unit. Membranes can be chemically inert, i.e., nonadsorptive, or contain functional
groups to adsorb solutes. Nonadsorptive membranes separate solutes on the basis of
size; a liquid (with or without particulates) is forced through a porous membrane.
The small molecules (molecules smaller than the diameter of the pores) pass through
the membrane, while the larger molecules are retained (21). Typically, only crude
separations, large molecules from small molecules, are achieved using nonadsorptive
membranes, but this crude separation can offer a very good recovery of the desired
product.

There are two main classes of nonadsorptive membrane processes in the phar-
maceutical industry, microfiltration (MF) and ultrafiltration (UF), although nanofil-
tration and reverse osmosis (RO) are also used to a lesser extent. MF is defined as the
clarification or removal of microparticulates from a liquid stream. These micropar-
ticulates can be cells, cellular debris, aggregates, precipitates, bacteria or any other
nondissolved substance in a cell culture medium. MF membranes are classified by
the diameter of the smallest particle that is retained by the membrane, typically on
the order of 0.1–10 mm. UF is the separation of dissolved components based on
molecular size, such as the recovery of peptides from a cell culture supernatant,
removal of protein dimers or elimination of virus particles from a process stream.
Membranes used for UF are classified by molecular weight cut-off (MWCO), which
is the molecular weight in Daltons (Da) of the smallest molecule that is retained by
the membrane. Typical UF membranes range from 1000 to 500,000 MWCO. Nano-
filtration is similar to UF but with MWCO ranging from 100 to 1000 Da. Reverse
osmosis membranes are capable of separating salts from aqueous solutions and
are classified by the percent rejection of a salt (typically sodium chloride).

Microfiltration is usually operated in a dead-end configuration where the solu-
tion is forced through a membrane situated perpendicular to the direction of flow.
Dead-end filtration units are commonly used in applications where large differences
between solutes exist, such as the removal of whole cells from a culture medium.
Unfortunately, the buildup of retained material on the membrane surface results
in a reduction of the fluid flow passing through the membrane, and this buildup
requires frequent cleaning or replacement of the membrane.

Ultrafiltration processes are operated in either dead-end or cross flow (also
known as tangential flow) configuration. Cross-flow filtration (CFF) utilizes a
membrane situated parallel to the direction of flow, and thus only a portion of the
feed flows through the membrane. The feed is kept under pressure and forced to flow
along the surface of the membrane, preventing a large cake from forming on the sur-
face of the membrane and allowing much longer operation lifetimes than dead-end
filtration. The permeate side of the membrane in CFF is either kept at ambient pres-
sure or under vacuum to promote flow through the membrane. The stream that does
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not pass through the membrane is called the retentate and exits the unit at a higher
solute concentration. The concentration of the retentate is determined by the ratio of
permeate to retentate flow. This ratio is controlled by altering the operating condi-
tions, e.g., MWCO, feed pressure, feed flow rate, permeate pressure. The most com-
mon applications of CFF in the downstream processing of proteins are the
concentration, buffer exchange and desalting of protein streams, such as after a
chromatography column.

The difference between the feed pressure and the permeate pressure of mem-
branes is called the transmembrane pressure (TMP). The TMP is used to monitor
the filtration step (both in dead-end and CFF). As the TMP rises to a predetermined
level, the operation needs to be stopped, and the membrane needs to be either
cleaned or replaced.

There are various types and sizes of membrane units available commercially,
such as tubular, hollow fiber, and flat sheet (cassette type, spiral wound units,
etc.) (21), and they can be manufactured with functional groups, much the same
as chromatography resins but with the opportunity for better productivity. Deriva-
tized membranes utilize adsorption to selectively bind solutes from a process stream.
Adsorptive membranes offer better separation efficiencies, but they are more difficult
to develop and often get replaced by a chromatographic column. Membrane suppli-
ers produce large lines of adsorptive membranes including ion exchange, hydropho-
bic, affinity, endotoxin, and viral-specific functional groups. There are numerous
reports of researchers using derivatized membranes, such as Lee et al.’s work with
an affinity membrane to purify enzymes (22), and most derivatized membranes are
used similarly to chromatography resins, explained in more detail below.

Another benefit of membrane processing is the ease of scale-up. The process is
scaled directly from the laboratory based on the cross-sectional area, assuming the
same geometry at both scales. The accompanying flow rates are also scaled based
upon the ratio of the cross-sectional areas, i.e., a five-fold increase in cross-sectional
area results in a five-fold increase in flow rate, throughput, and membrane area. The
pressure drop and process time should be the same in both the laboratory and man-
ufacturing facility.

Centrifugation

Centrifugation is used to separate or concentrate materials suspended in a liquid
medium, based on sedimentation rates in an increased gravitational field. Two par-
ticles of different masses will settle in a tube at different rates in response to gravity.
In the downstream processing of biomolecules, the particles are usually cells, subcel-
lular organelles, viruses, and large molecules such as protein and nucleic acid aggre-
gates. Typically, a centrifugation step in cell culture processing results in a solid
pellet (which is discarded) and a clear supernatant (containing the product).

The increased gravitational field is generated in the centrifuge by the revolution
of a rotor around a fixed point. The centrifugal force (measured and reported as mul-
tiples of the force of gravity) generated by this rotation is used to increase the settling
rate of biomolecules, and it is proportional to the rotation rate of the rotor (in rpm)
and the distance between the rotor center and the centrifuge tube. Therefore, a given
centrifuge may use multiple rotor sizes to produce different separation conditions.
Each centrifuge has either a specific graph (a nomograph) or a table relating rotation
rate (rpm) to centrifugal force for each size of rotor it accepts. The centrifugal force is
also dependent upon the design of the rotor itself, e.g., fixed angle or swinging bucket.
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Centrifugation is frequently used as a first step to separate whole cells from the
supernatant. It is also used to separate protein aggregates from the supernatant fol-
lowing a precipitation step. Centrifugation is a well-studied and well-used unit
operation (23) with a host of references on its use in bioprocessing (24–35, for
example).

The types of rotors used in centrifuges are fixed angles, swinging buckets, con-
tinuous flow, or zonal, depending upon whether the sample is held at a given angle to
the rotation plane, is allowed to swing out on a pivot and into the plane of rotation,
designed with inlet and outlet ports for separation of large volumes, or a combina-
tion of these. The details of even basic centrifuges are too extensive to cover in this
chapter. Fixed angle rotors are the work-horse elements of a cell culture laboratory,
and the most common fixed angle is a rotor holding eight centrifuge tubes at an angle
of 34� from the vertical. In a fixed angle rotor, the materials are forced against the
side of the centrifuge tube and then slide down the wall of the tube.

Precipitation

Historically, precipitation was the most common initial purification step, and it was
commonly used for fermentations where the product was not secreted. Recently,
especially with animal cell cultures, the trend has been to replace traditional precipi-
tation steps with filtration or chromatographic steps, especially in large-scale pro-
cesses. A brief description of the theory and practice of precipitation, as well as
several references, are given below.

The interactions between water and the polar side-chains of amino acids allow
proteins to become hydrated and thus soluble in aqueous solutions. When these
interactions are prevented, proteins interact with each other and form aggregates
that eventually fall out of solution. The purposeful disruption of the water–protein
interaction is called precipitation. There are two main classes of precipitation used in
the recovery of biologies: solvent and salt (or polymer), and either class is used in two
main facets in the biotechnology industry. The first is to remove components that are
drastically different from the desired protein (such as proteases or nucleic acids) and
prepare crude cell extracts for the next step, i.e., chromatography. The second is to
precipitate all the material out of solution to change buffer or provide a storage
medium.

Occasionally, once the water–protein interaction has been sufficiently dis-
rupted, the protein aggregates will grow with a density far greater than water and
fall directly out of solution, but it is more common, especially in a laboratory setting,
to follow the precipitation with centrifugation.

It is also worth noting that precipitation is an equilibrium-driven interaction—
the solubility of the protein is reduced but not eliminated, and thus not all of the
protein is removed from solution. As an example, consider two solutions of the
same protein at 10 and 5mg=mL under identical conditions. Further assume that
the solubility of the protein is reduced to 0.1mg=mL upon addition of salt. It is
obvious that the more concentrated solution will have a greater recovery of protein,
due to a larger percentage of protein remaining in solution in the less concentrated
sample. Thus, the concentration of a dilute feedstock is often employed directly
before a precipitation step to increase the yield.

The solubility of proteins depends on, among other things, the salt concentra-
tion and the pH of the solution. At low salt concentrations, the presence of salt
stabilizes the various charged groups on the protein, thus attracting the protein into
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the solution and enhancing its solubility. As the salt concentration is increased, a
point is reached where addition of more salt results in less water available to solubi-
lize the protein. The protein eventually starts to precipitate out of solution when
sufficient water molecules are no longer available. These two phenomena are referred
to as salting-in and salting-out, respectively. Salting-out of proteins is the most
common form of protein precipitation.

Another major factor in the precipitation of proteins is the solution pH. A gen-
eral rule of thumb for pH effects is proteins are much less soluble at their isoelectric
point (pI) than at other pHs. Using organic modifiers or polymers such as polyethy-
lene glycol (PEG) often further reduces the solubility. Protein stability is much more
sensitive to changes in pH, however, than to either a change in the organic content of
the solution or changes in the ionic strength of the solution. Very slight changes in
pH can have drastic effects on protein stability.

Using salts to precipitate proteins out of solution is accomplished in one of the
following two methods. The first is to simply add the salt, in solid form, to the feed-
stock. It is important to note that adding salt to a solution increases the total volume
of solution, which must be taken into account if a precise salt concentration is
required. The second method involves making up a concentrated salt solution, at
the pH and temperature of the feedstock, and adding the saturated solution directly
to the feedstock. In the laboratory setting either method is trivial to perform, but on
a large scale it is often not possible to use a concentrated solution, since even a 50%
saturated solution requires a two-fold increase in the volume of the working stream.
In addition, the solubility of proteins in high-salt solutions is typically greater at
lower temperatures. Thus a clear solution in a cold box at 2M ammonium sulfate
could become turbid or even show precipitates upon warming to room temperature.

The ability of anions to cause precipitation typically follows the Hofmeister
series, i.e., sulfate stronger than acetate which is stronger than chloride, etc.; addi-
tionally, monovalent cations are better than divalent cations. Ammonium sulfate
is the most commonly used salt due to its high solubility and low cost. The solubility
of ammonium sulfate in water is 0.53 kg L�1 or 4.05M at 20�C, and it is common to
see precipitation steps using a 50% ammonium sulfate solution. The recent literature
contains numerous examples using ammonium sulfate and other salts to precipitate
proteins. Nagashima et al. used a 30–50% saturated ammonium sulfate solution to
precipitate glucuronate:baicalein 7-o-glucuronosyltransferase with a 94% recovery
(36). Menhard and Zenk used ammonium sulfate (a 0–70% saturated solution gradi-
ent) as an initial conditioning step in the purification of acetal coenzyme A (37).
Ammonium sulfate precipitation offers several additional benefits over traditional
precipitation methods, such as increased stability of most proteins and reduction
in proteolysis and bacterial growth (21). In fact, ammonium sulfate precipitates
are often the preferred long-term storage method for proteins. Numerous other
researchers have used ammonium sulfate in one capacity or another in the recovery
of biologies (38–41).

Solvent precipitation involves increasing the organic component of a protein
solution until the desired protein falls out of solution. The organic solvent must
be miscible with the protein solution, nonreactive with the desired protein, and effec-
tive at causing aggregation of the desired protein. The most common solvents are
acetone and ethanol, although other alcohols, ethers, and ketones can be used.
Aggregation of protein molecules during solvent precipitation is likely caused by
electrostatic interactions between the charged groups of individual protein mole-
cules. As the solution becomes more nonpolar, the polar groups on neighboring

Downstream Processing 449



protein molecules interact, causing aggregation and eventually precipitation. Unfor-
tunately, too much organic solvent often causes denaturation, so the optimal percent
solvent should be chosen very carefully.

Contrary to salt or pH precipitation, solvent precipitation allows for operation
at temperatures below the freezing point of water, since all miscible organic solvents
lower the freezing point of the solution to well below 0�C. Typical solvent precipita-
tion conditions (using either acetone or ethanol) are 20% solvent v=v on an additive
basis (e.g., 20mL of solvent to 80mL of aqueous solution) with an aqueous solution
having an ionic strength between 0.05 and 0.2M, operated at 0�C. Generally, preci-
pitation with solvents is greater at lower temperatures, and since proteins are more
stable at lower temperatures, this benefit of solvent precipitation can be exploited.

The use of high molecular weight, water soluble, organic polymers is also com-
monly used to precipitate proteins from solution (21). Solutions of polyethylene glycol
(PEG), up to 20% w=v, are frequently used, often resulting in the precipitation of all the
protein mass in solution (42). Polyelectrolytes, which are organic polymers with multiple
charged sites, are also used to precipitate proteins (43,44). The use of organic polymers
in precipitation is very similar to the use of ammonium sulfate. Affinity ligands, either
covalently bound to soluble polymers or in free solution, are used to selectively precipi-
tate proteins from solution (45–49). In affinity precipitation, the ligands exploit the
protein’s specific functionality to form conjugates and precipitate out of solution. The
interaction between the protein and the affinity ligand is very similar to the interaction
used in affinity chromatography, and, in fact, many of the same ligands are used. Unfor-
tunately, organic polymers are more difficult to remove than either salt or organic
solvent from the precipitated proteins.

Aqueous Two-Phase Extraction

Another common initial purification step is liquid–liquid extraction, where solutes
partition between two liquid phases. To form two distinct phases, the two liquids must
be immiscible, such as hexane and water. Traditional extraction processes use an organic
solvent and an aqueous solution to form two distinct phases. Unfortunately, proteins
often denature in organic solvents, and thus extraction with an organic solvent is not
a viable solution. An alternative is to use two immiscible aqueous phases.

Aqueous two-phase systems form when two solutions containing either two
hydrophilic polymers or a polymer and a salt, in the appropriate amounts, are
mixed. Typical polymers used in aqueous two-phase systems are PEG and dextran.
Ammonium sulfate and sodium sulfate are common salts for the generation of aqu-
eous two-phase systems. Fractionation of solutes between the two phases can be
adjusted by slight alterations in the concentration, composition, or temperature of
either phase. Aqueous two-phase extraction (ATPE) exploits the subtle differences
of the two phases to selectively partition proteins between the two phases, or it
can partition proteins away from contaminants like DNA.

The behavior of proteins in the aqueous phases is not well understood, but it is
known that altering the composition and=or the concentration of aqueous solutions
effects either the hydrophobicity or the ionic nature of that phase. Walter and co-
workers offer two good references providing detailed descriptions of different
polymer=polymer and polymer=salt combinations, temperature and solvent effects on
partitioning, etc. (50,51). In addition to these references, numerous current uses of
ATPE can be found for many different proteins (22,52–63) and amino acids (64). Dia-
mond and Hsu report that ATPE is an efficient, economically viable initial
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purification step (65). ATPE can offer an alternative to other initial processing steps
while still meeting the purity and recovery requirements, and ATPE can be operated
in a continuous fashion, thus improving productivity over traditional batch operations.

In addition to the standard polymers, researchers also add specific ligands to
polymer chains, e.g., affinity ligands, to enhance the partitioning in ATPE (21). Dyes
are also chemically attached to PEG to alter the protein partitioning (66,67). Ther-
moseparating polymers are used as well. Thermoseparating polymers are polymers
that when combined with water and heated above a critical temperature, called
the cloud point, form two phases. The polymers are easily recycled by cooling the
liquid below the cloud point (61–63,68) thus forming one homogenous phase.

Batch Adsorption

Researchers also use activated porous particles, such as chromatography resins, to
capture the desired component by adsorbing the solute onto the resin in batch mode.
A typical batch adsorption step involves the addition of the resin to the feedstock
solution in a buffer that promotes adsorption of the desired solute. The resin, with
the desired component, is then filtered to remove the initial buffer. The filtered resin
is combined with a much smaller volume of a buffer that is unfavorable to adsorp-
tion. The same type of filtration is again used with the filtrate containing the desired
component. The choice of buffer conditions to be used should be optimized to initi-
ally only bind the desired solute and close analogs, and the desorption buffer should
be strong enough to allow for a large reduction in the overall process volume with a
good recovery of product.

Any adsorptive particle can be used in batch mode, such as ion-exchange,
hydrophobic, or affinity resins. Gagnon reports the use of anion-exchange chroma-
tographic resins as batch adsorbers to remove host cell membranes, lipids, DNA,
and pH indicator dyes from the desired protein (69). The adsorbent in this case is
added directly to the harvest fluid, stirred gently for a sufficient length of time,
and filtered through a 0.2 mm membrane. In a laboratory setting, this filtration is
done in a dead-end configuration (often a stirred-cell) using vacuum to pull the
supernatant through the membrane. EBA combines batch adsorption with tradi-
tional chromatography to both capture and purify the desired protein, as explained
in more detail below.

Product Concentration

The concentration of product streams is very important in protein purification, espe-
cially before nonadsorptive purification steps like size-exclusion chromatography
(SEC). The most common concentration step in the downstream processing of
proteins is ultrafiltration operated in CFF mode; a membrane is chosen such that the
desired solutes and large biomolecules are retained, but the liquids and smaller molecules
pass through the membrane, thus permitting reduction until the desired process volume
is obtained. Other processes such as batch adsorption, dialysis, adsorption chromato-
graphy and precipitation also offer significant concentration opportunities at the
capture stage, but UF is far and away the easiest and most commonly used.

Although used less than UF, ammonium sulfate precipitation is also used as a
concentration step. A saturated ammonium sulfate solution can be added to a post-
column effluent, for example, precipitating out all the protein in the solution. After
centrifugation, the resulting pellets are redissolved in the appropriate volume of
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solution required for the next step. Although dialysis and ultrafiltration are more
common, ammonium sulfate concentration does have benefits, especially when
stability of the desired protein is a major issue.

Buffer Exchange

The removal of salts and the exchange of buffers is typically accomplished using
either UF, dialysis, or GPC. In UF, the desired buffer is added to the protein
solution at a rate matching the volume removal rate of the permeate stream.

Dialysis involves using a piece of tubing or a bag deliberately manufactured to
allow small molecular weight solutes to pass unrestricted while prohibiting larger
molecular weight (>15 kDa for example) solutes from passing through the material.
A typical dialysis step involves loading the concentrated sample into a dialysis bag
and placing that bag into a vessel filled with the desired buffer under mild agitation.
Sufficient time is allowed for equilibrium to be reached and the process is repeated.
The equilibrium nature of dialysis necessitates at least one repetition of the process.
For example, if the buffer volume is 50-fold greater than the sample volume, the
maximum dilution of the original sample is 51-fold.

Dialysis is a time-intensive unit operation. Typically, a well-mixed sample can
reach 90% of equilibrium in 2–3 hr (21); however, the remaining 10% can take appre-
ciably longer. The simple operation and equipment needed to perform a dialysis
step makes it a very popular laboratory technique, but it is less useful in large-scale
operations.

Gel permeation chromatography also exchanges buffers by size-based opera-
tions. In GPC, the proteins are sterically prohibited from entering the pores of the
column packing, and thus they elute much faster than smaller ions. A buffer
exchange, GPC step involves the following: equilibrating a column packed with
the adsorptive stationary phase with the desired buffer, load the sample onto the
column, and immediately after the sample has been loaded, flow the desired buffer
through the column. The desired solute should elute (in the desired buffer) much
faster than the original buffer=salt. A rule of thumb for GPC is that the volume
of feed loaded onto the column should be <5% of the total column volume to ensure
adequate distance between the back edge of the solute band and the front edge of the
original buffer band.

Gel permeation chromatography is typically much faster than dialysis and is
used more frequently on large scale. More information on GPC is given below.

CONVENTIONAL CHROMATOGRAPHIC METHODS

General Principles of Chromatography

Chromatography is one of the oldest and most widely used purification methods,
with Tswett (70) generally being credited with its invention. Since Tswett’s early
work separating plant dyes, much has changed in the ‘‘state of the art.’’ In the 1950s
column chromatography emerged, drastically increasing the speed and efficiency of
chromatography, but the column packings used in those first columns were structurally
soft, thus prohibiting the use of high flow rates. By the early 1960s, rigid column pack-
ings and better solvent delivery systems were available, and high-performance liquid
chromatography (HPLC) was born. HPLC is used today in every recovery and purifi-
cation laboratory in the biotechnology industry.

452 Bates



Chromatography encompasses a wide range of separation modes that can be
categorized loosely as either: nonadsorptive (e.g., size-exclusion) or adsorptive
(e.g., ion-exchange). The adsorptive modes of chromatography include (but are
not limited to) ion-exchange, hydrophobic interaction, reversed-phase, affinity,
and immunoaffinity. In this chapter, chromatography refers to the batch-wise load-
ing of feed onto a column packed with particles to separate moieties into distinct
zones (i.e., peaks) that are kept apart by zones containing only mobile phase
(i.e., ‘‘empty zones’’).

Chromatographic theory revolves upon the amount of time solutes spend inter-
acting with the stationary phase. The most common way to represent this interaction
is called the capacity factor, k0, defined as:

k0 ¼ time spent in absorbent

time spent in liquid phase
¼ tr � t0

t0
ð13:1Þ

where tr is the retention time of the solute, and t0 is the retention time of an unad-
sorbed solute. Figure 2 shows an ideal chromatogram with two components, and this
figure, hopefully, provides a graphical explanation of the terms used above and
below.

For components to be separated on a chromatography column, the time the
individual solutes spend in the adsorbent must be sufficiently different. Typically,
larger differences in k0 values lead to better separations. The separation between
two peaks is called the separation factor (a) and is defined as the ratio of the capacity
factors of each component:

a ¼ k02
k01

ð13:2Þ

Figure 2 Generic elution chromatogram. A standard two-peak separation separated by a
small empty zone. The y-axis is the response from the detector and the x-axis is the time.
The variables are further explained in the text with tr referring to retention time of each
component and wh referring to the width of each peak.
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It is worthwhile to note that a large a does not guarantee a good separation. The
retention times used to calculate k0 are the time when the peak apex exits the column,
and there is no factor in a to account for the shape of a peak. Thus, a situation
can arise where a large difference in retention times exist, but where the widths of
the peaks are sufficiently large and overlap, preventing pure product from being
recovered.

Extremely large peak widths can result from an inefficient column or from
poorly chosen elution conditions resulting in nonspecific binding or gradual deso-
rption. Large peak widths can be wide Gaussian-shaped peaks, or they can be the
result of tailing or fronting. Generally, the larger diameter resins have wider peaks
and lower column efficiencies.

The efficiency of a column is typically reported as either the number of theore-
tical plates, N (analogous to the number of plates for a distillation column) or the
height equivalent to a theoretical plate (HETP). Both N and HETP are related to
the width of the protein band exiting the column. This can be clearly seen from
the following relations:

N ¼ 5:54
tr
wh

� �2
ð13:3Þ

HETP ¼ L

N
¼ L

5:54

wh

tr

� �2
ð13:4Þ

where wh is the peak width at half peak height and L is the column length. Smaller
plate heights (HETP values) are analogous to higher efficiencies. The efficiency of a
column is often reported as the number of plates per meter of bed length, and effi-
ciencies for a 90 mm packed bed are on the order of 5000 plates=m. Smaller (and
hence more efficient) particles should have considerably more plates per meter.

Another commonly reported term is the resolution (Rs), which is often used as
a measure of the relative separation between two peaks, expressed as:

Rs ¼
1

4

� �
ða� 1Þ

a

ffiffiffiffiffi
N
p k0av
ð1þ k0avÞ

ð13:5Þ

where, k0av refers to the average of the capacity factors. An Rs of 1.5 correlates to
complete resolution (also called baseline resolution) between peaks, and ‘‘empty
zones’’ exist between the peaks. As is intuitively obvious, the higher the Rs, the better
the separation between peaks. It must be realized that the above development
assumes Gaussian peak shapes. For non-Gaussian peak shapes, the asymmetry of
the peak should also be examined. The asymmetry factor (As) is defined by:

As ¼
b

a
ð13:6Þ

where b is the second half peak width measured from the apex of the peak to the
point on the peak at 10% peak height, and a is the first half peak width also mea-
sured at 10% peak height to the apex of the peak, as shown in Fig. 2. Acceptable
asymmetry factors range from 0.8 to 1.2. Peaks that have long fronts or tails are
undesirable, since even if extremely asymmetric peaks are well resolved, the purifica-
tion is achieved at the cost of throughput and productivity.

454 Bates



The brief theoretical development given above can be used to determine how
well a packed chromatography column will separate the desired protein from the
other components. It can also be used to compare separations using different condi-
tions. The efficiency of the column, coupled with the resolution between the desired
protein and the closest troublesome impurity, can be used to screen columns for
applicability. Once columns providing the necessary resolving ability are determined,
the amount of protein that the column can separate per batch needs to be examined.
Obviously, to maximize productivity, the most protein that can be loaded onto the
column while still meeting the required purity needs to be determined.

The ability of a chromatographic resin to adsorb a protein is called the protein
uptake capacity or the binding capacity. Resin manufactures report protein binding
capacities at specific conditions, and it is important to note that the binding capacity
can be very dependent on the specific conditions. In addition, the model proteins
used by the manufacturers do not have the same binding capacity as the desired pro-
tein, but, in a pinch, they can be used for comparison. There are two types of binding
capacities reported by manufacturers and in the literature: batch and dynamic. Batch
(or static) capacities are determined using batch adsorption experiments. Dynamic
binding capacities involve measuring the breakthrough of proteins through a packed
column under given conditions at specific flow rates. The capacity, whether it is
dynamic or batch, depends on the properties of the adsorbent, the properties of
the protein and the experimental conditions. The column capacity is especially
important during scale-up, where the size of the column is an important
consideration.

The column hardware and packing technique are as important to the success of
the chromatographic step as the choice of the adsorbent and the experimental con-
ditions. Each resin manufacturer supplies a suggested packing method and packing
solvent. After packing the column, the bed should be visually inspected for channel-
ing, and an efficiency test should be run. The efficiency test is run with a nonadsorb-
ing substance (like acetone for an ion-exchange resin) or a compound of known
characteristics (like the protein of interest or a test compound suggested by the
manufacturer). From the solute peak, the efficiency of the column can be calculated
and compared to manufacturer specifications.

Productivity Concerns

Productivity refers to the amount of material that can be processed per equipment
size per unit of time (usually either kg=Lstationary phase=year or g=m

2=day). Through-
put is defined as the amount of product processed per unit time; thus a higher
throughput refers to a larger amount of material processed in the same unit of time.
For process-scale chromatography, the economics must also be favorable. The costs
of a chromatography step involve the cost of the resin, buffers, hardware, utilities,
labor, etc., and all of these costs are directly influenced by both the productivity
and the throughput of the step. Higher productivities allow for smaller sizes of
equipment to process the same amount of material and thus lower capital costs.
Another way to interpret this is that more product produced per day relates to a
smaller number of days needed to operate the unit operation, but if bigger units
are used to shorten the campaign length, the increased capital costs could outweigh
the reduction in campaign length. The throughput and productivity of a chromato-
graphic step are dependent on many factors including the size and type of resin used,
the buffering species, the flow rate, the separation efficiency, the length of the

Downstream Processing 455



column, the capacity of the resin, etc. Unfortunately, it is not possible to maximize
all of these factors. The productivity triangle shown in Fig. 3 displays the tradeoff
that must be made in preparative chromatography. To maximize productivity, either
the yield or the purity can be optimized, but not both. For example, consider
optimizing (hence maximizing productivity) an initial purification step where yield
is much more important than purity. High capacity, large diameter resins should
be used to increase flow rate through the packed bed, but large diameter resins
are typically not very efficient, and thus, the purity of the product will be low.
The separation resulting from this step will be crude at best, but the feedstock will
be processed quickly; this is especially important in the initial purification, where
proteases could be present in the feedstock.

The productivity of each step needs to be examined to maximize overall process
throughputs. It is also important to realize that optimization of each step does not
always transfer to the optimal overall process, and hence the global goal must also
be taken into account during the development of each step, as discussed above.

Adsorptive vs. Nonadsorptive Chromatography

Chromatography is the use of resins to selectively retard the flow of solutes across a
packed bed. The resins used in chromatography are grossly classified as either
adsorptive or nonadsorptive. Solutes physically bind, or adsorb, onto the surface
of the stationary phase in adsorptive chromatography. For example, ionic interac-
tions between a charged solute and the oppositely charged stationary phase cause
adsorption in ion-exchange chromatography (IEC). A typical adsorptive chromato-
graphy cycle involves loading the feedstock onto the column, washing the less
strongly bound impurities from the column, eluting the desired component with a
stronger eluent, removing the more strongly adsorbed solutes with a harsh mobile
phase, and regenerating the stationary phase for the next cycle. However, care must
be used when selecting the conditions for adsorption to ensure that the protein of
interest does not bind too strongly and require harsh, possibly denaturing, elution

Figure 3 Productivity triangle. The maximization of the productivity of a unit operation is
dependent on two main constraints, yield and purity.
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conditions. In any adsorptive chromatographic separation, it is desirable to optimize
the conditions to allow for the weakest binding of the solute to the stationary phase.
Strongly bound solutes require large volumes of mobile phase or harsher mobile
phases to desorb. The binding, washing and eluting conditions are chosen in adsorp-
tion chromatography to suit the situation. Adsorptive chromatographic methods
provide many options: the solute of interest can be strongly bound to the stationary
phase, while the impurities are either not bound or weakly bound; the desired protein
can be weakly bound to the stationary phase, while impurities are either not bound
or very strongly bound; or the product can be unretained by the column while the
impurities are adsorbed by the stationary phase.

The use of nonadsorptive resins in chromatography mostly refers to GPC,
which is also known as SEC and gel filtration chromatography. In GPC, the separa-
tion is based on size: larger molecules are restricted from the smaller pores of the
resin and thus elute faster (and in less volume) than the smaller molecules that have
access to a larger volume of the stationary phase. There is no adsorption and thus no
concentration of the solute bands. A concentration step is frequently required before
this chromatographic method. Furthermore, as the solute band disperses (due to
diffusion) while it passes through the stationary phase, the volume of the feed must
be less than the elution volume of the desired component, to allow for complete
separation. One useful benefit of the inert nature of the stationary phase in GPC
is the use of mild operating conditions, often simply the eluent from the previous
step, can be used.

Gradient vs. Isocratic Elution

Isocratic elution refers to the case where the solutes are eluted off the column using
the same mobile phase as the loading buffer. Isocratic elution is very effective at
separating solutes that have similar binding affinities. If the solutes encompass a
large range of affinities, then isocratic elution becomes less attractive due to the
retention time and volume of mobile phase needed to elute the strongly retained
components as compared to the weakly retained components. One instance where
isocratic elution is frequently used is where the desired solute is not retained by
the column, but the impurities that need to be removed are. The feed can be continu-
ously loaded onto the column until the active binding sites on the column are
occupied by the impurities. The column can then be washed to remove the impurities
and equilibrated with the starting buffer to begin another purification. Isocratic
elution is also used when the solutes are weakly bound to the adsorbent. Another
benefit of isocratic elution is that since the loading and elution buffers are the
same, no equilibration between cycles is needed, and in some applications, where
equilibration steps are long, this is extremely beneficial. It is important to realize
that the longer the solutes are on the column in isocratic elution, the wider the
peak gets.

Gradient elution can be either continuous or step-wise. In a continuous gradi-
ent, the strength of the mobile phase is continuously increased to selectively desorb
solutes. The shape of the gradient can be anywhere from convex to linear to concave,
although linear is the most common. Continuous gradient elution allows for the
separation of solutes having drastically different binding affinities, in a relatively
short time and small volume. Unfortunately, before the next cycle can be started,
the column needs to be equilibrated with the loading buffer, thus lengthening the
effective cycle time. Step gradients involve the instantaneous change in mobile phase
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composition (e.g., 10–40mM NaCl) allowing for the separation of solutes having
vastly different binding characteristics in a relatively short amount of time. Step
gradients are commonly used in systems purifying more than one component.
Another common example of step gradient elution is where the impurities are not
bound, but the desired solute is. Here, the feed is loaded onto the column until
the stationary phase is saturated with the product. Next, a wash step with the loading
buffer can be used to remove any unbound or weakly bound components still in the
stationary phase matrix, and finally, the desired solute can be eluted with a step
change to a stronger eluent. The adsorbent will then need to be equilibrated before
the next cycle. In large-scale chromatographic processes, isocratic or step gradients
are preferred due to inherent complexities associated with generating a reproducible,
continuous gradient.

Types of Resin Selectivities

Ion-Exchange Chromatography

The charged nature of proteins is exploited in IEC to differentiate between individual
proteins, as well as between nucleic acids and proteins. IEC involves the reversible
adsorption of charged molecules to an oppositely charged functional group immobi-
lized on a particle. Under certain conditions, some biomolecules bind irreversibly to
ion-exchange resins, and it is recommended that another form of chromatography be
used for this situation. The desorption of the desired solute from the stationary phase
(referred to as the elution of the solute) should occur under nondenaturing conditions.
IEC is the most commonly used form of chromatography to separate proteins due to its
simplicity, nondenaturing operating conditions, and relatively low cost (71).

All proteins have a backbone of amino acids, which may or may not be
charged. In a sense, proteins can be thought of as large polyions, with the charge
dependent on the pH of the solution. Of the 20 naturally occurring amino acids,
lysine, arginine, and histidine (below pH 7) are positively charged, and asparatate,
glutamate, and cysteine (above pH 8) are negatively charged.

Additionally, at neutral pH, the N-terminal amines are positively charged, and
the C-terminal carboxylic acids are negatively charged. The remaining amino acids
do not contribute to the overall net charge on the protein. They do, however, affect
the binding of the protein to various chromatographic resins, due to nonspecific
interactions. It is also worthwhile to note that the charge on these amino acids is
affected by both the neighboring amino acids and the pH of the local environment.
The point at which the number of positive charges and negative charges are equal
(i.e., where the protein is electrostatically neutral) is called the pI of the protein.
The pI is useful in determining which type of ion-exchange resin to use. This will
be explained in more detail below.

An IEC step, like most adsorptive chromatography steps, involves four main
stages: equilibration of the stationary phase, adsorption of the sample or solute onto
the stationary phase, desorption of solute, and regeneration of the stationary phase
in preparation for another run. Occasionally, a wash or cleaning step is used either to
flush solutes less strongly bound to the matrix before the elution of the desired pro-
tein or after the elution of the desired protein to remove strongly bound components.
Sanitization might also be needed, depending on the process.

The first stage of an ion-exchange operation is the equilibration of the charged
stationary phase with a buffer at a specific ionic strength and pH, thus associating
the charged functional groups with simple counter-ions (typically either sodium or
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chloride). The equilibrium conditions should be chosen such that the adsorption of
the desired compound is favorable but not too strong or irreversible.

The second stage is the loading of the feed onto the stationary phase in either
the equilibration buffer or another buffer favorable to adsorption. During this
stage, the solute molecules either displace the adsorbed counter-ions and bind rever-
sibly to the stationary phase or they travel through the column unretained. A more
detailed discussion on the pros and cons of using the stationary phase to bind the
desired solutes or the impurities is given elsewhere in this chapter.

The third stage involves changing the conditions of the mobile phase to be
unfavorable for ionic interactions, by either increasing the ionic strength or adjusting
the pH. This can be done via a constantly changing gradient or via one or more step
changes. On a large scale, step changes or completely isocratic operation are
preferred.

The fourth stage in an IEC step is to regenerate the resin and prepare it for the
next cycle. Regeneration typically involves a very high-salt buffer to remove all
bound components and fully associate the functional groups with counter-ions.
The nature of the regeneration buffer is dictated by the feed and by the process.
Regeneration can involve extremely high pH solutions, like 1N NaOH for complex
mixtures.

The type of ion-exchange is classified by the functional group attached to the
stationary phase. Anion-exchange chromatography involves a positively charged sta-
tionary phase (or column matrix) with negatively charged counter-ions. Negatively
charged solutes (also called anions) exchange positions with the counter-ions and
adsorb onto the stationary phase until either displaced by a compound with a higher
affinity or until the charge is altered by changes in the mobile phase pH. Cation-
exchange chromatography works in much the same way, but with a negatively
charged matrix and positively charged counter-ions.

Anion- and cation-exchange chromatography are further subdivided into two
classes, strong or weak—e.g., strong anion-exchange chromatography—based on
whether or not the functional group carries a constant or pH-dependent charge.
Resins classified as weak have functional groups with nominal pKas, thus allowing
for a variable charge over a pH range. Table 1 lists the types of exchanger and com-
mon functional groups attached to the stationary phase. Levison et al. present phy-
sical data on 70 commercially available ion-exchange resins (72). The authors list
experimentally derived data on swelling, ion-exchange capacity, protein binding
capacity, flow rate=pressure drop, and overall performance.

The type of ion-exchange resin to be used in a chromatographic step depends
on three important factors: scale (or scale-up), specific requirements of the step
(including purity, capacity, speed, and resolution), and the pI of the protein of inter-
est. If a chromatographic step is to be scaled-up, the resin needs to be available in
sufficient quantities. A great method developed in the laboratory is worthless if
the resin is not available in large enough quantities. Additionally, the resin available
in bulk should have the same characteristics as the analytical-size column; no sur-
prises should occur upon scale-up. The best way to verify this is to pack an analytical
column from the same lot of material to be used on large scale and confirm that the
performance is the same.

When choosing resins, the specific requirements of the step should also be
taken into account. For example, if the step is to be used as a capture step, then
throughput and yield are more important than resolution and purity; in turn a large
diameter resin should be used. Alternatively, if the chromatographic step is needed as
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a final polishing step, high resolution is the most important criteria, and a high-
efficiency small diameter resin should be used. Most ion-exchange resin manufac-
turers offer a full line of stationary phases from high performance, small beads to
the so-called ‘‘big beads.’’

The choice of the functional group attached to the particle is dependent on the
pI of the protein, the pH range over which the protein is stable, and the types of
impurities present. At a pH below its pI, a protein has a net positive charge (more
positively charged amino acids than negatively charged ones) and will adsorb onto
a negatively charged stationary phase, i.e., a cation-exchange resin. Conversely, at
a pH above its pI, a protein has a net negative charge and will adsorb onto an
anion-exchange resin. It should also be noted that although net charge is a good first
approximation, it does not always provide the necessary information. It has been
postulated by many researchers that protein adsorption occurs via charged patches
on the protein, and these charged patches do not necessarily reflect the overall net
charge. Although very important, this discussion is beyond the scope of this chapter.

Righetti and Caravaggio (73,74) and Malamud and Drysdale (75) present
tables containing the isoelectric points of many common proteins. Unfortunately,
most cell culture researchers are working with proteins that are not going to be listed
in these tables. In these situations, a protein titration curve can be generated via
batch experiments at different pH values or electrophoretically. Modern electrophor-
esis equipment allows for fast, simple isoelectric point determination using isoelectric
focusing (IEF). In addition to pI, the pH range over which the protein is stable is
also important. If the protein is stable over a region above its pI, an anion-exchange
resin should be used; conversely, if it is stable below its pI, a cation-exchanger should
be used. For proteins that are stable above and below their pI, either type of
ion-exchange resin can be used. Simple batch adsorption experiments with several
resins at various pH values provide enough information to determine a starting point
for column development work. Batch adsorption experiments (with several resins)
could also be used to determine situations where the protein of interest is bound
to the stationary phase and the contaminants are not. Adsorption experiments are
an effective way to quickly screen a host of resins under numerous conditions.
Two model proteins, lysosyme and bovine serum albumin (BSA), are commonly
used to determine the type of ion-exchange resin that is needed. Lysosyme is an
extremely basic protein (pI > 10) and is not retained on an anion-exchanger under
normal conditions. It is, however, retained quite well on cation-exchangers. BSA

Table 1 Types of Ion-exchange Chromatography

Type of exchanger Functional group Common name

Strong anion-exchanger Quaternary amine
(N,N,N-trimethyl-2
hydroxy-propylamine)

Q

Weak anion-exchanger Tertiary amine
(diethylaminoethyl)

DEAE

Strong cation-exchanger Sulfonic acid
(sulfoxyethyl or
sulfoxymethyl)

S

Weak cation-exchanger Carboxylic acid
(carboxymethyl)

CM
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(pI ¼ 4.7) provides the opposite situation; BSA is retained strongly on an anion-
exchanger at neutral pH, but is unretained at pH 4.5 or less (76). It is, however,
retained on a cation-exchange resin at pH values < 4.5.

The choice of buffer conditions, both equilibration and elution, are quite
product-specific, but the following can be used as a general guideline. For an
anion-exchanger, the starting pH should be as high as possible, taking into account
product stability, with an ionic strength that is as high as possible to allow the pro-
duct protein to bind but as many impurities as possible to flow through the column
unretained. Typically, the equilibration buffer should be 0.5–1 pH unit higher than
the pI with a salt level of 50mM. The buffering species used in the equilibration buf-
fer should not interact chemically with the product and should provide an adequate
buffering capacity at the desired pH. More information about the choice of buffering
species is provided below. The elution buffer is usually at the same pH as the equili-
bration buffer with a higher concentration of salt, typically 0.5–1.0M. Gradient
elution involves gradually blending the elution buffer into the equilibration buffer
until either 100% elution buffer is being used or the desired protein has eluted.
A cation-exchanger would use a presaturation buffer that is 0.5–1 pH unit below
the pI of the protein and the same 50mM salt concentration; the elution condition
would again be at the same pH and 0.5–1.0M salt.

For both anion- and cation-exchangers, a third buffer—often called a cleaning
buffer—is employed after elution to remove strongly bound components. The clean-
ing buffer typically has a much higher salt level, often as high as 4M, and occasion-
ally is at pH extremes, such as pH 13 or pH 1.

In certain instances, the buffer conditions can be manipulated to allow either
the product to flow through the column unretained and the impurities to be bound
to the adsorber, or the product to be bound and the impurities to be unretained. This
is especially useful to remove nucleic acids (which are negatively charged) from a
basic protein on an anion-exchange column. Care must be taken when using chroma-
tography resins to bind impurities since not all impurities are likely to bind to the
resin. If used early in the purification process, flow-through columns are extremely
productive, but it is generally accepted that a binding step (i.e., where the desired
solute is bound to a resin) is needed downstream of a flow-through chromatographic
step.

The choice of buffering species is very important and should not be taken
lightly. The most important criteria include using buffering species that provide buf-
fering capacity at the desired pH, do not interact chemically with the protein and are
nontoxic. Interaction of the buffering species with the adsorbent is the subject of
some debate. If the buffering species is such that it is oppositely charged than the
adsorber, then when the buffering species is charged, it will compete with the protein
for sites on the adsorber. Fortunately, the capacity of the adsorber for small ions
(like charged buffering species) is usually much greater than that for proteins, which
minimizes the competitive adsorption effects due to the ability of small ions to bind
to many more adsorption sites. To be safe, the buffering species should form ions of
the same charge as the adsorber and thus not compete for binding sites. There are
numerous published tables and charts providing pKas of different buffering species
(77–80), but many of these species are hazardous and=or toxic. Good et al. (81) pub-
lished a list of biologically favorable buffering species, the so-called ‘‘Good’s Buf-
fers,’’ that are commonly used in the downstream processing of proteins. Lastly,
some situations require volatile buffers, although this is less common; examples of
these are formic acid, acetic acid, ammonium acetate, and ammonium carbonate.
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IEC, like all adsorptive chromatographic methods, can be operated using
either isocratic or gradient elutions, although most isocratic elutions actually involve
the use of step gradients, i.e., the instantaneous change from one buffer to another.
Additionally, it is worth noting that the traditional sense of gradient elution involves
the precolumn mixing of two streams to generate a gradually changing mobile phase.
This gradient can be of ionic strength or pH. The use of salt (or ionic strength)
gradients is explained above.

In the late 1970s and early 1980s Sluyterman and co-workers developed a tech-
nique, termed chromatofocusing, utilizing internally generated pH gradients (82–88).
The technique utilizes a column with a buffering capacity, like DEAE, and an eluent
containing a low ionic strength, synthetic polymer mixture containing thousands of
individual buffering species with a broad spectrum of pKas and thus a very linear
titration curve and an even buffering capacity over a large pH range. Their method
involved equilibrating a weak-base ion-exchange column with a buffer containing a
simple basic buffering species (same charge as the adsorbent) at a high pH. The pro-
tein sample is adsorbed onto the adsorbent, and then the focusing buffer (titrated to
a lower pH with acetic acid, for example) is pumped through the packed column.
A linear pH gradient is generated internally (without precolumn mixing) by the titra-
tion of the adsorbent by the polyampholyte buffer. In use, these polyampholyte buf-
fers have many limitations, such as their high cost and their known propensity to
associate with proteins, thereby restricting the widespread acceptance of chromato-
focusing and its use on a preparative scale.

Chromatofocusing typically results in very high resolution and is frequently
used as a final polishing step. Nagashima et al. used chromatofocusing as a final pol-
ishing step, even though they used a weak-base ion-exchange step in the intermediate
processing step (36). Sluyterman and Wijdenes (84) experimented with using simple
buffering species to internally generate continuous pH gradients, but concluded that
the polyampholyte buffers produced better pH gradients. Recently, investigators
have developed techniques involving retained, internally generated pH gradients
using simple buffering species to avoid the complications associated with polyam-
pholyte buffers (89–93). Frey and co-workers developed a chromatofocusing techni-
que using pH step gradients (containing one or multiple pH steps) (89,90). Their
procedure involved equilibrating the column at one pH with one counterion (acetate,
for example) and eluting at a lower pH with a second counter-ion (chloride, for
example). Bates and co-workers expanded the earlier work using simple buffering
species to generate linear pH gradients to separate proteins (91–93).

Hydrophobic Chromatography

The separation of biological components by hydrophobic interactions was first sug-
gested by Tiselius in the late 1940s (94), and since then, reversed phase chromatogra-
phy (RPC) has been widely used for the analysis of a variety of substances (95).
Hydrophobic interactions are the binding of hydrophobic moieties in the presence
of water (96).

The term reversed phase arises from operating a column in a reverse mode to
what was traditionally done (called normal phase). In normal phase chromatogra-
phy, the solute partitions between a polar stationary phase, often underivatized
silica, and a nonpolar, organic mobile phase. In RPC, long alkyl chains are bonded
to the silica backbone creating a hydrophobic, nonpolar stationary phase. The
solutes partition between the hydrophobic stationary phase and the polar mobile
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phase (e.g., water). The strength of the mobile phase is increased by adding an
organic modifier (like acetonitrile or methanol) to the water, thus decreasing the sur-
face tension of the stationary phase, and desorbing the solute. RPC is typically oper-
ated using a continuous, linearly increasing gradient of organic modifier, i.e., from
5% to 95% acetonitrile, generated by precolumn mixing of the two ‘‘pure’’ solutions.

Reversed phase chromatography is usually performed with small particles (e.g.,
10 mm diameter) and is a very efficient step offering the potential for high resolution.
Highly polar proteins are eluted under mild conditions in RPC, and in these instances
RPC is used for low-loading, high-resolution steps, i.e., final polishing steps. Comuzzi
et al. used RPC after a heparin affinity column to purify milligram quantities of
RANTES (regulated on activation, normal T cell expressed and secreted) (97). The
authors concentrated the effluent (by ultrafiltration) from the affinity chromatography
step and loaded it onto a C-4 column. The RANTES was eluted using a 60-min, linear
acetonitrile gradient with an approximate 80% yield. Other researchers have also used
RPC in the purification of proteins, but RPC is not as common as a similar technique,
HIC, in the downstream processing of proteins.

Hydrophobic interaction chromatography (HIC) and RPC are similar techni-
ques, separating solutes based upon interactions between surface hydrophobic
patches on the protein and the hydrophobic ligands on the surface of the stationary
phase. RPC typically uses long alkyl chains having 4, 8, 12 or 18 carbon atoms, while
HIC adsorbents contain short alkyl chains, 8 carbon atoms or less, or phenyl groups.
Additionally, the capacities of HIC columns are much less than the capacities of
RPC columns, due to the degree of substitution of the functional groups. In contrast
to the high organic content of RPC mobile phases, HIC utilizes aqueous mobile
phases that are less likely to denature proteins; the solutes are adsorbed on a mildly
hydrophobic stationary phase with a high-salt aqueous mobile phase and eluted with
a low-salt aqueous mobile phase. The high-salt concentration of the loading buffer
increases the surface tension of the mobile phase, thus favoring adsorption onto
the stationary phase (98). This ‘‘hydrophobic effect’’ is defined as an unfavorable
interaction between a nonpolar moiety and water (99). The ‘‘salting out’’ of proteins
enhances binding in HIC, and hence the precipitation-promoting salts (PO4

3�, SO4
2�,

NH4
þ, Kþ, etc.) from the Hofmeister lyotropic salt series (100) are preferred, but not

required, in HIC. After adsorption, the solutes are desorbed off the stationary phase
using a mobile phase containing a lower concentration of salts, at the same pH. Hor-
váth and colleagues have published a series of articles related to binding in HIC
revolving around the solvophobic theory (97,101–104). Nagashima et al. used a
HIC step consisting of a phenyl functional group as an intermediate purification step
to purify an enzyme (36). Numerous other groups have reported the use of HIC in
the recovery of proteins (105–112).

In HIC, pH effects are worth considering, but care should be taken to not
denature the protein of interest. Several pH values should be tested within the stabi-
lity range of the protein; this can be accomplished in a batch adsorption mode before
column studies are initiated. Frequently, increasing the pH (and thus deprotonating
amino acids) will decrease the hydrophobic interactions.

Temperature effects have also been shown to be important in HIC (102,103),
but it must be realized that temperature control on a large scale is not as easy as
in the laboratory.

The development of a HIC step should involve examining several salt concen-
trations, pHs, and ligand types. The loading of the feed onto the hydrophobic resin
should be performed under the lowest possible salt concentration where the desired

Downstream Processing 463



protein binds, but conditions where precipitation occurs should be avoided. During
method development, the screening via batch adsorption experiments should focus
on initial pH and the choice of salt. A common starting point for method develop-
ment is 1.0M ammonium sulfate at a pH where the protein is stable. The ligand
attached to the stationary phase is also important, and several different ligands
should be examined. Once the resin and loading conditions are set, the type of elu-
tion needs to be determined, either isocratic or gradient. A gradient elution would
involve simply decreasing the salt concentration of the mobile phase by precolumn
mixing of the high salt buffer with a low or no salt buffer until the desired protein
elutes. Gradients are typically easier to develop, since a gradient with a fairly shallow
slope works most of the time. Isocratic elution offers the possibility for better resolu-
tion between components, as described above, but they frequently require a larger
volume of mobile phase to elute the desired component. Determining the optimal
isocratic conditions is also a time-consuming operation, often involving numerous
iterations.

Thiophilic Chromatography

Thiophilic chromatography was first described by Porath and colleagues (113–115)
in their efforts to purify immunoglobulins from serum and since has been used by
other researchers to purify proteins from serum, ascites fluid, hybridomas, and
prostate-specific antigen proteins (112–126). Thiophilic chromatography goes by
many names such as T-Gel, thiophilic interaction chromatography (TIC), and thio-
philic affinity chromatography. Thiophilic interactions result from having a nucleo-
philic molecule three atoms away from the sulfone group (21), such as
mercaptoethanol bound to divinyl sulfone-activated agarose. Other novel ligands
are also used (116, for example).

Thiophilic interactions between the sulfone–thioether ligand and active sites on
the protein are very specific, promoted by water structure-forming salts (like sodium
sulfate) (113,118,119), and adsorption is enhanced by high-salt concentrations. Simi-
lar to HIC, loading occurs using high concentrations of sodium, potassium or
ammonium sulfate, and elution is accomplished by decreasing the salt concentration
either via continuous or step gradients. Berna et al. compare and contrast the
adsorption of proteins from serum in TIC and HIC; they concluded that both
TIC and HIC are salt-promoted, but the salt promotes different types of weak mole-
cular interactions in each mode (117). Sulfate salts have been shown to increase bind-
ing, and chloride salts have been shown to decrease binding (21).

Affinity and Pseudo-affinity Chromatography

Affinity adsorbers can be loosely classified into two categories: highly specific adsor-
bers and group adsorbers (21). Highly specific adsorbers use the actual enzyme or
substrate or an analog as the ligand, and those ligands are immobilized onto the sta-
tionary phase. Group adsorbers use ligands that bind to a wide range of proteins that
have similar structures or functions, such as using immobilized Protein A to purify
antibodies. Highly specific immunoaffinity resins are either available commercially
or easily produced using activated particles that can be loaded with a ligand of
choice from resin manufacturers (127, for example), but the specifics involved with
choosing and loading of the ligand are beyond the scope of this chapter. For the
remainder of this chapter, affinity chromatography will be used to refer to group
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adsorbers. A list of common affinity resins and literature references are given in
Table 2.

The two most common affinity resins for antibody purification are Protein A
and G. Both resins utilize immobilized bacterial proteins that bind specifically to
the Fc region of IgG antibodies (128). Protein A is more specific to mammalian IgGs
(like fully humanized IgGs of subclasses 1, 2 and 4), while Protein G shows greater
specificity towards mouse or rat IgG (128). On either Protein A or Protein G, the
loading of the feedstock is done at or near physiological pH and ionic strength,
e.g., 10mM sodium phosphate, 150mM NaCl, pH 8.0. After loading the anti-
body-containing feedstock onto the affinity resin, the resin is then washed with 5–
10 column volumes of buffer under loading conditions. The elution of the antibody
off the column requires a strong elution buffer (e.g., 1.0M acetic acid, pH 3) and the
antibody-containing effluent should be neutralized, dialyzed or diafiltered as soon as
possible, to limit the degradation of the antibody in the strong elution buffer. Exam-
ples of the use of several resins are given below.

Pseudo-affinity adsorbers, like immobilized metal affinity resins, bind proteins
through interactions common to many groups of proteins. IMAC separates proteins
based on their affinity for metal ions. Two amino acids, histidine and cysteine, form
complexes with transition metals at neutral pHs. Typically, the affinity of a protein
for an IMAC column is proportional to the number of surface histidine residues.
This is often exploited by adding a poly-histidine fusion to recombinant proteins
to simplify the purification. Fusion and tagged proteins are beyond the scope of this
chapter, but the reader is encouraged to review the literature on using fusion proteins
to simplify recovery using IMAC columns (129–135), affinity tags (e.g., green fluor-

Table 2 Examples of Affinity Chromatography Resins

Ligand Specificity References

2050 ADP Enzymes which have NADPþ

as cofactor
21

50 AMP Enzymes which have NADþ

as cofactor, and ATP-dependent
kinases

21

Blue (Cibacron Blue) Broad range of enzymes which have
nucleotide cofactors, serum
albumin, etc.

21,179,180

Bezhydroxamic acid
(BHA)

Peroxidase 181–184

Red (Procion Red) Broad range of enzymes which
have nucleotide cofactors, etc.

21

Protein A Fc region of IgG and related
molecules

174,185,186

Protein G Similar to Protein A, but different
affinities for IgGs from different
species

187

HCIC Similar antibody binding affinities
to Protein A, but with a different
ligand

137–139

IMAC Proteins containing surface histidines 121,162
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escent protein) (38,136–139), or other fusions (140–144). The most common metal
ions used in IMAC are Zn2þ, Cu2þ, Ni2þ and Fe2þ.

The development of a purification step should begin with several analytical
experiments (either in column or batch adsorption mode) to determine the best metal
ion to use. Typically, copper offers stronger binding, and zinc is often weaker. Load-
ing of the protein-containing feed solution onto the IMAC column should be done at
relatively high ionic strength (0.5–1.0M NaCl) with a slightly alkaline pH (typical
buffers include tris acetate at 50mM or sodium phosphate at 25–50mM). After load-
ing the protein, the column should be washed with 5–10 column volumes of the load-
ing buffer to remove weakly bound contaminants. The elution buffer is at the same
conditions used for loading but with an increased amount of a substance with a
strong affinity for the immobilized metal ion, e.g., ammonium chloride (150mM)
or imidazole (50mM). EDTA can also be used to elute proteins from an IMAC col-
umn, but it must be realized that EDTA will strip the metal–protein complex from
the column, thus offering no further resolution. EDTA is frequently used to clean all
strongly bound protein from the column matrix. As with all adsorptive methods, iso-
cratic or gradient elution can be used, and it is up to the reader to decide which is
best for the situation at hand. Lastly, the issue of metals leaching off the column
is worth considering, especially for large-scale operations.

Recently another affinity resin has gathered much attention, especially in the
recovery of antibodies. Hydrophobic charge induction chromatography (HCIC)
utilizes a ligand that is antibody-selective and allows for elution under much gentler
conditions. HCIC was first described by Burton and Harding (145) using a
pH-dependent, dual-mode ligand (4-mercaptoethylpyridine, see Fig. 4) that favor
hydrophobic binding under loading conditions (physiological pH) and electrostatic
repulsion under elution conditions. A typical HCIC step involves equilibrating the
column with a 50mM tris buffer at pH 8 (phosphate-buffered saline, pH 7, is also
used) and loading the sample onto the column. The loaded column is then washed
with the loading buffer before an instantaneous step change to the elution buffer
(50mM sodium acetate, pH 4.0) rapidly desorbs the antibodies. The pooled antibody
containing fractions are then immediately dialyzed (or buffer exchange) to a more
suitable buffer. Schwartz et al. (146) compare HCIC to traditional Protein A purifi-
cation for several systems. They reported recovery values in the 92–98% range with
purities >95%, which were at least as good as those realized from a Protein A recov-
ery system. A four-log reduction in viral load was also seen in the HCIC step, and

Figure 4 HCIC ligand. At physiological ionic strength and pH values, the aromatic pyridine
ring is uncharged and hydrophobic. The 4-MEP is known to bind strongly and selectively to
IgG subclasses from most species. When the pH of the solution is dropped below the pKa of
the nitrogen (4.8), the ligand has a positive charge; under such conditions, most antibodies
carry a positive charge, and therefore electrostatic repulsion occurs.
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significant DNA reduction was realized. Additionally, Guerrier et al. (147) used
HCIC to purify milligram quantities of whole hIgG1 and antibody fragments.

Gel Permeation Chromatography

Gel Permeation chromatography has been used extensively in the purification of pro-
teins, nucleic acids, and other biological macromolecules since its inception
(148,149). Gel chromatography (also called GPC, gel filtration chromatography or
SEC) is a mild purification technique that separates molecules based on size, using
an inert (noninteracting) matrix with a carefully controlled pore structure. The pore
structure of the gel matrix is such that smaller molecules are able to diffuse into more
of the matrix than larger molecules, and hence the larger molecules elute first from
the column followed by the other solutes, in order of decreasing size. It is important
to note that the solute ‘‘size’’ reported from a gel chromatography assay is dependent
on the shape of the molecule. Two proteins of the same molecular weight can have
different elution characteristics depending on their shape, e.g., one is a rod-like mole-
cule and one is spherical in shape. Most commercially available ‘‘calibration’’ stan-
dard samples assume a spherical shape.

Gel permeation chromatography is a very mild purification technique that
allows operation at conditions suited for the stability of the desired protein, and it
can be operated in the presence of cofactors, at high or low pH, at 37�C or 4�C, with
or without detergents, etc. It is also a suitable technique for both preparative prac-
tices and analytical techniques. Preparative gel permeation chromatography is fre-
quently used as a polishing step where low capacities are acceptable and the feed
stock is relatively clean (150). Dimers and degradation products are the most com-
mon impurities removed from the product in gel chromatography steps. Addition-
ally, GPC is frequently used as a buffer-exchange step.

It is generally believed that gel filtration separates solutes based on steric hin-
drances, and that gel filtration can be used to determine the molecular weight of
components (151–153). To determine the molecular weight of an unknown sample,
a set of standards of known molecular weight is used to determine a calibration
curve (also called a selectivity curve). The set of standards would contain similarly
shaped molecules with molecular weights greater and less than the expected molecu-
lar weight of the desired protein. A typical calibration curve involves plotting the
logarithm of the molecular weight vs. the average distribution coefficient (Kd,av).

Kd;av ¼
Ve � Vo

Vt � Vo
ð13:7Þ

where Ve is defined as the volume of mobile phase needed to elute the solute from the
column, Vo is defined as the volume needed to elute a solute that does not enter the
pores of the resin, and Vt is the total volume of the column. The volume of mobile
phase needed to elute the solute from the column can be calculated by multiplying
the retention time and the flow rate. The subsequent plotting of the distribution
coefficients and the log of the molecular weights of the standards results in a pseudo-
linear graph from which the molecular weight of an unknown sample can be deter-
mined from its elution volume. Again, it is imperative to realize that the shape of the
molecule is very important and can skew the results drastically. Obviously, the
relative molecular weights of compounds are less important than purity and recovery
when GPC is used preparatively.
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NONCONVENTIONAL CHROMATOGRAPHIC METHODS

Displacement Chromatography

Displacement chromatography is a type of elution chromatography where the more
strongly bound solutes push (or displace) the less retained solutes from the stationary
phase. The different moieties are separated into adjacent zones of highly pure indi-
vidual components. In contrast to standard elution chromatography, no ‘‘empty
zones’’ exist between solute zones. The zones exit the column in order of increasing
binding strength in a so-called ‘‘displacement train,’’ with the last moiety to exit,
having the strongest binding strength, being the displacer.

The displacers can be ampholytes (154,155) indigenous proteins (156), other
proteins (157,158), or small molecules (159–161). The presence of a displacer, and
hence a displacement train, allows the solutes to be loaded at levels significantly
higher than normal elution chromatography, without the detrimental peak tailing
that is seen in overloaded elution chromatography. Displacement can occur with
any adsorption media, and numerous examples can be found in the literature for dis-
placement in IEC (162), IMAC (163), HIC (164), hydroxyapatite (165), and affinity-
based chromatography (166). The choice of displacer is dependent on both the type
of resin used and the protein to be purified, and there are numerous alternatives for
each type of resin.

The choice of displacer is obviously a crucial factor in the utility of displacement
chromatography for the desired solute. Displacers should be chosen such that they
are nontoxic, stable, inert with respect to the components in the feed, soluble in the
mobile phase, easily removed from the desired solute and have a stronger affinity for
the stationary phase than any of the components in the feed. Another factor to consider
is the concentration of the displacer. Too little displacer results in broad zones of insuf-
ficient purity, and too much displacer results in insufficient volume available to form a
displacement train and hence little to no separation between components.

A typical purification cycle consists of presaturating a column with a buffer
that is favorable to adsorption. Next, the solute is loaded onto the column followed
directly by the loading of a solution containing the displacer. The column is then
subjected to a buffer that is unfavorable to adsorption. This elution buffer allows
the formation of the ‘‘displacement train’’ and collection of product. The last step
involves regenerating the column in preparation for the next cycle.

Expanded Bed Chromatography

As mentioned above, EBA or expanded bed chromatography allows the loading of
unclarified feedstocks directly onto a recovery column. Expanded bed chromato-
graphy combines the capture and intermediate purification steps by simultaneous
utilization of the same resin and equipment for two separate steps. The first part
of EBA is the generation of a fluidized bed by an upward flow. The second step is
a downward flow resulting in a traditional adsorption chromatographic step. As with
any fluidized bed, it is imperative that the flow rate is greater than the minimum flui-
dization velocity to ensure adequate mixing. A fluidized bed has much greater space
between the particles (called intraparticle void volume) than a traditional packed
bed, allowing the use of viscous feed solutions at high flow rates with minimal pres-
sure drop. A typical EBA step would involve the loading of a viscous feed solution in
such a manner to create a fluidized bed where the cell debris and other nonadsorbed
material flow through the bed. This is followed by a wash step to remove debris and
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unbound components from the resin. After completion of the loading and washing
steps, the direction of flow is reversed and a standard elution chromatography step is
run. The type of elution depends on the nature of the separation and the type of
functional group attached to the bead. Many researchers have reported the use of
EBA to purify proteins from bacteria, yeast and mammalian cultures (167–175).
Garke et al. used EBA with cation exchange resin as an initial step in the purification
of recombinant human basic fibroblast growth factor (173). Feuser et al. discussed
the use of EBA for the purification of monoclonal antibodies (MAbs) and report
that hybridoma cells interact with an expanded bed of cation exchange resin but
do not interact significantly with Protein A adsorbent (19). Fahrner et al. reported
that expanded bed Protein A chromatography had similar purification results as
typical fixed bed chromatography (174). The removal of whole cells from product-
containing supernatant is a common use of EBA, but if the cells rupture, proteases,
nucleic acids and other undesirable moieties will be released. Fortunately, several
researchers have shown that EBA is a mild technique, even for shear sensitive
hybridoma cells (175), and thus cell rupture is usually not an issue.

DESIGN OF PURIFICATION PROTOCOLS

Although, there are no generic protein purification procedures, several guidelines
will assist in the method development process. To ensure adequate purity and adven-
titious agent clearance, two to three orthogonal purification techniques should be
used in the recovery process. It is important to maximize the strengths of each unit
operation and not to demand too much from each step. The design of the purifica-
tion protocol should utilize techniques that are adequate for that stage of purifica-
tion; for example, a size exclusion chromatographic method should not be used as
a primary recovery step; instead an UF step should be used if size-based retention
is desired. Lastly, the entire purification protocol must be chosen such that the
protein is not denatured or rendered inactive.

Recovery of Non-MAb Proteins

A generic protocol utilizing the techniques and guidelines explained above for the
purification of most non-MAb proteins would include the following steps:

� Initial purification—microfiltration to remove the whole, intact cells, fol-
lowed by either a low resolution chromatography step or an ammonium
sulfate precipitation to crash most proteins out of solution.

� Intermediate—HIC and IEC (order interchangeable) to remove impurities
with different hydrophobic and ionic characteristics, respectively, as well
as to drastically reduce the DNA=RNA and viral load.

� Polishing–HIC or IEC using very high-resolution particles followed by
GPC to remove any dimers.

In between unit operations, buffer exchange and concentration steps will occa-
sionally be needed. Of course, this ‘‘generic’’ protocol does not work in all instances,
and most certainly it is not the most productive or efficient process. Several simple
modifications to the protocol can be quickly made based upon known attributes
of the protein. For example, if surface histidines are present, an IMAC column
can replace either the HIC or the IEC step in the intermediate stage. Lastly, nucleic
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acid and virus-specific affinity resins can be used in the protocol to ensure adequate
clearance. Table 3 presents several purification schemes used by other researchers.

Recovery of Monoclonal Antibodies

The recovery of monoclonal antibodies has been covered in some detail above in var-
ious sections, and the references provided in those sections contain many purification
protocols. An article by Iyer et al. (176) provides information on many different
issues that arise during the development of an antibody purification process. Most
MAb purification schemes employ similar chromatographic techniques, e.g., Protein
A, IEC, HIC, and affinity, used in various orders depending on the impurities pre-
sent. Other researchers have developed one-step antibody purification methods using
novel affinity or immunoaffinity ligands (127, for example). As provided in
the previous section for non-MAb proteins, below is a quick, generic protocol for
the purification of MAbs:

� Initial purification—centrifugation, depth filtration or microfiltration to
remove whole, intact cells, followed by big-bead Protein A, HIC or batch
adsorption or chromatography.

� Intermediate processing—Protein A to bind all the antibodies, followed by
IEC to purify based on ionic characterization.

� Polishing—GPC or high-performance cation-exchange chromatography to
remove dimers or high-performance IEC (like chromatofocusing) to remove
close analogs based on charge.

Again, the buffer exchange and concentration steps have been omitted, but
they will most likely be needed between the techniques. If EBA is used, the microfil-
tration step can be eliminated. In addition, endotoxin-specific columns (so-called
detoxy gels) are frequently utilized in-between purification zones to ensure adequate
endotoxin removal.

Table 3 Examples of Protein Purification

Protein
Primary
recovery

Intermediate
purification

Final
polishing References

UDP-glucuronate Precipitation AEC
HIC

GPC
CF

36

MT5-MMP Centrifugation AEC IAC 188
2-hydroxy- HAC AEC CF 189
isoflavanone Precipitation HIC GPC
dehydratase AEC

4-hydroxy- Precipitation AEC CF 180
benzoate GPC GPC AEC
glucosyl- HAC
transferase Affinity

chromatography
UBGAT Precipitation HIC CF 112

GPC GPC

AEC, anion-exchange chromatography; CF, chromatofocusing; HAC, hydroxyapatite chromatography;

IAC, immunoaffinity chromatography; GPC, gel permeation chromatography.
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The current industrial trend is to avoid using Protein A, thus avoiding poten-
tial leachable or extractable issues with the column matrix. In these non-Protein A
processes, the protocol is similar to that used for non-MAb proteins discussed
above. Yazaki et al. (177) discuss the purification of antibody fragments using a
nonaffinity-based purification process. The authors utilized batch adsorption of
an anion-exchange resin followed by vacuum filtration through a 0.2mm membrane
to clarify the harvest supernatants. The clarified broth was then passed through two
complimentary chromatographic columns (with dialysis before and after each col-
umn) to produce sufficient quantities of minibody and diabody fragments for both
preclinical and early clinical supplies. Directly following clarification and dialysis,
the broth was applied to a ceramic hydroxyapatite (calcium-hydroxide-phosphate
functional groups) column at low salt and near biological conditions. After suffi-
cient washing (until the baseline—measured at 260 nm—returned to zero), a linear
gradient of K2HPO4 was used to elute the desired components off the hydroxyapa-
tite resin. The fractions containing product were then dialyzed and adsorbed onto a
strong anion-exchange column. The column was then washed until the baseline
returned to zero and eluted with an increasing linear salt (sodium chloride) gradi-
ent. The product-containing fractions were then concentrated and sterile filtered.
The authors also examined the use of a hydrophobic interaction column instead
of the hydroxyapatite column. The product was eluted off the column using a
decreasing salt gradient, but formation of a minibody dimer was noticed. The
authors reported recoveries of between 40% and 81% for each chromatographic
step. The purified product was lastly filtered through a 0.04 mm filter to ensure viral
removal.

Additionally, researchers at the University of Minnesota reported using a
novel, modified zirconia resin with a step gradient in salt to replace Protein A in

Table 4 Examples of Monoclonal Antibody Purification

Protein Primary recovery
Intermediate
purification

Final
polishing References

MAb24 Ultrafiltration Protein A GPC 186
Polyhistidine-
tagged
antigen

Centrifugation IMAC GPC
AEC

121

BsMAbs Centrifugation Protein A HAC 190
Ultrafiltration

Polyhistidine-
tagged firefly

Centrifugation
EBA (IMAC)

191

luciferase
Peroxidase-
tagged
antibodies

Precipitation Affinity
chromatography

181

IL-18 Anti-porcine IL-18
affinity
chromatography

127

AEC, anion-exchange chromatography; HAC, hydroxyapatite chromatography; IMAC, immobilized

metal affinity chromatography; EBA, expanded bed adsorption; GPC, gel permeation chromatography.
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the purification of MAbs (178). Numerous other examples are available in the litera-
ture, some delineated in Table 4.

SCALE-UP STRATEGIES FOR CHROMATOGRAPHIC PURIFICATION
OF BIOLOGICS

Although gram quantities of protein can frequently be produced using bench-top
equipment, the need for larger quantities is occasionally required. In the biotechnol-
ogy industry, this is akin to the advancement of a potential biological candidate. To
produce more material, either several batches can be run in parallel or the laboratory
scale procedure can be scaled up. The procedure for scaling up, if done properly, is
quite simple, but before the scale-up can be done, several factors must be considered.
The same resins (or packing material) used in the laboratory should be used on the
preparative scale to provide the same separation results. Ensuring that the packing
material used in the laboratory is available in sufficient quantities is very important
for obvious reasons. Additionally, the cost, continuity and consistency of the bulk
resin must be thoroughly examined. The cost of the resin is not always a major part
of the recovery cost, especially if the resin can be reused over numerous cycles, but
the continuity of the supply of resin and the batch-to-batch consistency are vital to
the success of a large campaign. If the resin is to be part of a FDA-filed process, an
audit of the manufacturer is advisable, examining factors such as quality assurance
protocols, batch sizes, and quality control data. The ability of a resin to be cleaned-
in-place (CIP) is very important if resin reuse is planned. The CIP conditions often
involve harsh solutions (such as 1M NaOH), and the chemical stability of the pack-
ing material must be confirmed under these conditions. Laboratory studies should
include a column lifetime study, where complete cycles (loading, eluting, CIP, regen-
eration) are continuously repeated until column degradation is noticed. Occasion-
ally, these studies are conducted at elevated temperatures to extrapolate past the
number of cycles tested, but these elevated temperature studies should be interpreted
carefully. They frequently can provide misleading results. The most accurate method
would involve operating the stability testing under the same conditions of the pre-
parative separation.

The actual scale-up is a relatively straightforward task involving several simple
steps, listed below:

� The amount of protein to be recovered is needed
� The maximum protein loading at laboratory scale is required
� The effective resin capacity needs to be determined
� The size of the preparative column needs to be calculated.

Before the preparative method can be determined, the mass of protein that is
going to be needed at preparative scale must be identified. The mass of protein
needed depends on its intended use (preclinical, phase I, phase II, etc.), the size
and potency of the bioreactor, and whether or not multiple lots of material will be
pooled prior to chromatographic purification. Once the total amount of protein
needed is known, the maximum amount that can be loaded onto the laboratory
column must be determined. The easiest way to determine the maximum loading
is to incrementally increase the amount of feed applied to the column until the
purity and=or yield of the desired protein becomes unacceptable. The increase of
protein load on the column can be accomplished in two ways, either volume or

472 Bates



concentration overloading. If the step involves adsorption chromatography, and the
feed is loaded in a buffer that promotes adsorption of the solutes onto the stationary
phase, then the amount of solute added can be increased by simply increasing the
volume of the feed solution at the same concentration loaded onto the column.
An alternative is to increase the concentration of the feed in order to add the same
feed volume but more mass of protein. Adding the same volume of solution is critical
in nonadsorptive chromatographic steps.

Once the maximum loading is known, the effective column capacity can be cal-
culated. The maximum mass of protein loaded onto the column (mp,max) divided by
the total column volume (Vc) yields the effective column capacity, CAPeffect:

CAPeffect ¼
mp;max

Vc
ð13:8Þ

Having the capacity of the packing material, combined with knowing the mass of
protein that is needed per cycle, the volume of the preparative column can be calcu-
lated. The quotient of the mass of protein required (mprep) by the effective column
capacity yields the preparative volume of resin needed to purify mprep of protein:

Vprep ¼
mprep

CAPeffect
ð13:9Þ

From the volume of resin needed it is trivial to calculate the dimensions of the pre-
parative chromatography column. Although scale-up based solely on column
volumes are routinely performed (i.e., the dimensions of the column are not impor-
tant) keeping the length of the preparative and laboratory column the same is the
safest situation. The length of column is directly related to the efficiency of the col-
umn, and it is also directly related to the pressure drop across the column (i.e., longer
columns have higher pressure drops, all other factors being equal). Therefore, when-
ever possible it is best to scale-up based upon inner diameter, keeping the length of
the column fixed. Thus, once the volume of the preparative column is known, the
required cross-sectional area (and hence the diameter) of the preparative column
can be calculated from the length of the analytical column. For example, if 10 L
of resin are required and the length of the laboratory column used was 20 cm, the
inner diameter (ID) of the preparative column should be 25.2 cm, as seen below:

ID ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
4Vprep

pL

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4� 10 L� ð1000 cm3=LÞ

p� 20 cm

r
¼ 25:2 cm ð13:10Þ

Therefore, in this example, the preparative column would be 20 cm� 25.2 cm ID.
It is also very important to remember that as the purification progresses to

large pilot or production scale, the weight of the bed becomes significant. In these
instances, extra care should be taken to keep the length of the column short. Most
laboratory columns are < 30 cm long, and if the scale-up is performed based on
inner diameter, this does not become an issue.
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in vitro lipidation of recombinant immunogens for direct iscom incorporation. J Immu-
nol Methods 2001; 255:135.

140. D’Alatri L, Di Massimo A, Anastasi A, Pacilli A, Novelli S, Saccinto M, De Santis R,
Mele A, Parente D. Production and characterization of a recombinant single-chain anti
ErbB2-clavin immunotoxin. Anticancer Res 1998; 18:3369.

141. Miranda A, Benı́tez J, Acevedo B, Domı́nguez M, Villareal A, Palenzuela D, Rodriguez
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INTRODUCTION

There are many biotechnology products approved by the Food and Drug Adminis-
tration (FDA) for either the detection or treatment of human diseases, as presented
in Chapter 1. More than 350 biotechnology-produced drugs and vaccines are
currently being tested in clinical trials, with hundreds more in earlier stages of devel-
opment (1). The approved products treat a wide variety of conditions and diseases,
including hemophilia, multiple sclerosis, AIDS-related illnesses, growth failure,
infertility, cancer, diabetes, hepatitis, anemia, Crohn’s disease, diabetic ulcers, pre-
vention of transplant rejection, stroke, and acute myocardial infarctions. The suc-
cessful treatment of a disease state requires that the drug be delivered in an active
form over a specific timeframe to the location in the body where it is needed. This
necessitates development of a suitable formulation and drug delivery system that
ensures the stability of the active compound, the delivery of the drug to the site of
action, and its presence at the site of action over a desirable timeframe.

In the development of a formulation, the degradation of the protein is assessed
under several conditions to determine under which conditions the active compound
is most stable. Typically, variations in pH, ionic strength, buffer components, toni-
cifiers, and surfactants are investigated. Stressed conditions such as exposure to ele-
vated temperatures, freezing, or harsh lighting are used to purposefully damage the
protein. These conditions may not reflect the actual storage conditions, but can give
insight into the mechanisms by which the protein may degrade.

The goal of a successful formulation is to minimize the degradation of the pro-
tein during storage as a formulated bulk (drug substance) and over the shelf life of
the final drug product. Storage conditions for the purified drug substance must be
determined to ensure minimal changes to the protein before the material is manufac-
tured as the final drug product. It is in the manufacturer’s best interest to have as
much stability as possible for the drug substance for two reasons: (a) the ability to
build adequate inventory of the drug substance frees the manufacturer to produce
the bulks at will instead of trying to time the manufacture of the drug substance
to meet the needs of the market and (b) degradation of the protein while stored as
the drug substance minimizes the shelf life of the drug product. Typically, at least
2 years of shelf life is required to ensure suitable time for the manufacture, testing,

483



and distribution of the drug product. Any degradation observed during storage of
the drug substance would adversely impact the expiration dating for the drug pro-
duct. The selection of the form of the drug product (e.g., liquid or solid state) and
the final storage conditions are made with the goal of achieving the most cost-
efficient and stable product possible.

In addition to developing a stable product, it is also necessary to determine the
most desirable form for the administration and marketing of the product. Drug pro-
ducts administered in a hospital setting have different requirements for development
compared to those administered by a patient (or parent of a patient) at home. Con-
sideration must also be given to the formulation=delivery system for any competing
products that are on the market. For example, if the competition sells a drug that is
administered orally, it would not be prudent to sell a drug that must be administered
by injection on a daily basis unless it provided superior efficacy or safety benefits.
Patients would not have the motivation to switch to a more painful and less con-
venient route of administration otherwise! Thus, input from the field regarding the
user preferences and competitive products must be considered throughout product
development.

This chapter will discuss the strategy used for development of a therapeutic for-
mulation for clinical trials that will eventually lead to a marketed product. What
questions does the formulation scientist need to answer to develop a suitable drug
product? First, the degradation and inactivation mechanisms for the protein are
determined. After all, it is those reactions that the successful formulation scientist
is attempting to prevent! ‘‘How can the degradation be minimized?’’ Next, consi-
deration is given to the state and composition of the formulation. ‘‘Will it be a liquid
product? Is it better to have a lyophilized product that can be stored at ambient tem-
perature rather than a liquid product that must be stored under refrigerated con-
ditions?’’ With the decision regarding state, the excipients that will comprise the
formulation are selected. ‘‘What should the pH of the formulation be? Is a bulking
agent necessary to form a good lyophilized cake? Does the formulation need to be
isotonic? With which excipients is the formulation most stable?’’ Linked to both
the selection of state and excipients is a decision regarding the route of administra-
tion and a prototype of the final product. ‘‘Will the drug be injected? Is sustained
delivery desired? What container and closure system will be used? Are delivery
devices available to enhance the value of the product? How will the drug product
be packaged?’’ Once the selection of delivery route, excipients, and physical state
is made, studies to examine the stability of the product under recommended and
stressed storage conditions must be performed to ensure product quality and safety.
‘‘Does the product require refrigeration? Should the bulk be stored frozen? Is there
sufficient stability for a viable product?’’ These studies utilize analytical methodolo-
gies to evaluate the stability of the protein. ‘‘What does each of the assays tell the
scientist about the degradation of the protein? Are the assays stability indicating?’’
It is through this process that an active protein drug may be formulated into a viable
drug product.

DEGRADATION=INACTIVATION

Several routes of degradation may be exhibited by proteins. In some cases, denatura-
tion of the protein may cause its inactivation. Some of the potential sites of degrada-
tion may be anticipated from the primary structure of the protein, such as the high
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probability of deamidation of Asn when followed by Gly (2). Other sources of
instability are only discovered during the course of studies in which the stability
of the protein is assessed.

These instabilities fall into two general classes: physical instability, in which
the protein changes its tertiary or quaternary structure, and chemical instability,
in which a chemical reaction causes a change in one or more of the amino acids in
the protein. In the development of a protein formulation, the amount of degradation
products of either type that are formed over the shelf life of the drug product must be
minimized. The denatured protein may have altered activity, pharmacokinetics, or
safety. There is concern that the denatured protein may cause an immunogenic
response when administered to a patient, even if no response is observed with the
native protein. For this reason, it is crucial for the formulation scientist to develop
a drug product that minimizes any changes to the protein over its shelf life.

Physical Instability

Physical instability is caused by aggregation or surface denaturation of the protein.
Soluble aggregates result from proteins that self-associate into discrete units such
as dimers or trimers through ionic interactions, hydrophobic interactions, or from
a change in disulfide bonding of the native protein. Precipitation, which is the forma-
tion of insoluble aggregates, usually results from nonspecific protein interactions
although in some proteins it may result from the formation of extremely large,
ordered aggregates. Some disease states are the result of the formation of insoluble
protein aggregates in vivo. Amyloidosis (AL) and light chain deposition disease
(LCDD) are caused by aggregates of immunoglobulin light chain fragments either
as ordered, fibrillar aggregates (AL) or as amorphous aggregates (LCDD) (3–6).
Alzheimer’s disease has been associated with the presence of amyloid fibrils that
form plaques (7–9).

In some cases, it is desirable to have a pharmaceutical protein in an aggregated
state, because it is the bioactive form of the protein. An example of this is surfactant
protein B (SP-B), a pulmonary surfactant protein necessary for normal lung function
in neonatal infants (10,11). The protein exists exclusively as a homodimer in which
the monomers are linked by a disulfide bond. In studies investigating efficacy of the
SP-B monomer compared to the dimer in transgenic mice, it was found that although
the surfactant action was preserved in the monomeric form of the protein, altered
lung hysteresis was noted (12). The authors concluded that SP-B dimerization is
required for optimal lung function.

Aggregation of a protein may also be desired when the aggregate is a more
stable form of the protein. For example, insulin is formulated in the presence of
Zn2þ that coordinates insulin dimers to form an ordered hexameric form of the pro-
tein. Zn2þ added to the formulation has been shown to increase the physical stability
of an insulin solution (13).

Most often, however, aggregation is not desired. The presence of a non-native
aggregate is cause of concern to biopharmaceutical scientists, because this aggregate
may have altered activity, clearance, and toxicity compared to the native protein.
Aggregates of ribonuclease A were found to be less active (14). Covalent aggregates
of insulin resulted in the appearance of antibodies to the protein in the blood of
insulin-using diabetic patients (15).

Due to the potential effects on safety and activity, it is necessary to minimize
the aggregate content in the final formulation. In the formulation screen for the
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recombinant humanized monoclonal antibody to vascular endothelial growth factor
(rhuMAb VEGF), a reversible self-association of the protein was observed whose
levels were found to be dependent on protein concentration, pH, and ionic strength
of the formulation (16). It would be possible to minimize the aggregate content in the
formulation by controlling these variables.

In addition to aggregation, surface denaturation causes physical instability of
the protein. Surface denaturation occurs when the protein interacts with the con-
tainer surface or when it comes into contact with an interface (e.g., air–liquid inter-
face). At these interfaces the protein may partially unfold, leading to a non-native
structure. This unfolding can result in aggregation, precipitation, or an adsorptive
loss of the protein to the container surface. At relatively high protein concentrations
(>10mg=mL), adsorptive losses are rarely observed because the amount of protein
lost to the surface is very small compared to the total amount of protein in solution.
At low protein concentrations (<1mg=mL) the adsorptive losses are often significant
and must be considered during the selection of a formulation and a container=
closure system for the product. The protein interaction with the container surface
is usually nonspecific and is caused by hydrophobic interactions.

One study investigating protein adsorption examined the stability of Factor
VIII, a protein used to treat hemophilia B, in polyvinylchloride (PVC) mini-bags
(17). These bags are commonly used in clinical settings for administration of drugs
to patients because of the ease of administration. After 48 hr of storage at room
temperature in these PVC mini-bags, the activity of Factor VIII dropped to 2% of
the expected concentration of 2 IU=mL or 44% of the expected concentration of
10 IU=mL (17). These losses in activity were determined to be due to protein adsorp-
tion onto the PVC surface. Patients treated with Factor VIII that had been stored in
PVC bags would have received significantly lower doses of the protein than expected.

For liquid formulations, shaking the formulation increases the air=liquid inter-
face in the formulation and often leads to protein denaturation. Several proteins are
susceptible to denaturation by shaking, including human growth hormone (hGH)
(18,19) and recombinant factor XIII (20), both of which formed insoluble aggregates
after shaking.

For lyophilized formulations, it is often critical to add a surfactant to the for-
mulation to minimize aggregation. Denaturation of the protein may occur during the
freezing or dehydration portion of the process. Interactions of the protein at the
solid=air, liquid=air, or water=ice interfaces may result in aggregation, and it is these
interactions that the addition of surfactant to the formulation may minimize (21).

Chemical Instability

Chemical degradation of proteins generally involves several common reactions in the
protein. Some information regarding the chemical reactivity may be deduced from
the primary sequence of the protein. Powell et al. (22) compiled hydropathy and flex-
ibility information for 71 proteins and found that the hydropathy value coupled with
known ‘‘hotspot’’ sequences predicted degradation with high certainty for deamida-
tion and fragmentation. Deamidation primarily occurs through the hydrolysis of Asn
or Gln residues, often from the formation of an intermediate cyclic imide. Oxidation
may occur through several different mechanisms, including reactions with free radi-
cals and metal ions. Disulfide exchange results from either the reduction or beta-
elimination of existing disulfide bonds that, in turn, form new bonds or from the
creation of new disulfide bonds from free thiol groups. Isomerization may result
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from several pathways. For example, proline isomerization may be caused by pepti-
dyl prolyl isomerase that exists in trace amounts in the purified bulk. Fragmentation
may result from enzymatic cleavage or from hydrolysis of the peptide bond. Each of
these sources of chemical instability is detailed below.

Deamidation and Succinimide Formation

Deamidation of proteins at Asn or Gln residues proceeds through one of two path-
ways. Direct hydrolysis of the amide bond occurs under both basic and acidic con-
ditions and results in cleavage of the peptide bond and thus the formation of
fragments. This reaction will be discussed further under Fragmentation. The second
route for deamidation in proteins occurs through the formation of a succinimide
intermediate. This pathway involves a unimolecular interaction in which a deproto-
nated amide nitrogen undergoes nucleophilic attack on a carbonyl side chain of Asn
to form the succinimide. Loss of an ammonia molecule from this structure results in
the formation of a carboxylic acid. Scheme 1 shows the deamidation reaction for
Asn. Asn residues typically are much more susceptible to deamidation compared
to glutamine (23). Both the succinimide and the deamidated forms are considered
to be degradation products. The susceptibility of Asn to deamidation has been stu-
died by Robinson and Rudd (2) who found that an Asn followed in sequence by Gly
deamidated at a much faster rate compared to an Asn adjacent to bulkier residues.
This is presumably because the smaller amino acid allowed greater flexibility in the
peptide chain, facilitating the formation of the cyclic imide. Because water is a reac-
tant in this mechanism, the deamidation reactions occur much more readily in solu-
tion than in solid phase. Deamidation is one of the key routes of degradation for
insulin (24) and DNase (25).

Succinimide formation may also result from the degradation of Asp or Glu
(26). This reaction may occur under either basic or acidic conditions. As mentioned
previously, the presence of succinimide is considered a degradation product of the

Scheme 1
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protein. Conversion of Asp to the succinimide product was observed to be optimal at
pH 4–5 in basic fibroblast growth factor (bFGF) (27).

Oxidation

Oxidation of proteins and peptides is extremely common, and there are several
reviews that cover this topic in depth (23,28–30). Many amino acids are susceptible
to oxidation. Methionine, cysteine, histidine, tryptophan, and tyrosine all undergo
oxidation under specific conditions. Oxidation may be photolytic, metal-catalyzed,
or through the presence of reactive oxygen species in the system that have been intro-
duced as contaminants during the manufacturing process (e.g., peroxide). Even trace
amounts of an oxidizing agent may wreak havoc with a protein, because the oxidiz-
ing agent serves as the initiator for a propagation reaction. Photolysis occurs when
light causes the formation of reactive oxygen species that in turn attack the protein.
Molecular oxygen may be activated by converting it to an excited singlet state [1O2]
or by reducing it to species such as the superoxide radical (�O2

�), hydrogen peroxide
(H2O2), or hydroxyl radical (�OH) (29).

Metal ions lead to protein oxidation either by reacting directly with an amino
acid to form a radical or by generating reactive oxygen species in solution. Amino
acids that chelate transition metal ions (e.g., histidine) are most prone to metal-
catalyzed oxidation, because the complex generates the reactive oxygen species which
lead to oxidation (31). The proximity of the nascent reactive oxygen species to the
chelated amino acid makes that amino acid most susceptible to attack.

Several commonly used solvents and=or excipients may contain trace levels of
reactive oxygen species which could cause oxidation in proteins (30). Bleach, a com-
monly used cleaning agent, may leave trace levels of hypochlorite on storage containers
and processing equipment. Polysorbate 20 and polysorbate 80 are widely used excipi-
ents in protein formulations that help prevent aggregation and surface denaturation.
During the manufacture of the polysorbates, a bleaching step is sometimes used that
results in the presence of trace levels of alkylhydroperoxide and hydrogen peroxide
in the final polysorbate product (32). The polysorbates generate peroxides on storage
(32). Oxidizing agents have been introduced as contaminants with mannitol (33).

To examine the effects of oxidation on proteins, one must understand which
amino acids are most susceptible to oxidation and what the resulting products of oxi-
dation are. Methionine is one of the most readily oxidized amino acid in proteins.
Under mild oxidation conditions, the Met-sulfoxide is formed. This is the primary
oxidation mechanism under acidic conditions (34). The reaction to form Met-
sulfoxide is reversible chemically or enzymatically. If oxidation occurs under more
harsh conditions then the sulfone is formed. The reactions for the formation of these
two products are displayed in Scheme 2.

Histidine may undergo either photo- or metal-catalyzed oxidation. Photolytic
oxidation results in the formation of 2-oxohistidine, also known as 2-oxoimidazoline,
as shown in Scheme 3. Because His is an effective chelating agent, it is highly sensitive
to metal-catalyzed oxidation. Additional oxidation products may be observed through
metal-catalyzed oxidation of His, including the formation of Asp or Asn, but the
mechanism for the formation of these products is not understood (29).

Cysteine has a free thiol group that may oxidize to form a disulfide bond
(Cystine) as shown in the reaction displayed in Scheme 4. This reaction is favored
at higher pHs, where the thiol is deprotonated (35). The oxidation of Cys may be
spontaneous (resulting from the presence of O2) or metal-catalyzed. Spontaneous
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oxidation of free thiols in bFGF was promoted in the presence of heparin and led to
aggregation of the protein (36).

Tryptophan oxidizes primarily via reactive oxygen species, although it may occur
as a result of photoxidation in the presence of dyes (28). Trp and Met are the only
amino acids that are capable of being oxidized below pH 4. The primary oxidation
products of Trp are N-formylkynurenine and kynurenine (37,38), shown in Scheme 5,
with many other products observed including Gly and Ala (39). As with His, the
detailed mechanism for understanding the oxidation of Trp is poorly understood.

Tyrosine is oxidized via a photolytic mechanism to produce 3,4-dihydroxyphe-
nylalanine and bityrosine as displayed in Scheme 6 (40,41). Since bityrosine forma-
tion may be intermolecular, the product of oxidation is often the formation of
aggregates.

Scheme 3

Scheme 2
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Because protein oxidation may occur during at any stage of the manufacture of
the product, it is necessary to assess the susceptibility of the protein to oxidation
through several mechanisms. Hydrogen peroxide, tert-butyl hydroperoxide (TBHP),
and light are often used to promote oxidation in protein samples. Metal ions such as
Cu2þ and Fe3þ have been added to protein formulations to purposefully assess
whether a protein is susceptible to metal-catalyzed oxidation.

The oxidation of recombinant interferon-gamma (IFN-g) and recombinant tis-
sue-plasminogen activator (t-PA) was investigated by Keck (42). Two of five Met in
IFN-g and three of five Met in t-PA were oxidized to the sulfoxide state with TBHP.
In each case, the Met was located on the surface of the protein. No other amino acids
were oxidized in this experiment. Additionally, oxidation of IFN-g by H2O2 resulted
in the conversion of all five Met to the Met-sulfoxide, again with no other oxidation

Scheme 4

Scheme 5
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products observed. DalleDone (43) probed the oxidation of actin with TBHP and
found that while none of the Met oxidized, one of five Cys did undergo modification
which caused a marked decrease in the rate of actin polymerization. Oxidation of
human epidermal growth factor 1–48 (hEGFl-48) was achieved using light exposure
(44). In this protein, the lone Met converts to Met-sulfoxide on exposure to light
when the protein solution is stored in glass. The rate of oxidation was observed to
be greatest in colorless glass. Storage in amber glass afforded some protection, while
storage in foil-wrapped glass showed the slowest rate of oxidation. Metal-catalyzed
photooxidation of human growth hormone (hGH) was found to specifically oxidize
His 21, one of three residues involved in a cation-binding site (45). Other potential
sites of oxidation, including three Met and two additional His, were found to be
unaffected by photooxidation of hGH.

Oxidation of relaxin has been extensively studied and serves as a useful exam-
ple of how oxidation may be achieved through different mechanisms. Relaxin is a
two chain, disulfide-linked hormone with a molecular weight of ~6 kDa. Early for-
mulation screens by Cipolla and Shire (46) demonstrated that oxidation of relaxin
was enhanced by light or in the presence of methylcellulose, a carbohydrate used to
make a topical formulation. Under these conditions, Met 4 and Met 25 on the B
chain formed sulfoxides. Oxidation of relaxin by hydrogen peroxide gave similar
results, with only the sulfoxide form of the two Met observed (47). No other amino
acids displayed oxidation. Li et al. (48) demonstrated that metal-catalyzed oxida-
tion achieved by a combination of ascorbate=cupric chloride=oxygen resulted in
modification of His 12 on the A chain in addition to the previously mentioned
Met, as well as physical instability of the protein at pH >6.0. The physical
instability was postulated to be an indirect result of the His modification, and this

Scheme 6
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hypothesis was supported in later studies comparing the protein to the porcine ver-
sion which does not contain His 12 (49). These examples demonstrate that oxida-
tion products of proteins depend highly on the mechanism used to achieve
oxidation.

Disulfide Exchange

Disulfide exchange occurs when a disulfide bond undergoes b-elimination to form
free thiols, and the free thiols reoxidize with incorrect pairings. When disulfide
exchange occurs, a change in secondary, tertiary, or quaternary structure may be
observed. Lyophilized insulin was shown to undergo b-elimination followed by for-
mation of mixed disulfides when stored at high temperature and=or high humidity
(50). b-elimination has been proposed as the mechanism for degradation of recom-
binant human macrophage colony-stimulating factor (rM-CSF) stored under alka-
line conditions (51).

Isomerization=Racemization

All amino acids except Gly are susceptible to isomerization or racemization.
Enzymes such as peptidyl prolyl isomerases exist solely to isomerize specific amino
acids. The cyclic imide pathway of degradation for both Asn and Asp can result
in a racemic mixture of products. Isomerization has been observed in Asp residues
of bFGF (27) and Asn residues of insulin (52).

Fragmentation

Fragmentation results from multiple pathways including deamidation, Asp-Pro clea-
vage, and protease activity. Direct hydrolysis of Asn-containing peptide bond could
occur causing fragmentation and deamidation. Cleavage after Asnl0l in aging
a-crystalline was determined to occur through a deamidation pathway (53). Asp,
because of the electronegative carbon center in the carbonyl group, is particularly
susceptible to cleavage of the peptide bond when followed by Pro in the protein
sequence (28). Recombinant human interleukin 11 (54) and rM-CSF (51) both
degrade primarily via cleavage at Asp-Pro sites in acidic solution. Finally, fragmen-
tation may occur due to protease activity. While the final protein bulk obtained from
manufacturing is highly pure, it is sometimes possible for trace amounts of proteases
or other enzymes to copurify with the protein of interest. The quantities of the pro-
teases may be too small to observe analytically; however, even a trace amount of a
protease can result in significant fragmentation in the protein during storage. Frag-
mentation at locations on a protein other than those described above may be the
only evidence for the presence of a protease in the formulation.

Glycation

Glycation occurs when a sugar molecule chemically reacts with one of the amino
acid side chains to form a carbohydrate adduct on the protein. This occurs via a
Maillard reaction in which the carbonyl of a reducing sugar undergoes a condensa-
tion reaction with the amino group on Arg, Lys, or N-terminal amino acid. The pro-
duct of this reaction has a Schiff’s base. This reaction is accelerated in the solid state
and is favored when the formulation pH is less than neutral (55,56). Amadori rear-
rangement of the Schiff’s base product may lead to browning of the solution.
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Glycation has been observed in a lyophilized formulation of relaxin in which a
glucose adduct was identified (48). Formulation of recombinant human DNase with
lactose in a spray-dried state resulted in the addition of lactose molecules to five of
the six Lys in the protein (57). A similar reaction was observed in a lyophilized for-
mulation of human growth hormone in lactose (58). Due to the tendency of reducing
sugars to undergo the Maillard reaction with proteins, they are not the carbohy-
drates of choice for use in formulations.

Summary

In the development of a formulation, the potential degradation mechanisms for the
protein must be considered. From the primary structure, one may anticipate some of
the potential degradation pathways for a given protein (e.g., deamidation at Asn-
Gly; fragmentation at Asp-Pro). Other types of degradation (e.g., surface denatura-
tion) cannot be predicted as easily and must be determined experimentally. With the
information from an assessment of the primary structure of the protein, the formula-
tion scientist now begins the task of developing a suitable system for storage of the
protein.

FORMULATION DEVELOPMENT

The first stage of formulation development is called preformulation. During the pre-
formulation stage, short studies are conducted to assess the relative types and rates
of degradation observed as a function of pH, protein concentration, and tempera-
ture. It is from these early studies that the formulation scientist first gains informa-
tion regarding which specific degradation mechanisms may be important to the
protein of interest.

With the results of the preformulation studies, the formulation scientist can
begin to address some of the specific questions pertaining to the development of
the final formulation. The state of the dosage form is selected. The inactive ingredi-
ents in the formulation, excipients, which promote stability of the final product, are
screened. Finally, supportive accelerated stability studies are conducted to aid in the
selection of the final formulation.

State

The purified bulk that is obtained from the manufacturing process of proteins typi-
cally arrives as a liquid solution. A decision is made by the formulation scientist
regarding the state of the final drug formulation (i.e., liquid or solid state) to be pro-
duced from the liquid bulk. The selection of state for the final product involves bal-
ancing several criteria, including cost, stability, route of administration, dose, and
the intended storage conditions for the final product.

Many different routes are employed to achieve solid-state formulations includ-
ing crystallization, lyophilization, spray-drying, and spray-freeze-drying. Crystalliza-
tion is the only one of these techniques to form a purposefully ordered solid.
Formulations of crystallized glucose oxidase and crystallized lipase have been
reported to be more stable than their amorphous counterparts (59), presumably
because the crystal packing structure does not allow reactions to occur that require
flexibility of the peptide chain. However, Pikal and Rigsbee (60) noted that amor-
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phous insulin exhibited greater stability compared to the crystalline form of the pro-
tein. The authors postulated the decreased stability of the crystalline form was due to
local configurational differences around Asp21, the primary site of degradation (60).
The investigation of crystallized protein formulations is expected to be a hot topic in
the next decade. Because little information is available regarding actual examples of
crystalline protein formulation production and stability, the remaining portion of this
section will focus on amorphous solid-state formulations obtained by one of the
drying processes.

The most common method to achieve a solid-state formulation is through
lyophilization, or freeze-drying, in which the formulation is frozen and the bulk
water is removed by sublimation. The resulting cake is composed of the protein,
any nonvolatile excipients, and a small amount of residual water tightly associated
with the protein. Excipients such as sucrose, mannitol, or glycine are often added
to formulations to be lyophilized to serve as bulking agents and to protect the
protein during the freezing and drying processes. There is a wealth of literature
available that examines the lyophilization process and its effects on protein
integrity (61,62).

Spray-drying (SD) uses atomization to form microdispersed droplets. The
water in these droplets quickly evaporates when passed through a stream of hot
gas, resulting in the formation of a fine powder of microparticles containing protein
and excipients. Although the protein solution passes quickly through the hot gas
stream and evaporation provides some cooling, the potential for thermal degrada-
tion of the protein is a concern using this technique. This technique was successfully
applied to the preparation of powders of hGH and t-PA (63).

Spray-freeze-drying (SFD) is a combination of the two previously described
drying techniques in which the microdispersed liquid particles are generated through
the jet nozzle in the absence of heat, collected and frozen in liquid nitrogen before
sublimation occurs. The frozen particles are then lyophilized. SFD is used in place
of SD when the protein cannot withstand the temperatures in the SD process. Pre-
paration of SFD powders of DNase and an anti-IgE monoclonal antibody were
found to be superior to those prepared by SD (64).

How does one decide which state to pursue for a dosage form? Production of a
liquid formulation is cheaper than any of the solid-state forms because it takes fewer
steps to manufacture, thus requiring a shorter time. At most, a formulated liquid
bulk may need to be diluted before a liquid fill is performed, although often the bulk
is filled directly into the final container. For a lyophilized product, the filled contain-
ers must undergo the freeze-drying process which can take upwards of one week. For
spray-dried formulations, the bulk must be further processed to achieve the powder
formulation that then must be filled into the appropriate final containers. SFD for-
mulations have the added cost of both powder production and lyophilization prior
to filling. These added manufacturing steps result in a higher production cost for the
solid state. In addition, losses in protein yield are observed for SD and SFD pro-
cesses. Thus, the cost in terms of time, money, and sometimes product yield for
the liquid formulation is smaller than that for solid-state formulations.

If the cost is higher, why would one pursue a solid-state formulation? One critical
issue is stability. Generally, solid-state formulations degrade much more slowly than
liquid state formulations because water plays a key role in several of the degradation
mechanisms (e.g., deamidation) for proteins. The decreased rate of degradation in a
solid-state formulation potentially enables storage of the drug product at higher tem-
peratures than would be allowed for liquid products which are generally stored under
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refrigerated conditions. It should be noted, however, that some mechanisms of degra-
dation are accelerated in the solid state (e.g., glycation) and simply switching to a solid-
state formulation does not ensure that no degradation will be observed.

The ability to store a drug product under nonrefrigerated conditions is particu-
larly critical for products, such as vaccines, intended for export to third world areas.
Although sometimes inconvenient, it is easy to find refrigerators for storage of drugs
in the United States and other industrialized countries. In developing countries,
access to refrigeration may be quite limited. It is critical that drugs manufactured
for use in developing areas have sufficient stability under local ambient conditions
to enable their use. Solid-state formulations may allow one to achieve that goal.

The need for a multidose formulation may also dictate the use of a solid-state
formulation. As the name implies, multidose products are intended to provide the
patient with a product that contains several doses of the therapeutic within one con-
tainer. Multidose formulations contain preservatives to kill any bacteria and prevent
mold growth that may result from repeated entry into the drug product. Phenol and
benzyl alcohol are two widely used preservatives in protein-based parenteral phar-
maceuticals. Frequently, the addition of a preservative to the formulation compro-
mises the long-term stability of the drug product, typically because the protein
becomes physically unstable and=or exhibits oxidation. If the formulation scientist
can obtain sufficient short term stability (e.g., 2 weeks) for a formulation containing
a preservative, then the use of a solid-state product may enable production of a mul-
tiuse formulation. In this case, the preservative is NOT added to the liquid bulk used
to prepare the solid state. Instead, when the solid-state formulation is reconstituted
prior to use, a preservative is included in the water for reconstitution. Thus, the final
product to be used is a multidose formulation that will experience only short-term
exposure to the preservative.

The desired protein concentration may also dictate the use of a solid-state for-
mulation. At large scale, protein solutions are concentrated using ultrafiltration.
During ultrafiltration, the protein concentration at the membrane can become sev-
eral fold higher than the concentration of the bulk solution. The result of this high
protein concentration is limited diffusion of the solvent through the protein layer
which in turn limits the bulk protein concentration that may be achieved using this
process. Depending on the protein, the maximum concentration that may be reached
using ultrafiltration varies between 40 and 200mg=mL. This concentration limitation
is very important when one is developing a formulation intended for administration
subcutaneously (SC) or intramuscularly (IM). Both of these routes of administration
require that a small volume be given per injection. For proteins that require high
concentrations for efficacy, the concentration achievable through ultrafiltration
may be insufficient to meet the dose necessary for SC or IM administration.

To work around this concentration limitation, formulation scientists often use
a solid-state formulation as a means to achieving a higher protein concentration for
the final drug product. By reconstituting the solid formulation with less water than
was used to initially formulate the drug, one gets an increased protein concentration
in the reconstituted product as depicted in Fig. 1. It is important for the formulation
scientist to remember that in addition to the protein, the excipients in the formula-
tion are also increased in concentration when the solid formulation is reconstituted
to a lower final volume. Care should be taken to maintain a suitable final product
osmolality for injection.

The ability to achieve a higher concentration on reconstitution of the
solid-state product also may allow the formulation scientist to side-step potential
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stability-limiting aggregation that may result in a liquid formulation of high concen-
tration protein.

Excipient Selection

Excipients are the inactive ingredients added to stabilize the drug substance and the
final drug product. The excipients may serve many purposes including maintaining
solution pH, adjusting solution osmolality, antioxidant, preservative, bulking agent,
and minimizing surface denaturation. While it might be tempting to add a little bit
of each type of additive to the formulation, the desire is to add only what is necessary
for stabilization of the drug. This is because the added excipients may interact with the
protein or with each other, thus compromising the desired activity. Also, an increased
complexity of the formulation due to the number of excipients used also increases the
risk of errors in the manufacture of the formulation which can result in product failure.

Formulation scientists tend to only use excipients that have been previously
incorporated in other formulations. The reason for this is very clear: the demon-
strated safety of the excipients in humans. For a new excipient to be used for a par-
ticular route of administration, the FDA requires that safety of that excipient is
demonstrated in a human clinical trial. This may be an additional trial to that used
to study the safety of the active drug product, and therefore it is a significant added
expense to the development of the drug product. If an excipient that has been used
previously accomplishes the same goal in a formulation as one that has not been
previously tested, it is prudent for the formulation scientist to proceed with the pre-
viously tested excipient.

For a list of previously used excipients, one is often referred to the GRAS list,
additives that are Generally Regarded As Safe by the FDA. Caution should be used
when consulting this list as it refers to compounds that have been administered orally
and specifically to food additives. The safety of excipients administered by other
delivery routes may be quite different than those administered orally. The FDA

Figure 1 Using reconstitution to achieve high protein concentrations. The vial on the left has
been filled with 10mL of a 15mg=mL aqueous protein solution. After lyophilization, this vial
contains 150mg of the protein plus any nonvolatile excipients. Reconstitutionwith 1mLofwater
would yield a final formulation that contains 150mg=mL protein plus nonvolatile excipients at
concentrations 10-fold higher than originally filled into the vial. If the formulation scientist plans
to use this method for achieving a high concentration formulation, it is necessary to consider the
final concentration of excipients.
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publishes the Inactive Ingredients Guide, which lists all inactive ingredients in
approved drugs with the route of administration, the number of drugs approved con-
taining the ingredient, and the range of concentrations that are used (65). The Phy-
sician’s Desk Reference (PDR) includes formulation information for specific
prescription and over-the-counter drugs (66). Information from the PDR has been
compiled by Powell and coworkers (67) to provide the formulation scientist easier
access to this information.

Buffer and pH

The first variable typically specified for a formulation will be the pH. Several factors
will aid the selection of pH: the stability of the protein, solubility of the protein, and
acceptability of the pH for the route of administration. The pH at which the drug
undergoes minimal degradation is usually the preferred pH of the formulation. How-
ever, proteins reach minimal solubility when the solution pH approaches the isoele-
tric point (pI) of the protein. At the pI, the net charge on the protein is minimized
and as the solution pH reaches the pI, precipitation is often observed. Generally
one must be greater than one pH unit away from the pI to achieve meaningful solu-
bility. The final consideration is the pH that will be acceptable for administration.
For drugs that are administered via the IM or SC routes, and especially to the
lungs and eyes, it is desirable to be as close as possible to the tissue fluid pH,
pH 7.4. Administration of a drug at a pH that differs significantly from neutral
could result in pain on administration, possibly due to cellular damage at the site
of administration (68,69).

Using the desired pH and the list of buffers that have been previously used for
drugs, the formulation scientist quickly narrows the buffers available for testing that
meet both criteria. A listing of some of the commonly used buffers for injectables
with their corresponding pKas is displayed in Table 1. It is notable that there are
actually very few choices at any pH. This list is typically decreased further if one
is planning to formulate a solid-state product, because some of the buffering compo-
nents (e.g., acetic acid) are volatile. A reconstituted formulation that originally con-
tained sodium acetate=acetic acid would no longer have a buffering species or pH

Table 1 Approximate pKa for Commonly Used Buffers for
Parenteral Administration

Buffer salt pKa at 25�C

Acetate 4.76
Citrate 3.13

4.76
6.40

Glycine 2.35
9.78

Histidine 6.04
Phosphate 2.15

6.82
12.38

Succinate 4.21
5.64

Tris 8.30
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control. Tris and other amine buffers are known to have a strong temperature depen-
dency on pH. For this reason, analysis of protein stability as a function of pH under
elevated temperature conditions is often difficult to interpret because the pH varies
with the temperature.

The concentration of the buffering species to be used also needs to be assessed.
As with excipients in general, the rule of thumb is to use only the concentration of
buffering species necessary to maintain pH or solubility of the formulation. One of
the reasons to minimize the concentration of buffer components in the formulation is
to prevent pain on administration. Products that are formulated at pHs that are not
equivalent to that of the human tissue fluids are somewhat painful when adminis-
tered by SC, IM, topically to open wounds, or in the eye. The use of a buffer that
maintains the pH of the formulation delays the equilibration of the administered
drug’s pH to that of the body. Thus, higher concentrations of the buffering species
prolong this equilibration and result in pain on use. As anyone can attest who has
been on the receiving end of administration of a painful formulation, the develop-
ment of a drug product should minimize the potential for pain due to the excipients
added. A second reason to minimize the buffer concentration is to limit the extent of
buffer-catalyzed reactions. It has been observed with the peptide gonadorelin that an
increase in the concentration of phosphate buffer led to an increase in the degrada-
tion rate of the peptide, and this increase in degradation rate was independent of the
ionic strength of the buffer (70).

A preformulation screen performed for hybrid (BDBB) interferon-a (IFN-a)
provides an interesting study in the balance of factors that must be considered on
selection of pH and buffering species used for a formulation (71). The authors com-
pared the degradation of IFN-a in liquid solutions ranging in pH from 1.0 to 7.6
using citrate, acetate, glycine-HCl, or phosphate as the buffering species. The results
of this study are displayed in Fig. 2, in which the relative rate of degradation is
plotted versus pH. Formulations prepared with glycine-HCl at pH 5.0 and 6.0 did
not allow sufficient solubility of the protein, presumably due to the proximity of
the bulk pH to the pI of the protein (5.5). Formulations in acetate (pH 3.4–5.0)
and glycine-HCl (pH 1.0, 2.0) were found to degrade the fastest as assessed by
reversed-phase high-performance liquid chromatography, a technique used to moni-
tor oxidation and fragmentation for this protein. Citrate formulations ranging in
pH from 2.0 to 4.5 showed the next highest rates of degradation. Glycine-HCl
(pH 3.0–4.5) and phosphate (pH 7.6) formulations displayed the slowest rates of
degradation. These results demonstrate that for IFN-a (a) formulation at low pH
(e.g., 4.0) and near neutral pH (7.6) provide the most stability according to this
method and (b) glycine-HCl is the preferred buffering species at pH 4.5 compared
to acetate and citrate. No difference in the rate of degradation was observed when
the concentration of phosphate in the pH 7.6 formulation was changed two-fold.

While the relative rates of degradation for the pH 7.6 and pH 4.0 formulations
of IFN-a were almost equivalent, the mechanisms of degradation were found to be
very different. The pH 7.6 formulations exhibited higher levels of aggregation with
concurrent decreased solubility as compared to the pH 4.0 samples. Oxidation was
observed at pH 7.6, while none was observed at pH 4.0. Lower molecular weight spe-
cies were formed at pH 4.0. Thus, the next stage of formulation development for this
protein for the pH 7.6 solution would require the use of excipients to minimize aggre-
gation and oxidation, while stabilization of the pH 4.0 solution would require deter-
mination of the mechanism for fragmentation and the steps that could be taken to
minimize degradation by this route.
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Salts, Sugars, and Polyols

After selection of pH and buffer, the osmolality of the solution is adjusted using
salts, sugars, or polyols. The osmolality of blood is �290 mmol=kg (72–74), and this
is typically the target osmolality used for formulations that will be administered SC,
IM, or to the eye. Solutions that are more than two- or three-fold hypoosmolar or
hyperosmolar may result in cell lysis, an undesirable side effect of dose administra-
tion (75). Solutions that are administered IV do not necessarily have to be isoosmo-
lar, because the dilution into the large volume of blood quickly normalizes the
osmolality of the drug.

For liquid formulations, the choice of either using a salt or a carbohydrate to
adjust the osmolality of the solution is made by the impact on protein stability.
Sodium chloride is one of the most commonly used salts in formulation of both tra-
ditional pharmaceutics as well as biological pharmaceutics. It is extremely safe, well-
tolerated, and inexpensive. However, the presence of sodium chloride in a formula-
tion of rhuMAb HER2 was found to increase oxidation when the formulation was
stored in stainless steel containers, presumably because the sodium chloride pro-
moted corrosion of the stainless steel (76).

Sugars and polyols have often been used in formulations, as well, particularly
those that are solid state. Commonly used carbohydrates include mannitol, sucrose,
and trehalose. As previously described, the formulation scientist is strongly advised

Figure 2 The relative rates of degradation for hybrid (BDBB) interferon-a formulations
(70). The maximum rate of degradation assigned was 10. Glycine-HCl formulations at pH 5
and pH 6 were insufficiently soluble to examine degradation rates. Phosphate was only used
in the pH 7.6 formulation.
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to steer clear of incorporation of reducing sugars (e.g., glucose, lactose) in formula-
tions to avoid glycation and browning of the solution.

In lyophilized, SD, and SFD formulations, carbohydrates are employed as
both bulking agents and as lyoprotectants. A bulking agent is necessary for these
solid-state formulations because the physical amount of protein is very small. The
addition of a bulking agent makes the sample amount more adequate for handling
and generally improves the appearance of the final product. More importantly, the
carbohydrate additives usually impart physical stability to the protein during the
drying process. Specific ratios of carbohydrate to protein were found to be important
to the stabilization of the protein structure in the solid state for two recombinant
humanized antibodies (77,78) and for recombinant human interleukin-1 (79).

Surfactants

Surfactants are added to formulations to minimize denaturation of the protein at
interfaces, typically liquid=air, solid=air, and liquid=container interfaces. Surfactants
bind to hydrophobic areas of proteins (80). By minimizing the accessibility of the
hydrophobic contacts in a protein solution, the surfactant reduces the protein–
protein interactions that lead to aggregation (81). Furthermore, surfactants compete
with the protein for binding at hydrophobic surfaces and are added to minimize pro-
tein losses due to surface denaturation (26). The concentration of surfactant required
in these formulations generally is generally above the critical micelle concentration
(CMC) for the particular surfactant. Polysorbate 20, polysorbate 80, and pluronic
F68 are commonly used surfactants in protein therapeutics.

Several studies have demonstrated the need for surfactants in protein formula-
tions. A formulation of recombinant factor VIII SQ required either polysorbate 80
or polysorbate 20 to prevent losses due to surface adsorption (82). Another study
examining the stability of factor VIII SQ found that polysorbate 80 prevented losses
of protein activity upon filtration and freeze–thaw (83). Polysorbate 20 was added to
a formulation of recombinant factor XIII to stabilize the protein against both agita-
tion and freeze–thaw-induced aggregation (20). Polysorbate 80 was added to a
freeze-dried formulation of recombinant hemoglobin and found to protect the pro-
tein from aggregation resulting from the freeze–thaw process, although long-term
stability of the protein against aggregation was not achieved (81). Pluronic F68, Brij
35, and polysorbate 80 all prevented aggregation of recombinant human growth hor-
mone that was induced by vortexing the solution (18).

Antioxidants

Antioxidants are incorporated into formulations in which oxidation is a degradation
mechanism for the protein. Typically, the antioxidant is a compound that is highly
susceptible to oxidation and serves to scavenge any oxidative species in the solution
before the oxidants can attack the protein. Addition of Met and thiosulfate to a for-
mulation of rhuMAb HER2 effectively inhibited oxidation of the protein (76). In
cases where metal-catalyzed oxidation is observed, the incorporation of a chelating
agent such as ethylenediaminetetraacetic acid (EDTA) may reduce the rate of oxida-
tion of the protein by effectively scavenging free metal ions in solution before they
have a chance to oxidize the protein. An alternative approach to reducing metal-
catalyzed oxidation is to include Zn2þ in the formulation to bind to residues which
may be susceptible to oxidation. Because Zn2þ does not promote oxidation, it
protects the amino acid to which it chelates.
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Preservatives

The next class of excipients that may be added to formulations are preservatives.
These usually are not added to enhance stability to the formulation, but rather to give
flexibility in the use of the drug product. With single use formulations (those lacking a
preservative), there is a requirement that each drug-filled container be entered only
once. This is a safety precaution, because exposure of the drug product in the contain-
er=closure system to air may result in the introduction of bacteria to the drug product.
This is not a problem if the drug is used immediately, because there is not sufficient
time for the bacteria to colonize. However, on storage it is possible for a significant
number of bacteria to grow, particularly in formulations that are produced at neutral
pH and that contain carbon and nitrogen sources on which the bacteria may feed. It
would be unwise to inject a patient with a drug full of bacteria!

For this reason, a drug product that is to be used multiple times (multidose)
must contain a preservative to prevent bacterial growth. A list of preservatives that
have been used in pharmaceutical formulations is shown in Table 2. However, most
of these are not usually compatible with protein formulations. Some, such as the
parabens, are not active in the presence of nonionic surfactants, excipients that
are typically required in protein formulations (84). Others may not be acceptable
for a particular route of administration. Benzalkonium chloride, a commonly used
preservative in topical formulations, causes ototoxicity when applied to the ear
(85). As with buffering species, the list of preservatives available to the formulation
scientist quickly narrows to just a few compounds including benzyl alcohol, phenol,
m-cresol, and benzethonium chloride.

In screening preservatives for use in formulations, it is necessary to determine
what levels of preservatives are efficacious at preventing bacterial growth in the par-
ticular formulation. Preservative challenge tests are conducted in which the protein
formulation is spiked with different organisms such as P. aeroginosa. The levels of
each organism are monitored over time to determine if the preservative acted to kill
or prevent growth of the particular organism. The United States Pharmacopeia
(USP) and the European Pharmacopeia (EP) have prescribed levels of efficacy that
a preserved formulation must pass to be used (86,87). Because the efficacy of the pre-
servative is dependent on the other excipients in the formulation, the formulation
scientist must be careful to assess the final formulation conditions in the preservative
challenge test. Even a change in protein concentration can affect the efficacy of the
preservative.

Proteins are generally not exceedingly stable in the presence of preservatives.
Preservatives are typically small hydrophobic compounds that may interact with
hydrophobic regions of the protein, leading to a disruption in protein structure.
Lam and coworkers (88) found that addition of benzyl alcohol to a formulation
of IFN-U resulted in a loss of tertiary structure as determined by CD spectroscopy.
Aggregation of interleukin-1 receptor was found to be the predominant pathway for
degradation in the presence of phenol, m-cresol, and benzyl alcohol (89).

Other

There are numerous other excipients that may be required for use in formulating
proteins. Amino acids such as His, Arg, and Gly have been used as bulking and solu-
bilizing agents. Metal ions such as Ca2þ and Zn2þ are sometimes added for main-
taining structure or activity of the protein. Other additives may be required to
meet the needs of a specific route of administration, such as the necessity of including
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Table 2 Commonly Used Preservatives and Some of the Major Incompatibilities of the
Preservative that are of Particular Interest to a Formulator of Protein Therapeutics

Preservative Route of administration Incompatibilities

Benzalkonium chloride IM, inhalation, nasal,
opthalmic, otic, topical

Citrate, methylcellulose,
surfactants, some
plastics, some rubbers

Benzethonium chloride IM, IV, opthalmic, otic Anionic surfactants
Benzoic acid IM, IV, irrigation, oral,

rectal, topical, vaginal
Alkalis, heavy metals,

kaolin
Benzyl alcohol Injections, oral, topical,

vaginal
Oxidizing agents,

strong acids, nonionic
surfactants, methylcel-
lulose, some plastics

Bronopol Topical Sulfydryl compounds,
aluminum

Butylparaben Injections, oral, rectal,
topical

Nonionic surfactants,
some plastics

Cetrimide Topical, opthalmic Anionic and nonionic
surfactants, metals

Chlorhexidine Topical, opthalmic Anionic materials,
Ca2þ, Mg2þ, viscous
materials

Chlorobutanol IM, IV, SC, inhalation,
nasal,otic, optalmic,
topical

Some plastics, rubber,
carboxymethylcel-
lulose, polysorbate 80

Chlorocresol Topical Some plastics, rubber,
nonionic surfactants,
methylcellulose

Cresol IM, intradermal, SC,
topical

Nonionic surfactants

Ethylparaben Oral, topical Nonionic surfactants,
some plastics, silica

Imidurea Topical None listed
Methylparaben IM, IV, SC, opthalmic,

oral, otic, rectal,
topical, vaginal

Nonionic surfactants,
sorbital, some plastics

Phenol Injections Acts as a reducing
agent, albumin,
gelatin

Phenoxyethanol Topical Nonionic surfactants,
PVC, cellulose
derivatives

Phenylethyl alcohol Nasal, ophthalmic, otic Oxidizing agents,
proteins, polysorbates

Phenylmercuric acetate=
borate

Ophthalmic Halides, amino acids,
some plastics, rubber

Phenylmercuric nitrate IM, ophthalmic, topical Halides, aluminum,
amino acids, some
plastics, rubber

Propylparaben IM, IV, SC, inhalation,
ophthalmic, oral, otic,

Nonionic surfactants,
some plastics

(Continued)
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a gelling agent for topical formulations. To minimize losses due to protein adsorp-
tion, additives may be incorporated in the formulation to prevent or reduce surface
denaturation of the active protein. Previously unpublished dilution studies were per-
formed using transforming growth factor-beta1 (TGF-beta1) to determine the lowest
concentration feasible at which the protein could be reasonably formulated. TGF-
beta1 is a potent cytokine, and very small amounts are required for biological action.
As shown in Fig. 3, in the absence of an additive to the formulation the recovery of
TGF-beta1 from either a glass container or from a polypropylene tube was ~80–90%
at 10 mg=mL. At 10 ng=mL, the recovery dropped to 20–30% of the expected concen-
tration. In the presence of a 0.5% (w=v) 100 bloom gelatin solution, the recovery
increased to 100% at concentrations of 100 ng=mL or greater, and almost 70% at
10 ng=mL. Thus, to achieve consistent protein dosages, gelatin addition to the for-
mulation was required to minimize the losses of the TGF-beta1 to the container sur-
faces used for storage of the drug and for analysis of the formulation. In the last 10
years, there has been great concern regarding the use of animal-derived excipients in
pharmaceutical formulations. There is a possibility of contamination of an excipient
by either an undetected virus (e.g., hepatitis C, HIV) or prion that may cause transmis-
sible spongiform encephalitis. For this reason, formulators have moved away from
plasma-derived additives (e.g., human serum albumin, gelatin) and animal-sourced
excipients (e.g., polysorbate 80) to either recombinant or vegetable-derived sources
for these excipients. For example, the lyophilized formulation of recombinant factor
VIII SQ was modified to remove human albumin (present to minimize surface adsorp-
tion and to function as a bulking agent and stabilizer) and to replace it with a combina-
tion of polysorbate 80, histidine, sucrose, and sodium chloride to achieve a stable
product that would not have the potential of containing human viral particles (83).

Accelerated Stability Studies

Once the formulation scientist has narrowed the list of excipients to test in a formula-
tion, an accelerated stability study is initiated. In this study, potential formulations

Table 2 Commonly Used Preservatives and Some of the Major Incompatibilities of the
Preservative that are of Particular Interest to a Formulator of Protein Therapeutics
(Continued )

Preservative Route of administration Incompatibilities

rectal, topical, vaginal
Sodium benzoate Dental, IM, IV, oral,

rectal, topical
Quaternary compounds,

gelatin, calcium salts,
nonionic surfactants

Sodium propionate Oral
Sorbic acid Oral, topical Bases, oxidizing agents,

reducing agents,
nonionic surfactants,
plastics, heavy metal
salts

Thimerosal IM, IV, SC, ophthalmic,
otic, topical

Sodium chloride
solutions, proteins,
some plastics, rubber

[From Ref. (84)]
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are exposed to conditions such as elevated temperature, harsh light, mechanical
stress, and freezing to assess which formulation provides the most stability to the
active protein.

Accelerated temperature studies are conducted to assist the formulation
scientist in the selection of the optimal formulation for a particular protein.
Degradation is often accelerated at higher temperatures, allowing a faster assess-
ment regarding formulation parameters. The temperatures selected for use in the
accelerated temperature studies in part depend on the Tm, melting temperature,
for the protein. Generally, protein formulations are assessed under refrigerated
temperatures, at room temperature, and at least one higher temperature at which
protein degradation is forced. Care must be taken to avoid temperatures that are
too high; degradation at extremely high temperatures (e.g., 60�C) may not be
representative of that which would occur under normal storage conditions. Using
an Arrhenius plot of the data collected from several temperatures, it may be
possible to estimate the shelf-life for a product under the recommended storage
conditions.

In addition to exposure to elevated temperatures, an assessment is made of the
protein degradation under exposure to freezing conditions. Protein solutions may be
stored in the bulk form at �20 to �40�C for long-term storage. Data from several
proteins, including hGH (90) and hemoglobin (81) show that the freezing process
may result in aggregation or denaturation. This damage may be due to formation

Figure 3 Effect of additives and container type on the recovery of TGF-beta1 after dilution.
Protein concentrations were determined by ELISA. The data for sodium acetate in glass repre-
sent the average of five experiments. The data for 0.5% gelatin in glass represent the average of
three experiments. The other samples were tested in only one experiment. Two samples were
tested in each experiment for each condition. Error bars indicate the standard deviation.

504 Cromwell



of ice, to a change in pH caused by freezing, or to cold denaturation of the protein
(21). As ice forms in the solution, the remaining components of the formulation are
concentrated into the liquid phase. The resulting concentrate may be conducive to
protein denaturation. Furthermore, a shift in pH of the solution during freezing
may occur when one of the buffer salts (e.g., disodium phosphate) has limited solu-
bility in this concentrated solution.

Exposure to harsh lighting is used to support handling of the drug product
during the filling, finishing, and inspection of the protein. Excessive degradation
on exposure to light may necessitate the use of colored glass to limit the amount of
light exposure for vialed proteins. The previously mentioned study of hEGFl-48
demonstrated that the rate of photooxidation decreased when the product
was stored in amber glass compared to the rate observed on storage in colorless glass
(44). However, use of colored glass or other types of packaging made to limit light
exposure of the product makes visual inspection of the product more difficult.

The susceptibility of the protein to degradation as a result of mechanical stress
is conducted to support the manufacture and distribution of the protein. Protein
solutions are often shaken mildly for 24–48 hr to provide information on mechanical
stress-induced degradation. With shaking, the protein formulation’s exposure to the
air=liquid and liquid=container interfaces is maximized. Under these conditions, pro-
tein solutions may exhibit physical instability or oxidation. Stirring may also provide
information on degradation induced by mechanical stress on a protein. Unlike shak-
ing, stirring a protein solution generally does not significantly change the exposure of
the protein solution to the interfaces. Rather, stirring results in an increase in the
shear stress experienced by proteins. Physical instability is the main route of degra-
dation from shear stress.

Summary

Information from preformulation and formulation studies allows the formulation
scientist to determine the state and composition of the drug substance and drug pro-
duct. Using accelerated stress conditions such as exposure to elevated temperature,
harsh lighting, freezing, and shaking helps the scientist to elucidate the likely degra-
dation products for the protein of interest. Data from these studies are instrumental
in determining storage conditions for the drug substance and drug product. Still to
be considered, however, are the route of administration and the use of a delivery
device for the drug product. These impact the final selection of the formulation
and will be covered in the next section.

DRUG DELIVERY

A drug product can only be successful if it is delivered in a timely manner to the site
of action in a way that will be amenable to the patient and in a way to ensure product
quality. Different routes of administration may be used to achieve either systemic or
local delivery of the protein. Devices such as needle-free injectors and nebulizers may
be used to deliver the protein and to enhance patient compliance with use of the
drug. Both the route of administration and the decision to use a device are optimally
determined early in clinical development of the protein so that there is plenty of clin-
ical experience with the final product. Some considerations regarding the selection of
route and device are given below.
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Route of Administration

One of the key pieces to development of a successful drug product is the ability to
deliver the drug to the site of action with minimal discomfort or inconvenience to
the patient. For small molecule therapeutics, there is a wide range of options avail-
able for drug administration. Delivery via injection (IV, IM, and SC), oral, nasal,
ocular, transmucosal (buccal, vaginal, rectal), and transdermal routes is possible
with small molecule drugs. However, the size of proteins and the complexity of their
structures severely limit the routes of administration available to proteins.

Injection

Parenteral injections of proteins often provide the fastest route of development for
protein-based formulations (91). For systemic delivery of proteins, intravenous
administration is considered to be the most efficient approach. Because of the effi-
ciency of IV administration, the bioavailability of drugs is determined by comparing
the blood levels achieved with the route of interest to that obtained via IV adminis-
tration. For drugs administered through a route that has poor bioavailability, larger
doses must be given to achieve the same serum levels of the drug compared to those
achieved by IV administration. This additional amount of drug required would then
lead to higher manufacturing costs associated with each dose.

Administration by injection is not without its drawbacks: it is considered to be
painful, inconvenient, and invasive. For proteins in competition with traditional
therapeutics that can be delivered via noninvasive methods, this is considered to pre-
sent a significant marketing disadvantage. For SC and IM delivery, there is a volume
limitation for injection. Typically, a maximum of 1.2mL may be injected to a single
SC site (~3mL for IM), with larger volume doses necessitating the use of additional
injection sites. For this reason, formulations intended for SC or IM delivery usually
contain higher protein concentrations than those intended for IV delivery. The
achievable protein concentration in the formulation may prove to limit the ability
to deliver proteins by SC or IM routes.

Oral

Oral delivery of proteins has been the lofty goal of many formulation scientists and
are the topic of several review articles (92–97). It is a traditional route of delivery for
small molecules. However, the ability to deliver proteins orally presents several chal-
lenges to the biotechnological formulation scientist. First and foremost, the purpose
of the gastrointestinal tract is to aid in the digestion and absorption of dietary pro-
teins. The low pH and high enzymatic content of the gastric fluid make the environ-
ment highly unfavorable for protein therapeutics. This environment could be
circumvented by designing a formulation with an enteric coating that allows the pro-
tein to escape unscathed from the stomach into the small intestine, where the pH is
closer to neutral and the enzymatic content is lower. However, the permeability of
intact proteins through the stomach and intestinal membranes is extremely low.
These are membranes that by design allow passage of small molecules and amino
acids from the gut into the bloodstream. Protein therapeutics, in general, are too
large and too hydrophilic to pass through these membranes. The low permeability,
which may be extremely variable, translates to low bioavailability. For a successful
oral formulation to be developed for protein-based pharmaceutics, it would most
likely require the addition of a permeation enhancer to facilitate absorption of the

506 Cromwell



drug. Only proteins requiring a low dose for efficacy with a large therapeutic window
are viable candidates for oral delivery.

Pulmonary

While routine oral delivery of proteins has not been realized, some protein formula-
tions have been developed for pulmonary delivery. Pulmonary delivery can result in
either parenteral or local administration of the drug and, like oral delivery, is con-
sidered noninvasive. As with other routes of delivery, the size of the protein may
limit its ability to be delivered systemically via the pulmonary route of administra-
tion. Pulmozyme�, a DNase based formulation approved for the treatment of cystic
fibrosis (CF), is delivered to the lungs by a nebulizer to clear blockage of the airways
in the CF patient (25). A formulation for insulin to be administered by inhalation for
systemic delivery of the protein has been developed (98,99).

Topical

Topical delivery of small molecule drugs has been used to deliver therapeutics trans-
dermally and transmucosally. Again, due to the size of the protein it is often not
feasible to deliver enough protein to achieve systemic levels of the drug (100). It
is possible to deliver protein-based therapeutics locally by a topical formulation.
Regranex�, a platelet-derived growth factor based topical formulation, has been
approved by the FDA for the treatment of diabetic ulcers (101).

Delivery Devices

Traditional parenteral delivery of biotechonological products has been accomplished
through the use of a syringe equipped with a needle. Using this, it is possible to deli-
ver proteins IV, IM, or SC. Devices have been developed to make this method of
administration either less painful or more user friendly. Robertson et al. (102) have
written a review of available devices for delivery of insulin. Devices have been man-
ufactured to shield the needle to prevent accidental needle-sticks. Prefilled cartridges
coupled with a pen type device reduce the need for the patient=nurse to withdraw
drug into the syringe, thereby reducing the steps necessary for delivering the drug.
Needle-free injectors have been developed that use a propellant to drive the drug
solution through the dermis to deliver protein SC or IM (102). This type of device
would not be suitable for use with protein formulations that are susceptible to dena-
turation by shear stress.

Implantable pumps have been developed to administer drugs continuously
(103,104), and there has been renewed interest in these devices for delivery of insulin
(105). A small palm-sized pump is surgically placed subcutaneously in the abdomen
of the patient with a catheter extending from the pump to the desired site of admin-
istration. The battery-operated pump is controlled externally with a device that
adjusts delivery rate and volume. The pump may be refilled using a long needle.
When the battery dies, the pump must be replaced. A clinical trial comparing deliv-
ery of insulin from an implantable pump to SC injection demonstrated several
advantages of the pump, including lower levels of antibodies to insulin, improved
lipid metabolism, and no weight gain (106). Another study demonstrated reduced
glycemic variability and hypoglycemic incidences with pump therapy (107).

There are several formulation concerns related to delivery of proteins from
an implantable pump. Because this pump is placed within the body, it requires a
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formulation that is stable at body temperature, 37�C, over the length of time the
pump will deliver the protein until it is refilled. Motion of the body results in agita-
tion of the solution contained within the pump, and therefore it is necessary to
ensure that the formulation is stable to shaking. The high surface-to-volume ratio
of the catheter used for delivery may result in losses of protein due to surface adsorp-
tion. Each of these potential pitfalls may be overcome with the appropriate selection
of excipients for most proteins.

Depot delivery systems offer an alternative for continuous delivery of protein
therapeutics. Cleland et al. (78) have written a review that covers the current technol-
ogies for depot delivery. With depot delivery, a formulation is injected or implanted
that provides sustained release of the therapeutic. The delivery may be for either
local or systemic administration of the drug. Typically, the formulation contains a
biodegradable matrix such as hyaluronate or poly(lactide-co-glycolide) (PLG),
which entraps the therapeutic drug and slowly degrades in the presence of enzymes.
During degradation of the gel or polymer, the drug incorporated in the matrix is
released. Careful selection of the matrix may yield delivery times that release drug
over several days or weeks. As with the implantable pump, depot formulations
require sufficient stability at body temperature to ensure delivery of active protein.
Nutropin DepotTM is a formulation of hGH in PLG microspheres that has been
shown in clinical trials to release active hGH for 1month after injection (108).

For pulmonary delivery of proteins, there are three broad categories of devices
available: nebulizers, metered dose inhalers (MDI), and dry particle inhalers (DPI).
Each of these must meet specific criteria for successful use, such as generation of
appropriately sized particles for inhalation, chemical and physical compatability of
the device with the drug formulation, and consistency of dose delivery (109). Jet
nebulizers use a pump to pressurize a liquid solution held in a reservoir through a
nozzle, forcing the creation of tiny droplets that are deposited in the lung airways
when the droplet stream is inhaled. The efficiency of delivery with this device is
typically low, because there is a large holdup volume in the reservoir. Because the
larger droplets that are formed do not leave the reservoir, the protein may experience
several trips through the jet. The shear stress that the protein encounters during these
repeated trips may lead to protein denaturation. Additionally, milliliters of dosing
solution are required per administration, and the length of time required for drug
administration is not convenient (15–20min). Ultrasonic nebulizers, which generate
the droplet stream by ultrasound, require much smaller volumes (25–50 dL) and
delivery times (110). However, the small volume necessitates a high concentration
formulation that is able to withstand the ultrasonic exposure without degrading.

MDIs have not been used extensively with protein therapeutics. With an MDI,
a small amount of drug is aerosolized using a propellant, typically a hydrofluoroalk-
ane. Poor delivery efficiency and reproducibility, coupled with concern regarding the
stability of proteins in the presence of the hydrofluoroalkanes have led to a lack of
interest in pursuing the use of this type of device for pulmonary delivery of proteins
(110).

Dry powder inhalers that are currently marketed use the patient’s inspiration
to move the powder from the device to the lungs, although powered DPIs are also
under development (110). Fine powders of the protein formulation are stored either
in a large reservoir in the DPI (for multidose administration) or in individual blister
packs (for single-dose administration). As the patient inhales, the DPI is activated to
release powder into the air stream. For this method of delivery to be successful,
the protein formulation must retain the fine, dry powder consistency necessary for
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delivery. Exposure to high humidity may cause the particles to clump which may
lead to clogging of the device and a decrease in delivery efficiency. For the multidose
formulation, a preservative is required in the powdered formulation.

Summary

Selection of the appropriate route of administration and delivery device is critical for
the commercial success of a drug product. While injections are the most efficient
delivery method for proteins, they are not always the most suitable from the patient’s
perspective. Few routes of administration (IV, IM, SC, pulmonary, topical for local
delivery) have been successful to date with protein therapeutics due to the size and
complexity of the protein structure. Consideration of the bioavailability via a given
route must be made when determining the dose required. Use of a delivery device
such as an implantable pump, needle-free injector, or a dry-powder inhaler may yield
a product with a commercial advantage over a competitor’s product.

STABILITY STUDIES

Stability studies of the drug substance and drug product are required to support
expiration dating by the FDA and other regulatory agencies in submissions for pro-
duct approval. If a device is being used to administer the drug, studies must also be
conducted to demonstrate the compatibility of the formulation with the device.
These stability studies are typically conducted in a Good Manufacturing Practice
environment using established protocols and analytical methods. The International
Conference on Harmonisation (ICH) has recommended for adoption by the regula-
tory bodies of the US, Europe, and Japan a guideline for conducting stability testing
for biotechnological products (111). The guidelines for biotechnological products are
different from those used for traditional small molecule drugs due to the complexity
of the protein structure. Three areas that are covered in this guideline are selection
of batches, the stability indicating profile, and storage conditions. Information from
this guideline is summarized below.

Selection of Batches

The selection of batches refers to the specific drug substance and drug product
batches that will be tested to support expiration dating. At the time of regulatory
submission for approval (e.g., BLA), a minimum of 6 months of stability data is
needed on at least three batches of drug substance and final drug product for which
the manufacture, container, and storage are representative of the manufacturing
scale of production. The quality and process used to manufacture each must be
representative of material used in preclinical and clinical trials. Expiration dating
is based upon real time=real temperature storage data.

Stability-Indicating Profile

The stability-indicating profile for a biotechnological product generally comprises
information from a battery of assays, not from a single stability-indicating assay.
To support the expiration dating, the stability of the drug product and drug sub-
stance must be assessed by methods that have been validated and are detailed in a
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protocol specific to that product. This protocol includes the testing intervals and the
specifications that the product must meet. Some of the methodologies that could be
used for this purpose are described in a later portion of this chapter.

Storage Conditions

The storage conditions for biotechnological products need to be clearly defined
because protein stability is generally temperature dependent. Unlike small molecule
drugs, accelerated temperatures studies are not used to determine expiration dating
for biotechnological products. However, accelerated temperature studies may be
used to provide supporting data and to determine the pathway(s) of degradation
for the protein. Humidity control is generally not a concern for biotechnological pro-
ducts because most are packaged in containers that protect against humidity. For
those products that are not, stability data gathered at different humidities must
be provided. Studies should be conducted to support shipping and handling of the
product. These may include exposure to light and to a wider range of temperatures
than would be tested for recommended storage temperatures. Interactions, or lack
thereof, of the product with the container=closure must be assessed. For products
that are further prepared for administration in the field (e.g., reconstitution of a lyo-
philized product followed by dilution into an IV bag containing saline) data must be
provided that supports expiration dating and recommended storage conditions of
the diluted product that will be administered to a patient.

Summary

In the application to the FDA for product approval, the section describing drug pro-
duct and drug substance stability information is one of the critical sections related to
manufacturing as it will define the expiration dating for the drug substance and the
drug product. Relatively short expiration dating for either the drug substance or
drug product would result in increased frequency of manufacturing and a higher
level of complexity in product distribution.

METHODOLOGY FOR ASSESSING PROTEIN STABILITY

As stated throughout this chapter, one goal of the formulation scientist is to under-
stand and minimize degradation of the protein in the formulation during storage.
Additionally, the FDA and other regulatory agencies require that the purity and
potency of pharmaceuticals are monitored during the shelf life of the products.
Achieving these requirements involves using a combination of analytical techniques
such as chromatography, electrophoresis, and spectroscopy among others. Because
proteins are capable of denaturing via several mechanisms, it is necessary to use
more than one technique to demonstrate stability. Jones has written an in depth
review of analytical methodologies used to assess protein stability (112). Some of
the more commonly used methodologies are described briefly below.

Liquid Chromatography

High-performance liquid chromatography, HPLC, is the workhorse for many of the
analytical technologies used to assess protein stability. HPLC relies on protein
separation by interaction of the protein with a resin, called the stationary phase.
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The protein is removed (eluted) from the resin using a solution called the mobile
phase. Differences in the interactions between protein variants (e.g., aggregates, dea-
midated products) and the stationary phase are exploited to achieve separation. The
length of time that the protein variants are retained by the resin, the retention time, is
determined to gain understanding of the nature of the variants. There are four basic
types of chromatographic separations used by formulation scientists: size exclusion
chromatography (SEC), ion exchange chromatography (IEC), hydrophobic interac-
tion chromatography (HIC), and reversed phase chromatography (RPC).

In SEC, also referred to as gel filtration or gel permeation chromatography, the
protein variants are separated according to differences in hydrodynamic radius. The
stationary phase for SEC employs porous microparticles while the mobile phase is
typically an aqueous salt solution. When the protein and its variants enter the
SEC column containing the stationary phase, they are greeted with a tortuous path
to reach the end of the column. The smaller variants (e.g., fragments) have access to
a greater number of paths through the porous material that results in a larger
accessible volume for these variants and therefore a longer retention time on the col-
umn. Larger variants (e.g., aggregates) have fewer paths (detours) available, and
therefore elute first from the SEC column. The smallest particles are those that elute
with the longest retention time. Molecular weight is usually estimated by a compar-
ison of the retention time of a variant to those of molecular weight standards. How-
ever, because the retention time is determined by the hydrodynamic radius rather
than molecular weight alone, it is often important to confirm estimated molecular
weights using a second technique such as static light scattering or mass spectrometry.

One advantage that SEC has for the formulation scientist is the ability to study
protein aggregation =fragmentation in the environment of different formulations.
Also, it is possible to add denaturants such as SDS to the mobile phase to gain a
greater understanding of the sources of molecular weight heterogeneity.

IEC exploits charge differences between protein variants to achieve separation.
The resin used in the IEC stationary phase is either for cation exchange or anion
exchange. For proteins with basic pIs, cation exchange chromatography is typically
used. The protein is injected onto the stationary phase where it interacts with the
resin. Using a gradient of salt and=or pH, the protein is eluted from the column
when the pH or ionic strength of the mobile phase is sufficient to overcome the pro-
tein’s ionic interaction with the column. The products of deamidation are typically
resolved using IEC chromatography.

With HIC, the protein variants are separated by differences in hydrophobicity.
In this technique, the stationary phase is comprised of a resin with a hydrophobic
backbone. The protein is injected onto this column under high ionic strength condi-
tions. This promotes hydrophobic interactions. A mobile phase gradient is used in
which the ionic strength decreases with time. Less hydrophobic variants elute with
an earlier retention time than those with higher hydrophobicity. Products of oxida-
tion may often be resolved by HIC.

RPC is used to separate protein variants by hydrophobicity as well. The sta-
tionary phase is also comprised of particles containing hydrophobic backbones.
However, separation is achieved using a gradient that employs an increasing content
of an organic solvent such as acetonitrile or methanol. Trifluoroacetic acid (TFA) is
typically added to the mobile phase to improve the interactions of the protein with
the resin through ion pairing with charged residues on the protein. Unlike the other
chromatographies described, this technique often results in denaturation of the
protein during chromatography due to exposure of the protein to both low pH
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(TFA) and the organic solvent. As with HIC, products of oxidation may be sepa-
rated by RPC. RPC generally offers much better resolution than HIC, but has lim-
itations on the size of proteins that may be separated. With all of the HPLC
techniques, it is often possible to gain more information by modifying the protein
prior to injection either by reduction or through mild enzymatic treatment. By pur-
posefully fragmenting the protein, it may be possible to identify the site of degrada-
tion or to at least increase the resolution achieved in the chromatographic
separation. Peptide maps generated from complete enzymatic digests, together with
mass spectrometry, have proven extremely useful for determining sites of degrada-
tion in many proteins, including rhM-CSF and relaxin (47,51).

Electrophoresis

In electrophoresis, protein variants are separated due to differences in their mobility
in the presence of an electrical field. Traditionally, electrophoresis has been
performed using a stationary slab gel. The most common electrophoretic technique
is SDS-PAGE, sodium dodecyl sulfate-polyacrylamide gel electrophoresis. In this
technique, a polyacrylamide gel provides a sieving matrix for the protein solution.
The protein is mixed with an SDS solution prior to loading onto the gel. By coating
the protein with SDS, the charge to mass ratio becomes uniform between proteins.
This allows proteins to be separated solely on molecular weight in the presence of
the electrical field. The protein=SDS solution is loaded onto the gel which is conti-
nually bathed in an SDS-containing buffer. A voltage is applied across the gel,
and the protein is mobilized. Smaller proteins travel the gel faster than larger ones.
Protein visualization occurs through staining of the gel, usually with either estab-
lished silver staining or Coomassie staining techniques. Molecular weights are esti-
mated by comparison of mobilization distance to molecular weight standards.

Native PAGE is conducted in the same manner as SDS-PAGE, with the excep-
tion that SDS is added neither to the protein solution nor to the bathing solution
surrounding the gel during electrophoresis. In the absence of SDS, protein separa-
tion results from a combination of the charge and mass of the protein. For this rea-
son, analysis of a native gel is more difficult than that of traditional SDS-PAGE.
However, native gels can provide information on protein interactions under very
specific conditions (buffer, pH) that could not be studied using SDS-PAGE.

Isoelectric focusing (IEF) separates proteins on a gel by exploiting differences
in the isoelectric point (pI) of the protein variants. At the pI, the sum of all of the
charges on the protein is zero. Degradation that results in a change in the pI (e.g.,
deamidation, fragmentation) may be detected using IEF. Separation by IEF occurs
in the presence of ampholytes that maintain a pH gradient in the presence of an elec-
trical field. The protein variants migrate on the gel until they reach the pH in which
they are neutral. The pI of a variant is determined by comparison to the location of
pI standards.

During the 1990s technological advances were achieved in the field of capillary
electrophoresis (CE), resulting in its emergence as one of the primary tools in asses-
sing protein degradation. In CE, an electric field is applied across a capillary contain-
ing a separation medium and the protein solution to achieve separation of the
protein variants. Once the separation occurs, the solution in the capillary is mobi-
lized and passes in front of a detector to assess the separation. UV and fluorescence
detectors are commonly used to assess protein separations. CE has the ability to
separate proteins based on size (cf. SEC, SDS-PAGE), charge (cf. IEC), pI (cf.
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IEF), and hydrophobicity (cf. HIC, RPC). The amount of protein required for CE
analysis is substantially smaller than that required for traditional HPLC or gel elec-
trophoretic techniques. This makes CE attractive when only small amounts of pro-
tein are available. It is not feasible, however, to use CE as a separation technique
when one wishes to collect the fractionated proteins for use in another assay because
the amount of protein is too small.

The separation medium used in the capillary dictates the type of separation
that will be observed. In capillary zone electrophoresis (CZE), an aqueous buffered
solution at a specific pH is used. Protein variants are separated according to their
charge to mass ratio at that specific pH. In capillary isoelectric focusing (CIEF),
ampholytes are used in the separation medium. Proteins are separated by pI in
CIEF. Micellar electrokinetic capillary electrophoresis (MEKC) employs micelle
forming surfactant solutions to achieve separations that resemble RPC. Various siev-
ing matrices may be used in the capillary in conjunction with SDS to achieve separa-
tions based on molecular weight.

Spectroscopy

Spectroscopy measures the interactions of the protein chromophores with light.
Information regarding the concentration and conformation of the protein may be
obtained through different types of spectroscopy.

Using ultraviolet=visible (UV=Vis) absorption spectroscopy, it is possible to
measure the protein concentration using Beer’s law: A ¼ elc, where A is the measured
absorbance of a solution, e is the absorptivity of the protein, l is the pathlength of the
cell used to determine the absorbance, and c is the protein concentration. Proteins
typically exhibit two strong, broad absorption bands in the UV=Vis part of the
spectrum. The first and most intense band is centered at 214 nm and arises from
absorption of light by the peptide backbone. The second absorption band is typically
found at ~280 nm. This band arises from absorbance from the aromatic side chains of
Trp, Tyr, and Phe. Disulfide bonds may exhibit weak absorption in this range as well.

During stability studies, the concentration of the protein is monitored to ensure
that there is no loss due to physical instability of the protein. Most typical routes of
chemical degradation do not result in a change of absorbance. A change in color of
the solution may occur as a result of degradation of some excipients, (notably His) or
in the presence of a reducing sugar.

The UV=Vis absorption spectrum has the capability of providing important
information regarding the stability of the formulation by using the spectrum to
ascertain the level of light scattering that the solution exhibits. The intensity of light
scattering by particulates depends on the fourth power of the frequency of light and
on the size of the particulates. As one progresses to bluer (shorter) wavelengths, the
intensity of light scattering dramatically increases. The formulation scientist can
exploit this to monitor formulations for low levels of particulates, particularly before
the particulates are large enough to be observed by visual inspection. Dynamic laser
light scattering may also be employed for this purpose, although the equipment for
this is usually more costly than the average spectrophotometer.

Circular dichroism (CD) is often used by the formulation scientist to monitor
the secondary and tertiary structures of the protein of interest. CD results from the
preferential absorption of left vs. right circularly polarized light. In the far UV region
of the spectrum (190–250 nm), the CD absorption of proteins arises from peptide
bonds. Each type of secondary structural element (e.g., alpha helix, beta sheet)
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has a unique CD spectrum. Using algorithms which compare the spectrum of the
protein of interest to libraries of spectra from proteins with known secondary struc-
tural elements allows the formulation scientist to estimate the contribution of each
secondary structure element to the total structure of the protein. This ability may
aid the formulation scientist in the selection of a suitable formulation for a protein.
A combination of excipients which results in an increase in the content of random
coiled structure within the protein would not provide a suitable formulation for long
term stability of the protein.

Signals in the near UV region (250–400 nm) of the CD spectrum of a protein
predominantly arise from absorption of the aromatic side chains of Trp, Tyr, and
Phe. The dichroism in this region is highly dependent on the tertiary structure of
the protein. For this reason, the near UV CD spectrum is often used to monitor
changes in the native environment of proteins that result from instability. For exam-
ple, Lam (88) used the near UV CD spectrum of IFN-g to determine there was an
incompatability of the protein with a combination of excipients (succinate, benzyl
alcohol) which resulted in a loss of structure.

The secondary structure of proteins may also be assessed using vibrational
spectroscopy. Fourier transformed infrared (FTIR) and Raman spectroscopy both
provide information on the secondary structure of proteins. The bulk of the litera-
ture using vibrational spectroscopy to study protein structure has involved the use
of FTIR. Water produces vibrational bands that interfere with the bands associated
with proteins. For this reason, most of the FTIR literature focuses on the use of this
technique to assess structure in the solid state or in the presence of non-aqueous
environments. Recently, differential FTIR has been used in which a water back-
ground is subtracted from the FTIR spectrum. This workaround is limited to solu-
tions containing relatively high protein concentrations.

Raman spectroscopy offers the advantage of being able to collect spectra in
aqueous environments, because the vibrational frequencies arising from water are
almost invisible in the Raman spectrum. However, this technique has not been used
as extensively as FTIR because the technique was more time consuming and the
equipment more costly. The recent development of FT-Raman systems has allowed
this technique to be used more readily than in the past.

Visual Inspection

In addition to the various physical techniques, a simple visual inspection of the for-
mulation is conducted to determine if there are changes to the formulation. The
human eye is extremely sensitive to many changes observed in protein formulations,
and for this reason visual inspection is a valuable tool in the bag of techniques used to
assess stability. For liquid formulations, the appearance of precipitates or a change in
color of the formulation signifies trouble. For lyophilized formulations, the visual
appearance of the lyophilized cake is an important characteristic of the formulation.
Collapse or discoloration of the cake could indicate a compromised formulation.

Potency=Activity Assays

The most important assessment during stability studies is analysis of the protein by
an activity assay. Degradation of a protein that results in compromised activity is of
great concern because this affects the potency of the drug product. Expiration dating
of the drug product is made to minimize the loss of potency.
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Potency of drug candidates is typically assessed in vitro. An appropriate
potency assay must be biologically relevant to the clinical indication for which the
drug is targeted. For example, the potency of a growth factor whose action is
believed to induce proliferation of epithelial cells in vivo would need to be assessed
by an in vitro epithelial cell-based proliferation assay.

Thermal Techniques

Thermal techniques such as isothermal calorimetry and differential scanning calori-
metry have been used in formulation screens to predict the formulation with the
greatest stability based on the assumption that excipients that increase the Tm of
the protein will stabilize the molecule at the recommended storage temperature
(19). For example, a screen of preservatives performed during formulation develop-
ment for interleukin-1 receptor found that the Tm for the formulation correlated
with the extent of aggregation observed on storage at 37�C (89). Such thermal ana-
lysis may be useful to rank order formulations.

Other

Other methodologies may be employed for specific drug products. For microencap-
sulated, SD, and SFD formulations an assessment of the particle size may be critical.
Lyophilized, SD, and SFD formulations must be monitored for moisture content.
Gel-based formulations typically require monitoring the viscosity of the semisolid
formulation.

Summary

The use of appropriate analytical techniques during formulation development aids
the formulation scientist in determining the degradation products and the rate of for-
mation of those products. Since proteins are complex structures, a combination of
techniques must be used to ensure that the formulation scientist is able to assess
potential degradation of he protein. This information is critical for the successful
development of a therapeutic formulation.

FILLING, FINISHING AND PACKAGING

Filling, finishing, and packaging are the processes by which the drug substance is
turned into the final product and are performed according to current Good Manu-
facturing Practices (cGMPs). These steps in the manufacturing process are tightly
regulated to ensure patient safety. A thorough review of the cGMPs related to filling,
finishing, and labeling of drug products is given by Willig and Stoker (113). Only the
highlights of the requirements are presented below.

Filling

The FDA ‘‘Guidelines for Sterile Drug Products Produced by Asceptic Processing’’
describes the critical points that must be considered when filling the final product (65).
Biotechnological products cannot be terminally sterilized, because the heat or radia-
tion used for sterilization of the final product damages the protein. Therefore, the filling
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operation is performed in an aseptic environment to minimize the risk of introduction
of bacteria to the product. At this stage in manufacture, the presence of bacteria in the
product of that could present a serious safety risk for patients that use the drug.

To minimize the potential for introducing microbes and other foreign particles
to the final product, several precautions are used in the filling area (114). All compo-
nents used for the filling operation, including the components for the final package
(e.g. vial, stopper, blisterpack) and filling equipment, are presterilized. For a liquid
drug substance, a sterile filtration is performed into a presterilized filling vessel to
ensure that the drug substance is bacteria-free. Any area in which the sterilized pro-
duct or the open container=closure systems are exposed to the environment must
meet special requirements. Class 100 rooms are used in which the air is HEP
A-filtered at the point of delivery and contains less than 100 particles sized
�0.5 mm=ft3.The airflow is unidirectional in this room. The microbial load should
be no higher than 0.1 CFU per cubic foot of air. Operators working in class 100
rooms are required to be completely gowned in sterile garb. They must minimize
movements and talking within the room so as not to disturb the airflow. For lyophi-
lized products, the vials are filled with the liquid drug substance and partially stop-
pered before being placed into a lyophilizer contained within the class 100 area.
Validation of the filling environment and operations is accomplished by performing
media fills periodically and testing the sterility of the media-filled units. At least
3000 units should be filled to be able to detect a contamination rate of one in one
thousand units with a 95% confidence interval.

Filling and packaging by blow=fill=seal technology has gained wider acceptance
for use in the biotechnology industry in the past decade (115–118). The blow=fill=seal
process is one continual, integrated operation in which the container is formed by
‘‘blowing’’ a molten plastic such as low density polyethylene into a mold, filled using
a nozzle provided with a class 100 HEP A air-flow, and then sealed by molding of the
still molten plastic at the neck. Due to the highly automated procedure used, minimal
personnel are required for the filling operation. This reduces the sources of potential
viable and non-viable particulate contamination in the final product.

Finishing and Packaging

Once the protein formulation has been filled into the final container, several packa-
ging and finishing steps are performed before the product may be shipped for use.
For vialed formulations, the final vial must be capped to ensure the stopper does
not inadvertently come off of the vial. This protects potential leakage from the vial
or the introduction of contaminants to the vial. The product is inspected and repre-
sentative samples are tested to ensure consistency, safety, and potency. The final con-
tainer is labeled with product information such as the name of the drug, the
manufacturer, the amount of the drug in the container, the lot number, and the
expiration date. Once the labeling has occurred, a second inspection is performed
on a representative sample of units to ensure the correct label has been used. Outer
packaging is selected (e.g., a carton) in which all of the components for the final pro-
duct are assembled for sale. This packaging may be as simple as one vial in a carton
or as elaborate as one containing a lyophilized product packaged with a vial of
diluent and a syringe to enable easy access to the tools necessary for reconstitution
of the product. This package is appropriately labeled to include the name of the
drug, the manufacturer, the amount of drug per unit, the number of units, and
the expiration date among other information. Included in the final package is a
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‘‘package insert,’’ a very detailed description of the composition of the drug product,
its intended use, and any side effects noted with use of the drug. Once packaged, the
product is ready for distribution.

FUTURE PROSPECTS

With the development of biotechnology-derived products for clinical indications that
are not life-threatening, there will be an increased drive to move away from drugs
that must be given by injection, particularly by IV administration. The ability to
formulate proteins at high concentrations will allow more to be administered sub-
cutaneously. Crystalline forms of proteins are now being investigated as potential
formulations and with the possibility that these could be given as depots to allow
extended delivery of the protein. Devices to increase the convenience of delivery will
continue to be attractive for protein therapeutics. Development of formulations for
pulmonary delivery should increase significantly within the next decade. Pulmonary
delivery is non-invasive, and the advent of formulations that may be administered by
dry-powder inhalers make this route extremely attractive to patients.
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INTRODUCTION

Why validate? Though validation is a well-accepted and recognized cGMP require-
ment in today’s Pharma business, this question is often posed during the product or
process development (PD) activities in a start-up or even in an established company.
In a nutshell, validation is not only a regulatory requirement, but it makes ‘‘good
business sense.’’ Validated processes assure production of quality product, batch
after batch, and ultimately result in fewer headaches down the road in terms of fewer
deviations during production, quality assurance (QA) discrepancy investigations,
adverse events from the field, and regulatory observations (483s and its global
equivalent) during regulatory inspections. In addition, they improve cost effective-
ness in terms of preventing process failures, lot rejections, re-processing of salvage-
able lots, and attaining maximum plant capacity. Moreover, a sound and thorough
validation strategy not only assures the production of top quality products, but also
builds confidence and provides peace of mind to its customers. It also boosts the
morale of the company employees and help build a sound and trustworthy relation-
ship and track record with the regulatory agencies. The latter may come as a blessing
for a company’s future dealings with the regulatory agencies.

The term process validation originated in 1983 when the Food and Drug
Administration (FDA) expanded the cGMP guidelines to cover demonstration of
process consistency=reproducibility, but the guidelines were not finalized until
1987 (1). These guidelines were originally intended to be adopted by all drug product
and biological manufacturers, but were later extended to the medical device and
diagnostic manufacturers and to the blood collection=distribution=users and blood
product manufacturers (2,3). Though originally intended only for the finished drug
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product, these regulations have been recently extended to bulk drugs and bulk
biologicals (4).

The original definition of the term process validation was described by the
FDA as ‘‘Establishing a documented evidence which provides a high degree of assur-
ance that a specific process will consistently produce a product meeting its predeter-
mined specifications and quality attributes.’’

In practice, process validation (process performance qualification, PPQ) is more
complicated than the simple definition stated above and is only one element of the
overall validation process. It is a culmination of all other validation studies, such as
equipment qualification (installation qualification, IQ; operational qualification,
OQ; and performance qualification, PQ), computer qualification (IQ and OQ), utilities
and facilities qualification (IQ, OQ, and PQ) cleaning validation (PQ), environmental
qualification (PQ), and analytical qualification (PQ), all covered under a validation
master plan (VMP) written for each new technology, process, or a product.

The invention of recombinant DNA technology in the late 1970s and its wide-
spread application to eukaryotic and prokaryotic cells for developing unique medical
applications=treatments resulted in the establishment of a new field known as
‘‘Genetic Engineering’’ today (5,6). These developments opened the floodgates for
innovation that resulted in the establishment of many biotechnology companies
worldwide. Of these, more than 50% of the biotechnology companies are working
on cell culture technology for producing pharmaceutical and cellular therapies.

Due to continued innovation in this field the application of process validation
concepts and guidelines are becoming increasingly complex, challenging, and difficult
to understand by technical professionals, regulatory auditors, and cGMP compliance
enforcers working in the pharmaceutical and biotechnology-related organizations.
Since it is impossible to cover all aspects of process validation for the numerous bio-
technology-derived products in this chapter, an attempt will be made only to provide a
simplified version of the regulatory requirements that are needed for licensing cell cul-
ture-derived pharmaceuticals and cellular therapies. This chapter is intended to pro-
vide a bird’s-eye view of the regulatory requirements for process validation to
entrepreneurs before they plan for building a new manufacturing plant and expect
to obtain licensure for a product (Product License Application, PLA) or a biologic
(Biologic License Application, BLA) or a drug (New Drug Application, NDA) from
regulatory agencies. This chapter is expected to prepare them well before they begin
that challenging, eventful, exhausting, memorable, and ultimately rewarding journey.

APPROACH AND RATIONALE

The innumerable amount of research and development studies conducted on a large
number of medical products has enabled us to understand that the quality attributes
for any given product are not an unexpected output. But, are largely dependent on
the process parameters used during their production. Therefore, the control of qual-
ity attributes for any biological or pharmaceutical product is in our hands; and with
the development of new technologies, quality attributes for the new products can
now be built into the manufacturing process. In this respect, the process design in
relation to the respective product quality attributes has become crucial for the devel-
opment and licensing of the medical and pharmaceutical products (7–10).

Since the breakthrough in genetic engineering a few decades ago, numerous
medical, biological, pharmaceutical, and diagnostic products and applications
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based on cell culture technology have been invented. They are based on microbial
fermentation (eukaryotic and prokaryotic), hybridoma technology, and tissue regen-
eration. Even plant cell technology is being evaluated to produce medical and
therapeutic products for human use. The examples of the cells used for this purpose
are: bacteria (Escherichia coli), fungi (Aspergillus, Saccharomyces), mammalian cells
(CHO, BHK, myeloma, melanoma, hybridoma, etc.), insect cells (Drosophila), and
plant cells (tobacco, spinach, etc.). The majority of the products are secreted by
the cells in the spent medium (harvest) by applying the rDNA technologies and
manipulation of respective genes in the cells. The examples of recombinant products
derived from these technologies are: erythropoietin (rEPO), anti-hemophilic factor
(rFVIII), tissue plasminogen activator (rTPA), growth factors (EGF, TGF, PDGF,
TNF, etc.), hormones (Insulin, LH, FSH, etc.), interferons (IF-1, IF-2, etc.), inter-
leukins (IL-2, IL-4, IL-6, etc.), monoclonal antibodies (mAbs), and other enzymes
and proteins (cerezyme, galactosidase, etc.). Some of the products are expressed in
the inclusion bodies within cells and the cells therefore must be lysed to extract
the products out (insulin, EGF, etc.). Epithelial cells, neuroblastoma, osteoblastoma
and cartilage cells are being grown in laboratories and used as medical devices for a
number of treatments (burns, tissue implant, tissue regeneration, etc.). A number of
monoclonal antibodies are being generated from bacterial, mammalian, and plant
cell technologies for the treatment of cancer, autoimmune diseases, and other
immunological disorders.

A general approach to streamline validation concepts and policies has been
evolving over the last number of years. These efforts have resulted in better under-
standing of the requirements for the validation by the industry professionals. For the
purposes of clarity and better understanding this article will employ the newly emer-
ging approach on validation concepts (11,12). Accordingly, qualification of all
equipment and systems (design qualification, DQ; installation qualification, IQ;
operational qualification, OQ; and performance qualification, PQ) will be referred
as ‘‘Equipment Qualification’’ and not as ‘‘Validation.’’ The term ‘‘Validation’’
will be used only for ‘‘Process Validation’’ studies that are related with the studies
(with or without active ingredient) at the small-scale (lab-scale) or full production
scale (process validation, PV or PPQ).

The variety of cell culture technologies and many different approaches to use
them as pharmaceutical products or medical devices makes the task of building the
quality attributes in the manufacturing process very challenging. This also makes
the task of process validation more difficult as generic models of process validation
cannot be used, and every process validation study needs to be devised from scratch
based on the technology being used. For example, the level of impurities (DNA, host
cell contaminating proteins, etc.) may be substantially less in the starting material
where the product is secreted out in the spent medium (harvest) as compared to the
product that is expressed intracellularly such as in the inclusion bodies. Therefore,
the design of the manufacturing process and the resultant process validation studies
would be very different for the two approaches to isolate and purify the product(s).

The possible impurities and contaminants in a cell culture-based product are:
intact cells, adventitious agents [bacteria, fungi, mycoplasma, viruses, transmissible
spongiform encephalitis (TSE)=bovine spongiform encephalitis (BSE)], endogenous
retroviruses, host cell nucleic acids and proteins, foreign proteins (from raw materi-
als and microbial contaminations), endotoxins, and contaminating process chemicals
(13). A validated process, therefore, must demonstrate effective removal, inactiva-
tion, or reduction of these impurities and contaminants to acceptable levels.
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Though it is preferable to perform process validation studies at full-scale
operational level, it is not always possible to perform them at manufacturing scale
due to practical limitations (e.g., virus and nucleic acid reduction studies may require
huge amounts of model viruses and nucleic acids). In such cases, scaled-down bench-
level studies are acceptable as long as all process input parameters are kept the same
as in the full-scale and the output parameters are comparable to the full-scale (14).
Whenever this approach is used, demonstration and justification of the acceptability
of the scaled-down model should be performed prior to formal process validation.

PROCESS DEVELOPMENT

Development of a Defined Process

The critical steps for the development of a defined process are outlined in Fig. 1. We
will examine below the requirements for developing a reliable and reproducible pro-
cess for a cell culture derived product. The definition of a defined process may be sum-
marized as ‘‘a process that provides a high degree of assurance that it will consistently
produce a product meeting its predetermined specifications and quality attributes.’’
This definition seems simple and doable (in the beginning phase of a project) but
becomes difficult to achieve when all the details for a cell culture-based product are
brought into consideration. Adequate confidence must be built by doing sufficient
experimentation and development work to demonstrate that the process can consis-
tently produce a product of pre-specified quality. Range finding (feed stream) studies
should be performed for every critical and noncritical process parameter (15), and
operational set-points must be established after completion of the range finding stu-
dies. Worst-case studies (upper and lower ranges) should be performed during the
development phase, (as it is much easier to do them during development than during
actual production). Alert and action levels (limits) for out-put parameters (test results
and specifications) must be established with adequate justification. In-process and final
product specifications (acceptance criteria) must be defined clearly with sound scientific
justifications.

The success of a well executed project depends on a well written process devel-
opment (PD) report with sufficient details for every aspect of the process and a well
executed transfer of technology from the R&D department to the operations depart-
ment. The R&D personnel not only adequately transfer the technology, but must
provide training to production personnel in every aspect of the process. The role
of the R&D personnel does not end here, they should actively monitor the process
after successful process validation by applying the statistical tools such as statistical
process control. Post-validation process data must be analyzed to ensure that the
process performs within the established boundaries. Process capability (Cpk) calcu-
lations must be performed on the post-validation process data to evaluate process
performance. The process data should also be analyzed by applying other statistical
tests, such as Student’s t-test, to determine confidence intervals on process perfor-
mance. A 95% confidence interval is generally acceptable for process validation stu-
dies. Many companies, however, run their production processes at 98% confidence
interval or up to �6 SD of the validated process parameters. These analyses demon-
strate whether the process is in control and build confidence for running the process
on a consistent basis.

The importance and relevance of good PD work that eventually pays off many
fold must be emphasized here. It is generally acknowledged that many pharmaceutical
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and biotechnology organizations shy away from doing comprehensive PD work as
they are in a rush to reach the marketplace. In our competitive world of today, timing
is key for making or breaking of an organization. Often what we do not realize is that
there are no short cuts and eventually (sooner or later) we have to do the required PD
work. The smart approach, therefore, would be to perform all required PD work
before process validation, rather than during process validation or after completion
of a process validation project. In the latter case, the validation projects generally
become confusing, cost a great deal of money, and delay project completion (16).

A poorly developed process will typically allow only narrow ranges for opera-
tional parameters and may result in the rejection of large amounts of otherwise good

Figure 1 Critical steps for developing a defined process.
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in-process material produced slightly outside the narrow process ranges developed.
Extension of the process ranges or scale-up of manufacturing processes after initial
validation requires time consuming regulatory review and approvals, repetition of
all the work performed previously, and almost always turns into a costly validation
project. It prevents pioneering organizations from taking leadership positions in the
marketplace due to limited product supplies. It may lead and encourage competitors
to enter the field and snatch the leadership position from the organizations that devel-
oped the product at the first place. It is a lesson many organizations learn, albeit late.

Process Development Report

The importance of well-executed PD work and a well-written process development
report (PDR) cannot be emphasized enough. PD and PDRs are the key components
of a successful technology transfer from R&D to manufacturing (8). The success or
failure of a process validation project greatly depends on the quality and details of
the PD work performed and the quality of PDRs in terms of their content, clarity,
and completeness. Poorly written reports often cause a great deal of frustration for
all involved, result in unnecessary delays, impact project schedule, and even lead to
ultimate failure of a project. Many organizations perform excellent PD work, but
lack in writing clear and complete reports. Ideal PDRs should contain the following
information in as much detail as possible:

� Objective and definition of a process=product
� Scope and rationale
� Process description
� Process flow chart
� Materials and methods
� Equipment and facilities
� Utilities and accessories
� HVAC and environmental requirements
� Process input and output parameters (critical and noncritical)
� In-process testing and acceptance criteria
� Product specifications
� Calibration and preventive maintenance
� Other process requirements
� Result and discussion
� Conclusion
� References

Process Parameters

It is paramount that all process operating parameters (input parameters) that affect
product quality attributes (output parameters) are established clearly during the PD
phase of a new process, product, or a technology. This is accomplished typically by
performing studies at lower and upper limits of the operating ranges generally
referred to as the worst-case studies, crash studies or feed-stream studies. Some stu-
dies are performed up to the edge of failure and then stepped back to the ranges
where process performance is acceptable. These studies can be simulated or per-
formed with active ingredient or product derived from starting material generated
during PD phase of the project. These studies can also be performed by generating
starting material by artificially setting the parameters to the upper and lower limits of
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the range. The process parameters are generally classified as critical process para-
meters and noncritical process parameters.

Critical Process Parameters

By definition the critical process parameters are ‘‘those operating parameters that
directly influence the quality attributes of the product being produced.’’ For exam-
ple, temperature and pH in a fermenter are considered critical operating parameters
as they have a direct influence on the viability of the organism and the chemical or
biological activity of the product being produced. Other parameters that may be
considered critical for fermentation processes are: cell viability, media conductivity,
glucose concentration, oxygen and air uptake rates, and cell density in the produc-
tion vessel or device.

Noncritical Process Parameters

The noncritical process parameters are ‘‘those operating parameters that have no
direct influence on the quality attributes of the product being produced.’’ For example,
cell age and media flow rates in a fermenter are considered as noncritical operating
parameters as they have no direct influence on the viability of the organism or the
activity of the product being produced. Other parameters that may be considered non-
critical for fermentation processes are: cell density in the inoculum, cell productivity,
agitation rate, perfusion rate, and cell osmolality in the production vessel or device.

Cell Culture and Fermentation Process

A number of different approaches have been used to exploit cell culture technology
and develop pharmaceutical products and medical devices, for example expression of
the molecule of interest by cells through genetic manipulation or the use of cells as
such for treating certain medical conditions. Of these, the technology based on pro-
duct expression through genetic manipulation is most common. Commercial fermen-
tation processes and bioreactor technologies have been developed in the last several
decades to state of the art production of pharmaceutical agents of interest. The intro-
duction of rEPO, rTPA, rFVIII, rInsulin, rHGH, rPDGF, etc. to treat many medical
problems would have not been developed without these advances in the technologies.
Figure 2 depicts a flow diagram for a typical fermentation process. We will discuss
below the steps involved in the development of a commercial cell culture process in
the light of process validation. Of special interest here is the establishment of critical
and noncritical process parameters that will be verified during the process validation
phase.

Cell Line Development

Once a clone has been selected for commercial development it is crucial that the
nutritional requirements for the cell line must be defined. The cell line may need
to be adapted for growth in certain cases, such as the expression and production
of a product in a serum-enriched or serum-free media. The following nutritional
requirements in terms of their concentration (% or molarity) or amounts (g=L or
PPM or PPB as appropriate), and growth conditions must be established:

� Chemically defined growth medium
� Need for protein=serum=plasma or a protein-free media

Cell Culture-Based Processes 529



� Requirements for vitamins or fatty acids
� Requirements of any special chemicals
� Requirements of growth factors or hormones, etc.
� Optimizatipon and maintenance of appropriate pH and ionic strength
� Requirements of oxygen, carbon dioxide or other gases
� Optimizatipon and maintenance of appropriate temperature
� Frequency of media changeover
� Frequency of harvesting of the cell line or product

Cell Line Characterization

The cell line must be fully characterized (17,18) for the absence of objectionable
organisms or contaminants as follows:

� Absence of bacteria or spores
� Absence of fungi and mycoplasma
� Screening for adventitious viruses (nonretroviral)
� Screening for species-specific viruses (nonretroviral)
� Retrovirus contamination from other species

Figure 2 Typical fermentation process flow diagram.
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� Absence of other objectionable agents such as prions and TSE=BSE
� Phenotype=genotype characterization
� Identity and genetic stability

Master Cell Bank (MCB) Preparation

After selection of the appropriate clone for production purposes, the clonal cells
should be expanded to appropriate fermentation scale, preferably to production
scale fermentation, and used to prepare an MCB in appropriate sized vials for sto-
rage in liquid nitrogen. After preparation, the MCB should be scaled-up to evaluate
its life cycle and productivity. The process parameters that need to be established at
this stage are: cell concentration and viability for preparing MCB, cell volume in the
vial, purity and amount of the preserving agent such as DMSO, storage temperature,
and acceptable cell recovery and viability after thawing of the MCB vial.

Working Cell Bank (WCB) Preparation

The MCB is typically expanded up to seed or production scale fermentation to pre-
pare the WCB in appropriate sized vials or bags suitable for storage at �70�C or
colder. The WCB should also be scaled-up to production scale fermentation to eval-
uate its productivity and other growth conditions, and it should be fully character-
ized as outlined in ‘‘Approach and Rationale’’ to ascertain that it is free of
objectionable organisms and contaminants. The process parameters that should be
established at this stage are: cell concentration and viability for preparing WCB, cell
volume in the vial or bag, purity and amount of the preserving agent such as DMSO,
storage time and temperature, and acceptable cell recovery and viability after thaw-
ing of the WCB vial or bag.

Cell Expansion and Seed Preparation

Procedures (SOPs, BPRs, etc.) should be prepared that describe in detail all the
steps for the expansion of cells starting from WCB through preparation of the seed
for inoculation of the final-scale production device (fermenter, bioreactor, bag or
bottle or vessel). The cell expansion procedure may require only a few steps or
may have a number of steps before a seed is ready for inoculation of the production
device. In addition, the seed may be used immediately to inoculate a production ves-
sel or it may be stored further until use. Therefore, it is important to evaluate the
process and identify the critical and noncritical process parameters for each process
independently.

The examples of the process parameters that may be established at this stage
are: thawing time and temperature, volume of media and size of flask or bottle for
initial cell growth, time and temperature for initial cell growth, media pH, conduc-
tivity, temperature, glucose concentration, oxygen and air uptake rates, cell viability
and cell recovery at different stages, cell density for scale-up to the final seed vessel
(bottle or bag or fermenter or bioreactor), cell density and cell viability in the seed to
be used for inoculation of the production device (bottle or bag or vessel or fermenter
or bioreactor), and storage time and temperature for the seed (inoculum).

Production Scale Fermentation

Fermentation at the production scale may be carried out in a vessel (fermenter or
bioreactor), bottle, or a bag depending on the product type. The product may be
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the cells themselves, for which efficient cell growth may be critical, or the product
may be a biochemical entity (enzyme, protein, hormone, etc.) expressed either in
the cells intracellularly retained in the inclusion body or secreted out of the cell in
the spent medium. In the latter case, the stability of the molecule in the spent med-
ium should be explored as storage time and temperature for the harvest will be cri-
tical for the stability of the product. The process parameters required to be
established for the fermentation are: cell viability and cell density in the inoculum,
media pH, conductivity, temperature, glucose concentration, oxygen and air uptake
rates, cell productivity, cell life span, agitation rate, perfusion rate, cell density, cell
viability, and cell osmolality in the production vessel or device.

Continuous fermentation (perfusion). Continuous fermentation, where the
product is generally secreted in the spent medium, is the most efficient and com-
monly employed technology for the production of biopharmaceuticals today. The
main concept of this technology is to keep the cells alive as long as they produce
a quality product. The number of days the cells are kept in a fermenter (fermenter
days) varies depending on the cell type and established time period (weeks or
months) for producing a quality product. In this approach the cells are expanded
to desired optimum concentration and induced to adhere to coated (with proteins
such as collagen) or noncoated acrylic beads where they can survive for many
months as long as their nutritional needs are met. Fresh medium is introduced (per-
fused) and spent medium (harvest) is removed from the fermenter on a continuous
basis. A number of cell sedimentation devices (conical, incline or plate settlers) are
used to separate the cells from harvest. The cells are returned to the fermenter
and the harvest is collected in a harvest tank or bag. The fermenters used in this tech-
nology are typically smaller in size (50–2500L), as continuous perfusion of media
allows sufficient volume of harvest collected on a daily basis.

Since the equipment used is more complex and the fermenter cycle is typically
long (months), the validation effort is more rigorous for this technology. Establish-
ment of acceptable fermenter days requires full cell characterization (see Cell Line
Characterization) at the beginning (early), middle, and end (late) of fermentation
to demonstrate that the cell characteristics do not change over time. In addition, pro-
duct quality attributes are evaluated for the product derived from early, middle, and
late stages of fermentation. These activities are performed and established during PD
phase and confirmed during formal process validation (PPQ).

Batch fermentation. This nonperfusion technology is employed for products
that are either secreted in the spent medium or expressed intracellularly. The cells
or the harvest is collected for the isolation and purification of the product depending
on the expression of the product in the cells or in the spent medium. The fermenter
cycle is generally short (days) for batch fermentation process than for continuous fer-
mentation process (weeks or months). This technology is most efficient for products
that are expressed intracellularly where cell mass expansion is critical for productivity.
It is less efficient for cell secreted products as the cost of operation is high. The fermen-
ters used in this technology are typically larger in size (500–25,000L), as it is a batch
operation that allows collection of cells or harvest only once per fermenter cycle. Since
this technology does not use cell sedimentation devices and fermenter cycle is short
(days), the validation effort for batch fermentation process is less rigorous.

Cell mass expansion. This technology is similar to batch fermentation process
except the main objective of the fermentation is to expand cell mass. It is used mainly
for the products that are expressed intracellularly or where the cells themselves are
used for medical treatment (as a medical device), and the cell mass is critical for
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productivity. The fermenter cycle is short (days) for this technology than for contin-
uous fermentation process (weeks or months). The fermenter sizes used in this tech-
nology vary depending on the requirements of the cell mass. Since the equipment
used is simpler and the fermenter cycle is short (days), the validation effort for this
fermentation process is less rigorous.

Though validation of fermentation process may be simpler for medical devices
using biologically active cells, process validation for their formulation, storage, and
delivery are more complex. Since mammalian cells are more fragile than protein
molecules, their storage without impacting their quality attributes are more challen-
ging. Demonstration of biological activity retention for a heterologus cell-based pro-
duct during production, distribution, and storage is a daunting task. Cell
characterization studies (see Cell Line Characterization) may have to be performed
more rigorously after formulation, storage, and end of shelf life of these devices. In
addition, the level of impurities and contaminants would also require rigorous inves-
tigation during these stages. Moreover, an assurance that the biological activity and
safety do not impair and adverse reactions do not increase during these stages also
needs to be demonstrated.

New approaches and future of cell-based therapies. The manipulation of cell
culture technologies to generate unique therapies and medical treatments has just
begun. Further development of these technologies would be essential for their
impromptu use in new ways to treat diseases. Mammalian cells are being evaluated
for grafting, transplantation, tissue regeneration, and organ culture. Stem cells are
being developed into numerous cell-based treatments=cure for many diseases such
as cancer, HIV, Alzheimer’s, Parkinson’s, etc. Gene therapy is expected to be the
ultimate cure for many diseases in the 21st. century. This field is expected to grow
exponentially in the next 25 years and bring numerous challenges for cell culture
scientists. A number of microbial hosts (bacteria, plasmids, viruses, etc.) are being
evaluated as carriers or vehicle for gene therapy products. For a successful gene ther-
apy product it is crucial that it is free of any side effects, is long lasting, and is fully
effective. To accomplish these goals the gene therapy products would have to be
pure, free from undesirable components, easy to use, effectively targeted to desirable
site, effective transformation and expression of desired genes, complete correction or
deletion of defective genes, and they must prove to increase longevity. Cell culture
scientists would definitely address all these issues and develop appropriate tech-
nologies to attain desired results. However, imagination for validation of all these
diverse technologies and processes is mind-boggling today. New approaches to
validate these technologies, production equipment, and production processes would
have to be developed to meet yet to be established regulatory requirements.

Product Isolation, Separation, and Concentration

The procedures for the isolation of the product, its separation from impurities and
contaminants, and its concentration by different technologies, depending on the pro-
duct type, are performed after the fermentation process is complete. The cell separa-
tion techniques such as centrifugation or microfiltration may be applied to
concentrate cells for product recovery or remove cells from the harvest that contains
the product. The parameters that may be critical for process validation for this pro-
cess are: cell concentration and viability in the fermenter effluent (spent media with
or without cells), storage time and temperature for the effluent, centrifugation speed
or microfiltration rate for cell separation, cell separation time and temperature, and
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storage time and temperature for the concentrated in-process intermediate (IPI,
starting material).

In-Process Intermediate (IPI) or Product Preparation and Stabilization

The IPI may be the cell suspension or cell extract or concentrated harvest fluid
depending on the product type. Some of the processes require stabilization of the
IPI for storage prior to further processing of the product. In these cases a formulat-
ing agent may be added to the concentrated IPI prior to its storage in the cold. The
parameters that should be considered for process validation here are: the purity and
concentration of formulating agent, mixing of the formulating agent with the IPI,
freezing time and temperature for the formulated IPI, and storage time and tempera-
ture for the formulated IPI.

For medical device applications, the IPI (cell suspension=tissue) may be the
final product that may require cleaning and removal of impurities, formulation for
stabilization, and preparation of the product for clinical use. In such cases, the para-
meters that need to be established for process validation are: amount of contami-
nants (DNA, proteins, etc.) in the final product, cell=tissue morphology, genetic
characterization of the cells=tissue, amount of formulating agent, storage time and
temperature, and shelf life of the product.

Downstream Process Development

The pharmaceutical or therapeutic proteins expressed in cells are further purified
from the IPI generated during the fermentation. The purification steps may involve
microfiltration=diafiltration, salt or solvent fractionation, and column chromatogra-
phy (ion exchange, hydrophobic interaction, affinity, gel filtration, etc.). The exam-
ples of critical process parameters that should be established here are: pH,
conductivity, salt or solvent residues, membrane life cycle, column operation para-
meters (equilibration, load, wash, elution, regeneration, storage, cleaning, life-cycle,
etc.), impurities and contaminant clearance (DNA, microbes, viruses, proteins, etc.),
and hold times and temperature for in-process material and equipment. There is a
whole battery of process parameters that should be established for process validation
for these operations. It is beyond the scope of this book chapter to go into details of
these parameters, but they are discussed in more detail elsewhere (19).

Bulk Formulation, Stabilization, and Final Packaging

The purified in-process material (bulk) is typically formulated for stabilization and
either stored until further processing or filled and=or freeze-dried depending on
the mode of application for the product. These operations are generally performed
in the clean room environments (class 100) that require detailed and cumbersome
PQ studies. At this stage, the product is characterized in detail and every lot of
the product is evaluated against pre-established specifications and quality attributes.
These include: product amount (units or weight), purity, strength, pH, ionic
strength, amount of trace metals, amount of impurities and contaminants (DNA,
proteins, microbial load, endotoxins, etc.), amount of residual reagents (solvents,
polymers, chemicals, etc.), amount of formulating agents (excipients, sugars, etc.),
sterility, storage time and temperature, and product shelf life. The process
parameters governing these quality attributes should be considered as critical
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parameters during process validation studies. The filled or lyophilized product vials
are inspected for container closure integrity and labeled appropriately. The product
coming from validation runs is placed on stability to demonstrate that the product is
stable during its entire shelf life. In addition, shipping studies are performed to
demonstrate that the packaging is shatter-proof and the product is stable during
shipping. All appropriate process parameters covering these quality aspects of the
process should be established and verified during the process validation studies.

Process Validation

Process validation projects are complex and cover a great deal of details. The critical
steps for performing process validation studies are depicted in Fig. 3. The process
validation begins with the receipt of a PD report from the R&D arm of an organiza-
tion, and ends with the approval of a process validation report and applicable
SOPs=BPRs by the QA arm of the organization. A well-written PD report with ade-
quate details of the developed process greatly facilitates process validation. In addi-
tion, efficiency and success of a process validation depends heavily on the extent and
quality of PD work and=or engineering runs performed on associated equipment (see
Process Validation Protocols and Final Reports for details). Prior to formal process
validation, processes should be run rigorously on associated equipment to gain valu-
able experience. The experience gained is well worth as it saves time and resources
during the formal validation stage by efficiently resolving any unforeseen problems,
discrepancies or deviations. In no event, the engineering runs or PD studies be left
for performance during the formal process validation stage (PPQ phase). Successful
completion of a process validation study requires good coordination among the
responsible departments such as production=manufacturing, quality control, QA,
engineering, R&D, regulatory affairs, etc. We will discuss below the types of pro-
cesses that are generally covered under process validation projects (PV or PPQ).

� Manufacturing procedures for fermentation, product isolation, purification,
formulation, sterilization, filling, and freeze drying of products

� Microfiltration, ultrafiltration, and sterile filtration
� Cleaning procedures for equipment and processes (clean-in-place, CIP)
� Lifecycle determinations for chromatographic resins, membranes and filters
� Impurity/contaminant clearance (DNA, viruses, host cell proteins, etc.)

studies
� Impurity/contaminant inactivation (virus, endotoxins, TSE=BSE, etc.) stu-

dies
� Sterilization and steam-in-place (SIP) systems
� Critical utilities such as water for injection (WFI). (PPQ is performed to

demonstrate process reproducibility=consistency and product quality)
� Environmental qualification for facilities (EQ). (EQ is a combination of air

handling, equipment=facility cleaning, sanitation, gowning, and environ-
mental monitoring)

� Re-processing of process intermediates, bulk, and final product
� Revalidation of processes due to major change control requests (CCRs)

Unlike equipment re-qualification, revalidation of a production process is cur-
rently not a mandatory cGMP requirement, but must be considered after implemen-
tation of a large number of CCRs or as soon as a process shift is noticed. The
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purpose of the process revalidation should still be to demonstrate that the implementa-
tion of CCRs or an observed shift in the process has not affected quality attributes of
the final product. Even if no major changes were implemented or process has not
shifted, process revalidation should still be considered to demonstrate that the process
is running within controlled limits, at some appropriate time intervals after original
process validation (after 100= 500=1000 lots or 2=5=10 years, as appropriate).

Figure 3 Critical steps leading to process validation.
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Life Cycle of Process Validation

Process validation is a continuous process, it does not end after the sign-off of the
original process validation report. Figure 4 illustrates the life cycle of process valida-
tion by keeping the process and product quality attributes in mind. It is not uncom-
mon for companies to initiate change control requests within days or weeks after the
completion of the original process validation. Many companies have made major
process changes within one year of the original process validation.

Since cell culture and fermentation processes are continually evolving, changes
are being made to manufacturing processes on a regular basis by many companies.
In fact, a number of second-generation products are derived from the same cell lines,
except the cell lines have been adapted to produce the product in a protein-free
(serum=plasma) media.

Figure 4 Life cycle of process validation.
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Though such changes improve the product quality and safety tremendously,
the process validation task is nevertheless the same. Such changes often lead to
the construction of a new manufacturing plant and complete re-validation of the
production process. Therefore, the life cycle of a manufacturing process after origi-
nal validation is mainly dependent on the volume of change control activity.

Though regulatory agencies have not made a guideline yet for process re-
validations, they have been advising drug=biological manufacturers for some time
to evaluate the need for process re-validation at some regular intervals. Many com-
panies do not feel the need for process re-validations based on the activities that are
covered under their change control management programs. However, it may be pru-
dent to perform process re-validation after a major process change or after a number
of small changes to assess the cumulative effect of many change control requests.
One possible mechanism may be to perform process re-validations after every
100=200=500=1000 production runs or, 2=5=10 years or sooner, as justified by the
evaluation of the historical process input and output parameters, specifications,
set-points, action limits, or other observations that suggest that the validated process
may have shifted.

VALIDATION OF THE MANUFACTURING PROCESSES AND
ASSOCIATED EQUIPMENT QUALIFICATION

Validation SOPs

Establishment of sound validation SOPs and strict adherence to them is crucial for
the success of any validation project in a cell culture-derived drug=biological manu-
facturing organization. These SOPs are typically written by validation professionals
and are approved by the responsible groups (e.g., operations, engineering, valida-
tion, research, PD, QC, QA, and regulatory affairs) that have a stake in the valida-
tion projects. The SOPs should be established for the required validation functions,
as listed below:

� Site or facility validation policy and management
� Validation master plan and final report
� Validation requirements for DQ, IQ, OQ, PQ, PD, PPQ, EQ, and RQ vali-

dation protocols
� Design of worst-case studies for OQ, PD, and PPQ protocols
� Determination of acceptance criteria for validation protocols
� Design of prospective or concurrent validation studies, and retrospective

data analysis
� Write a validation protocol and a validation final report
� Revision of a validation plan, protocol or a final report
� Execution of IQ and OQ protocols
� Execution of engineering and PD protocols (studies)
� Execution of PV or PPQ protocols (studies)
� Validation of analytical methods, assays, and procedures
� Performance of validation studies on clearance and=or inactivation of

impurities contaminants
� Performance of filter qualifications and sterile filtration validations
� Performance of cleaning validation studies on equipment, accessories, and

processes
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� Performance of sanitation and sterilization validation studies
� Performance of validation studies on automated systems (computers, DCS,

and PLCs)
� Performance of environmental qualification (EQ) studies
� Review, verification and analysis of validation data and documents
� Documentation of validation discrepancies and deviations
� Performance of re-qualification (RQ) studies on validated equipment, sys-

tems and processes
� Establishment of a validated lifecycle (for cells, resins, filters, membranes, etc.)
� Requirements for maintaining a equipment or a process in a validated state
� Display of validation status (labels) for validated equipment and systems
� Training and certification program for personnel involved in validation

projects

In addition to these, many other SOPs may be established for performing spe-
cific validation functions depending on the need of the equipment, system or process
(e.g., determination of equipment surface finish, calibration of instruments and ther-
mocouples, determination of agitation rates, determination of HETP and Af on
chromatography columns). The required SOPs are typically identified and estab-
lished by qualified validation professionals depending on the need of an organization.

Validation Master Plan

It is paramount that a detailed VMP should be written before implementation of any
new or unlicensed process for the production of a cell culture derived drug=biological
product (11,12,20–22). The VMP provides details of an organization’s plans for car-
rying out all validation activities on production equipment, systems, and processes.
The plan should provide details of equipment, facilities, utilities, raw materials,
storage times and temperatures, environmental requirements, production processes,
critical and noncritical process parameters, process set points, SOPs and BPRs,
in-process and final product sampling, analytical assays and methods, QC testing,
in-process testing and acceptance criteria, and product release specifications. The
VMPs should be approved by all responsible stakeholders or senior management
of a company (operations=manufacturing, QA, QC, engineering, PD, and regulatory
affairs), and should contain the following information at a minimum:

� Objective
� Scope and rationale
� Process and product design
� Description of manufacturing facility
� Equipment description and qualification (DQ=IQ=OQ=PQ)
� Process description and qualification (PQ=PPQ)
� Description of utilities and supplies
� Description of automated systems
� Equipment cleaning (CIP=COP) and sanitation (SIP)
� HVAC and EQ
� Process parameters and set points
� In-process testing and product specifications
� Analytical methods and procedures
� Manufacturing procedures and batch records
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� Responsibilities
� Execution plan and schedule
� Documentation and training
� Modification and change control
� Preventive maintenance
� References
� Attachments
� Facility diagram
� Process flow diagram
� List of validation protocols
� List of PDRs
� List of engineering reports
� Project schedule and Gantt charts
� Other pertinent documents

Equipment Qualification

A great deal of information is available in the literature, web sites of the regulatory
agencies (FDA, EMEA, ICH), professional societies (PDA, ISPE, AAPS, etc.), var-
ious seminars and symposia, and from professional consultants for the qualification
of process equipment. The key components of equipment qualifications are covered
in the following validation studies:

� Design qualification (DQ)
� Installation qualification (IQ)
� Operational qualification (OQ)
� Performance qualification (PQ)

Equipment qualification studies should be performed for all process equipment
(fermenters=bioreactors, chromatography,microfiltration= ultrafiltration systems, tanks
and vessels, autoclaves, CIP and SIP systems, freeze dryers, etc.), utility equipment (WFI,
clean steam, solvent delivery, etc.), supply equipment and accesories (gases, filters, raw
materials, etc.), automated systems (computers, DCS, PLCs, etc.), and critical facility
equipment (HVAC,warehouse, storage chambers, shipping containers, etc.). It is beyond
the scope of this chapter to cover details of equipment qualifications. The readers can
review selected references (11,12,22,23) to learn more about equipment qualifications.

Equipment Engineering Runs and Process Development Studies

After completion of the DQ, IQ, OQ and PQ studies on the equipment, it is prudent
to perform equipment engineering runs and PD studies (pre process validation stu-
dies, also known as trial runs) to ascertain that the developed process is scalable to
the production scale. These studies confirm that the process can perform effectively
within the ranges established at the small-scale or previously developed scale. These
studies also help in ensuring that the formal process validation studies would not run
into major discrepancies, deviations, or failures. They also provide an opportunity to
fix any problems that may have been ignored previously. Furthermore, they provide
a chance to develop or fine tune acceptance criteria and specifications for the formal
process validation studies down the road.

These studies are performed under approved PD protocols (see Cell Culture
and Fermentation Process). Typically three runs are performed at the production
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scale by following the SOPs and BPRs written for the process. All sampling and test-
ing is performed as in the process validation studies except that some tests may not
be required (have no chance of failure due to scale of operation). PD final reports are
prepared after review and analysis of all results and associated data. Appropriate
conclusions are drawn and recommendations for formal process validation studies
are made in the final reports. The examples of these studies are equipment load stu-
dies (autoclaves, depyrogenation ovens, viral inactivation tanks, pasteurization, col-
umn chromatography, cleaning validations, etc.), mock runs (process runs without
active ingredient), partial load studies (part load with active ingredient and remain-
ing load with an excipient), and full process runs with active ingredient. In conclu-
sion, these studies provide peace of mind that the formal process validation would
be un-eventful or would be completed with minimum difficulties.

Process Validation Protocols (PV or PPQ) and Final Reports

Process validation protocols are written to demonstrate that the production pro-
cesses are reproducible, are in control, and consistently produce a product of pre-
defined specifications and quality attributes. The protocols are also used to demon-
strate impurity=contaminant clearance, validation of operating ranges, equipment
cleaning, and establishment of lifecycles for chromatographic resins, filters, and
membranes. It is indisputable that well written process validation protocols are
instrumental for efficiency and success of process validation studies. The protocols
should contain details of the production process and equipment to be used, SOPs
and BPRs to be used, critical and noncritical process parameters, process set-points
and action limits, sampling and QC testing, analytical methods and assays to be
used, and in-process and final product specifications. The process validation proto-
cols should be designed to incorporate worst-case studies based on the acceptable
level of risk for the process and the product. It is important that all pre-requisites
(e.g., DQ=IQ=OQ=PQ on equipment or a system, approved SOPs=BPRs, instrument
calibration, and personnel training) are completed before execution of a process vali-
dation protocol.

After execution of the validation protocols and completion of all testing, vali-
dation final reports should be written with complete details of protocol execution
(BPRs and sample tables), test results, discrepancies and deviations, modifications
or change control requests, passage=failures against acceptance criteria, statistical
data analysis, preventive measures and maintenance, validated critical and noncriti-
cal process parameters, process set-points and action=alert limits, supporting data,
and conclusions. The validation protocols (and final reports after completion of
the study, see below) should be reviewed and=or approved by all responsible parties
such as manufacturing, PD, engineering, quality control, QA, validation, and regu-
latory affairs (optional), as appropriate, prior to its execution. A typical outline of a
process validation protocol and final report (validation package) are given below:

� Approval signatures page
� Objective
� Scope and rationale
� Process description
� Acceptance criteria
� Responsibilities
� References
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� Prerequisites
� Validation procedures or test functions
� Result, data analysis and discussion
� Validated critical and noncritical process parameters
� List of SOPs and BPRs
� List of supporting data and documentation
� List of discrepancies and deviations
� Conclusion

The validation final reports must contain all results obtained during the execu-
tion of a process validation protocol. All deviations should be described along with
justifications for their acceptance. The results must be evaluated against the pre-
established acceptance criteria, product specifications, and quality attributes. The
data should also be evaluated statistically and confidence intervals for the data
should be calculated to demonstrate process robustness. Process capability (Cpk)
calculations should also be performed to demonstrate process reproducibility. The
final report should draw a scientifically sound conclusion based on the results
obtained during the study. Ranges and set-points for all validated critical and non-
critical process parameters should be established. In addition, alert and action limits
for validated process parameters should also be established wherever applicable.
Moreover, a plan to monitor process parameters during production should be
devised, and the historical data should be evaluated statistically at pre-established
time periods (yearly or after every 100 lots or other suitable interval). Process cap-
ability (CpK) calculations should also be repeated on historical data to demonstrate
process reproducibility. The in-process action and alert limits and product specifica-
tions should be re-evaluated and tightened, wherever possible, after complete data
analysis at pre-established time periods.

Raw Materials

The quality of raw materials plays a major role in attaining quality attributes for the
final product and indirectly affects success or failure of process validation. The cri-
tical raw materials for a cell-derived product during fermentation are: basal media,
purified water or WFI, salts and buffering agents, oxygen and carbon dioxide, amino
acids, vitamins, glucose, serum or plasma proteins (animal or human), and other
nutrients such as hormones or growth factors. It is essential to establish specifica-
tions for all raw materials used in the production process, and ensure that quality
attributes of all incoming raw material lots are met against the established specifica-
tions. Any changes made to the specifications for raw materials should be evaluated
through change control management and process validation(s) performed wherever
necessary. In addition, FIFO (first in first out) procedures should be established for
approved=released incoming raw material lots.

Facilities

All equipment installed in a facility must be qualified (DQ, IQ, OQ and PQ, wher-
ever applicable). The typical facility related equipment includes HVAC, cold=freezer
freezer rooms, cooling towers and heat exchangers, chemical=solvent tanks and dis-
tribution system, and waste treatment and disposal systems. The facility cleaning
procedures are established based on the requirements for each classification (class
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100, 1000, 10,000, and 100,000; or grade A, B, C, or D), and must be validated under
the facility EQ. Emergency power systems should also be qualified (DQ, IQ, and
OQ) to demonstrate that uninterrupted power supply is available to critical produc-
tion equipment (cold rooms, freezers, freeze dryers, etc.).

Utilities

The critical utility systems must be qualified (DQ, IQ, OQ, and PQ). The examples of
utilities that are used in a typical cell culture based production facility are potable
water, purified water, WFI, plant steam and clean steam systems, gas distribution
systems, CIP and SIP systems, and electricity supply systems.

Production Equipment

Besides equipment qualification (DQ, IQ, OQ, and PQ), typical production equip-
ment used in a cell culture-based facility must be validated (PPQ). The production
equipment includes media and buffer preparation equipment, media filtration equip-
ment, media storage tanks, media and buffer distribution system, seed fermenters or
bioreactors, production-scale fermenters or bioreactors, aseptic transfer equipment,
cell settlers, heat exchangers, pumps and agitation systems, gas sparging equipment,
harvest tanks, microfiltration and ultrafiltration systems, centrifuges, and initial cap-
ture and concentration equipment. These validation studies may be performed sepa-
rately or may be combined in the process validation study for a new process, product
or technology.

Instruments

Though all instruments associated with equipment systems are generally covered in
the equipment qualification, any stand-alone instrument must be qualified sepa-
rately. In addition, all instruments must be calibrated at the time of their qualifica-
tion and must remain on a regular calibration schedule after their qualification. The
established calibration schedule must be justified and scientifically sound. All test
instruments used to measure a specific parameter during validation must also be
calibrated.

Analytical Equipment, Instruments, and Methods

All analytical equipment and instruments must be qualified (DQ, IQ, OQ, and PQ),
and associated methods, procedures or assays must be validated (PPQ). During this
phase of validation, the procedures must be evaluated for precision, accuracy, repeat-
ability, and variability. The results must be evaluated statistically to demonstrate
confidence intervals for each sampling condition. The instrument to instrument,
operator to operator, and intra- or inter-assay variabilities must be established.

Distributed Control Systems (DCS) and Programmable Logic
Controllers (PLCs)

All automated systems (computers, DCS and PLCs) must be qualified (DQ, IQ, OQ,
and PQ), and associated software must be tested for its intended function, use, and
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its lifecycle (24–26). The validation aspects of these systems are verified and con-
firmed during the process validation phase of the validation activity.

Cleaning and Disinfecting

The cleaning of the equipment including the CIP systems must be qualified (DQ, IQ,
OQ, and PQ), and the procedures must be validated (PD, PV, and PPQ). The clean-
ing validation studies must demonstrate that the process residues and cleaning agent
residues are removed to the acceptable levels after the cleaning (27). The acceptable
levels for the residues must be established by actual scientific data or sound scientific
knowledge (28–31). Appropriately validated assays to test the residues must be used.
In addition, all cleaning and disinfecting agents must be qualified or approved for
use. The cleaning requirements for each step of the process must be established
per appropriate guidelines established by regulatory agencies (27–29). Since the final
rinse in cleaning processes for biological products is performed by WFI, many com-
panies use the quality attributes of WFI as acceptance criteria for rinse samples. In
addition to rinse sampling, cleaning agent residues and process residues (protein,
fatty acids, nucleic acids, raw material components, etc.) are tested by surface swab-
bing and evaluated against pre-established acceptance criteria. The typical assays
used for cleaning validations are pH, conductivity, TOC, microbial load, endotoxin,
protein assays=analysis, and other assays for specific residues. A cleaning monitoring
program should be established to maintain the equipment in a validated state (31).

Standard Operating Procedures (SOPs) and Batch Production Records
(BPRs)

The appropriate SOPs and BPRs must be drafted, reviewed, and approved prior to
beginning of process validation studies. These procedures may be modified, if
needed, with appropriate justifications during validation as long as the last valida-
tion runs (three or more) are performed after making the modifications and all vali-
dation acceptance criteria are met. The modifications to the procedures during
validation should be made through the change control system of the organization.
It is important that all changes made during validation are fully incorporated in
the SOPs and BPRs prior to approval of the final validation package.

Personnel and Training

The success of a process validation project depends solely on two things—first an effec-
tive and detailed technology transfer program, and second an effective and detailed
training program for the new processes or technologies. Therefore, it is crucial that
the organizations establish a very effective and practical technology transfer function,
and an effective and practical training program for the operations personnel. The
initial training is typically provided by the R&D arm of the organization (or whoever
developed the process and has the most knowledge or experience). The training pro-
gram and procedures must be well documented and must follow cGMP guidelines.

Documentation

The regulatory agencies have stated in no uncertain terms that the lack of documen-
tation (even if the work was performed) would be interpreted as if no work was
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performed. Therefore, the importance of documentation cannot be emphasized
enough. The following documents need to be in place for the purposes of process
validation:

� An approved validation master plan=report, if applicable.
� An approved validation protocol=report=final package.
� Original or copies of all approved specifications or acceptance criteria.
� Original or copies of all PD reports.
� Original or copies of all approved process validation parameter documents.
� Original copies of all prerequisite sheets completed during validation.
� Original copies of all validation attachments=execution documents.
� Original or copies of all SOPs=BPRs employed during validation execution.
� Original or copies of all QC test reports.
� Original or copies of all other test reports.
� Original or copies of all raw data, or location of all archived raw data.
� Original or copies of all supporting data related to validation.
� Original or copies of all change control requests implemented during

validation.
� Original or copies of all deviation reports encountered during validation.
� Original or copies of all corrective action reports, if applicable.
� Original or copies of all SOPs=BPRs=documents revised during or as a

result of validation.
� Original or copies of all other documents related to validation.

Preventive Maintenance

Maintenance of validation post-licensure is as important as original validation, as it
transforms into cGMP compliance after licensure of the production process. To
maintain a process in the validated state, it is crucial that procedures for preventive
maintenance (PM) be established prior to original validation, modified as appropri-
ate during validation, and are followed thoroughly and timely after validation. In
addition, the processes should be monitored regularly with respect to process para-
meters observed during production. The historical process parameters data should
be evaluated at some fixed intervals (annually or sooner if needed) with respect to
validated parameters and be tightened or loosened (in principle) as appropriate
and justified by the data based on sound scientific principles and policies.
The historical data must be evaluated by applying appropriate statistical methods
and calculation for process capability (Cpk). The procedures for the following activ-
ities should be established as needed:

� Evaluation of production equipment, parts, and accessories.
� Calibration program for all instruments used in production and testing.
� Equipment re-qualification and process re-validation program.
� Preventive maintenance program for equipment, facilities, and processes.
� Change control program.
� Evaluation of validated process parameters.

Change Control

A change control system must be instituted to document all changes made to vali-
dated production processes (32). The change control activity begins after the installa-
tion of the equipment systems and continues throughout the lifecycle of the process
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or product. The change control requests (CCRs) should be initiated prior to making
the change, except in emergency situations, and must be reviewed and approved by
all involved groups. The impact on validated systems and processes must be assessed
and any identified validation work must be completed before closing the CCR. If the
change is minor, little or no validation work may be required, however if the change
is major, full revalidation may be required. The US FDA published a guideline in
July 1997 (33) that requires notification of all changes to the agency depending on
the extent of the change in the following manner:

Major changes require submission and approval of a supplement prior to the
distribution of the affected product. Moderate changes require submission of a sup-
plement at least 30 days (CBE30) prior to the distribution of the affected product.
Minor changes do not require any submission prior to the distribution of the affected
product, but must be documented in the annual report.

MANUFACTURING PLANT QUALIFICATION

The manufacturing plant qualification and licensing requires additional validation,
testing, and documentation besides equipment qualification, utilities=facilities quali-
fication, process validation, and establishment of PM and change control programs.
Successful completion of the following items is key to the licensure of a manufactur-
ing plant for a cell culture-derived pharmaceutical or therapeutic or diagnostic
product:

Plant Design and Construction

The manufacturing plant must be designed and constructed per appropriate local,
state and federal regulations and bylaws. The plant must be built by keeping the pro-
duct and personnel flow in mind. In general, the product flow should be unidirec-
tional. All required essential utilities (power, water, waste disposal, sewer, etc.)
and facilities (warehouse, receiving, shipping, etc.) must be planned for and built into
the manufacturing plant. Location and installation of all production equipment,
process utilities, facilities, and support systems must be designed and procured per
requirement of the production process. Additional details for manufacturing plant
design and construction are available elsewhere (8,20,21).

Validation Master Plan

A VMP must be written, approved by the management, executed, and revised=
updated as needed starting with the site selection and plant construction and ending
with the licensure of the manufacturing plant (see Process Development Report
Section for the details that must be included in the VMP).

Equipment Installation

The production equipment, utilities=facilities equipment, and all support system
equipment as designed for the process must be procured from quality manufacturers
and installed per manufacturer’s recommendations in the manufacturing plant. All
essential utilities (power, water, disposal, etc.) and supplies (gases, solvents, etc.)
must be available prior to the installation of equipment systems. Equipment check-
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outs (ECOs) must be performed to evaluate safe and normal operation of the
equipment prior to equipment qualification. It is also essential that the equipment
life cycle be established at this phase to ensure that the equipment performs as
designed during the entire life of the equipment.

Equipment Qualification

Please refer to Equipment Engineering runs and Process Development Studies, and
Process Validation Protocols and Final Reports Sections for details on equipment
qualification. It is crucial that ECOs and dry runs (trial=engineering runs) are per-
formed during the equipment qualification phase to ensure that the equipment oper-
ates within the ranges as designed for the process and certified by the manufacturer.

Equipment Performance Qualification

These studies are performed during the qualification phase of the equipment to
ensure that the equipment delivers the desired output for the manufacturing process
such as flow rates, temperature, pH, conductivity, agitation rates, sparging rates, cell
retention, bioburden reduction, endotoxin removal, depyrogenation, sterile filtra-
tion, sterilization, etc. Equipment loading studies (autoclave loads, vial washer loads,
depyrogenation loads, stopper processing loads, chemical inactivation tank loads,
etc.) are performed during this phase to ensure that the equipment loads are pro-
cessed appropriately to meet all quality attributes desired in the qualified loads. It
is essential to evaluate which of the equipment needs to be placed on equipment
re-qualification program to ensure that equipment delivers desired quality attributes
in the processed loads during the entire life of the equipment.

Heat, Ventilation, and Air Conditioning (HVAC)

The qualification of HVAC system (DQ, IQ, OQ, and PQ) for the manufacturing
plant must be completed during the validation phase. This includes qualification
of the air handlers, HEPA filters, distribution piping, and associated equipment.
The PQ on the HVAC system must demonstrate that the adequate air flow and par-
ticle levels (viable and nonviable) are achieved per specification (Federal Standard
209E or European ISO Standard or equivalent) for the different manufacturing
environments (class 100, 1000, 10,000, and 100,000; or grade A, B, C, D by
European standards).

Cleaning and Sanitation

Effective equipment and facility cleaning and sanitation procedures play a major role
in maintaining equipment in a validated state and maintaining its life cycle, and by
doing so, assures maintenance of product quality attributes (27–31). Cleaning and
sanitation procedures should be developed that can effectively clean equipment pro-
duct contact surfaces, working and processing areas, work surfaces, floor and wall
surfaces, and drainage and disposal systems. The cleaning=sanitation procedures
must be validated by using appropriate acceptance criteria. The specifications or
acceptance criteria for cleaning and sanitation should be established on a case by
case basis by consideration of the manufacturing process, processing time, and
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in-process materials used. Hold times for process equipment after cleaning must be
established and demonstrated (qualified). PD studies should be performed to
evaluate effectiveness of the cleaning agents and procedures and establishment of
acceptance criteria before PPQ studies are performed. The typical tests used to
demonstrate cleaning of equipment product contact surfaces are visual examination,
microbial load, endotoxin level, pH, conductivity, level of residual process impuri-
ties, level of residual cleaning agents, TOC, and any other appropriate test for a resi-
due. The typical tests used to demonstrate effective sanitation procedures are visual
examination, levels of viable particles, level of nonviable particles, and absence of
objectionable organisms. The following cleaning and sanitation procedures should
be established at a minimum:

� Procedures for cleaning inner and outer surfaces of equipment.
� Procedures for cleaning of chromatography columns, filters and membranes
� Recipes and methods for CIP=COP systems.
� Manual cleaning procedures.
� Cleaning=sanitation procedures for work surfaces, floors, and walls.
� Cleaning=sanitation procedures for drains and disposal systems.
� Cleaning=sanitation procedures for utilities (WFI, gases, steam, etc.)

Gowning and Personal Safety

Appropriate and protective gowning is essential for preventing the product from get-
ting contaminated by human interaction and also to safeguard humans from any
undesirable effects due to exposure of finished products, in-process materials, pro-
cess chemicals, and supplies or accessories used during production. The personal
safety devices used are lab coats or gowns, eye=hearing protection devices, gloves,
face shields, and chemical or solvent handling devices. Clear procedures should be
written for effective use of gowning and personal safety devices.

Environmental Qualification

In addition to qualification of HVAC, equipment=facility cleaning, and gowning; an
EQ should be performed to demonstrate clean manufacturing environment as a com-
bination of an effective HVAC system, effective equipment cleaning procedures,
effective gowning procedures, and effective facility cleaning procedures at dynamic
and at rest conditions. The acceptance criteria for the EQ for class 100,000, 10,000,
1000, and 100 (grade A, B, C, and D by European Standard) are different and are
derived from Federal Standard 209E and other US and European regulations. The
typical documentation and testing performed during EQ are as follows:

� Number and gowning status of the operators present during dynamic con-
ditions.

� Number and gowning status of the operators present during rest conditions.
� Swab testing of operator’s gowns for presence of viable and nonviable par-

ticles.
� Verification of air flow changes=hour and air flow rates during testing.
� Testing of viable and nonviable particles in the air. Testing of viable and

nonviable particles in swab samples from work surfaces, floor surfaces,
and walls.

� Verification of all cleaning performed during the testing period.
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� Presence=absence of objectionable organisms in the environment.
� Discrepancy investigations and implementation of corrective actions.
� Establishment of an environmental monitoring program.

Preventive procedures to check the presence of insects, pests, reptiles, and
rodents should also be employed.

Capacity Evaluation

Though not a regulatory requirement yet, regulatory agencies sometimes request
that a production capacity evaluation be performed for each manufacturing facility
that requires licensure. Capacity evaluation should be performed by verifying the
capacity of the equipment, utilities, supplies, facilities, raw materials, in-process
materials, and final product production. The following items should be evaluated
for the capacity assessment of the manufacturing facility:

� Capacity for manufacturing areas in terms of space and production for
equipment such as seed and production fermenters, media=buffer tanks,
harvest tanks, filtration=microfiltration, ultrafiltration=diafiltration, chro-
matography columns and skids, in-process material and bulk storage tanks,
filling machines, lyophilizers, vial washers and processors, stopper washer
and processors, cold rooms and freezer rooms, refrigerators and freezers,
warehouse capacity, storage of raw materials and process intermediates,
and storage of quarantine and released product.

� Capacity for processing=storage of potable water, purified water, WFI,
plant steam, clean steam, CIP, SIP, cooling towers, heat exchangers, gases,
etc.

� Capacity or production=storage of critical raw materials such as plasma,
serum, hormones, peptides or proteins, affinity-matrix for columns, etc.
used in the production.

� Capacity in terms of processing supplies such as autoclave loads, depyro-
genation oven loads, vial=stopper processor loads, filters, etc.

� Capacity in terms of cleaning of equipment and turnaround time.
� Capacity for maintaining appropriate manufacturing environment
� Capacity in terms of personnel for working space, production schedule

training, document archival, etc. performed in an orderly and a normal
way.

A capacity report should be prepared and approved by responsible depart-
ments after evaluation of the above listed and any other requirements for capacity.
The capacity report should clearly demonstrate the plant capacity in terms of pro-
duct produced per day=week=month=year based on the capacity of each equipment,
process, schedules, and trained personnel.

Access and Security

The manufacturing areas should be accessible only to qualified and authorized per-
sonnel. Adequate security procedures should be established to demonstrate that the
manufacturing facility is secure and not accessible to unauthorized people. Regula-
tory agencies have been paying special attention to this issue lately due to recent pro-
duct counterfeiting incidents in generic drug companies (34).
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Building Licensure

A BLA is submitted to the FDA or its equivalent EMEA or other global regulatory
agencies, after completion of the above listed and other required activities and doc-
umentation, for licensure of the manufacturing facility. A pre-approval inspection
(PAI) is often performed by the regulatory agencies to verify that the information
submitted to them is accurate and complete. The FDA and other global regulatory
agencies have indicated recently that they may make PAI optional, if the previous
compliance or system based inspections of the applying company have been satisfac-
tory. Upon successful inspection or verification of the information submitted, a BLA
may be approved by the regulatory agencies permitting shipping of the approved
product produced from the manufacturing facility to its customers.

SUMMARY

In summary, process validation for a new cell culture derived-product, process, tech-
nology, or a new manufacturing facility should be carried out with a lot of careful
planning and brainstorming along with a pinch of passion and dedication to details.
Often process validation projects end up in tremendous delays and exorbitant costs
due to poor planning, unrealistic goals and schedules, and inexperience of the
assigned staff. It is a very expensive activity and should be carried out with good
planning and caution. Validation activities take time on their own and often cannot
be sped up no matter how many resources are poured into it. Albeit challenging and
tough, it is an unforgettable journey that more often than not results in a joyful reg-
ulatory approval of a new product, process, technology, or a new manufacturing
facility. Once taken successfully, one craves for this journey again and again and
again.
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Facility Design
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INTRODUCTION

The last two decades have seen numerous cell culture -based production facilities
come on-line as cell culture-based therapeutics have been approved and launched
onto the biopharmaceutical market. One might expect that facility design for cell
culture-based manufacturing has become a mature discipline during that period,
but this is not entirely the case. New market pressures have forced companies and
engineers to adapt and bring projects swiftly while attempting to keep the budgets
manageable.

There is, at this point in 2003, a production capacity shortfall looming as a
result of a combination of a lag in construction of new production facilities and pro-
duct pipelines being full and a great many products entering or in late-phase clinical
trials. Companies are planning, designing, and constructing in order to prepare for
their production requirements. This chapter will discuss issues and paradigms in the
design and construction of cell culture production facilities.

There is no single correct way to design, nor operate, a biopharmaceutical
manufacturing facility, which is Good Manufacturing Practice (GMP) compliant.
Product can be acceptably prepared using a variety of technologies, and at a range
of scales. Sometimes the development time and investment required changing tech-
nologies and scale-up a process must be balanced against the expediency of subopti-
mal small-scale operations. An example of this trade-off was that of the launch of
Epogen�, a recombinant erythropoietin cell culture-based product which has been
(very) successfully produced in roller bottles (1).

GMP AND REGULATORY CONSIDERATIONS

Acceptable GMPs are based upon properly and reproducibly maintaining control
over a process. Another aspect of GMPs requires that supporting data be examined
before changes to a facility or process are implemented. While product quality is not
negotiable, the methods and systems used to achieve a predetermined product speci-
fication are open to interpretations. Beyond minimal GMP compliance, manufac-
turers may choose to make discretionary investments in capital and operating
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practices for business reasons. These decisions are typically ones of economic trade-
off and do not compromise product quality.

Current Good Manufacturing Practices Compliance

Regulatory agencies require GMPs be followed for any drug product going into
humans, including clinical trial materials. For example, the Food and Drug Admin-
istration’s (FDA) ‘‘Guideline on the Preparation of Investigational New Drug Pro-
ducts’’ (2) states:

When drug development reaches the stage where the drug products are produced
for clinical trials in humans or animals, then compliance with GMP regulations is
required.

FDA, while recognizing the differences between the manufacture of investiga-
tional products and commercial products, believes that is nonetheless vital that
investigational products be made in conformance with current good manufactur-
ing practices.

While the EU’s Annex 13 ‘‘Manufacture of investigational medicinal Products’’
states:

Manufacture of investigational medicinal products should comply with the basic
GMP for medicinal products, with applicable annexes, other relevant guidelines
published by the European Commission (e.g., validation of virus activa-
tion=removal) and the guidelines in this annex. (3)

An early issue to be resolved before a facility design can proceed is the regula-
tory basis for the project. It is important to identify which countries a product will be
licensed in, and the corresponding regulatory agencies, which must be satisfied.
Mutual Recognition Treaties are improving international drug manufacture and dis-
tribution between some countries, but care must be taken to examine these issues
while in the planning and design stages.

An emphasis in manufacturing steps should be to control bioburden, minimiz-
ing the introduction or growth of contaminants to acceptably low level such that
they do not compromise the safety and efficacy of the product. Contamination con-
trol is achieved through a combination of operating practices and design approaches
for the process and facilities. Cell culture processes inherently are produced in an
environment where a contamination, such as a bacteria or adventitious agents,
can get established and grow much more rapidly than the cell culture itself. Viable
organisms introduced into the process can compromise the process, or worse,
adversely affect the molecule that is ultimately being produced, or produce contami-
nants which may not be removed during the normal purification process. Depending
on the stage of manufacture, open processes may likely be utilized, exposing the pro-
duct to potential contamination. In such cases these open processes should be carried
out in controlled room environments, protected by a combination of air quality con-
trol, personnel flow controls, material flow controls, room pressurization, etc.

Closed processes reduce the risk of contamination. An argument can be made
that a truly closed process could be carried out in an uncontrolled environment—the
so-called ‘‘parking-lot’’ case. Unfortunately, virtually all closed processes are opened
at some point, such as for maintenance, cleaning, or the introduction of a raw mate-
rial. They do as a result become susceptible to contamination. To maintain integrity,
a closed process must either be accessed in a controlled manner (i.e., from a classified
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environment), or have a validated process for cleaning the system after opening and
re-closure. The recognition of closed process systems is an important subject and is a
central theme in current manufacturing facility designs for cell culture processes.

ICH Harmonization

The regulatory agencies of the United States, Japan and the EU and representatives
of the pharmaceutical industries in these countries, have been working on harmoni-
zation of GMPs and specifications and have reached a consensus document for a
GMP harmonization framework. The six ICH sponsors are the European Commis-
sion, the European Federation of Pharmaceutical Industries Associations, the
Japanese Ministry of Health and Welfare, the Japanese Pharmaceutical Manufac-
turers Association, US FDA, and the Pharmaceutical Research and Manufacturers
of America. Established in 1990, The International Conference on Harmonization of
Technical Requirements for Registration of Pharmaceuticals for Human Use (ICH)
has the goal of harmonizing across all three regions, the requirements for data sub-
mitted to support safety, efficacy and quality determinations in new drug applica-
tions, and to develop guidelines for the industry based on the harmonized
requirements. The objective is to harmonize the requirements and registration of
new medicinal products thus improving the efficiency of the development and licen-
sure while not compromising each country’s regulatory obligations for safety and
effectiveness.

To achieve this, one of the goals of harmonization is to identify and then
reduce differences in technical requirements for medical product development among
regulatory agencies. The purpose is to achieve greater harmonization in the interpre-
tation and application of technical guidelines and requirements for product registra-
tion in order to reduce or obviate the need to duplicate the testing carried out during
the research and development of new medicines. The objective of such harmoniza-
tion is a more economical use of human, animal and material resources, and the
elimination of unnecessary delay in the global development and availability of
new medicines while maintaining safeguards on quality, safety and efficacy, and each
country’s regulatory obligations to protect public health.

Since its inception in 1990, a series of harmonization documents have been
issued and adopted by the participating countries. The first documents concerned
such things as excipients in oral solid dosage drug, and more recently Q7A [REF]
was issued for Good Manufacturing Practice Guidance for Active Pharmaceutical
Ingredients. In the United States FDA published this as a Guidance document—
‘‘Guidance for Industry—Q7A Good Manufacturing Practice Guidance for Active
Pharmaceutical Ingredients (August 2001)’’ (4). This document applies to bulk phar-
maceutical chemicals as well as biological and fermentation products.

Facility and Process Changes Requiring Notification to the FDA

There was a time when the process, facility, and site for biologics manufacturing,
once licensed, were almost never changed because of concerns that the FDA may
have required repeat clinical trials, or that the changes may not have been approved.
This is sometimes called the ‘‘product¼ process¼ facility’’ paradigm. This paradigm
of product, process and facilities be inextricably linked arose from the early biologies
processes, where the processes were sometimes more of an art, and fundamental
knowledge was sometimes lacking. This situation has changed, in part due to the
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reproducibility of recombinant processes and advances in analytical technology. The
FDA now approves changes in a process or facility, and in some cases quite signifi-
cant changes.

Postapproval changes to a product’s production process, equipment, facility,
QC testing, or responsible personnel require notification to the FDA, and amend-
ments to the product license under 21 CFR x601.12. FDA issued a Guidance docu-
ment in 1995 regarding changes to be reported for product and establishment
licenses (5). These notifications and supplements are termed a Prior Approval Sup-
plement (PAS). The supplement is a request to the Director of CBER to approve a
change to an approved license application. These postapproval changes fall into
three broad categories:

Category III Change under x601.12 (b) Category III changes are considered sig-
nificant changes which could impact product quality, and require submission of a
supplement and approval by the FDA prior to distribution of any product made
using the changes. These are changes requiring submission of a supplement and
approval by FDA before a product made using the change is distributed. These
changes may be to the product, production process, quality controls, equipment,
facilities, or responsible personnel that have a substantial potential to have an
adverse effect on the product’s identity, strength, quality, purity, or potency (as
they may relate to the safety or effectiveness of the product). A few examples
of some of these process and facility changes requiring supplement include but
are not limited to such things as: scale-up requiring a larger fermentor, bioreactor,
and=or purification equipment; extension of culture growth time leading to signif-
icant increase in number of cell doublings beyond validated parameters; new or
revised recovery procedures; new or revised purification process, including a
change in a column; changes in the sequence of processing steps or addition, dele-
tion, or substitution of a process step; changes in the chemistry or formulation of
solutions used in processing; conversion of production and related areas from
single to multiproduct manufacturing.

Category II Changes under x601.12 (c) These are changes requiring supplement
submission at least 30 days prior to distribution of the product made using the
change. A few examples of some of these process and facility changes requiring
a supplement include, but are not limited to, such things as: automation of one
or more process steps without a change in process methodology; addition of a
duplicated process train or individual unit process, such as a fermentation process
or duplicated purification columns, with no change in process parameters; addi-
tion or reduction in the number of pieces of equipment (e.g., centrifuges, filtration
devices, blending vessels, columns, etc.) to achieve a change in purification scale
not associated with a process change; modification of an approved manufacturing
facility that is not likely to have an adverse effect on safety, sterility assurance,
purity, or potency of product, such as adding new interior partitions or walls
to increase control over the environment; automation of process control for steps
to replace manual process control; downgrading of room or area environmental
quality classification except for aseptic processing areas; manufacture of an addi-
tional product in a previously approved multiproduct manufacturing facility
using the same equipment and=or personnel, provided there have been no changes
to the approved and validated cleaning and changeover procedures and there are
no additional containment requirements.

Category I Changes under x601.12 (d) These are changes that can be described in
an annual report (minor changes). A few examples of minor changes which need
to be described in an annual report under Category I Changes x601.12(d) include,
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but are not limited to such things as: change in harvesting or pooling procedures
provided they do not affect the method of manufacture, recovery, storage condi-
tions, production scale, or sensitivity of detection of adventitious agents; changes
in cell inoculum preparation; such as the mode of expansion (attached vs. suspen-
sion; bioreactor vs. spinner), the cell density at inoculum, or the staging of cul-
tures (excluding viral products); replacement of equipment with like equipment
of an identical design and operating principle and involving no change in the pro-
cess parameters; addition of like equipment, which is identical to the primary sys-
tem and serves as an alternate resource for the manufacturing processes within an
approved production room or area; room upgrades, such as installation of
improved finishes on floors=walls; upgrade to area HVAC cleanliness; upgrades
to material, or personnel flows where the product specifications remain
unchanged and the changes do not involve changes in equipment or physical
structure of production rooms; relocation or rearrangement of equipment within
an approved operating process room with no change in room air classification;
change in the simple floor plan that does not affect production process or contam-
ination precautions.

Comparability Protocols Under x601.12(e)
Prior Approval Supplement for a revised process or for a new site require Comparabil-
ity Testing showing the equivalence of products produced by the revised process and
that process approved by Agency in the original license. Some in the pharmaceutical
industry have contrasted comparability with equivalence. It is contended that compar-
ability is a tool, based on the innovator’s long experience and analytical methods,
which the innovator may use to modify their manufacturing process or facility, while
equivalence is merely a marketing authorization recognition of therapeutic equiva-
lence. While this is at its core, a regulatory agency decision, it may, in view of recent
immunogenicity issues arising in biologies be relevant to the issues of biogenerics.

A comparability protocol, described in x601.12(e), establishes the tests to be
done and acceptable limits to be achieved in order to demonstrate the lack of adverse
effect on the safety and effectiveness of a product for specified types of manufactur-
ing changes.

ISPE Baseline� Guides

Over the past decade, the cost of biopharmaceutical facilities has racketed up signifi-
cantly, partially as a result of foverdesign. The International Society of Pharmaceu-
tical Engineers (ISPE), in partnership with US FDA and industry representatives, is
preparing a series of 10 guides for industry. This series of guides, called the Baseline�

Pharmaceutical Engineering Guides, approach facility design by identifying features
of the facility which could affect the ability to reliably and consistently produce qual-
ity pharmaceutical products or medical devices. The ISPE Guides seek to provide
understanding and guides which may help avoid unnecessary spending on facility
features that do not contribute to a consistent production of quality products.

Facility features are prioritized to focus attention upon those features, which
are most critical to the production of safe and reliable products. Investment capital
and manpower can then be allocated most productively through intelligent selection
of simple and effective systems. The objective of the Baseline� Guides is to provide
engineers and owners in the pharmaceutical industry with consistent guidance on the
design, construction, and commissioning of new and renovated facilities, as well as
information on equipment and systems to achieve regulatory acceptance.
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It is important to understand that the Baseline� Guides are not regulatory
documents. The intent of the Guides is to prioritize facility design features based
upon the impact on product and process. The Guides are not intended to be used
as standards or detailed design guides, and as they are not an FDA document
they obviously are not intended to replace governing laws or regulations applying
to facilities.

The Baseline� Guides series are organized into ‘‘Vertical’’ guides which address
specific types of facilities, and ‘‘Horizontal’’ guides which address issues common to
all facility types. The Guides drafted, issued, or planned thus far are:

Vertical Guides (addressing specific types of facilities):
Bulk Pharmaceutical Chemicals
Oral Solid Dosage Forms
Sterile Manufacturing Facilities
Biopharmaceuticals
R&D Facilities
Oral Liquids and Aerosols
Horizontal Guides (addressing issues applying to all facility types):
Water and Steam Systems
Commissioning and Qualification
Packaging and Warehousing

Because manufacturers and engineering firms have numerous approaches
which may be equally satisfactory in facility and system designs, the Baseline�

Guides address alternative designs and, where appropriate, advantages and disad-
vantages of design alternative. Alternatives can then be reviewed and manufacturers
may elect to construct simpler, less capital intensive facilities and utilize procedural
controls to maintain quality, or may invest more capital to construct highly
automated operations and rely less upon operational procedures to assure product
quality. This flexibility allows the Guides to be adapted to the needs of each pharma-
ceutical manufacturer. The most recent Guide, currently in final revisions, and due
for release in 2004, is Volume 6: Biopharmaceuticals (6).

Multiproduct Facilities

Prior to a product being approved and proved successful on the market, it is difficult
to justify the extremely large investment a dedicated manufacturing plant for a single
product requires. For companies without existing manufacturing capacity, it is often
strategically desirable to contract manufacture late clinical and production for early
market launch. This is due to the long lead times of plant construction and commis-
sioning, and the significant capital costs, as well as the very real risk of any given
product failing during clinical trials. Because of these risks, it is desirable, where fea-
sible, to design facilities with the flexibility to operate as multiproduct facilities able
to accommodate a range of potential products or processes.

Multiproduct facilities may be operated in a campaigned mode (temporal
separation) or in a concurrent manufacturing mode (physical segregation). For con-
current operations, the emphasis is on avoiding cross-contamination through segre-
gation, procedural controls, and cleaning validation. In campaigned operations, the
emphasis is primarily on cleaning validation and changeover procedures since there
are not other products being manufactured in the area. In both cases, the emphasis
is on product by focusing on systems and procedures, which protect against
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cross-contamination and procedural mix-ups. Critical to any multiproduct operation
is cleaning validation and good analytical support. In some cases the cost of dedi-
cated equipment is preferable to the cost and time of cleaning validation and QC
release of the shared equipment. An important point is that QC must establish ana-
lytical endpoints for cleaning criteria. From an operational standpoint and training
standpoint, multiproduct facilities require a higher discipline in operations—such as
better training, procedures and controls, and particularly documentation.

Perhaps the biggest issue with multiproduct manufacturing is the perception by
company regulatory personnel, and perhaps FDA inspectors, of a perceived risk of
contamination. Such perceptions may, in some situations, result in an unnecessary
overdesign to prevent hypothetical scenarios. The basis of design for multiproduct
facilities must be sound engineering, procedural controls, and personnel training.
Belts and suspenders may not provide an actual increase in product protection.
For example, a closed sterile bioreactor located in a class 10,000 (ISO 7) does not
provide any sterile advantage over one located in a lower classification, such as class
100,000 (ISO 8) or a controlled unclassified environment. Integrity of the system is
dependent upon good cleaning, and proper SIP sterilization.

Viral Clearance

FDA has a high concern for viral clearance and inactivation, and the risk of unde-
tected viral contamination of biologic products (7). The European Committee on
Proprietary Medicinal Products (CPMP) has noted in their Notes for Guidance on
Virus Validation Studies (8) that ‘‘ . . .many instances of contamination in the past
have occurred with agents whose presence was not known or even suspected at
the time of manufacture.’’ This latter fact is the driving force behind regulatory agen-
cies requiring validated viral clearance (removal=inactivation) steps. The table below
lists some of incidents involving viral contamination of biologics, which help form a
historic perspective on why the FDA is concerned.

Product When Contaminant

Yellow fever vaccine 1940s Avian leucosis virus, hepatitis B virus
Polio vaccine 1950s SV-40
Human growth hormone 1980s Creutzfeldt–Jakob agent
Blood-derived products

(e.g., factor VIII)
1980s HIV, HBV, HCV

Human monoclonals 1990s LCM

Because they are derived from mammals, cell lines could potentially carry viral con-
taminants, although with proper screening this risk is manageable. An additional
risk, which is perhaps more problematic and difficult to manage, is the risk of viral
contamination introduced from raw materials or worker exposure. Animal-derived
raw materials such as serum, growth factors, etc., are introduced either in cell line
development, process development or manufacturing, or perhaps as additives used
as stabilizers in formulation. Because of the concerns special testing and controls
precautions must be implemented to minimize the risk of the products becoming
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contaminated and transmitting these viral infections to the recipient patient. The
result of these raw material concerns is pressure from the FDA to have a serum-free
process, and not to use animal-derived raw materials. In addition, the FDA requires
viral clearance validation. The EU requires that when viral inactivation=removal is
required in a clinical manufacturing process, that it be no less rigorous than for pro-
ducts authorized for marketing.

The starting point of viral clearance processes is a risk assessment of the pro-
cess based on the potential for viral presence, load, and drug dose and regimen.
These allow determination of the total process clearance factor which must be
achieved for an acceptable level of risk of patient exposure. Viral clearance proce-
dures should incorporate multiple viral clearance steps whose methods are ortho-
gonal (that is acting by different mechanisms). The critical assumption is that
‘‘orthogonal’’ methods can be log additive.

Containment and Biosafety

Work with pathogens or work with recombinant DNA molecules is governed in the
United States by the Center for Disease Control’s monograph Biosafety in Microbio-
logical and Biomedical Laboratories (BMBL) (9), and the National Institutes of
Health’s ‘‘Guidelines for Research Involving Recombinant DNA Molecules (NIH
Guidelines)’’ (10). Both the NIH Guidelines and the CDC’s BMBL describes combi-
nations of standard and special microbiological practices, safety equipment, and
facilities design features, which are recommended for work with a variety of infec-
tious agents or GM organisms in various laboratory or large-scale settings. The
BMBL predates the National Institutes of Health’s Guidelines for Research Invol-
ving Recombinant DNA Molecules (NIH Guidelines) the NIH Guidelines purpose
is to specify practices for constructing and handling: (i) recombinant deoxyribonu-
cleic acid (DNA) molecules, and (ii) organisms and viruses containing recombinant
DNA molecules.

The facility should be designed appropriate for the organism and product
being produced. For multiproduct facilities an analysis of the probable organisms
should be made and risk factors evaluated. The most stringent resulting contain-
ment level should serve as the basis of design for the facility. Biosafety central
dogma is the overlapping use of (1) primary containment equipment (BSC, etc.),
(2) secondary containment within a facility, and (3) use of good procedures and
techniques (Fig. 1).

Risk assessment of bioprocesses must evaluate the nature of the organism, its
expressed product if recombinant, routes of exposure, disease or toxic potential, and
an equipment and facility evaluation. The nature of the agent includes whether it is
infectious, a toxin, or whether it has pharmacological or immunological activity.
Biological agents must be evaluated for disease potential in animals and humans,
the potential host range, whether it is a pathogen, and whether it is excreted or cage-
mate transmitted. The route of exposure must be considered—whether it is an inha-
lation, ingestion, ocular, or skin puncture exposure. Equipment and facilities are
evaluated for the primary containment design of equipment, the secondary contain-
ment design of the facility, the program of activity, personnel qualifications and
training, and any medical requirements such as vaccinations or medical surveillance.
Facility design issues include the facility layout, HVAC design such as air handling
unit zoning, room pressurization, exhaust filtration, and biowaste treatment for both
liquid and solid waste.
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Risk categories for biological agents, which would include cell culture and cell
culture-derived products, are divided into four categories based on the disease or
toxic potential, and the availability of vaccines or effective prophylaxis. The four risk
categories range from Risk Group 1, where the biological agents are unlikely to
cause human disease, to Risk Group 4 Biological Agents, which cause severe human
disease and present a serious hazard to workers, and may present a risk of spreading
to the community. There are usually no effective prophylaxis or treatments available
for Group 4 Biological Agents.

For the most part cell culture-derived products will fall into the lowest levels of
risk, and containment levels are generally GLSP, or BL1. The exception to this is
vaccine production processes where the virus may present a risk potential.

Where required, a decontamination autoclave should be provided. This is best
done in a separate room (Decon Autoclave Room) where items can be staged and
unloaded for subsequent disposal. In high containment facilities, these decon auto-
claves should be double door autoclaves for deconing items as they are passed out of
the containment suite.

PROCESS TECHNOLOGIES AND FUNCTIONAL AREA
REQUIREMENTS

Process Overview

Cell culture processes are used in production of a variety of products, including ther-
apeutic enzymes, monoclonal antibodies, cytokines, vaccines, and gene therapy
products. For protein products, the processes vary in detail, but are similar in con-
cept. The processes include the steps of: (a) preparing an inoculum, (b) expanding the
culture to production volumes, (c) harvesting the conditioned media (batchwise or

Figure 1 Successful Biocontainment is achieved through the overlap of the central principles
of biosafety - the use of primary containment equipment, secondary containment by the facil-
ity, and the proper training and procedures used by the personnel.
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perfusion), (d) clarifying the broth by removal of whole cells and cellular debris, (e)
product capture and initial purification steps, (f) final purification steps, (g) a viral
clearance step, and (h) formulation and bulk filtration (Fig. 2).

Bioreactor Technology

The scale of manufacturing operation depends upon the nature of the product and
its potency, the market size, and the process which development has delivered to
the manufacturing group. Once a product has been approved based on a given
process, changing the process becomes much more difficult and expensive due
to the testing and possibility that additional clinical trials may be required to show
equivalency. Such expenses and development efforts may or may not be justified.

Available cell culture production technologies used in approved GMP produc-
tion operations include several bioreactor systems presented in Fig. 3.

Technology
Usage in an approved

GMP process

Roller bottles (manual manipulations
or automated systems)

X

Hollow fiber systems X
Cell cubes X
Wave bioreactors X
Stirred tank bioreactors

Batch X
Perfusion X

Airlift bioreactors X
Cell factory (NageneNunc) X

The production bioreactor room generally includes both the seed bioreactors
and the production bioreactors. The majority of products in the pipeline today are
monoclonal antibody or related molecules. The bioreactors scale required for

Figure 2 Basic steps in bulk manufacturing of a cell culture based therapeutic. (See color
insert p. 7.)
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production of these types of molecules is typically in the 10,000–20,000-L bioreac-
tor volume. Depending upon the inoculum prep approach the first stage in the seed
bioreactor expansion may range from 15L to as much as 1000L. Bioreactors at the
lower size range may require partial or full disassembly for proper cleaning. Bio-
reactors of 100L working volume and above are almost always cleaned in place
using a clean-in-place (CIP) system, although there are examples of the bioreactors
at the smaller end of the scale (<1000L) being cleaned out of place and
autoclaved.

The number of seed bioreactors required to reach the production reactor
depends upon the ultimate scale, and the split ratios. The initial seed bioreactor is
inoculated using flexible sanitary tubing. Bioreactor to bioreactor transfers are done
using air pressure to avoid pumps and pump seals. Bioreactor operations may
require nutrient feeds, which at the smaller scales may require bench or floor scales,
and at the large scales fixed nutrient feed tanks. Harvesting operations are based on

Figure 3 Representative cell culture systems successfully used in GMP licensed production
systems. (See color insert p. 8.)
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specific criteria, usually culture age, at which point the culture is sent to harvesting
and recovery operations.

Inoculum Preparation

The early steps in the inoculum build-up takes place in an Inoculum Prep Room. The
inoculum operations include open manipulations and present the greatest risk of
contamination. As a result the Inoculum prep room is segregated and generally clas-
sified as a ISO 7 class (Class 10,000) area. Vials of frozen working seed stock are
taken in as required, thawed and used to initiate T-Flask or shaker cultures. These
cultures are expanded into any number of culture systems including spinners, roller
bottles, wave reactors, or stirred tank bioreactors. There are no limitations on the
technology which may be used, other than it must be validated.

Small-scale transfers are usually done in Class II biosafety cabinets which pro-
vide product protection and worker protection, although for low biosafety level
work, laminar flow hoods are also used. For inoculum operations, flask, roller bot-
tle, and spinner cell cultures are incubated in CO2 incubators. The culture is progres-
sively expanded into larger vessels, ultimately going into a bioreactor (seed or
production) using aseptic transfer. After the culture has reached the target transfer
density (generally mid log phase growth), the next larger fermentor is inoculated.

A separate room, outside of the production suite, is often provided in cell
culture manufacturing buildings to prepare master and working seeds. Because of
the critical nature of preparing the cell bank, the HVAC classification is a Class
10,000 (ISO 7) provided with a local Class 100 biosafety hoods. The room is gener-
ally equipped similar to an inoculum prep suite with Biosafety Cabinent, incuba-
tor(s), centrifuge, refrigerator=freezer, and in addition, with a controlled rate
freezer and instrumentation. A small �70�C freezer may also be provided if a liquid
nitrogen dewer is not available when the vials are withdrawn from the controlled rate
freezer. Some companies do not use controlled rate freezers, although this generally
increase the viability at recovery.

Following initial clearance by QC, a vial of the master cell bank (MCB) will be
subcultured and a working cell bank frozen down. The working cell bank (WCB) is
defined as a quantity of cells derived from one or more ampules of the MCB, stored
cryogenically and used to initiate the production batch. The master cell banks are
prepared prior to the initiation of clinical manufacturing process, and a portion of
the master cell bank will be transferred to the manufacturing site. The working cell
bank are to be prepared for the actual production runs. All master and working cell
banks are divided and stored in liquid nitrogen dewers located in separate facilities in
order to preclude destruction of the entire cell bank in the event of a disaster. Seed
stocks from different cell lines are sometimes stored in separate dewers to prevent
potential cross-contamination.

Dewers should be equipped with alarms and auto fill valve systems with the
liquid nitrogen usually being supplied from a portable storage tank either within
the Cell Bank Storage Room or from an adjoining closet.

Scale of Operations

The major impact of process scale on facility design is the resulting facility size
(height as well as area) and the utilities required to support the operations. As tank
size goes up, the room height increases dramatically since tanks should have a clear-

564 Nelson



ance above the tank approximately equal to the straight side of the tank. This allow-
ance provides space for a hoist to remove internals such as impeller shafts, as well as
provide safety lift points for extracting workers when they are in the vessel. In rooms
with limited clearances, long items such as impeller shafts, may be pivoted as they are
brought out of the vessel, dramatically decreasing the height which might otherwise
be required for a straight pull (Fig. 4).

Recovery

Cell culture-derived products may be soluble, such as most recombinant therapeu-
tics, or viral products including gene therapy vectors. In the case of the soluble pro-
ducts, recovery operations clarify and remove cell debris. Viral production recovery
processes remove the heavier cellular debris and proceed with the viral purification.

Cell culture processes may, in some cases, directly load the initial capture chro-
matography column without removal of cellular debris, but clarification is usually
done to remove such debris. Clarification operations may be done using centrifuga-
tion, depth filtration, dead-end sterile filtration, or tangential flow microfiltration.
For large-volume systems, disk stack continuous flow centrifugation is generally
used to remove the bulk of cell debris prior to depth filter followed by an absolute
rated membrane filter.

Prior to purification, the harvest may have a volume reduction UF concentra-
tion step to improve the processing times of the initial capture column. This elimi-
nates the need to handle large volumes of liquid which might otherwise require
large columns or extended numbers of load=elute cycles . The properties of each cul-
ture broth and its debris load is unique to the cell line and media components used.
For this reason, any clarification filtration steps in a flexible multiproduct facility
must be sized to handle a range of filter medias and areas. Depending upon the resin
and buffer systems, it may also be necessary to adjust the pH and=or the conductivity
prior to the first chromatographic column and sometimes between chromatography

Figure 4 The need to consider pull paths and pull lengths in establishing room heights.
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steps in order to optimize the column loading. Volume reduction and product concen-
tration are usually combined with diafiltration to adjust the conductivity, and some-
times to remove contaminating small molecules or salts which could adversely affect
the subsequent chromatography step. In recent years, the introduction of more robust
resins has allowed direct product capture without the need for a prior ultrafiltration
or diafiltration step. Direct product capture offers the opportunity for fewer steps and
a resulting simpler process, and a shortened total purification cycle time. It eliminates
the need for expensive concentration equipment, and in some cases, such as expanded
bed chromatography, eliminates the need for prior clarification such as centrifuga-
tion, filtration or tangential flow microfiltration.

Purification

The purification suite should be designed for flexibility to accommodate the opera-
tion of a variety of purification steps, typically a mixture of chromatography and
ultrafiltration.

At manufacturing scale, load flow-through from the chromatography opera-
tions are seldom collected into vessels and retained until the chromatography step
has been determined to be successful and product not lost. This contrasts to devel-
opment facilities where this temporary retention may be done until the process is well
characterized and robust. The practicality of such a retention of flow-through
depends, of course, upon the size of the operation. At manufacturing scales it is
not practical, nor should it necessary for a validated process where the performance
is reproducible.

Whenever possible, manufacturing processes are best designed for ambient
temperature processing unless the stability of the product is demonstrated to require
chilled conditions. Chilled processing introduces operational inconveniences and
equipment costs. Where necessary, the location of the equipment and approach to
temperature control is dependent upon scale. Large volume buffers are stored in
jacketed tanks, while small volume systems may have the chromatography system,
column and buffer containers all located in a walk-in cold room. In some cases large
volume chromatography systems may be located in a cold room in order to avoid
insulation of the columns and skid piping and the associated condensate sweating
of lines.

Chromatography is the workhorse of the biopharm industry, providing an
effective separation step. Chromatography methods include: ion exchange (cation
and anion), affinity, hydrophobic interaction, reverse phase, size exclusion (also
called gel chromatography), and hydroxyappitite. A prime example of affinity chro-
matography is Protein A, which preferentially binds monoclonal antibodies, and is
often used as the capture step in large-scale antibody production process.

The scale-up of chromatography operations is based upon using the same resin
and maintaining similar residence times in the column. It is therefore critical that the
pilot plant scale that purification processes be developed with resins which are suita-
ble for commercialization (cost, availability, scalability, and process characteristics).
Some resins are constrained by the allowable total pressure drop of the column
beyond which they may compress. This translates into upper limits on the linear
velocity through the column. Many newer resins have a rigid structures and are rated
for substantially higher flow rates and pressures, thus offering improved efficiencies
in the separation process by cutting down the cycle time.
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Chromatography columns require routine re-packing. This may be done manu-
ally, or using a packing skid. Columns larger than approximately 60 or 80 cm
are generally packed-in-place using a packing skid. Space must be provided for a
resin slurry tank for preparation of column resins, and the storage of the packing
equipment. Generally a dedicated packing room is provided in facilities for purifica-
tion support.

Interspersed in the purification process are ultrafiltration=diafiltration steps to
adjust the conductivity or switch buffers for subsequent chromatography steps, or
reduce the volumes. Although an alternative to ultrafiltration=diafiltration for buffer
exchange is gel filtration, this is not generally used due to the inherent difficulties
associated with gel filtration. Diafiltration is also used for the final bulk product for-
mulation in order to exchange the product into the formulation buffer. Diafiltration
operations start with an over concentration of the product stream, followed by a buf-
fer wash=exchange, either as a continuous diafiltration wash, or as batchwise washes.
Diafiltrations generally use approximately 10 volumes of buffers relative to the over-
concentrated product stream volume, with continuous diafiltration wash being more
efficient.

Product vessels are usually jacketed to allow chilling in the event that a problem
arises and processing must be delayed. These tanks will also require the ability to be
warmed back up to the proper processing temperature using a tempered water system.

Viral Clearance

Viral clearance is generally expressed as a log reduction factor. Clearance in multiple
orthogonal steps (where viral inactivation or clearance operate on independent prin-
ciples) are calculated by adding log reduction factors together. Viral clearance is
composed of a combination of orthogonal viral burden reduction steps which may
be divided broadly into viral partitioning or viral inactivation. Removal, or parti-
tioning, is the physical separation of the virus or viral particles from the therapeutic
component. Examples of partition methods include filtration, some chromatography
operations, diafiltration, and polyethylene glycol fractionation.

In order to be effective, viral inactivation techniques must destroy at least one
viral element essential to replication. Inactivation processes destroys the virus so that
the remaining viral fragments lack the structure and components needed to infect an
individual receiving the product. Viral inactivation may be achieved by:

� by process buffers
� by specific inactivation steps

– detergents
– solvents
– pH extremes
– chemicals (b-propiolactone, alcohol)
– heat
– radiation

� by partition methods

– chromatographic separations
– virus filtration
– diafiltration
– precipitation
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Heating and solvent detergent treatments are examples of processes for viral inacti-
vation. Heat treatment denatures viral proteins and nucleic acids, rendering viruses
incapable of replication. Irradiation processes destroy viral nucleic acids by inducing
breaks and linkages. Solvent detergent methods destroy the viral envelope in lipid-
enveloped viruses.

Some processes, such as ethanol fractionation (used in blood fractionation, but
not recombinant cell culture-derived product purification), both remove and inacti-
vate viruses. There are also a number of new methods under development, such as
irradiation, photoinactivation and treatment with a variety of chemicals. Photo-
inactivation techniques use light-activated dyes which when irradiated, cause the
dyes to convert to molecules that can react with DNA or membrane lipoproteins.

All processes which claim to remove virus must be fully validated. Viral valida-
tion studies are performed on scaled down laboratory models of the production pro-
cess, as it is an unacceptable risk to introduce model viruses into a production area in
order to validate a viral clearance step. The validation studies should be designed to
represent the worst case conditions that could be encountered during full-scale pro-
duction, i.e., those conditions under which the removal or inactivation of viruses
would be expected to be the least effective. Viral clearance validation studies usually
take the form of ‘‘spiking’’ experiments in which large amounts of a model virus is
added to the feed stream of the manufacturing step being validated. The reduction in
the amount of added virus by the manufacturing step in question is then measured. It
should be noted that the viral load is far in excess of what would be expected in a
‘‘contaminated’’ product stream.

These validation studies are performed when a new product is under develop-
ment or when a new step is introduced into a preexisting manufacturing process. In
the latter cases of introducing a new step in the purification process, the validation
should be designed along with the process so as to optimize for viral clearance. It is
very important to consider scale-up issues and the possibility that pilot scale valida-
tion studies may not be relevant to the final manufacturing process. Where scale-up
involves changes in the manufacturing process which could adversely affect the viral
clearance validated at the pilot stage, then the viral clearance would need to be reva-
lidated for the altered process.

Bulk Formulation

The final step of the purification process is the bulk filtration of the final product in
preparation for filling or storage. This step should be done under Class 100 laminar
flow, such as is provided by a laminar flow booth with soft wall curtains. The laminar
flow zone should be surrounded by a Grade B area (equivalent to a class 10,000 active
classification). Typically, the bulk formulation will involve adjusting the concentra-
tion and exchanging the buffers for the formulation buffer which would also contain
stabilizers. This is usually done via UF diafiltration. The product will be overconcen-
trated and diafiltered against the formulating buffer. The UF system is then emptied,
flushed to recover any residual product held up in the UF system and membranes. A
sample will be withdrawn and assayed for product concentration, and the batch
adjusted to the target concentration by dilution. The batch is then sterile filtered into
the bulk container and stored. Smaller volumes are often dispensed into bottles or
bags. Freezing of bags is problematic if the required temperatures are too low. Below
a certain temperature, the plastic materials used in bags will go through a glass transi-
tion, and become fragile and liable to fracture. As freezing is required for large
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containers, a system has been developed for rapid cryogenic freezing of portable tanks
(11). The tanks, once frozen, are typically stored in a walk-in cold room at �20�C or
�40�C. Cryogenic freezing systems are available from Integrated Biosystems. Facility
design for this type of freezing operation requires additional space for the equipment
and back-up units, as well as substantial storage and maintenance space for these very
specialized tanks. The rooms where the cryogenic freezing units are located require
electrical classification due to the heat transfer fluids used.

Buffer and Media Preparation

Buffer and Media Prep areas are generally segregated operations because of the
growth promoting nature of media powders, and the fear that this nutrient rich
materials may either allow higher environmental bioburden, or if introduced
unknowingly into buffers, allow growth of contaminants which may produce endo-
toxins. Because of the nature of the solution prep process (adding salts and com-
ponents into open mixing vessels), Buffer and Media Prep operations are
invariably located in classified spaces. In Class 100,000 (ISO 8) HVAC areas
classified spaces, Buffers and Media can be prepared OPEN, with proper segregation
and dust control.

Weighing and charging of powders should be done in a manner which mini-
mizes dust dispersion into the room. Dust control for additions to the mix vessel
can be done using either a dust extraction elephant trunk or hood, or using a closed
powder addition system. Preweighed powders for media or buffer make-up are
charged into small containers or bags, often in a laminar flow dust extraction hood.
There are methods of adding solids to mix vessels in a closed system manner, how-
ever there usually still a need to open up the system for minor component additions
or pH adjustments. In the industry as a whole, prepared medias or buffers are gen-
erally sterilized by membrane filtration. However, there are manufacturers who ster-
ilize their cell culture media by high temperature short time continuous sterilization
in order to ensure that there is no viral carryover from raw materials.

The cleaning of media mix tanks and holding tank cleaning must be given spe-
cial consideration because of the potential of bioburden growth. By contrast, buffer
tanks, which hold only simple salt buffers, can often be acceptably cleaned by rinsing
with hot purified water. Cleaning validation is necessary, but simple mineral salts are
highly soluble in water, and generally rinse clean without the need for caustic or acid
washes. These reduced CIP cycles can be important in minimizing water usage and
speeding turnaround of the equipment.

A recent innovation in buffer and media preparation is a totally disposable
mixing system introduced by HyNetics. The system utilizes presterilized bags pro-
vided complete with mixing impellers. The systems provide for powder component
additions introduced in a totally closed manner using bags.

Raw Material Weigh=Dispense

Raw material weigh and dispensing operations are either located adjacent to the
warehouse operations as a support function to the entire facility, or are provided
as ancillary rooms to the area requiring the weigh=dispense, such as Media Prep,
or Buffer Prep. Where centralized weigh operations are done, it is generally better
to isolate weigh operations for handling growth promoting materials (media) from
those for nongrowth promoting materials (buffers). This would usually be done
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using dedicated weigh booths, although in small facilities this could be handled
procedurally with wipe downs when switching from growth promoting to nongrowth
promoting weighing operations.

Chronic exposure to many media components may be allergenic, for example,
yeast extracts. A reviewof all rawmaterials should be done by the firm’s Environmental
Health and Safety group.Weigh operationswith potentially allergenicmaterials should
be done in a dust containment booth. In caseswhere thematerials are hazardous, itmay
be necessary for operators to wear breathing protection equipment, and in the case of
highly hazardous, such operations should be done in isolators.

Dispensing of powdered raw material are best conducted in an dust control
weigh=dispense booth. These booths are designed to contain material powders
and dusts, thus minimizing operator exposure and room contamination, as well
as providing product protection via an HEPA laminar flow air curtain which
is circulated down over the weigh operation (and operator) before being col-
lected, filtered, and exhausted. The front of the weigh booth is open, and multi-
ple weigh booths can be placed in the same room without cross-contamination
risk (Fig. 5).

The size of the bioreactor operations will dictate the scales provided, but gen-
erally a combination of benchtop balances and floor scales are necessary. If opera-
tions require large quantities of media, considerations for drum hoist equipment
may be necessary. For example, for a 15,000L batch of cell culture media will require
approximately 200–300 kg of powdered media.

Partials from raw material weigh and dispensing operations may be returned to
the warehouse or stored in a small in-use chemical storage area adjacent to the weigh
operations to streamline the work-flow.

Figure 5 Modular weigh booth providing product protection with HEPA air filtration cov-
erage as well as dust extraction during raw material weighing and dispensing operations.
Photo courtesy of Extract Technology.
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Warehouse

Receiving and dispatch bays of a warehouse should protect materials and products
from the weather during the unloading. This is done by having the loading dock
either recessed into the building, or having a exterior awning covering the receiving
bay doors. In either case, dock seals should be provided to minimize wind and debris
infiltration during loading or unloading. Loading dock areas should be designed and
equipped to allow containers of incoming materials to be cleaned, where necessary,
before storage. Ideally, pallets used in the warehouse are of plastic or aluminum, and
captive to the facility. Incoming supplies are transferred to these pallets upon receipt
and the pallets are cleaned before reuse in a pallet CIP booth.

All starting materials must be sampled and tested for identity and conformance
to purity specifications. Such sampling is normally done in a separate sampling
room. If sampling is performed in the storage area, it should be conducted in such
a way as to prevent contamination or cross-contamination. Storage areas should
be of sufficient capacity to allow orderly storage of raw materials, intermediate, bulk
and finished products, products in quarantine, released.

The storage areas should be designed to ensure good storage conditions. In
particular, they must be maintained within acceptable temperature limits and kept
clean and dry. Where materials require special storage conditions such as tempera-
ture or humidity, these should be provided, checked, and monitored. Sometimes if
the volumes justify it, receiving areas may have small walk-in cold rooms or freezer
rooms for temporary staging of refrigerated or frozen materials.

Segregated areas should be provided for the storage of rejected, recalled or
returned materials or products.

Additional spaces the warehouse will generally require include: Shipping=
Receiving Office; battery charging room for fork lifts; a small waiting room for
delivery drivers; a toilet (for delivery drivers so they do not need to go through
the building to reach a restroom); a packaging area for outgoing shipments; a
chemical storage area (sometimes including an outdoor tank farm for caustic or
other chemicals). Some areas, which may be required depending upon the manufac-
turing process, may include solvent storage areas.

Where quarantine status is ensured by storage in physically segregated areas,
these areas must be clearly marked and access restricted to authorized personnel
only. Any system replacing the physical quarantine, such as electronic bar coding
or automated storage and retrieval systems, should give equivalent security.

Final bulk product must be stored in a secure storage area prior to being sent
to filling and finishing. Depending upon the quantity and storage conditions of the
product, this may be a caged area with upright �70�C freezers, or walk-in freezers,
or refrigerators. For larger quantities of frozen bulk product, cryogenic storage
tanks are often used. These tanks offer capacities of 100–300L, with rapid freezing
and thawing will be located in the secured raw materials warehouse area to store fin-
ished product before delivery to the client.

Support Functions

Support functions in a cell culture manufacturing facility include a myriad of labora-
tories and storage spaces. A few of these support functions are listed below:

� In-process Testing
� Qc Testing (Raw Material and Final Product) Laboratory
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� Environmental Monitoring Laboratory
� Offices
� Qc Retention Samples
� Metrology (Calibration) Laboratory
� Maintenance Shop for GMP equipment
� Batch Record Storage Archive
� Janitorial Closets and Supplies Storage
� Trash and Waste Disposal Dock
� Equipment Storage Rooms
� Cell Line Quarantine Laboratory
� Data Center
� DCS Control Room (not required unless a DCS system used)

The particular facility may or may not require all of these spaces, depending
upon whether some of these functions are provided elsewhere, e.g., the Cell Line
Quarantine Laboratory.

A storage location for QC retention samples is necessary. QC retention samples
will include raw material samples at 4�C and �70�C. QC sample retention areas gen-
erally have a bank of refrigerators and freezers each assigned to separate processes
rather than shared cold boxes for all the processes.

Office areas are always necessary for support of the operations. Unless these
are available in adjoining buildings, a manufacturing facility must include these sui-
table quantities to allow the proper supervision and batch record preparation for the
manufacturing process.

Maintenance operations for a biopharmaceutical manufacturing plant require
some level of mechanical shop support. It is recommended to have a separate Main-
tenance Shop for GMP process equipment from the building mechanical systems.
This is because it is best not to utilize tools used for nonstainless steel when working
with stainless steel. Any carry-over of iron filings will result in localized rust. Spare
parts may also be stored in this area, as well as storage of calibration equipment.

A GMP documentation store room is required to house documentation on all
equipment validation, air monitoring, facility operation, and all batch records for
processing. This documentation area is constructed as a fire-rated book vault.

Separate storage room for janitorial supplies should be provided. Janitorial
Closets with mop basins are distributed throughout the facility. If a facility uses
clean=return corridor systems, there should be Janitorial Closets on both the Clean
and Return corridors. In high containment facilities, there is often a JC within the
containment suite in order to minimize the chances of a breach of containment.

There should be a separation of raw materials and waste or trash. At the load-
ing docks, this separation is achieved by a separate trash room which is the loading
point for the facility trash compactor, and if necessary a dock with recycle dump-
sters. Trash should not be taken out through the GMP warehouse.

Storage rooms in manufacturing facilities are the most visible and vulnerable
rooms subject to cuts during the design stage. This is unfortunate, since these storage
rooms are some of the least expensive in the facility and aid substantially in organiz-
ing a GMP facility and keeping un-needed equipment out of operating areas. For
example, cutting out an equipment storage room of 600 sq. ft (200 � 300) at an
approximate cost of $250–$350=sq. ft may reduce the project budget by $150,000–
$210,000 but as a result make the operations areas and corridors into pseudo
store rooms thus compromising GMPs. Providing adequate storage space in
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manufacturing buildings, and within, the clean manufacturing envelope is extremely
important from an overall GMP standpoint.

Smaller skids and other portable equipment not in use for a particular cam-
paign should be removed from the manufacturing suites and housed in store rooms.
When equipment is returned to service, it should be CIP’d and cleaned externally by
a wiped-down as necessary.

Cell lines should be isolated for testing and clearance for the presence of adven-
titious agents, such as bacteria, fungi, or viruses, prior to being allowed into the
manufacturing area. A Cell Line Quarantine Laboratory is often provided to isolate
incoming cell lines destined for manufacturing in the GMP facility. Such a Cell Line
Quarantine Laboratory is usually quite small and outside of the manufacturing zone.
It would require airlocks and appropriate HVAC classification.

Some organizations have intermediate hold steps with a required QC release
prior to further processing. Work in Progress (WIP) storage is required for these pro-
cesses while in-process QC testing is completed. If WIP storage quantities or storage
durations are substantial, dedicated space is recommended for intermediate storage
of these process product intermediates. Storage conditions can range from refriger-
ated walk-in cold rooms (2–8�C) to frozen material in upright freezers, or walk-in
�20�C freezers to �70�C freezers. The facility design must make assumptions and
estimate the quantity and type of storage units. While the locations may be within
the clean manufacturing areas, or out in unclassified spaces depending upon the fre-
quency of access required, it is more convenient from a work flow standpoint to have
it within the clean envelope and near to the process area.

Process Simulation

Process simulators are software tools that enable the representation and analysis of
integrated processes. The use of simulator dates back to the since the early 1960s in
the petrochemical industries and the mid 1980s in the biotech industry. Established
simulators for the petrochemical industries have generally been found to be unaccep-
table for application to the biotech industry, primarily due to the batch-wise manu-
facturing approach. Biopharm process simulators are generally designed to handle
batch processes and the ability to model the unit operations that are specific to
bioprocessing. Additionally, it should provide process equipment timelines (Gantt
charts) for equipment utilization scheduling. Depending upon the simulation
approach, detailed mass balances may not be as important as the equipment utiliza-
tion timelines and water utilization timelines. Simulating the mass balances provides
valuable information, but is much more involved and can be generated simply in
spreadsheets for warehouse sizing. Depending upon the process it may be important
to estimate the waste discharge, including flowrates and compositions, although in
simpler situations this can also be estimated using spreadsheets.

Several simulators used in the biopharmaceutical industry include SuperPro
Designer (from Intelligen), and BioProcess Simulators (BPS) (from Aspen Technol-
ogy, Inc.) and Extend (from Imagine That). SuperPro handles material and energy
balances, equipment sizing and costing, economic evaluation, environmental impact
assessment, process timeline scheduling, and debottlenecking of batch and continu-
ous processes.

The use of process simulators has gained acceptance in the biopharmaceutical
industry as an important tool in process optimization, debottlenecking, and utility
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demand estimates. The specific tasks handled by these process simulators depend
upon the questions being asked, but might include process timeline scheduling,
utility system sizing, throughput analysis and debottlenecking and equipment sizing,
material and energy balances, as well as cost analysis, and in some cases even envir-
onmental impact assessment, etc. Process simulation tools can be used throughout
the life cycle of a product’s development and commercialization.

Frequently, the total throughput of a batch plant is limited (bottlenecked) by
an undersized unit operation, equipment availability, or utility limitations. Simula-
tors provide tools to aid in debottlenecking processes in order to optimize a through-
put or equipment utilizations. If the goal is to increase plant throughput, changes
that increase the batch size and=or reduce the effective batch time (plant cycle time)
should be made. First the simulation model batch size is increased until at least one
cyclical step operates at 100% capacity utilization. If its uptime is low, then one
increases its number of cycles per batch. This may create opportunities for additional
increases in batch size. A side benefit of increased batch size is the reduced cost for
quality control (QC) and quality assurance (QA), which depends on the number and
not the size of batches. Once the process operates at its maximum batch size, atten-
tion is then focused on elimination of time bottlenecks. Long process steps and
equipment sharing are the causes of time bottlenecks. Equipment sharing causes time
bottlenecks when an operation must wait until the shared equipment item is avail-
able. Equipment sharing time bottlenecks are eliminated by installing extra equip-
ment that reduces sharing. If the time bottleneck is caused by a step that has a
very long cycle time, additional new equipment should installed and operated in a
staggered mode based on the cycle time of the next time bottleneck. Optimization
of a processes using a simulator must be careful to select robust operating range
solutions. Figure 6 shows an example of this, the relative stagger between unit opera-
tions can result in high shifts in water for injection (WFI) demand. It is necessary to
avoid an unstable operating points where, for example, the delay of an operation
could inadvertently result in a cascading of problems excessive demands, or unavail-
able equipment.

DESIGN AND OPERATIONAL PARADIGMS

Facility design features need to be prioritized in order to focus attention upon
those which are most critical to the reliable production of safe products. Prioritiz-
ing such facility features allows capital budget and manpower to be intelligently
allocated through the appropriate selection of simple and effective systems.
Discretionary spending can be made to incrementally provide better features,
but such spending is above that which is necessary to satisfy basic GMPs. Some
of the design paradigms which have an influence (sometimes great) on the design
approach and ultimately the facility operations include but are certainly not
limited to:

� Bioburden control vs. aseptic processing
� Segregation vs. closed systems
� Transfer lines vs. portable vessels
� Classified vs. controlled unclassified spaces
� Transfer panels vs. valve arrays
� Stainless steel tanks vs. bags
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� Clean=dirty corridors system vs. mono-corridor
� Single product vs. multiproduct
� Stick-built vs. modular construction
� Mechanical chases and interstitial spaces

Bioburden Control vs. Aseptic Processes

Bioburden control and endotoxin control are key concepts which impact process and
facility design, particularly when they are not clearly distinguished from sterile or
aseptic processing. Most bulk biopharm products are not produced via aseptic or
sterile processes, but do control bioburden in the processing by a combination of
equipment specification, piping design, and procedures. Some aspects of aseptic
design or operational procedures may be employed by but an aseptic process is
not a requirement. The focus in design is on protecting the product and controlling
bioburden through appropriate facility design and operation, while better optimizing
life cycle cost of the facility.

The issue is establishing the appropriate level of control. Product manufac-
turers must establish in-process bioburden limits. Sterilizing every vessel does not
necessarily provide a ‘‘better’’ product. For example, in some ultrafiltration opera-
tions the membranes and piping systems are sanitized only (e.g., using dilute caustic).
A recirculation reservoir used by such a system does not necessarily need to be SIP’d,
provided parameters are set for the cleaning and allowable times prior to use. Asep-
tic processing applies to parenteral products being filled into final dosage containers.

Figure 6 Optimization of processes must be careful to select robust operating range solutions.
This is necessary to avoid an unstable points where, for example, the delay of an operation could
inadvertently result in a cascading of problems excessive demands, or unavailable equipment.
(Response surface plot courtesy of CRB Consulting Engineers, Inc.) (See color insert p. 8.)
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Segregation vs. Closed Processes

Segregation is a traditional concept in biopharmaceutical production operations and
includes segregation of, and between, the following:

� Organisms or products
� Processing steps
� Materials at different stages of quality control release
� Components or equipment at different stages of cleanliness, etc.

Segregation is a central paradigm in process and facility design which ensures
product protection in the biopharmaceutical operations. Segregation can be accom-
plished by space (physical), by time (temporal), by environmental controls (e.g., bio-
safety cabinet), or by process design (system closure). Procedural approaches use one
or more of these methods to achieve segregation.

Closed processes greatly reduce risks to the product from both the facility and
from operator interventions. For a validated closed process which protects the pro-
duct, the facility becomes of secondary importance to GMP, and it is possible to
focus on the process rather than the facility. Manufacturing areas need not be clas-
sified where there is no product exposure to the room environment, and the facility
may begin to look similar to facilities for bulk pharmaceutical chemicals or oral solid
dosage products. Indeed, the International Conference on Harmonization went so
far as to state in the ICH Q7A (4):

Where the equipment itself (e.g., closed or contained systems) provides adequate
protection of the material, such equipment can be located outdoors. (ICHQ7A,
August 2001)

This document applies to biological and fermentation products as well. Logi-
cally, multiple products may be handled in the same area if processes are closed.
While no manufacturer has implemented this approach to its logical extension, it
does clearly imply the agencies attitudes toward closed processes and unclassified
spaces have changed.

It is always good engineering practice to keep the process stream as contained
as is practical. This approach reduces risk of product contamination from the envi-
ronment, as well as protects workers from product exposure where potent com-
pounds are involved. It should be noted that each process must be individually
considered, not all process or products are appropriate for a fully closed system
approach. For example, clinical trial manufacturing processes are more difficult to
operate in a fully closed manner, in part due to the size of the equipments, and the
fact that the process may not be fully defined (or locked) and a degree of flexibility
in the operations is required. The selection of the appropriate HVAC classification
for a particular process step must take into consideration not only the degree of sys-
tem ‘‘closure,’’ but also operational considerations. Risk management is an impor-
tant business decision. The use of a classified environment around a particular step
may be justified if it allows recovery from a system breach or process disturbance.

Closed systems allow a reduction in the facility cost, which allows spending
moneys on the process and equipment rather than on architectural finishes and higher
HVAC classifications. The impact trickles down to gowning, environmental monitor-
ing, and cleaning=housekeeping requirements which correspond with the area classi-
fications. The area obviously should be kept clean and be easily maintained, and
process piping can be exposed providing convenient access for maintenance.
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Stainless Steel Tanks vs. Disposable Bags

One of the major cost factors in a biopharmaceutical plant is the costs associated with
tanks, stainless process piping-associated instrumentation and CIP systems. Sterile bags
have emerged as a proven alternative to fixed stainless steel tanks in the past decade.

Stainless steel tanks, whether jacketed or unjacketed, represent the traditional
(and proven) technology used by the biopharmaceutical industry at medium and
large scales. The cleaning, sterilizing, and filling of fixed tanks is a proven tech-
nology. System cleaning can be automated to minimize the amount of operator time
needed. Tank rooms are at ambient temperature with jacketing for vessel cool-down
following SIP, and for any chilled holding of solutions. Tank dimensions can be cus-
tomized to optimize floor space in the hold room and operational procedures. There
are also no limitations to the volume of the tanks other than the room within which
they are to be placed.

On the downside, fixed stainless steel tanks represent the most expensive first
cost. They are mechanically complex with many valves, fittings and instrumentation,
all of which present potential sites of failure or contamination. As a result tank and
transfer line systems have the highest odds of sterility failure, and require careful
design, installation, and validation. If sterility failures do occur, their causes may
be difficult to trace, since both mechanical failure and operator error will need to
be considered as the potential causes. Performing a pressure leak test of the vessel
prior to steaming is a critical part of the SIP protocol. These tests will find most leaks
attributable to gaskets or mechanical fittings.

Automated procedures are more difficult to troubleshoot if a problem occurs.
In addition, in the normal startup situation, schedule is everything, and each auto-
mated system will require extensive validation. Where the complexity and scale are
appropriate lower levels of automation may be favored for achieving the overall pro-
ject schedule till ‘‘product out the door’’ is achieved. Because of the extensive piping,
and automation around most process tanks, more maintenance is needed relative to
options using disposable bags. Additional operating costs will also be incurred for
instrument calibration and system maintenance.

The use of bags in fixed or portable drums or totes represent a proven and pre-
ferred method of small and intermediate volume media storage for many biopharma-
ceutical firms (Fig. 7). The initial equipment costs are the lowest of the various
options and the use of bags is flexible. The bag technology is proven, and sterility
problems may be reduced.

Validation is simplified and can be performed quickly for a fast start-up. Chan-
ging processes may have more or larger volume solution containers without facility
modifications. Sterile connections are made using simple tubing welder techniques—
an operation which is quick compared to steam sterilizing connections.

The main drawback this method of media hold is that where the bins need to be
moved from an ambient hold area to a cold room for storage, the volume is limited
by reasonable or practical volume to be moved by pallet jacks or pushed by an
operator. This is dependent upon the frequency of such movement. Storage requires
a large cold room which increases the initial costs. Another drawback is that extra
floor space is needed in order to increase the hold capacity although bins can be
stacked. Handling and disposal of large bags must also be considered, particularly
if these have any biological contact which would require disposal as a medical waste.

Cost comparison studies indicate potential cost savings in favor of single-use
system when compared with reusable (i.e., stainless steel tank) systems (12). This
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is due to the savings in first cost relative to fixed tankage, and savings in CIP and SIP
relative to stainless steel systems. There are also savings in production schedule due
to the quick changes and prep time to be ready to fill a container—thus saving labor
and improving productivity.

Filling sterile bags in portable drums or bins is currently a proven technology
and failures in sterility are rare. Where failures do occur, the problem is traced
quickly through visual observation to a bag with a hole, a leaky tubing or fitting,
or bad tubing weld. The bags themselves, along with any sterile filters for filling,
are gamma radiation sterilized, and have very long shelf lives. Filter failures are
detected through postuse integrity testing. Sterile connections are made using sterile
tubing connector devices available from several companies. Finally, validation of the
hold bags is relatively simple and quick compared to a large sterile hold tank with the
associated piping.

In considering which approach is most appropriate for a particular application,
the single-most important factor one needs to take into account is process scale and
required solution volumes. Bags are currently limited to approximately 1500–2500L,
with larger bags up to 5000 and 10,000L in development. While multiple bags could
be used for larger volumes this becomes undesirable if overdone. The second factor

Figure 7 Stainless steel pallet tank used for holding media and buffer bags (photos courtesy
of Stedim). (See color insert p. 9.)
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which drives the economic decision is the frequency of bag changes, and whether a
bag can be used multiple times.

Bags can be customized. Many bag manufacturers will design and customize
the bags to meet the customer’s specific process requirements. In addition to holding
bags, tank liners are available for small volume mixing applications. Again, once
used the liner is disposed of and a fresh one inserted. The containers for such tank
liners or bags are generally inexpensive and readily available polypropylene. For lar-
ger bags, bins or totes are used. Such totes are approximately the size of a pallet and
vary in height. As an example, a 1500-L pallet tank is approximately 7 ft tall. Materi-
als of construction are usually stainless steel for larger pallet tanks, and polypropy-
lene drums for smaller bags.

Fixed bins for bags offer a combination of advantages of the portable bins and
fixed tanks. They use the bag technology and therefore minimize sterility problems
and eliminate CIP requirements. Validation of the system is simplified. The fixed bins
can offer additional hold capacity over portable bag containers, as well as the oppor-
tunity for temperature control using a jacketed tote. Floor space requirements can be
optimized with the design of custom bins, including stackable totes.

Steam Sterilized Transfer Lines vs. Flex Lines and Tubing Welders
or Aseptic Connectors

Sterile transfers may be made using a steam-sterilized lines with double block and
bleed valve assemblies at each end, or where bags and tubing systems are used
one may alternately use sterile tubing welder techniques. For smaller tubing, sterile
tubing welding=fusing techniques are quick compared to steam sterilizing connec-
tions. They are also very convenient for use at small scales in inoculum laboratories
and small-scale bioreactors. Tubing welders are available from Terumo and Wave
Biotech. The Terumo unit was developed for use in home dialysis and is limited to
small bore tubing. The more recent Wave Biotech unit is capable of fusing tubing
up to 7=8 in. tubing, and was purpose-designed for industrial use in pharmaceutical
manufacturing. Recently, aseptic connectors have been introduced by Pall to provide
aseptically join sterile sections of tubing without tubing welds or steam sterilization.
For larger lines, there is no alternative to steam-sterilized transfer lines. This
approach is reliable, and robust, but requires careful design and validation.

Transfer Panels vs. Valve Arrays

The routing and directing of fluid transfers within a manufacturing plant represents
a significant cost in terms of stainless steel piping and transfer panels and valve
arrays (Figs. 8 and 9). Transfer systems for use with media, buffers, culture, harvest,
or in-process materials may be designed around portable vessels, transfer panels, or
dedicated transfer lines. CIP is usually routed using fixed CIP supply and CIP return
lines which are piped to the various pieces of equipment and transfer panels. The CIP
supply and return systems can be very complicated in large-scale manufacturing.
Two fundamental approaches may be taken—transfer panels with U-bends, or fixed
valve arrays. There are advantages to both, however, the costs may not be that sub-
stantially different when installed. Transfer panels are operator-intensive, and auto-
mation-nonintensive, while valve arrays are the reverse. When transfer panels handle
dangerous materials or pressurized contents, they should be equipped with proximity
switches and be tied into a control system which only allows transfers of CIP
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Figure 8 (A) Transfer panel. (Courtesy of Central States Industrial.) (B) Valve array. (Cour-
tesy of ITT Sherotec.)

Figure 9 3D design renderings of equivalent transfer panel and mix-proof valve arrays. In
this case, when bids were received, the capital cost of the transfer panel and the valve array
were nearly identical. (Courtesy of CRB Consulting Engineers.) (See color insert p. 9.)
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solutions on a permissive basis after an allowable flow path has been configured. In
addition, lines should be equipped with pressure gauges and bleed valves to allow
depressurization of lines prior to loosening of clamped nozzle caps.

For small-scale operations, in-process materials or cultures are generally hand-
transferred in portable stainless steel vessels or bags between operation steps. When
transferring materials in portable vessels or bags, pass-throughs between adjacent
process rooms are preferred as a means to improve the material flows through the
facility. Without pass-throughs between adjacent process rooms, the intermediate
product in portable vessel or bag would need to exit to a corridor and enter the next
processing suite.

Solutions are usually transferred by overpressure wherever possible, in order to
eliminate a potential contamination source from pump seals, as well as simplifying
the design which reduces initial cost and ongoing maintenance (by eliminating the
pump), and reduce potential shear damage to the product or organism.

Clean-in-Place Strategies

Reproducible cleaning of equipment is critical to prevent contamination of the pro-
duct which could alter its safety, identity, strength, quality, or purity. The basic
requirement for suitable cleaning of equipment in GMP manufacturing operations
is put forth in 21 CFR 211.067(a) which states ‘‘Equipment and utensils shall be
cleaned, maintained, and sanitized at appropriate intervals to prevent malfunctions
or contamination that would alter the safety, identity, strength, quality, or purity of
the drug product beyond the official or other established requirements.’’ Addition-
ally, GMPs (21 CFR 211.063) require that there should be a written procedure
detailing the equipment cleaning and the cleaning materials to be utilized. 21 CFR
211.182 requires written records of major equipment cleaning.

Stationary tanks are usually cleaned using a CIP system. CIP cleaning of a pro-
cess vessel is more complicated than merely cleaning the tank itself. During the CIP
cycle, all inlet and outlet lines must also be cleaned. For a full understanding of the
CIP of complicated systems, piping and instrument diagrams (P&IDs) highlighting
each of the cleaning paths will be necessary.

An important aspect of the design of a facility is the development of the inte-
grated concepts and approaches for cleaning all of the equipment and transfer line
systems. This is particularly important in multiproduct GMP pilot plants because
of the concern for cross-contamination between processes. In order to avoid cross
contamination in multiproduct facilities concurrently manufacturing multiple pro-
ducts, the CIP systems should be dedicated to a single product, or be once-through.
For the same reason, the media and buffer prep, as well as upstream and down-
stream operations should be segregated or be once-through in order to avoid poten-
tial cross contamination.

The approach recommended by this author is to develop a single (or several)
drawing(s) showing a schematic overview of the entire process which identifies all
of the major equipment requiring CIP, all transfer lines and transfer panels involved
in a process, and the flow paths which will be used to CIP each line and piece of
equipment. This type of drawing is schematic in that it also shows relative elevations
within the facility. This design approach incorporates an agreed upon basis of design
for whether CIP skids will be shared between suites, whether CIP systems are to be
once-thru or recirculated, and a resulting analysis of the required number of CIP
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skid systems. An important part of the CIP system analysis is a simulation of the
process which will identify potential conflicts with CIP skid availability.

Validation of the cleaning procedures for the process equipment and piping,
including chromatography columns, must be carried out. This is especially critical
for a multiproduct facility where carry over cross-contamination is of major concern.
The cleaning should remove endotoxins, bacteria, toxic elements, and contaminating
proteins, while not adversely affecting the performance of the equipment. The man-
ufacturer should have validated the effectiveness of the cleaning procedure for each
bulk drug substance or intermediate used in a particular piece of equipment. It is
recognized that the sensitivity of assays may make it impossible to reduce contami-
nants below detectable limits, even with a reasonable number of cleaning cycles.
The validation data should verify that the cleaning process will reduce the specific
residues to an acceptable level, generally expressed in parts per million (ppm) or
parts per billion (ppb), and these levels should be scientifically justified by the
manufacturer.

FDA does not specify analytical methods nor set acceptance criteria for deter-
mining whether a cleaning process is suitable or validated. The rationale for the resi-
dual contaminant limits for each piece of equipment should be scientifically sound
based on the manufacturer’s knowledge of the materials involved, and be practical,
achievable, and verifiable. It is important to define the sensitivity of the analytical
methods in order to set reasonable limits. Some limits that have been mentioned
in the literature or in presentations by industry representatives include analytical
detection levels such as 10 ppm, biological activity levels such as 1=1000 of the nor-
mal therapeutic dose, and organoleptic levels such as no visible residue. If an analy-
tical method shows results below detectable limits, the assay should be revised or
substituted with a more sensitive level. Essential to CIP validation, as well as routine
monitoring, is a sampling plan which assures that the surface has been cleaned to the
validated level. One common method is the analysis of the final rinse water for the
presence of the cleaning agents from the last cleaning of that piece of equipment.
There should also always be a direct determination of the residual substance.
Another method is swab sampling of surfaces.

Classified vs. Controlled Unclassified Spaces

Traditionally cell culture manufacturing facilities have been designed around classi-
fied HVAC clean spaces for the manufacturing operations, such as Class 100,000 or
Class 10,000. This was due to the need to minimize or prevent contamination of the
culture process, or contamination of the product as it was being purified. Classifica-
tion of clean room in the United States were, in the past, established by Federal
Standard 209E (13), but this has been superceded by ISO-14644–1 (14). The Interna-
tional Standards Organization has established a new international standard in ISO
14644–1 ‘‘Clean Rooms and Associated Controlled Environments—Part 1: Classifi-
cation of air cleanliness.’’ This ISO standard is being reviewed by British and
European organization in an effort to harmonize the classification of air cleanliness
levels in clean rooms. The table below gives U.S. clean room classification, equiva-
lent to the ISO classes and European Union standards, as well as recommended
viable counts, and typical air changes. It is important to note that the EC classifica-
tions provide distinctions of ‘‘in operation’’ and ‘‘at rest’’ while the United States
recognizes ‘‘in operation’’ only.
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United States vs. ISO Clean Room Classifications

US 209E classification

(superceded by ISO 14644) EC gradea
Typical air

chargesb
Recommended

viables

ISO class

14644 Traditional Metric

In

operation Operational Design

US CFU=

l0ft3 EU

ISO

class 5

Class 100 M3.5 Grade A 90–100 ft per

minute over

entire area

1 <1

ISO

class 6

Class 1000 M4.5 60 ACH, min 70 ACH 5 10

ISO

class 7

Class 10,000 M5.5 Grade B 35 ACH, min 40 ACH 25 100

ISO

class 8

Class 100,000 M6.5 Grade C 25 ACH, min 30 ACH 25 200

‘‘Pharmaceutical’’ Grade D

a EC classifications provide distinctions of ‘‘in operation’’ and ‘‘at rest’’.
b Specific rooms may require higher air change rates due to internal cooling loads, exhaust air require-

ments, particulate generating operations, etc.

Particle Count vs. Particle Size Chart in Different Classes

ISO Class Traditional
Permissible particle counts of given size (mm)

14644-1 (Fed Std 209E) 0.1 0.2 0.3 0.5 1 5

ISO

class 1

10 2

ISO

class 2

100 24 10 4

ISO

class 3

Class 1 1000 237 102 35 8

ISO

class 4

Class 10 10,000 2370 1020 352 83

ISO

class 5

Class 100 100,000 23,700 10,200 3520 832 29

ISO

class 6

Class 1000 1,000,000 237,000 102,000 35,200 8320 293

ISO

class 7

Class 10,000 352,000 83,200 2930

ISO

class 8

Class 100,000 3,520,000 832,000 29,300

ISO

class 9

35,200,000 8,320,000 293,000

In addition to these recognized clean room classifications, the biopharmaceu-
tical industry has also HEPA filtered but unclassified spaces, sometimes call them
‘‘clean manufacturing’’ or ‘‘controlled unclassified’’ spaces.

Air handler sizes, and corresponding energy costs, are proportional to several
factors: air changes per volume; percent outside air; ambient temperature and
(more importantly) humidity; and finally, the operating space conditions. Air
changes per hour are related to the area classification, the room dimensions and
the room height:
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Air Changes per Hour: Relationship to Physical Specs

Air changes per hour

Class 80 ceiling 90 ceiling 100 ceiling 120 ceiling Design range

100 675 600 540 450 Laminar flow

90 fpm at

12 in. above

the point

of product

exposure

1000 150 133 120 100 50–80 AC=H

10,000 75 67 60 50 40–60 AC=H

100,000 38 33 30 25 20–30 AC=H

Air changes affect the rate of dilution and wash-out of particulates in the air.
The higher the air changes per hour, the quicker a room will return to a state of
cleanliness after an introduction of particulates. The table below illustrates this:

675 Air changes per hour 30 Air changes per hour

Particles Time (sec) Particles Time (sec)

1,000,000 0 1,000,000 0

10,000 5.3 10,000 120

10 10.7 10 240

1 16 1 360

In the United States, HEPA filters are almost exclusively of the laminar flow
HEPA module type, which provides a laminar flow washing of the room. Such a
laminar flow washing works best in conjunction with low-level returns, but is subject
to stagnant areas due to equipment placement, HEPA module placement, or return
grill locations. In Europe, by contrast, a turbulent mixing diffuser is commonly used
in non-Grade A=B (Class 100) areas. These turbulent mixing diffusers, sometimes
called radial vane diffusers, provide turbulent mixing of the room resulting in a
so-called ‘‘well-mixed’’ condition. Any particulate contaminates are assumed to be
more homogenously distributed, and washout uniformly. Areas where turbulent
radial vane diffusers have obvious application include areas of ISO 8 (Class
100,000) or controlled unclassified areas where the HEPA coverage is lower, such
as high bay areas, manufacturing corridors with ceiling returns, and support areas
such as media and buffer prep. Suppliers of these radial vane diffusers include
TROX in Europe, and E.H. Price in the United States.

Glassware and Equipment Washing and Sterilization

Soiled equipment such as flasks, bottles, tanks, and glassware must be cleaned in a
validated fashion. The first choice is often to use disposable items where ever possi-
ble. Beyond this, a choice must be made where to clean the glassware and
equipment—either at a centralized Equipment Wash Area, or in a distributed fash-
ion within the suites where the glassware or equipment are used.
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Glassware and equipment wash areas are preferably organized around a flow
from dirty to clean to sterile (Fig. 10). Generally this is achieved by organizing the
glassware and equipment wash suite, with a staging and dirty wash area, an area
for the wrapping and assembly of clean glassware and equipment and loading into
the sterilizing autoclave, and an area where the autoclaves are unloaded into a sepa-
rate room. Autoclave unload area generally has an HEPA filter area above the
unload zone of the autoclave. It is important to provide space for adequate staging
space for the dirty glassware, carts, and equipment. Ideally, double door pass-
through washers are used so that only clean glassware and equipment is introduced
to the clean assembly area. Where quantities justify, a separate sterile glassware sto-
rage room, or sterile tank storage room may be justified. Sterile-glassware and tanks
are transported as required to the various operating areas.

When necessary, equipment from the a biocontainment area may require
decontamination via SIP or an autoclave (or for lower containment levels, perhaps
chemical decontamination) prior to disassembly and cleaning. Decon autoclaves for
situations other than high containment may be located centrally adjacent to the dirty
wash area. The decon autoclave should be designed using a double-door autoclave
which unloads outside of the manufacturing area. In higher containment situations,
the decon autoclave should load directly from within the bioreactor suite, so all
materials are decon’d prior to removal from the containment envelope.

In situations where bags are used for buffer and media, the drums are preferably
washed using a large equipment washer with a drying cycle, which unloads in a clean
drum storage area. While there is not product contact with the bag holder drums or
totes, and they could be manually wiped down, this is very labor-intensive and not
very reproducible. A pass-through from the dirty to the clean side will be required
to move any bulk items which cannot be washed nor autoclaved, such as carts.

Figure 10 Organization options for wash areas. The area shown on the left depicts a small,
single room, dedicated wash area may be appropriate for support of some operations where
cleaning out of place is necessary (e.g., centrifuge operations), while the multiroom wash suite
depicted at the far right is appropriate for supporting a full train of process suites. It provides
distinct rooms for disassembly and washing, assembly and autoclave loading, and the
autoclave unload and sterile storage.

Facility Design 585



Gowning Requirements

Gowning and Plant Uniform requirements in a facility should be discussed and
agreed upon very early in the design process. While seemingly minor, this is a major
driver in corridor and airlock requirements, and has a major impact on layouts. One
method of examining this issue is to develop a table of gowning level requirements,
and then assign each operational area to these. This is an invaluable tool in gaining
consensus agreements between manufacturing, regulatory, and any other interested
stakeholders. The table below shows an example of gowning levels (arbitrary num-
bered 1–4), and typical gowning:

Bulk production gowning requirements

Level 1 gowning—Plant uniform
(e.g., done in locker room)

Sanitize hands

Plant uniform=scrubs
Plant shoes

Level 2 (e.g., just prior to entry
into the Production supply hallways)

Booties

Hair covers
Beard covers
Safety glasses
Gloves
Sanitize gloved hands

Level 3 (e.g., just prior to entry
into Class 100,000 areas)

Labcoats or gowns

Another set of booties
Re-Sanitize gloved hands

Level 4 (e.g., just prior to entry
into Class 10,000 areas)

Overgown w=coveralls

Overgown w=booties
Optional full headcover
Second set of gloves
Re-sanitize gloved hands

Level 5 (e.g., just prior to entry
into Class 100 areas)

Overgown w=sterile
coveralls

Overgown w=sterile booties
Overgown with full sterile

headcover
Second set of sterile gloves
Re-sanitize gloved hands

Flexibility and Expansion Options

Any project requirement for future facility expansion must be defined early so that
feasible expansion approaches may be considered during site selection and schematic
building layout development. This is a critical layout issue, since areas set for expan-
sion typically are best located on outside walls, or otherwise built out as unfinished
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shell space or user space identified for future renovation (such as warehouse space).
One approach is to arrange the building with one of the corridors along the outside
wall where expansion may take place in order to allow expansion without disrupting
ongoing operations within the suites.

Beyond the basic question of expansion capability, the type of expansion
required must be defined. Is it to be expanded capacity for the same line (i.e., larger
equipment)? An existing line producing a new product (i.e., possibly requiring differ-
ent equipment)? Or a new production suite with the same product? Obviously, these
scenarios could result in different layouts. The process and architectural program-
ming will identify expansion requirements and if required, approaches addressing
these requirements will be developed during the early layout development.

Gravity Flow Vertical Integration of a Process

In larger manufacturing operations, it is often desirable to utilize gravity flow to
enhance the organization of product and raw material flows through a building,
as well offer improved CIP and SIP design. The basic premise is to place the buffer
and media prep operations at the top of the building, with buffer hold tanks and the
bioreactors on the floor below, and the recovery operations and purification opera-
tions on the floor below, as shown in Fig. 11. This concept can be carried a step
further with a mechanical basement or floor below the lowest process area for
CIP and biowaste systems. It should be remembered that the building will still
require adequate interstitial space for the HVAC and mechanical systems. Organiza-
tionally, this stacking is the recommended approach to organizing the building. The
challenge to this vertical organization of the building is the resultant overall height of
the building, and the increased structural steel (and resulting cost). An early sitting
issue to be resolved is the applicable zoning restrictions on total building height.

Corridor System Design and GMP Flows

One of the biggest contentions in facility design is maximizing production space and
minimizing ‘‘nonproductive’’ spaces. This often results in storage rooms being elimi-
nated, and often challenges the use of dual corridor systems. One of the fundamental
paradigms which must be addressed early in design is the approach to satisfy GMP
flows for people, materials, product, and waste. Raw materials and product should
circulate through the operation in a logical fashion. Indeed, the Europeans actually
call this out explicitly:

Chapter 3, paragraph 7 reads:

‘‘Premises should preferably be laid out in such a way as to allow the production
to take place in areas connected in a logical order corresponding to the sequence
of the operations and to the requisite cleanliness levels.’’ (15)

.
This maybe achieved by a combination of engineered solutions, such as the

dual corridor system, or by temporal and procedural controls (Fig. 12). What should
be discussed early is the approach to be taken with an agreement by operations and
regulatory groups regarding GMP flows. As an example, a table can be prepared to
better focus the discussion on potential crossovers and when these are acceptable or
unacceptable, or when procedural controls are adequate.
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People Supplies Raw materials Product

People —
Supplies Minimize —
Raw materials Minimize OK —
Product Minimize Minimize Minimize —
Waste and trash Never Never Never Never

If dirty equipment is to be washed within production suites in a distributed
fashion, the mono-corridor becomes more feasible, although still not recommended
by this author due to the remaining issues around flows. If a common equipment
wash area is used, a dual corridor system is usually better because of the higher
amount of traffic to the equipment wash area. For closed system processing this
table must be revised to reflect the fact that beyond the bulk mixing stages for medias
and buffers, the entire process may be closed, and thus present no danger to the pro-
duct. Under those circumstances the table will look quite different, and the conclu-
sion must be that dual corridors are entirely optional.

Figure 12 Dual and mono-corridor facility arrangements.
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Personnel flows and access to Production areas must be controlled. Access con-
trol is generally done by electronic access control applied at the outside entrance into
a manufacturing building, and also at the entrance to the lockers or gowning rooms.
In multiproduct facilities an additional level of access control may be applied at the
airlocks entering into different products manufacturing suites.

Personnel should enter the GMP production areas via plant locker rooms, where
personnel change from street clothing to plant uniforms. This reduces the environmen-
tal burden carried by personnel. Prior to entering a manufacturing corridor, personnel
usually go through a gowning stage where they don booties and hair nets, and proceed
into the controlled corridor. Even gowned, there is a certain amount of billowing in
and out of the loose fabric, which the gowns undergo as a person walks. Gowning over
street clothing allows this shedding to introduce more particulates and bioburden to
the clean environment, relative to gowning over clean plant uniforms.

From the controlled corridor, personnel may access the manufacturing areas,
usually through an airlock. Flow in these areas is an uncontrolled mixed flow
with-personnel entering and exiting each suit through the same airlock and con-
trolled corridor. As personnel enter each suite, they can don lab coats. When person-
nel exit suites, they remove the lab coats and exchange shoe cover booties, thus
minimizing the chances of carrying contaminants out into the controlled corridor.

Equipment flows through a facility is a cyclic nature. Clean equipment is dis-
tributed, used and dirty equipment is returned to Equipment Wash for cleaning.
Where the equipment wash areas are distributed and located within the suites, this
merely is internal circulation within the suite. Where a shared Equipment Wash is
used, this requires circulation through the corridors. In a dual corridor system
(clean=dirty) this presents no problems.

When a mono-corridor exists, it may require that the corridor traffic be man-
aged with a time period for clean items and a time period for dirty items.

Trash and disposables should be taken out of the manufacturing area in such a
manner as to not put the product at risk. In a clean=dirty corridor system this is straight-
forward. In amono-corridor this requires adherence to SOPs with temporal separation
of trafficwith intervening cleaning. In the ideal case, trash is taken to an dedicated trash
airlock exiting the dirty corridor.Trash shouldnot be takenout through the rawmateri-
als warehouse, and a separate loading dock with appropriate staging is recommended.

Interstitial Spaces

Interstitial space is that volume of space above the operating area’s ceilings where the
mechanical systems such as HVAC duct, electrical, and piping are run. Because these
mechanical systems have valves, instruments and items which require periodic ser-
vice, it is necessary to have access to those areas. Approaches to this include fully
walkable ceilings, limited catwalk systems, and in some circumstances, the use of
access panels from the clean area. The use of access panels from the clean area is
strongly discouraged since when the panels are opened, the operating space must
be cleaned and recertified. If routine access is required in these situations, the rele-
vant valves or items should be boxed in so that opening the panel does not expose
the room to the dirty interstitial space, but rather to a sealed, enclosed volume.

Amajor challenge inconstructionofbiopharmaceutical plants is the sheerquantity
of HVAC duct, piping and electrical which must be run through the interstitial space.
This can result in difficulties (and expense) in construction, and ongoing difficulties with
maintenance. For these reasons, where ever possible, a generous interstitial space is
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recommended.While rules of thumbare difficult to arrive at, and oftenopen to criticism,
for interstitial space approximately 1 ft above ceiling is recommended for each foot of
process area room height (excluding any local high-hat areas, such as above a tall tank
or for agitator pulls). This allows room for the HEPA filters, duct work, catwalks, pipe
racks, cable raceways, and building structural steel for the floor above. The downside of
the generous interstitial space is greater cost due to added building steel, and possible
issues with the total building height. Obviously for less complex or less extensive systems
this guidancemay be reduced, and non-GMP areas of the building, such as laboratories
or offices, need only have interstitial space appropriate for these types of spaces, with
access provided by removable drop ceiling tiles.

Walkable ceilings are constructed of self-supporting panels suspended from the
building structural steel above or a self-supporting steel structure erected above the
clean room (Fig. 13). Walkable ceilings allow service of the valves and instruments,
as well as the servicing of the fluorescent lights. While more expensive, walkable ceil-
ings provide one of the better maintenance access approaches. A downside to the
walkable ceiling are the many joints between the structural support grid and the
panels. While these are gasketed, there is still a resulting crevice which will be more
difficult to clean as compared to a monolithic ceiling such as gypsum board.

Grey Space and Mechanical Corridors

A goal in many biopharmaceutical facility designs is to remove as much equipment
from the clean room spaces as possible, locating this equipment in so-called ‘‘gray
space’’ or controlled unclassified space. This allows for easier cleaning and smaller
clean rooms. By reducing the clean room area, the construction cost is reduced,
and perhaps as importantly, the ongoing operating cost is reduced due to lower
energy usage, as well as possibly reducing the clean room operating staff. The

Figure 13 Walkable ceiling interstitial space. The air handling units are on the grating floor
above. The walkable ceiling allows easy access to HVAC control instruments and dampers, as
well as allowing for the servicing of lights from outside the clean envelope. (Courtesy Clestra
Cleanrooms Inc.) (See color insert p. 10.)
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various levels of usage of the grey-space are illustrated in the series of diagrams
which follow. Figure 14 shows all critical process equipment within the clean envel-
ope. This would include process tanks, skids, bioreactors, etc. The use of gray space
would be limited to utility systems or CIP systems with no process tanks or skids
located in utility or gray spaces. This is representative of smaller biotech operations,
and a few of the larger operations. At smaller scales, it is more cost-effective to have
a single bioreactor skid rather than a split skid system, and the cost in having a larger
clean classified area is offset by the lower staffing requirement. Some biopharm com-
panies feel that having the bioreactor skid within the bioreactor room allows operat-
ing staff to troubleshoot the equipment much more efficiently. There is an efficiency
loss when skids are located in an adjoining room due to the redundancy of staff, and
the communication which must take place.

The use of controlled unclassified (gray space) is illustrated in Fig. 15. This
figure shows such an adjacent mechanical area supporting the bioreactors, with a
split skid design.

This approach has become widely accepted, and removes a great deal of piping,
valves, and instrumentation from the clean envelope, allowing for easier wipe downs
and sanitization.

Finally, Fig. 16 shows such an approach where the use of grey space or controlled
unclassified space is maximized. This approach has the bioreactor support skids, and the
majority of the vessel outside of the clean envelope, with only the probes and sample
points within a clean room. This approach has been implemented on several very large-
scale cell culture facilities, and the design does minimize the clean envelope space.

Construction Approach and Modularization

One of the biggest opportunities in current design of large-scale cell culture facilities
is the use of modularization during the design and construction phase. Modulariza-

Figure 14 Critical process equipment within the clean envelope.
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Figure 16 Use of gray space or controlled unclassified space, with the bioreactor support
skids, and the majority of the vessel outside of the clean envelope.

Figure 15 An adjacent mechanical area supports the bioreactors, using a split skid design to
remove piping and utility skids outside the area.
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tion offers significantly accelerated schedules, and significantly greater quality con-
trol due to the controlled fabrication in a shop environment as opposed to the field
conditions at a construction site. To maximize its benefits, modularization must be
integrated into the design phase, such that the design and fabrication of the modules
are accelerated and they are delivered shortly after the building is closed in. In a tra-
ditional construction schedule, the platforms and tanks would normally be delivered
at this same point, and all of the hygienic piping would then be field-fabricated.
Modularization looks to fabricate the biggest pieces of the project feasible, with par-
tial disassembly to accommodate over the road shipping. While modular construc-
tion has been very successfully applied in the petrochemical industry for years, the
biopharmaceutical industry’s use was essentially nonexistent till just a few years
ago. The first significant projects to use modularization widely was the Biogen’s
Large Scale Manufacturing facility in RTP, North Carolina. Figure 17 shows a
photograph of the buffer hold modules from another project, Biogen-IDEC’s new
manufacturing facility located in Oceanside, California (photo courtesy of Biogen-
IDEC and Paul Mueller Co.). This module featured 22 tanks on four platforms with
all interconnecting piping.

EQUIPMENT AND STERILE PIPING DESIGN

Cleanability and Deadlegs

The proper installation of sterile or hygienic piping is critical to the ability to clean
and sterilize that piping. As is often the case, the devil is in the details, and details

Figure 17 Rendering of buffer hold module for Biogen-IDEC’s NIMO facility in Oceanside,
CA. (Courtesy of Biogen Idec.) (See color insert p. 10.)
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in piping systems can make or break the projects operational success and=or
construction budget. Care must be taken in the selection of the hygienic valves,
and extreme care must be taken in the design and installation of the piping. Deadlegs
are sections of pipe without throughflow during CIP or SIP, such as branches off of
main lines. The 3A Sanitary Standards (16), developed for dairy industry, provide
guidelines and standards for hygienic equipment for the food and dairy industries.
These had been followed by the biopharmaceutical industry in its early years from
a lack of a more appropriate standard. The American Society of Mechanical Engi-
neers (ASME) has developed and published such standards in their ASME Biopro-
cessing Equipment (BPE), with the most recent revision being published in 2002 (17).
The development of the ASME BPE represents a very significant advancement in
presenting good design practices, and standards, and is now an American National
Standard. These standards, based on best technology and practices of the day, estab-
lished a guideline of deadlegs being less than six-pipe diameters from the center of
the main line to the end of the deadleg such as the clamped cap as shown below,
or weir of a diaphragm valve. In the biopharm industry experience showed this to
be too great of a deadleg length and companies would set their own internal stan-
dards to a closer dimension. Subsequent research laboratory studies and computa-
tional fluid dynamics studies, have found that deadlegs must be considerably
shorter to ensure cleanability. The ASME BPE-2002 suggests, in section
SD-3.11.1, a target L:D ratio of 2:1 from the inside wall of the mainline as the recom-
mended practice (Fig. 18). This is felt to be achievable in most, although perhaps not
all, situations.

The design of valves have progressed tremendously in the last decade, with the
wide use of computer controlled machining. This has allowed multiple valves to be
machined in a very tight configurations which minimize deadlegs. As an example, a
traditional ported valve assembly would result in significant deadlegs. The more
recent machined versions of this assembly would have the weir of the branch valve
right at the edge of the main line, eliminating the deadleg. These valves can be very
important in critical sterility systems, chromatography systems and in process sys-
tems where product loss may be a significant issue. It should be remembered that

Figure 18 Traditional recommendation of maximum Deadlegs (< 6D)—now regarded as
unacceptable practice, and ASME BPE’s recommendation of a target of less than two-pipe
diameters—which is the current recommended practice.
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some of these therapeutics have values in the thousands of dollars per dose (typically
only a few milliliters or less).

Figure 19 shows hold-up of branch valves. The traditional approach using
ported valves, or branch Tees, results in substantial deadlegs, while newer appro-
aches use a so-called ‘‘zero-static’’ machined valves have the valve weir located flush
with the interior of the pipe. This results in no deadleg.

The flowrate required to clean transfer lines is often a point of discussion.
Initial thoughts would suggest that the flowrate only needs to be sufficient to be in
the turbulent regime. This may only require a flowrate of <1 ft=sec in larger pipe-
lines. The problem which arises is removing entrained air, particularly in any vertical
lines. During CIP, it is important to have a high enough flowrate to overcome the
buoyancy of entrained air in vertical lines. It is also helpful to have the flow from
lowest to highest so that the lines are fully flooded, and entrained air goes with flow
rather than trying to buoyantly rise against the flow direction in vertical segments.

In an interesting study by Haga et al. (18), the cleanability of deadlegs was
examined, and parameters were established to provide an approximate guide for
the flowrates required to clean branch deadlegs. Figure 20 shows this. It might be
noted that at the six-pipe diameter for a deadleg, the required flowrate is 1.5m=s
which is approximately 5 ft=sec.

Drainability and Sterilization

Dead legs are segments of piping, typically located at a branch point, where the pro-
duct or cleaning solution do not flow through, and as a result are stagnant pockets. If
these sections are to be cleaned, the cleaning solution must develop sufficient turbu-
lence at the branch point that even the farthest point in the dead leg section will see
adequate mixing.

The proper installation of sterile or hygienic piping is critical to the cleanability
and sterilizability of the piping system. All piping must be pitched to a low-point
drain with sufficient pitch to allow condensate to roll down the pipe during steriliza-
tion processes. The routing of the piping must ensure that any low points are
provided with low-point valves and traps as necessary. The ASME BPE-2002
(SD-3.12.1) lists slopes for process lines which vary from 1=16 in. per foot for very
long runs (such as in a pipe-rack), to 1=8 in. to

1=4 in. per foot for short runs. ASME

Figure 19 Hold-up of branch valves.
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further recommends 1=4 in. per foot for slopes on process pipe runs on skidded
equipment.

One thing which is sometimes overlooked is the care with which valves must
be installed. The design of diaphragm valves requires their installation at what is
called their ‘‘Self-Draining Angle.’’ This is sometimes indicated by a ‘‘hash’’ mark
or engraving at the top dead center of the exit or entrance tubing. These markings
should not be trusted, because it requires the welder to orient the valve by eye, and
no human has an eye which can accurately spot that orientation exactly at top
dead center. Rolling the valves too far results in the widening of the diaphragm
to form a puddle. Figure 21 demonstrates valve angles and resulting hold-up at
weir or behind weir. The proper angle is critical to prevent either puddling at
the valve if it is overrotated, or pooling behind the weir if the valve is under
rotated and acts as a dam in holding liquid from draining. Of the two, under rotat-
ing and backing up condensate or material in the line is the more serious situation.
It is important to note that the angle is valve model-specific, size-specific, and man-
ufacture-specific. These angles may also conceivably change from year to year with
minor manufacturing or valve design changes, and it is critical that installers be
provided with a table of the relevant valve models, size, and required installation
angles. A digital protractor is the most accurate means of measuring the angle, and
the accuracy should be one digit beyond the required installation accuracy. The
author has personally seen hundreds of valves cut out because the welders were
unaware that hash marks were not sufficiently accurate for installation angles,
or their means of measurement were inadequate. Hash marks should not to be
trusted.

Figure 20 Flow rates required to clean deadlegs of different L=D ratios [From Ref. (18).].
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As in cleanability, the length of deadlegs has a significant effect on the ability to
sterilize a line. The issue in this is the heat transfer from the main line to the most
distant point of the deadleg branch, and the heating up of the stainless steel at the
far end of the deadleg (19).

Passivation

Passivation is a chemical treatment=cleaning process that removes exogenous iron or
iron compounds from the surface of stainless steel piping and equipment by the use
of a mild oxidant, such as a nitric acid solution, or a chelating solution. The purpose
of passivation is to restore or enhance the formation of the chemically inert surface or
protective passive film. A passive oxide film forms naturally on a stainless steel sur-
face when exposed to air or similar oxidizing environment. This passive oxide film
protects the underlying metal from corrosion. The ratio of chromium to iron is a
measure of corrosion resistance.

Welding disturbs the passive layer by reducing the chromium and increasing
the iron, thus altering the chromium=iron ratio and the weld and adjacent weld
affected area must be repassivated (20).

A surface which has not been passivated may have active sites where corrosion
can occur. Such active sites are caused by metal contaminants. Surface contaminants
can be readily removed or treated, however, subsurface contaminants or severely
embedded surface contaminants will require physical removal by mechanical polish-
ing prior to passivation. In order to be effective the piping or equipment must be
thoroughly cleaned and degreased prior to passivation.

Normal operating conditions in typical WFI, clean steam, reverse osmosis, deio-
nized water, CIP, and process piping systems often lead to formation of a mild corro-
sion called rouge. Rouge is the most common form of self catalyzing corrosion and is a
colloidal form of rust containing iron oxide, chromium and nickel in various forms.
Rouge formation is accentuated by high temperature. Rouge (French for ‘‘red’’) varies

Figure 21 Valve angles and resulting hold-up at weir or behind weir.
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in color from pink to red, brown, golden, or colors in between. Rouge formed in one
spot in a system, such as a pump impeller, can be spread throughout the system.

PROCESS UTILITY SYSTEMS

Purified Water (Water for Injection and USP Purified Water)

The water used in biopharmaceutical manufacturing must be appropriate for the
process step. There is a central theme of the ISPE’s Baseline Guide for Purified
Water Systems (21), which emphasizes the use of an appropriate grade of water
for the particular task or process requirements. There is not an absolute list of what
should be used where, and this must established by the manufacturer. Overly conser-
vative use of WFI for all users may result in a more expensive system, and higher
operating and QC monitoring costs. In smaller facilities there is often a trade-off
where the greater cost of WFI is traded off with having a single distribution loop
rather than, for example, have an additional USP purified water loop. The reader
is strongly encouraged to read this Baseline Guide for Purified Water Systems, as
well as the ISPE’s other Baseline Guides.

Water for injection may be generated by a variety of means including multiple
effect still, vapor compression stills, or reverse osmosis. The European Union has
recently provided guidance that WFI may only be produced by distillation. The
use of reverse osmosis, while not disallowed by the FDA, is subject to much higher
scrutiny due to the risk of contamination in these systems unless they can be heat
sanitized routinely. There is no requirement that USP Purified Water be used as
a feed for the WFI generation equipment. The choice of feedwater pretreatment
should be based on the WFI generation equipment’s specific requirements. The high
temperatures of multieffect stills requires a suitable pretreatment to remove water
contaminants which might otherwise scale or foul the heat transfer surfaces. Vapor
compression stills require only softened water as a feed due to the lower tempera-
tures in those stills. The outlet from the generator unit should include instrumenta-
tion for monitoring of pH and conductivity. During the start-up period, water not
meeting specifications is diverted to the drain.

In addition to the WFI generation equipment, the WFI system includes an
insulated storage tank(s), pump(s), distribution piping, loop reheat heat exchanger,
and controls. All metal WFI contact surfaces is generally 316L SS with a surface
finish of 15–20=m in. Ra. All elastomeric components need to comply with USP
Class VI requirements for extractables.

Figure 22 shows typical hot WFI loop using a jacket for temperature control.
The temperature of the WFI system should be based on the process requirements.
Cleaning operations require hot final rinses, while buffer or media prep will require
ambient WFI. Ambient systems must be sanitized regularly to control the microbial
counts. Typically ambient WFI systems are sanitized once a day at temperatures
above 80�C. Hot WFI systems are typically maintained above 80�C.

Design of the storage and distribution systems must include sanitizing capabil-
ity, sloped piping, an absence of deadlegs through the extensive use of zero deadleg
valves, a recirculating piping loop, low-point drains and sample valves. Design
flow rates are set in order to maintain turbulence, and generally are approximately
5 ft=sec. Distribution pumps are usually controlled via a variable frequency drive
(VFD) by a loop mounted pressure transmitter. Flow control is usually achieved
through the use of a dual range-controlled diaphragm valve. Alarms are provided
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for temperature, pressure, low flow, and conductivity. All critical parameters should
be monitored and recorded. The United States Pharmacopia (22) requires the mea-
surement of total organic carbon (TOC) as one of the critical quality parameters for
purified water and WFI. In one approach, a manifolded TOC monitor is used to
allow multiple sanitary systems (USP, WFI and Clean Steam) to be monitored
on-line. Alternately, samples are often be taken and measured off-line.

WFI must be sampled during validation and on an ongoing basis. The system
should be designed to allow the collection of samples for this purpose. Equipment
that has been directly connected to the WFI system, i.e., Glassware Washers,
Stopper Processors, etc. must be designed with an integral sample valve as part of
the point of use valve. This may present difficulties due to the height at which these
WFI valves are usually located above these and other pieces of equipment. Provi-
sions should be taken to route the sample line to a reasonable height for sampling,
although more extensive flushing will be required. Movable equipment is connected
to the WFI system by flexible hose, in which case a separate sample valve is not
required. Sampling at these points shall be done by removing the connection at
the equipment end, flushing the hose for a period of time and then collecting a sam-
ple. It is usually advisable to minimize WFI points of use in order to control the
amount of environmental water sampling routinely required. Unless multiple drops
are absolutely required in a particular room, it is not like adding a simple sink—there
are long-term implications, and thought needs to be taken.

Purified Water standards (along with WFI) are dictated in the United States by
the U.S. Pharmacopia (USP). USP Purified Water can be generated by a several
methods, but is usually generated using standard water pretreatment systems, reverse
osmosis, and deionization. The pretreatment system design depends upon the inlet
source water, and usually consists of multimedia filters, softeners, a heat exchanger,
and a chlorine removal system. Chlorine removal may be done using activated car-
bon beds or using sodium metabisulfite addition. The use of activated carbon can be

Figure 22 Typical hot WFI loops using a jacket for temperature control.
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problematic due to issues with microbial growth on the activated carbon bed and
the resulting need to regularly sanitize the bed. The use of sodium metabisulfite
avoids this problem and any residual chemicals are rejected by the reverse osmosis
membranes.

Continuous electrodeionization (CDI) has gained wider acceptance and is now
often used in place of traditional ion exchange deionizers. The choice of CDI is often
driven as a result of the regeneration not requiring chemicals.

The outlet from the deionization system includes monitoring of pH and con-
ductivity with water not meeting requirements being diverted to the sanitary waste
system. The tank and loop for a USP water system could be stainless steel or plastic,
but the materials of construction must not compromise the quality of USP water.
Although not required, all contact surfaces usually 316L SS with a suitable surface
finish such as 20–35 m in. Ra. Stainless steel distribution systems are preferred due to
the need to periodically sanitize the loops to control bioburden.

Design of the distribution systems for USP Purified water is similar to that of
WFI, and should include sanitization capability, sloped piping, absence of deadlegs,
recirculating piping, low-point drains, and sample valves.

The system should be designed for sanitization. Usually this is done heating the
loop to elevated temperature (80�C) for sanitization at regular intervals. Either the sto-
rage tank should be jacketed to allow heating, or a heat exchanger should be provided
in the USP circulating loop. The USP Purified Water storage tank should be sized to
allow selected utilities such as the clean steam system to operate for perhaps 12 hr with-
out any USP Purified water production. This allows down time and maintenance and
servicing of the USP generation equipment without shutting down the facility.

Biowaste Inactivation System

Biopharm facilities may or may not require a biowaste inactivation system depend-
ing upon the biohazard risk and corresponding biocontainment level. Most simple
cell culture-based biotherapeutic processes which utilize cell lines such as CHO, will
have a biosafety level of Good Large Scale Practices (GLSP). This does not require
inactivation prior to disposal. However, some local municipalities or state plumbing
codes may require inactivation prior to disposal. While it is resisted from a cost
standpoint, it is usually a very good design practice to design the waste drain systems
with this possible need in mind, even if the lines may be tied together just prior to
exiting the building. Usually a deep pit should be provided for a collection tank,
as well as a location for the actual treatment inactivation system. Inactivation is
based upon the organism sensitivity. For a simple CHO cell line this is quite low,
and for a short time period. If it were for a viral vaccine process, it may be for a quite
elevated temperature for a longer time period.

As an example of the reasons for anticipating, a large-scale manufacturing
facility had a last-minute change which would introduce a new product to the facility.
The facility was originally designed as GLSP, and the new product was nominally a
BL1-LS process. This required some modifications of the drain collection systems to
accommodate the segregation of the contained waste lines form the bioreactors and
recovery areas from the remainder of the facility waste streams. A lesson from this
should be to examine the range of process and organisms, and design a little beyond
where you feel you will be operating; designing in some flexibility to be able to modify
the facility without major problems (which underground drain systems would be!).
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Backup or Standby Power

Standby power should be considered distinct from emergency (life-safety related)
power. Standby power is a backup system which is provided for economic reasons
in order to minimize the losses which might otherwise occur with a power outage.
Standby power is used to provide back-up for critical equipment such as freezers,
refrigerators, bioreactors, control systems, incubators, as well as HVAC pressuriza-
tion. In a manufacturing facility the difficulty comes in when users want the entire
facility on back-up power. It is often impractical to have building chillers on standby
power due to their huge electrical draws. Standby generators are generally provided
as diesel or natural gas driven electrical generator, depending upon the size. In some
situations a facility is located where dual electrical feeds may be available, and a
standby generator may be either unnecessary or significantly smaller. In other situa-
tions companies having large sites may utilize cogeneration of steam and electricity.
The availability of cogeneration provides the electrical back-up, since the building
would have a normal electrical hookup as well.

Uninterruptible Power Supply Power

Uninterruptible power supply (UPS) power supplies utilize battery systems to pro-
vide fully uninterruptible power. UPS is provided to critical control systems and pro-
cess equipment which cannot tolerate any power outages, as well as any data
recording systems and chart recorders which document temperatures in freezers
and refrigerators. UPS power covers the few seconds of power outage while the
back-up generators come up to speed. It does not replace backup or standby power.
If a skid has a large motor and control panel, the UPS power may be connected to
the control panel, and stand-by power may (or may not) be connected to the skid
motor. The important issue is having uninterrupted recording of the process para-
meters and environmental conditions.
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Production of Proteins by Transient
Expression

Alain R. Bernard
Serono Pharmaceutical Research Institute, Geneva, Switzerland

INTRODUCTION

Historically, the first observation that transfected heterologous DNA may translate
into protein in a controlled way in a mammalian cell environment was by transient
expression (1,2). Following this achievement, the search for novel genes and their
associated gene product has been the major driving force for the development of sev-
eral powerful transient expression systems. The complete sequencing of the human
genome has then started the expected race to the next, more interesting level: the
complete human proteome, comprising tens of thousands of gene products. Clearly,
today, only a minority of these gene products is fully understood in terms of their
biochemical and biological function. Transient gene expression bridges these two
worlds in the most efficient manner. Nowadays, several transient expression systems
have matured and are as diverse as direct DNA transfection into mammalian cells,
recombinant virus infection, injection of Xenopus oocytes with mRNA or complete
in-vitro coupled transcription–translation. Whereas functional expression of large
cDNA libraries has allowed the cloning of many new genes by their function, the
analysis of the gene products themselves, i.e., the corresponding proteins, however
has lagged behind because of the lack of efficient, quick and easy ways of producing
sufficient amounts.

All transient expression methods have historically been introduced and
designed for small-scale operations (petri dish or tissue culture flasks). However,
the emphasis of recent developments has been on the throughput, scale-up and the
application of these laboratory methods to large-scale production systems. The most
developed methods can now be operated at pilot bioreactor scale.

The ability to express rapidly and reproducibly one or several recombinant
genes in an eukaryotic cell environment and to produce large amounts of the gene
product is now established. This has prompted several laboratories to implement
ambitious programs to express thousands of unknown DNA sequences in a mamma-
lian cell host in order to obtain sufficient protein amount to carry out a functional
biological analysis. This article reviews the most advanced transient expression meth-
ods that can be used on a large scale for the production of recombinant proteins of
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pharmaceutical interest for in vitro biological, biochemical, animal and human stu-
dies. A recent review also describes experimental protocols in more detail (3). The
various methods presently available are classified according to the vector used: plas-
mid DNA, or viruses. Several of the vectors used in transient expression are also
used in gene therapy applications, but we will restrict the scope of this review to
the production of recombinant proteins in cell cultures.

STABLE VS. TRANSIENT EXPRESSION

Stable Expression

Methods for stable expression of heterologous genes in mammalian cells have been
available and optimized for many years and presently form the basis for the develop-
ment and manufacturing of most novel biopharmaceuticals production in cell culture.

Expression levels achieved by stable expression can reach values in the gram=
liter range of the target protein in particular when expressing antibodies (4–7). These
levels are much higher than those reported by transient expression (8–13). This is due
to several combined actions such as amplification of the heterologous gene to high
copy numbers, integration into targeted, transcriptionally active regions, several
rounds of selection of high producer clones.

Nevertheless, the time required for the construction and isolation of an opti-
mal, stable recombinant cell line remains as a major drawback and bottleneck of
the methodology. By definition, a stable cell line, in which the heterologous DNA
has integrated into the host genome and is maintained throughout many generations,
requires an extensive time (6months to a year) to generate a stable clone and to
demonstrate that it has the required properties of clonality, integration and stability
of high expression.

Transient Expression

On the contrary, the short time lines of most transient expression systems have made
them attractive for producing human or mammalian recombinant proteins, mainly
for research purposes (Fig. 1) In this type of methodology, the expression is exploited
immediately after introduction of the foreign DNA into the cell. The cell line usually
loses its ability to express the target protein with time. The transfected or infected
cells are used for a limited life span. The heterologous DNA is usually not integrated
into the host genome. It may be maintained inside the cell as an autonomous repli-
con or as part of a virus. It may also be delivered as a nonreplicating entity (see
Alphavirus Vectors), in which case it is rapidly lost by the cell. Therefore, the two
systems (stable vs. transient) are really by nature very different. Table 1 summarizes
the main similarities and differences. Nevertheless the applicability of transient gene
expression to the production of therapeutic proteins for clinical purposes should,
technically, be feasible but remains still to be demonstrated and the associated reg-
ulatory issues raised by such a different concept need to be discussed.

CELL HOSTS

Three cell types have been most frequently used for transient expression: HEK-293,
COS and BHK cells. More work on CHO is currently in progress. COS cells are the
most widely used host for transient expression at small scale (petri dish). Derived
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from green monkey kidney cells (CV-1) they were transformed with an origin defec-
tive SV40 virus (14). Historically, three similar cell lines: COS-1, COS-3, COS-7 were
generated. The cells express high levels of the wild type SV40 large tumor (T) anti-
gen, an early gene product of 100 bp, which binds to the vector DNA at the origin of
replication and allows the host-cell polymerase to run repetitive cycles of DNA repli-
cation. As a consequence, plasmids carrying the SV40 origin are maintained in the
cell at high copy number (104–105 copies per cell), giving rise to abundant mRNA
and yielding high level recombinant gene expression. COS cells are known to express
for up to 1week post-transfection, with peak protein production between 48 and
72 hr post-transfection.

Figure 1 Transient expression timings. The average times for the various step operations
have been estimated for each system. Time 0 corresponds to the availability of the expression
vector (whether virus or nucleic acid). Repetitive operations are indicated by leaving some
empty time between each of them. Baculovirus technology is used for comparative purposes.
(See color insert p. 11.)

Table 1 Stable and Transient Expression Features

Stable cell lines Transient

Time Months Days
Stability of expression Good Variable
Host cells CHO, NS0 CHO, HEK293,

BHK, COS, HKB11
Expression level Gram=L 1–10mg=L
Post-translational modifications Rodent-like Rodent, simian or human
Main applications Therapeutic

proteins
Biochemical research

and functional genomics
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Lusky and Botchan (15) were the first to use the large T antigen expressing COS in
combination with an SV40 origin containing plasmid for the identification of DNA
transcription sequences. In 1982, the COS cell expression system was used for the first
time by Rose and Bergmann to express cell surface and secreted proteins such as vesi-
cular stomatitis virus glycoprotein (16). Subsequent applications by numerous other
investigators demonstrated that the COS cell expression system generally yields biologi-
cally active proteins. The cells are readily available from public collections (ATCC,
ECACC) and are efficiently transfected. Cultivation of these adherent cells does not pose
any major problem, even for large-scale cultures. HEK-293 cells (human embryonic kid-
ney fibroblasts, ATCC CRL-1573) provide an alternative to COS cells (17). It is a
permanent line of primary human embryonic kidney transformed by sheared human
adenovirus type 5 (Ad 5) DNA. The 293=SF isolate (ATCC CRL-1573-1) was derived
from its parent after adaptation to growth in serum-free medium. Their human origin
and robustness has motivated the development of several specific tools such as expres-
sion vectors and culturemedia and conditions. A number ofHEK-293 cell isolates, some
of them modified genetically, are useful for transient expression: HEK-293T are cells
that express the SV-40 large T antigen (18), HEK 293 EBNA express the nuclear antigen
fromEpstein–Barr virus EBNA (10). To facilitate large-scale operations, HEK-293 have
been adapted to suspension (19,20). However, frequently, these cells grow as small
aggregates in suspension. Adapting these ‘‘difficult’’ cells to suspension growth is due
to the development of specialized media (21–23) in which cell aggregation can be
controlled to less than 20 cells per aggregate.

BHK cells were originally isolated by polyoma transformation of hamster cells
(24,25) and were extensively used as substrates for virus propagation for vaccine and
more generally for viral mediated expression. It is also considered as a useful host
cell for stable expression (26,27).

Surprisingly, CHO cells, while probably the most widely used host for stable
expression of proteins, have not been used frequently so far mostly because of low
transfection efficiencies and absence of robustness during transfection. However, this
was probably duemore to a lack of specific tools and efforts to understand the require-
ments of these cells when used for transient gene expression rather than to an intrinsic
cellular property. In fact by engineering an anti-apoptosis dominant negative muta-
tion, caspase 9-DN into a standard CHO host cell, it was recently shown that cell via-
bility is no longer adversely affected by high levels of transfection reagents (11).

Other recent studies have been done with a new host cell line HKBl1 is a
somatic human hybrid cell line of HEK-293 and 2B8 (a derivative of Burkitt’s
lymphoma cell line). HKBl1 cells grow well as a suspension culture with small loose
aggregates under serum-free conditions. HKBl1 cells can be transfected with high
efficiency and secrete high levels of proteins with human-specific glycosylation pro-
files (28). Recent studies suggest that host cells such as COS, CV-1, and HEK-293
cells demonstrate higher expression of the target gene when overexpressing wild-type
PKB concomitantly. This results in an improved recombinant protein titer, up to
threefold when using three different secreted proteins as reporters (29).

VECTORS FOR TRANSIENT EXPRESSION

Plasmid Expression Vectors

Introducing the heterologous target gene into the cell via plasmid DNA is the most
straightforward approach (30). The best transfection methods commonly achieve
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transfection efficiencies of more than 70% and thus guarantee satisfactory expression
levels.

Attempts to transiently express recombinant proteins from plasmid vectors
were originally performed with ‘‘conventional’’ expression vectors that contain
strong viral promoters, such as SV40 or CMV (8,10,31,32). More recently, at least
one nonviral promoter, the EF-1 promoter (elongation factor 1) (33,34) has demon-
strated its utility and efficiency (35–37).

Appropriate vectors can provide extended maintenance of plasmids in cells.
These vectors are used in combination with hosts that are themselves previously
engineered to express elements that promote episomal plasmid replication, such as
the large T-antigen from SV40 (see Cell Hosts). In this case, the plasmid carries
the origin of replication from SV40. In another approach, the transfected plasmid
may carry a second expression cassette (in addition to the gene of interest) for the
large T-antigen. Experience in some laboratories (8) indicates that this approach
improves recombinant protein production three- to fivefold.

Today, many SV40T antigen dependent vectors (e.g., ATCC 37192, 37193,
53100) are available for gene expression with COS cells. Typical plasmids for COS
transient expression carry the following major components:

� the SV40 origin for plasmid replication
� appropriate promoter, enhancer, and polyadenylation sequences
� a prokaryotic origin of replication
� a prokaryotic selectable marker
� unique restriction sites for target gene subcloning.

Epstein–Barr virus transformed cell lines expressing the EBV nuclear antigen-1
(EBNA-1) replicate transfected plasmids carrying the replication origin region (OriP)
from EBV. As a consequence, they express the subcloned gene, in a similar way to
the COS cell-based system. Both genomic and cDNA sequences can be expressed
in this system. EBV vectors replicate episomally in the nucleus, and, under certain
conditions, can be maintained by the cells upon prolonged passage, thus providing
a way of obtaining either transient or stable expression of the recombinant protein.
In addition, and just like with the SV40T antigen expression described above, incor-
poration of the coding sequence for EBNA-1 on the expression vector yields a self-
replicating expression plasmid, which can be autonomously maintained under selec-
tion pressure. Newly developed improvements include a vector where the CMV
enhancer=promoter (CMVe=p) is controlled by transactivating elements. This vector
was designated as TT-oriP expression vector. The expression vector comprises two
key functional elements, oriP for plasmid maintenance and HIV-1 Tat=TAR trans-
activator element for protein expression. This expression vector, when used in HKBl
1 cells (see Cell Hosts), has been shown to sustain high levels of protein production
over up to 10 days (28,38).

Alphavirus Vectors

Sindbis Virus (SIN) or the Semliki Forest Virus (SFV) are the alphaviruses most
commonly used as vectors for heterologous expression (39). They are very small
(40–50 nm) enveloped viruses containing single stranded RNA of positive polarity.
After entering the cell, the 50 two-thirds of the RNA is translated into precursors
of four nonstructural proteins (nsPl–nsP4). The transcriptase, a key nonstructural
protein produces a negative strand copy of the RNA genome. This negative strand
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then serves as a template for the generation of positive strand RNA copies. The 30

third of the genome codes for the viral structural proteins, i.e., the capsid (C) and
two membrane proteins p62 and El. Once expressed, the capsid protein packages
the genomic RNA within the cytoplasm. The membrane proteins are translocated
into the ER, where they form heterodimers and allow virus budding from the cell
surface (39,40). The released infectious virus particles can then be taken up by other
cells via receptor mediated endocytosis. This type of virus infects a wide range of
mammalian cells and eventually leads to cell death within 24–48 hr post-infection.

The high level expression that these viruses allow and their broad host range
have made them particularly attractive for functional studies and investigation of
the biological role of proteins (41). The exploitation of such viral vectors was origin-
ally developed by Liljeström and Garoff (Fig. 2) who split the SFV genome into two
plasmids: pSFV1 and pSFV-Helper (42). pSFV1, the cloning vector, harbors the
replicase genes and a multiple cloning site where the heterologous gene is inserted,
under control of the 26S promoter. pSFV-Helper, the helper vector, encodes the
structural proteins of the virus. In a variant version of the helper vector pSFV-Help-
erII, three point mutations were introduced into the spike protein encoding gene
p62. This modification was made to increase the level of biological safety (43).
The mutation prevents the natural proteolytic processing of the spike protein into
an active protein that mediates virus entry into the cell thereby rendering the virus
non-infectious. After packaging, the spike protein can then be processed in a

Figure 2 Semliki Forest virus expression vectors pSFVl-3 (panel a) and pSFV-Helperl plas-
mids (panel b). Construction of the SFV expression plasmids were done by deleting most of
the coding regions for the structural proteins (C, p62, 6K, El) from the cDNA clone which
is spanning the complete SFV genome. The vectors retain the promoter region of the 26S sub-
genomic RNA (at the end of the nsP4 region) and the last 49 amino acids of the El protein as
well as the complete noncoding 30 end of the SFV genome. Downstream of the 26S promoter a
polylinker (BamHI, XmaI, SmaI) was introduced. The SP6 promoter, which is followed by the
replicase (nsPl–nsP4) allows in vitro generation of full-length SFV RNA transcripts. The
eukaryotic origin of replication (ori) and the antibiotic resistance (Ap) allow for plasmid pro-
duction in Escherichia coli. A unique SpeI restriction site was inserted for plasmid lineariza-
tion. The pSFV-Helperl represents the SFV genome cDNA being deleted of most of the
nonstructural regions but carrying all the structural genes (C, p62, 6K, El).The pSFV-Helper2
code for a cleavage-deficient variant of the spike protein. Reprinted from Ref 39 with permis-
sion of Nature-Biotechnology, NY.
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controlled manner by chymotrypsin cleavage thus restoring full infectivity of the
virus stock (43).

The extremely efficient SFV 26S promoter and the high number of copies of
RNA (approximately 200,000) per infected cell lead to high expression levels.
Recombinant proteins are produced with post-translational modifications conferred
by the specific processing capacities of the host cell that the virus infects (44–47) and
the system has been scaled up to stirred tank reactor scale (48).

RNA generated in vitro from the cloning vector has also been used as a stand-
alone expression vector by direct transfection of cells. This method was shown to
lead to subsequent expression of the heterologous gene of interest (49). This
approach, although less efficient than recombinant packaged SFV particles, is well
suited to the expression of oncogenes and other hazardous genes and also potentially
to cell or gene therapy.

Adenovirus Vectors

Isolated in the early 1950s, adenoviruses have more recently received a renewed
interest for their use as vectors for DNA delivery to cells in vivo in gene therapy
applications, as potential vaccine vectors or as expression vectors for heterologous
genes expression in vitro.

The extensive knowledge accumulated over the years on adenovirus transcrip-
tion regulation allowed the engineering of adenovirus vectors modified for heterolo-
gous expression (50,51). The adenovirus life cycle is composed of several phases. In
the early phase, regions E1–E4 and L1 of the linear double-stranded DNA (36 kb
total length) are actively transcribed from the early (E) and major late promoters
(MLP), respectively (50). In the following phase, infection is followed by viral repli-
cation 8 hr later, and host transcription and translation are gradually shut-off as the
cycle progresses to the late phase of infection. In this phase, late transcripts from the
MLP, L2–L5 are synthesized, together with structural proteins. The MLP promoter
drives high levels of expression of these late proteins and they can account for up to
50% of cellular protein mass. The cycle then continues with cell death and release of
high virus titers (108–109 pfu=mL) in the extracellular medium. These infectious par-
ticles can in turn infect more cells and the cycle repeats.

For recombinant expression purposes, the early regions El and E3 were
deleted. This renders the virus replication incompetent and this function must then
be provided in trans by the host cell. Replication competent cell lines have been engi-
neered from HEK-293 specifically to provide that function (17,52). An expression
cassette was set in place of the deleted El region. In the cassette, the recombinant
gene is placed under control of an additional (or ectopic) MLP or under control
of an exogenous promoter such as CMV (53). More recently, a new series of vectors,
pAdBM5 was constructed (54) with enhancers added to the ectopic MLP region.
Late promoters are preferred for yielding high level of protein expression whereas
an early or compound early=late promoter may be chosen when the infection cyto-
pathic effect has to be minimized (for functional studies for example) (51).

Vaccinia Vectors

The vaccinia virus genome is composed of a double-stranded DNA of nearly
200,000 bp and is replicating in the cytoplasm of the host cell (55). Infection of cells
with the vaccinia virus leads to the production of up to 5000 virus particles per cell.
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For heterologous gene expression applications, the recombinant gene of interest is
placed under the control of a vaccinia promoter.

Integration of the foreign gene can be accomplished by one of three methods:
homologous recombination, direct cloning or by constructing a hybrid of vaccinia
with the bacteriophage T7 RNA polymerase.

The generation of a recombinant vaccinia virus by homologous recombination
is usually done in three steps: (1) Subcloning cDNA into a plasmid next to a vaccinia
promoter, flanked by nonessential vaccinia gene sequences, (2) Recombining into the
vaccinia genome: cell infection with wild type vaccinia virus and transfection of
recombinant plasmid, and (3) Screening for recombinant virus.

Direct cloning is performed by inserting the target cDNA into a unique restric-
tion site of the vaccinia virus genome. The genome is then packaged by transfecting
helper cells (fowl pox virus-infected cells).

High level expression can also be achieved with the vaccinia virus-T7 RNA poly-
merase hybrid system. This system relies on the cytoplasmic expression of the bacter-
iophage T7 RNA polymerase, e.g., by a stable transfected cell line. The recombinant
gene is inserted into a vaccinia virus under the control of the T7 RNA polymerase
promoter. To provide the T7 polymerase, either constitutively expressing cells are
infected or cells are co-transfected with a polymerase expressing vaccinia virus.

The vaccinia expression system has been used extensively for HIV vaccine pre-
parations and human prothrombin (Table 2).

PLASMID DNA-MEDIATED EXPRESSION

Vehicle Systems

Calcium phosphate (56), polyethyleneimine=DNA complexes (PEI) (57), electro-
poration (58,59), DEAE Dextran (60) and lipofection (61,62) are some of the most
conventional vehicles=approaches for cell transfection and subsequent transient gene
expression. In addition, other methods have been described such as receptor-
mediated endocytosis, protoplast fusion, poly-lysine and polybrene-mediated trans-
fection. Direct DNA injection into cells with the gene gun (bombardment with
DNA-coated gold particles) is used in special applications where cells are difficult
to transfect or for certain electrophysiology studies. DNA complexed in some form
to cationic molecules such as PEI is convenient and cost effective for large-scale
operations. A combination of dioleoylmellitin (DOM) and PEI increases stability
of the DNA–PEI complexes and subsequently increases expression levels
(23,63,64). New transfection reagents such as RO1539 are also regularly designed
and tested (65). The RO1539 reagent, reportedly not toxic to cells, generates high
transfection efficiency in different cell lines at low DNA concentration (0.2 mg=mL)
(66). Lipofectamine20002 and RO1539 are reported to result in highly efficient

Table 2 Vaccinia Large-scale Productions

Scale (L) Host cells Company Product Reference

150 BHK Pasteur Merieux HIV-1 rgpl60 96
1200 VERO Immuno AG HIV-1 gpl60 97
1200 VERO Immuno AG Human prothrombin 98

[From Ref. (3).]
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transfections. Both reagents show very similar high expression levels of secreted
alkaline phosphatase used as a model reporter gene, however the cell toxicity is mini-
mized with RO1539.

Generally, medium composition, environment and cell physiological states
need to be optimized for each transfection reagent in order to maximize the transfec-
tion and expression efficiency.

The transfection methods described above can be applied to cells grown either
in adherent or suspension mode. For cells grown in suspension, they have been used
at scales up to about 100L bioreactors (67). Expression levels of 1–10mg=L of pro-
duct have been reported for secreted proteins, corresponding to specific productiv-
ities of about 0.1–1 pg=cell=day.

Elegant studies elucidate the complex and numerous mechanisms involved in
the rather obscure process of DNA transfer from a test tube into the nucleus of a
target cell when using cationic polymers=DNA complexes (68–70).

After DNA complex formation, complexes are taken up by cells through endo-
cytosis (71,72). After cell penetration, DNA complexes migrate inside the cytoplasm
via endosomes. Polyethyleneimine complexes induce endosome osmotic swelling and
rupture via the proton sponge mechanism (73). Finally, the last barrier to overcome
is the nuclear membrane (74). It is estimated that large quantities of DNA are actu-
ally degraded during the complete process (68). However, this very low yield is
balanced by putting into contact with the cells a large molar excess of plasmid mole-
cules (1–10� 106 per cell), which ensures that a sufficient number does reach the
nucleus.

Calcium Phosphate

DNA uptake by mammalian cells can be achieved by exposing cells to condensed
forms of DNA. Calcium phosphate-DNA co-precipitation provides one amongst
many other methods to achieve DNA condensation. A solution of DNA in CaCl2 is
diluted drop wise into a concentrated HEPES-balanced salt buffer. The co-precipitate
is formed within a few minutes. Several parameters for transfection with calcium
phosphate are critical, including the time allowed for formation of the calcium
phosphate–DNA co-precipitate and the pH at which this operation is performed.
Even though routinely used this method is prone to large variability in the final results
and detailed studies report on the optimization of the parameters involved (75–77).
Calcium can be substituted by strontium and this substitution has been reported to be
beneficial at least in some cases (78). After formation, the DNA–CaPO4 co-precipitate
is then added to the cells in adherent cultures and some investigators recommend
replacing the medium after about 10min with fresh medium. In all cases, the trans-
fection mixture is removed from the culture within one day after precipitate addition
and replaced by fresh culture medium, allowing 2–3 days for gene expression.

Calcium phosphate transfection is also applicable to cells grown in suspension.
After a wash with PBS, the cells are re-suspended and incubated in a solution con-
taining the calcium phosphate–DNA co-precipitate. After adding fresh medium in
order to dissolve remaining calcium phosphate precipitates, the cells are incubated
for 24 hr, then centrifuged and transferred into complete fresh medium.

Scaling-up this method requires that the standard protocols be adapted to reduce
or avoid the incubation, washing- and separation steps, since these steps are not
compatible with large volumes. Significant progresses have been made quite recently
and it looks like this methodology is truly adaptable to large-scale operations (67).
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Lipofection

DNA can be delivered to cells by liposome vehicles (61,62,79,80). Positively charged
liposomes are formed with various cationic lipids such as N-[1(2,3-diolexyloxy)
propyl]-N, N,N-trimethylammonium chloride (DOTMA). These liposomes, when
mixed in appropriate conditions with DNA produce DNA-liposome complexes.
These complexes are adsorbed to and subsequently fuse with the lipid bilayer of cell
membranes, delivering DNA into the cytoplasm.

The experimental protocols are relatively simple (62): plasmid DNA is diluted
into serum free medium and mixed with pre-formed cationic liposomes. For the
actual transfection, cells are overlaid with this mixture for several hours. Finally,
fresh medium is added and the culture is continued for a few days during which
expression of the target gene occurs.

No developments in large-scale transfections have been reported to date, prob-
ably because of the high costs of the liposome starting material required for lipofec-
tion. However, lipofection has been successfully carried out in spinner systems and
this indicates the potential for scale-up.

Electroporation

Transfecting cells by electroporation is achieved by imposing a short, powerful elec-
trical impulse onto the cells. This method has been applied to DNA transfer into
mammalian (58,59,81,82) as well as plant cells (83,84). The pulse is calculated to pre-
vent excessive damage of the membrane structure. It is generated by discharging a
capacitor and, as a consequence, small pores are created into the cell membrane
by interaction between the electrical field and the membrane lipid dipoles. These
pores allow DNA to enter the cell by diffusion within 10min after the electrical pulse
(58,59). A few pulses (two to five) are usually applied to the same cell suspension in
order to maximize transfection efficiency.

Practically, cells are grown to sub-maximal density, pelleted by centrifugation
and suspended into a conductive medium (e.g., normal culture medium or PBS)
together with the plasmid DNA. The mixture is transferred to a sterile electropora-
tion cuvette. The electrical pulses (typically 230V, 960 mF, for 250 mL) are applied
and the cells are then diluted back into fresh medium.

Parameters which determine the transfection efficiency are:

� the field strength (V=cm) defined by the voltage applied and the distance
between the cuvette electrodes

� the pulse shape which can be square or with a logarithmic decay
� the time constant which is directly related to the type of the electroporation

cuvette
� the conductivity of the medium and the cell density during electroporation
� the concentration of DNA
� the number of electrical pulses applied

The optimal settings of these parameters vary between different cell types.
Other variables like the pre and post transfection incubation times with the DNA,
the temperature at which the electroporation is performed, and the physiological
state of the cells also influence the final result. Blasey (personal communication)
adapted the electroporation method to moderate scale operations. A drawback of
the electroporation method is that a very large proportion of cells is killed by the
electric discharge. Hence only a small percentage (<10%) of surviving clones out
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of several million transfected cells can be expanded further (59). Electroporation has
been used to transfect COS cells at a liter scale, however, the process was carried out
in batch mode, i.e., by electroporating cells in a large number of small volume cuv-
ettes and this operation mode clearly limits further scale-up (13). Commercially
available continuous electroporation systems are available but only few results have
not been reported using these systems (85).

Large-Scale Transfection

Culture Scale-Up

COS cells can be grown up to large quantities in any appropriate culture vessel such
as tissue culture flasks, roller bottles, microcarrier cultures or larger multilayer sys-
tems (Cellfactory2 or Cellcube2 for example), but clearly, only the last two provide
an efficient means of large-scale cell productions.

For scale-up purposes, some HEK-293 lines have been adapted to suspension
(19,20,86). However, frequently, these cells form aggregates when grown in suspen-
sion. The ability to adapt these cells to suspension growth is due, by large, to the
development of specially designed media (22,23,87). In these media, cell aggregation
can be limited to a small size (<20 cells).

For the well known CHO and BHK cell lines, large-scale culture methods are
now well established and a large variety of technological options are available (see
Chapter 2 in this book). For mammalian cells that grow in anchorage dependence
mode at intermediate scales (1–101), the use of stacked, multilayer systems has
become very popular. Cells can be maintained in these production vessels for a lim-
ited period in static, batch-type culture or, for extended periods, in a perfused mode.
The major disadvantage of stacked multilayer systems is cost. However, they are
usually supplied as sterile, ready-to-use and disposable units. In addition, they have
become a first choice approach in the field of somatic gene therapy for mass produc-
tion of virus-based DNA vectors.

Transfection and Protein Production

The first step of large-scale transfection processes is the preliminary preparation of
plasmid DNA in sufficient amount and quality. The quantities of required plasmid
DNA range from 0.2 to 2mg per 109 cells. DNA is generally thought to be required
in the purest form, after extraction from Escherichia coli although no definite study
demonstrates this requirement. This purity requirement stems from developments of
large-scale DNA preparations to be used in gene therapy applications (88–90) but in
vitro cell transfection does not necessarily require the same DNA purity. After trans-
fection, cells are usually maintained under production conditions for a limited time
span, depending on the vector used. Viral vectors eventually lead to cell death in a
short time while DNA plasmid vectors may allow longer production times, e.g.,
5–10 days post-transfection. Even longer product accumulation periods can be
reached with combinations of vectors and hosts that are competent for episomal
replication. Plasmid DNA transfections of cells grown in suspension are most suited
to process scales beyond 10L. However this scale limit is constantly pushed up and a
number of articles show that the basic principles of the technology are established
(9,67). Nevertheless, a lot more work is required to make this process reliable and
robust.

The transfected culture is allowed to recover for 1 day in FCS containing med-
ium, which is then exchanged for low protein, serum-free medium for the protein
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production phase. Daily medium exchanges allow the extension of the culture to up to
10 days post transfection. A typical run yields several milligrams of pure protein (13).

More specific examples are illustrated in the following section.

COS Transfections

After growing COS cells in roller bottles, the culture is transfected by the DEAE dex-
tran method. For this purpose, it is overlaid with a DEAE transfection mix and after
a DMSO shock, medium is added and the transfected culture is further incubated for
several days This method was reported for producing, at a liter scale, 1–2mg=L of
the scFv::IgG-kappa fusion protein (60).

HEK293 Transfections

Two distinct strategies can be followed for large-scale transient expression with
HEK293 cells. One is based on cell expansion up to reactor stage and in-situ trans-
fection, the other consists in transfecting the cells at very small scale and successive
expansion of the transfected cell population to reactor scale (Fig. 3).

Figure 3 Large-scale expression by plasmid DNA transfection. The two possible approaches
are illustrated in the two panels (a, b). In panel a, cells are first grown to a reasonable density
in a large bioreactor (step 1). They are then transfected in situ (step 2) by addition of DNA
complexed in some form (CaPO4, liposomes, PEI, . . . ). Shortly after transfection, the culture
volume is raised to its final value by addition of fresh medium (step 3). Harvest of the protein
can be made a few days later. In panel (b), cells are first transfected with the expression vector
at very small scale (step 1) by the same transfection methods used in panel (a), or by electro-
poration. The surviving transfection pools are then put into gradually expanding culture ves-
sels (step 2) until the final bioreactor stage (step 3). Like in panel (a), harvest can be operated a
few days later.
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In situ transfection. HEK cells previously adapted to suspension growth are
propagated in a stirred bioreactor and transfected by the calcium phosphate method.
Once the cell density reaches 3� 105 cells=mL, the calcium concentration in the med-
ium is elevated to 10mM by addition of CaCl2. After 30min transfection is initiated
by addition of 20mL=L of the calcium phosphate=DNA precipitate (at 500mg
DNA=L). Four hours later, calcium phosphate is diluted by simple addition of fresh
culture medium, thus avoiding a separation step. In a typical example, 0.5mg=L
recombinant tPA was produced during a 5-day production period (86). HEK293
and CHO cells have also been transfected at large scale by using the transfection
reagent, RO1539 (9). SEAP was used as a model protein and the average expression
level after 3–4 days was 30 mg =mL with HEK293EBNA and 12mg=mL with CHO
cells (9,66). A transfection protocol in a final culture volume of more than 100L
was recently reported (67). Suspension-adapted HEK 293 EBNA cells were trans-
fected in situ in a large bioreactor by the calcium phosphate method. More than half
a gram of a monoclonal antibody (IgG) was produced in<10 days.

Expansion of transfected cell pools. An alternative approach consists in trans-
fecting cells at very small scale and thereafter expanding the culture volume gradu-
ally. In addition, transfected cell pools can be maintained under selective pressure
with hygromycin. Under these conditions, HEK-293 EBNA-1 cells can be subcul-
tured for up to 6months while still expressing recombinant proteins at a high level.
For example, human placental alkaline phosphatase, tissue plasminogen-activator,
vascular endothelial cell growth factor, hepatocyte growth factor, prolactin, neuro-
trophins and soluble tumor necrosis factor receptors were expressed in these condi-
tions at levels of 0.2–10 mg=mL (10).

VIRUS-MEDIATED EXPRESSION

This section will focus on the use of Semliki Forest Virus (SFV) in large-scale pro-
ductions (91) (Fig. 4). With SFV, levels up to 25% of total cell protein have been
reported for b-galactosidase (39) and several million neurokinin-1 receptors per cell
(92). SFV can infect a broad range of host cells, however the level of expression dif-
fers between cell lines: BHK, CHO and COS cells yield higher levels of expression
than other cells such as NS0, RPMI 8226 and HeLa. This was clearly demonstrated
for different types of proteins: multi-transmembrane receptors (such as neurokinin,
serotonin, dopamine, adenosine or purinergic receptors), secreted proteins (such as
soluble placental alkaline phosphatase, lysozyme, viral glycoproteins) and some
cytosolic proteins (such as b-gal, cyclooxygenase, DHFR).

At least in BHK cells it is known that the optimal pH is different for SFV infec-
tion (pH 6.9) and protein production (pH 7.3). The multiplicity of infection (MOI)
also strongly modulates the expression level (91), i.e., a higher MOI (above 10)
results in elevated expression levels.

Virus Generation

After subcloning the gene of interest into the multiple cloning site of pSFV (see
Alphavirus Vectors), the recombinant and helper plasmids are linearized by an SpeI
digestion to prepare for in vitro transcription and RNA production by the SP6 RNA
polymerase. BHK-21 cells are then co-transfected with the recombinant and helper
RNAs which initiates the in vivo packaging process. It is important to note that the
packaging signal is present only on pSFV-1 and absent from the pSFV-Helper
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vector. As a consequence, infectious but non-replicative, recombinant virus particles
are produced and a high titer (approximately 109 virus particles=mL) is harvested
24hr after transfection.

Protein Expression

As a first step, BHK cells are grown to confluence in T-flasks. In parallel, the non-
infectious virus stock is activated by incubation with chymotrypsin, which is then
inactivated after 20min by addition of aprotinin. For large-scale applications,
BHK cells are grown in single cell suspension to 106 cells=mLin a stirred tank reac-
tor. Before infection, 90% of the medium is renewed either by centrifugation or by
external cross-flow filtration. The virus culture is infected by addition of the acti-
vated virus stock at a high MOI (>10). Within few hours, the host cell protein synth-
esis is dramatically reduced or shut down and cell growth is arrested. Maximum
product concentration is usually reached within 1 day post-infection, but may vary
depending on the proteins expressed. Typically, 16 hr post-infection the culture is
harvested by centrifugation and the recombinant protein purified. The above proce-
dure can also be applied to other host cell lines after fine tuning the conditions for
each specific one.

Results of large-scale protein production with SFV have recently been
described with cyclooxygenase-2 [16mg microsomal protein per 109 cells, (91)], or

Figure 4 Semliki Forest virus expression system. In vivo packaging of recombinant SFV
RNA transcripts into infectious particles. After co-transfection of RNA transcipts from the
expression and the helper vector, the replicase, coded on the recombinant vector, drives
RNA replication and transcription for both plasmids. Structural genes from the helper are
translated into proteins. While the capsid protein stays cytosolic and binds RNA to form the
nucleocapsid, the membrane proteins undergo post-translational modifications. El and p62
are dimerized in the ER and are transported to the plasma membrane where virus budding
occurs. Since the viral packaging signal is only found on the recombinant RNA, selective packa-
ging of the pSFVdhfr occurs and as a result yields nonreplicative infectious SFV particles.
[Adapted from Ref. (39).] (See color insert p.11.)
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5HT3 receptor (1–2mg 5HT3 receptor protein=L culture, equivalent to 25–50 pmol
binding sites per cell (93,94)).

Virus generation for large-scale infection is still labor intensive, in particular
the production of RNAs in vitro and co-transfection of cells with the two RNAs.
This constitutes the main difference with other viral-mediated expression systems.
Biological safety of the SFV expression system has also been given significant atten-
tion. The virus has now been made nonreplicative and only conditionally infective.
However, since it is not possible to completely exclude that the culture contains
active virus at the time of harvest, it is recommended to consider that this expression
system and the handling of products obtained by this technology is operated under
safety category 2 or higher.

CONCLUSIONS

Transient expression technologies have evolved in the recent years and have found
an increasing number of applications. Table 3 summarizes the essential features of
each technology. Large-scale use of these technologies for producing recombinant
proteins in amounts sufficient for biochemical and biological studies (100–
1000mg) is becoming routine. Speed is the principal motivation. Starting from a
cDNA, current protocols allow the protein to be produced within 10–15 days. By
contrast, more classical technologies such as stable cell lines require selection and
amplification of the recombinant gene and therefore considerably extend the time
required for product generation. The eukaryotic environment in which most of these
transient expression systems operate ensures that elaborate post-translational mod-
ifications are properly carried out and that the protein product obtained provides an
authentic copy of its native human counterpart. In addition, novel routes to pharma-
ceutical discovery such as human genome sequencing create a serious need for high-
throughput, medium-scale (10–100mg of protein) expression systems in order to
quickly characterize and evaluate the function of novel gene products. This is the
next major challenge, which should be overcome in the coming few years.
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INTRODUCTION

Animal cell culture has gained a paramount position in modern biotechnology, as
evidenced by the large market share and important applications that proteins derived
from this technology have in therapy, prophylaxis, and diagnosis. In fact, at least
16 recombinant proteins (r-proteins) derived from cell cultures, which account for
about half of the r-DNA products approved to date, have reached the market (1).
Furthermore, over 100 proteins produced from animal cell culture are presently
undergoing clinical trials, and it is expected that more than half of the new protein
drugs will require animal cells for their production. Gene expression in animal cells is
required since the in vivo activity of many r-proteins strongly depends on complex
posttranslational modifications that can only be performed by higher eukaryotic
cells (2). In particular, mammalian cells are preferred for human applications since
posttranslational modifications are closer to those found in human proteins. Mam-
malian cell culture technology has evolved significantly during the last 20 years; how-
ever, it still faces important challenges. For instance, transfection, selection, and
amplification of stable and high-producing cell lines can be a laborious and time-
consuming task. Furthermore, product concentrations and productivities are in gen-
eral lower, whereas overall bioprocessing costs are usually higher than for other
expression systems, such as prokaryotes, lower eukaryotes, and transgenic plants
and animals. Accordingly, there exists a permanent interest in better expression sys-
tems with the advantages of mammalian cell cultures but without their drawbacks.
Among the various options, the insect cell-baculovirus expression vector system
(IC-BEVS) represents a promising alternative.

Production of heterologous proteins by the IC-BEVS consists of a two-stage
process where insect cells are first grown to a desired concentration and then infected
with a recombinant (r) -baculovirus containing the gene that codes for the protein of
interest. The origins of insect cell culture date from the early 1960s when the first
insect cell lines were established (3). In turn, wild-type baculoviruses were originally
propagated in insect larvae (in vivo) with the purpose of producing bioinsecticides.
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During the 1950s, extensive safety testing of baculoviruses had already started and in
1975, the U.S. Environmental Protection Agency registered the first baculovirus for
use as a pesticide (4–8). By 1983, the first r-baculovirus was constructed (9,10). This
development opened whole new fields of activity. The initial interest placed on wild-
type bioinsecticides was expanded to include improved r-bioinsecticides as well as
other new applications, particularly in the pharmaceutical and medical areas. At pre-
sent, genetically modified baculoviruses have become powerful vectors for expressing
heterologous proteins in insect cells, both in vivo and in vitro. Furthermore, it has
been recently demonstrated that r-baculoviruses can be efficiently taken up by
human hepatocytes and subsequently express the heterologous genes (11). This has
uncovered new applications of baculovirus vectors for gene therapy; however, it
has also cautioned on the potential risks that should be considered when using r-
baculoviruses in agriculture (11,12). Interesting perspectives of insect cell culture still
lie ahead as the unique and diverse molecular pathways and metabolic capabilities of
insects should represent a rich source of new applications in very diverse areas (13).

Compared to other expression systems, the IC-BEVS has important advan-
tages, including speed, simplicity, reliability, versatility, high-level expression, capa-
city for posttranslational processing of proteins, and various convenient features for
bioprocessing (see Table 1 for details). As a result, increasing attention has been
placed on the IC-BEVS, as observed from the increasing number of expressed pro-
ducts, published papers, and patents that have appeared during the last decade
(15,17). Nonetheless, there is still much to learn and improve if the IC-BEVS is to
become a prevalent commercial technology in agricultural, pharmaceutical, and
medical applications. As with other animal cell cultures, overall bioprocess produc-
tivities must increase and costs decrease in order to compete with other simpler
expression systems. Generation of protein posttranslational modifications, particu-
larly glycosylation, similar to those found in human proteins is needed before the
IC-BEVS is considered for the production of many therapeutic products. Finally,
safety and potency issues of promising new applications, such as r-pesticides and
gene therapy, must be carefully addressed. All such issues are covered in the present
chapter, along with a revision of fundamental aspects of insect cell lines and baculo-
viruses. A detailed description is presented covering bioengineering issues of in vitro
insect cell culture, product characteristics, and applications of the IC-BEVS. A brief
description is also included of stable expression systems based on insect cells, such as
theDrosophilametallothionein system, as well as in vivo (larval) production methods.

INSECT CELL LINES

Sources and Isolation

The first continuous invertebrate cell line was established in 1962 by Grace (3) from
ovaries of the Australian Emperor gum moth, Antheraea eucalypti. Since then, sev-
eral insect species from the orders Lepidoptera, Diptera, Homoptera, Hymenoptera,
Orthoptera, Hemiptera, and Coleoptera have been the source of cell lines isolated
from eggs, larvae, embryos, or adult tissues (20–22). To date, at least 450 continuous
cell lines have been established from more than 100 species of insects (21,22). Inter-
estingly, only a relatively small fraction of those cell lines are listed in the two main
cell culture depositories in the world (The American Type Culture Collection and the
European Collection of Animal Cell Cultures). A list of representative insects and
tissues used for generating cell lines is given in Table 2 along with baculoviruses able
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to infect lepidopteran cell lines. Lepidopteran and Dipteran cell lines are the most
abundant, and have been extensively used not only for production purposes but also
for better understanding of their relationship with viruses that specifically infect
them. The most popular cell lines have been derived from Spodoptera frugiperda (fall
armyworm) (see Fig. 1), Trichoplusia ni (cabbage looper), and Mamestra brassicae
(cabbage moth). In particular, Sf9 and Sf21, clones obtained from the pupal ovarian

Table 1 Relevant Characteristics of the IC-BEVS

Safety
Baculoviruses exhibit a narrow range of infectivity, generally restricted to arthropods
Insect cell lines are not considered as transformed, thus risk of transmission of cancer-
promoting compounds is reduced

There exists a low probability that insect cells contain viruses hazardous to humans or other
mammals

Speed, simplicity, and reliability
Construction of reliable recombinant baculovirus is simple and rapid (in about 5 days)
No labor- and time-intensive cell line transfection, selection, screening or amplification
procedures are required

As a transient expression system, only short time periods are required for generating
substantial quantities of heterologous protein

Versatility
Approximately 500 different functional recombinant proteins have been produced
Baculoviruses allow packaging and expression of very large genes
Multiple genes can be cloned into a single baculovirus and expressed simultaneously
to produce properly assembled multimeric proteins

Coinfection with various baculoviruses containing different genes can be used to produce
properly assembled multimeric proteins

Baculoviruses can perform intron=exon splicing and, thus, can express unspliced genes
Heterologous protein can be transported to natural cellular locations (organelles, membranes,
secreted)

High-level expression
Heterologous protein can be as high as 50% of the total cellular protein, which corresponds
to �1 ng recombinant protein per cell

Compared to mammalian cells, heterologous protein yields can be 20–250 times higher
High maximum concentrations of heterologous protein can be obtained (>500mg=L)
Posttranslational modifications
Heterologous proteins can undergo N- and O-linked glycosylation, phosphorylation, fatty
acid acylation, a-amidation, N-terminal amidation, carboxymethylation, isoprenylation,
folding, signal peptide cleavage, and proteolytic cleavage, although differences can
exist with respect to the authentic proteins

Convenient features for bioprocessing
Insect cell lines can be subcultured indefinitely
Insect cell lines can be readily adapted to grow in suspension
High cell concentrations can be attained in batch (�10�106 cells=mL) and perfusion or

fed-batch cultures (>50� 106 cell=mL)
Straightforward scale-up (cell culture volumes as high as 1000L have been reported)
Expression heterologous protein can be simply controlled by manipulating time and
multiplicity of infection

Fusion proteins can be easily constructed for facilitating purification and=or monitoring of
heterologous protein

Very late promoters allow expression of cytotoxic recombinant gene products

[Adapted from Refs. (14–19).]
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Table 2 List of Some Insect Species Used for Cell Line Isolation and the Tissues from which
They Were Isolated

Species of origin Tissue of origin Infectivity by NPVs

Lepidoptera
Adoxophyles orana NAD AoNPV, AcMNPV,

BbNPV
Antheraea eucalypti Trypsinized pupal

ovaries
BmNPV

Antheraea pernyi Pupal ovary ApNPV
Anticarsia gemmatalis Embryo AgMNPV, AcMNPV
Amyelois transitella NAD AcMNPY
Bombyx mori Larval ovaries BmNPV, AcMNPV,

HaNPV
Chilo suppressalis Larval hemocytes NAD
Choristoneura disstria Neonate larvae NAD
C. fumiferana Minced tripsinized

larvae
AcMNPV

Cydia pomonella NAD CmNPV
Diatrea grandiosellla Hemocytes and fat

body
NAD

Estigmene acrea Larval hemocytes AcMNPV
Euxoa scandens Ovary AcMNPV, BmMNPV,

DwNPV, GmNPV
Heliothis virescens Larval fat body AcMNPV, HzSNPV
Helicoverpa zea Pupal ovary Hz-1, TnNPV,

AcMNPV, HzSNPV
Laspeyresia pomonella Minced embryo NAD
Leucania separata Pupal ovary, embryo AcMNPV
Lymantria dispar Hemocytes BmNPV, AcMNPV,

ApNPV, GmNPV,
LdMNPV, OpNPV

Malocosoma disstria Blood cells, larval fat
body

LfsNPV, CfNPV,
AcMNPV

Mamestra brassicae Neonate larvae AcMNPV, MbNPV
Manduca Sexta Neonate larvae, pupal

ovaries
AcMNPV

Ostrinia nubilalis Pupal ovary NAD
Papilio xuthus Pupal ovaries NAD
Plutella xylostella NAD AcMNPV, PcrNPV
Samia Cynthia Pupal hemocytes NAD
Spodoptera exigua Pupal ovary AcMNPV, SexiNPV
S. frugiperda Adult ovary, embryo SfNPV, AcMNPV,

TnNP, GmNPV,
SfMNPV, SlNPV,
SexiNPV, SexeNPV,
XcNPV

S. littoralis NAD AcMNPV, SlNPV,
SfMNPV, SexiNPV

Trichoplusia ni Adult ovary, embryo AcMNPV, TnNPV,
GmNPV, AgMNPV,
HcMNPV

(Continued)
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Table 2 List of Some Insect Species Used for Cell Line Isolation and the Tissues from which
They Were Isolated (Continued )

Species of origin Tissue of origin Infectivity by NPVs

Diptera
Aedes aegypti Minced larvae;

homogenized
embryos

A. albopictus Minced trypsinized
larvae, ovarian
tissue

A. malayensis Minced larvae
A. novo-albopictus NAD
A. pseudoscultellaris Minced larvae
A. taeniorhynchus First-stage larvae
A. vexans Minced pupae
A. w-albus Newly hatched

trypsinized larvae
Anopheles gambiae Minced trypsinized

larvae
A. stephensi Minced larvae
Armigeries subalbatus First-stage larvae
Culex molestus Adult ovaries
C. quinquefasciatus Adult ovaries
C. salinarius First-stage larvae
C. tarsalis Embryos
C. tritaeniorhynchus Ovarian tissue, first-

stage larvae
Culiseta inornata Minced adult
Drosophila immigrans Late embryos and first

-stage larvae
D. melanogaster Embryos
Musca domestica Embryos
Orthoptera
Blabera fusca Minced trypsinized
Blattella germanica Embryos, dorsal closure
Leucophaea maderae Nymphal dorsal vessel;

nymphal ovaries
Periplaneta americana Minced trypsinized

embryos; hemocytes
from nymphal male

Homoptera
Aceratagallia
sanguinolenta

Embryos

Agallia constricta Minced embryos
A. quadripunctata Minced embryos
Agalliopsis novella NAD
Colladonus montanus Fragmented trypsinized

embryos
Dalbulus maidis Embryos
Macrosteles sexnotatus Embryos
Nephotettix apicalis Embryonic tissue

(Continued)
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tissue of S. frugiperda, are the most widely used cell lines for r-protein production
(26), although other cell lines show better potential. For instance, the yield of an
r-protein produced in T. ni or M. brassicae clones is in general up to 2.4 or 1.5 times
higher, respectively, than in Sf9 cells. The yields of various r-proteins produced in
different cell lines, compared to Sf9, have been reviewed by Palomares and Ramı́rez
(17). The performance of the commercial cell line High Five� (T. ni BTI-TN-5bl-4) is
among the best since high r-product and cell (8.5� 106 cells=mL in batch) concentra-
tions can be obtained. It must be noted that the relative yield of r-protein not only
depends on the particular cell line, but also on the r-protein itself. For instance, 23.5
higher yields of r-SeAP (secreted alkaline phosphatase) were obtained in High Five�

compared to Sf9 cells, whereas only 2.0 higher yields were obtained for r-tumor
necrosis factor (TNF) (27,28). Caution should be taken with data showing very large
differences in r-protein yields between different cell lines.

Table 2 List of Some Insect Species Used for Cell Line Isolation and the Tissues from which
They Were Isolated (Continued )

Species of origin Tissue of origin Infectivity by NPVs

N. cincticeps Embryonic tissue
Hemiptera
Triatoma infestans Embryonic tissues
Coleoptera
Xylotrechus
pyrrhoderus

Larval fat body tissue

Note: Rightmost column indicates NPVs able to infect lepidopteran cell lines. NAD, for nonavailable

data.

[Adapted from Refs. (14,17,21,23,24).]

Figure 1 Transmission electron microscopy of viable uninfected Sf9 cells. Note the large
amount of phagosomes (p), particularly in the cell shown in panel B, which result from a char-
acteristic active phagocytic process detailed in Ref. 25. (n, nucleous.)
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A cell line is established by mechanically or enzymatically dissociating the tis-
sue of interest. The dissociated cells are maintained in rich medium until growth is
observed; thereafter, cells are subcultured until a morphologically homogenous cul-
ture is obtained. For instance, the cell line obtained by Grace (3) originated from
ovaries dissociated with trypsin, which were kept in culture medium at 27–29�C
for 10months until growth was detected. A detailed guideline for the isolation and
maintenance of insect cells can be found elsewhere (29,30). The choice of the tissue
is important for establishing a cell line. Large insects facilitate the isolation of cells
from organs, like ovaries. However, larvae and embryos of small insects have also
been the source of several cell lines. Various features must be considered when select-
ing a cell line for a particular application. These include optimum stoichiometric and
kinetic parameters, such as maximum growth rate, cell concentration, yield and pro-
duction rates of r-protein, as well as other characteristics such as cell line stability,
virus susceptibility, and protein posttranslational processing (20).

Cell Line Characterization

Cell lines can be initially identified by growth characteristics and morphology; how-
ever, these can vary with culture time and conditions. Due to the increasing number
of established cell lines, there exists an even more urgent need to identify them by
additional criteria. Accordingly, some or all of the following characterization proce-
dures must be implemented in laboratories where cultivation of several cell lines is a
regular practice: karyology, immunologic and enzymatic analyses, flow cytometry,
and DNA amplification fingerprinting (DAF).

Karyotyping. This common method aims to accurately count the chromosomal
complement of the chosen organism. Different insect species have different haploid
chromosome numbers ranging from 1 to 221 (31). Karyotyping can be accurately
carried out on dipteran cell lines, whose diploid chromosome numbers are low (6
for mosquitoes and 8 for Drosophila species) and have low poliploidy (i.e., 3n for
Aedes aegypti and for Anopheles stephensi). In hemipteran and orthopteran cells, it
is also easy to perform karyology characterization studies. However, karyotyping
can be very difficult for lepidopteran cells due to the presence of tiny microchromo-
somes, to the fact that macrochromosome centromeres are rather diffuse, and to
high poliploidy. For instance, the haploid number of a cell culture derived from
A. eucalypti is 25, but the ploidy may range from 2n to 128n (32). Procedures for
enumerating chromosomes in insect cells in general and in Drosophila cells in parti-
cular are described in Schneider (32) and Echalier (30), respectively.

Isoenzymes. The presence of characteristic enzymes in cell extracts, as assayed
by electrophoretic methods, can be used as the basis for discriminating between dif-
ferent cell lines. In this way, specific isoenzyme profiles from lepidopteran cell lines
belonging to four different genera were identified by isoelectrofocusing and phos-
phoglucoisomerase staining in starch gels (33). This method showed that differences
in cell passage do not affect the isoenzyme band pattern. Furthermore, it is equally
reliable for identification of intergenus as well as intragenus differences. Other
enzymes can also be assayed, such as aspartate aminotransferase, esterase, isocitrate
dehydrogenase, lactate dehydrogenase, leucine aminopeptidase, malate dehydrogen-
ase, malic enzyme, phosphoglucoisomerase, and phosphoglucomutase. For instance,
by comparing such enzymes to last-instar larvae, 28 continuous insect cell lines were
readily identified (34). Using such an analysis, the authors were able to detect
contaminations between insect cell lines. Other authors report similar results of
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isoenzyme analysis using a cellulose acetate technique (35). In this case, differences
between cell lines belonging to different species were detected.

Serologic studies. These types of analyses are based on the identification of cell
line-specific antigens, by techniques such as complement fixation, hemagglutination,
immunodiffusion, and immunoelectrophoresis. Antigens are usually obtained from
the sera of mice immunized by intraperitoneal injections of cell extracts. For
instance, Aldridge and Knudson (36) were able to distinguish up to the family level
differences in four out of five lepidopteran cell lines, with immunoelectrophoresis
being the technique that yielded the best results. Improved specificity could be
obtained with the use of monoclonal antibodies and ELISA or RIA techniques.
Nonetheless, serologic studies are laborious, time-consuming, and can suffer from
lack of specificity due to sera cross-reactivity between cell lines. Unless such draw-
backs can be overcome, other methods should be preferred.

Flow cytometry. Common flow cytometry protocols for analyzing proliferation
and ploidy of mammalian cells can also be used to characterize nuclear DNA of
insect cells (25,37–40). Flow cytometry allows the identification of specific DNA
peak profiles, which indicate ploidy levels for individual cell lines. Peaks can be
objectively quantified and in general are not affected by passage number or some
other culture conditions such as temperature (39). Léry et al. (39) carried out a study
on eight insect cell lines, each one displaying different DNA profiles that were char-
acterized by a specific number of peaks and intensity. Moreover, by using the cell size
discrimination option of this technique, they were able to distinguish a mixture of
cell lines. Interestingly, the most homogenous cell line turned out to be Sf9, the only
cloned cell line used in their study (39). Flow cytometry can also be a powerful tech-
nique for characterizing cell cycle phases and apoptotic death (25).

DNA amplification fingerprinting (DAF). Due to the increasing number of
insect cell lines, mislabeling and cross-contamination becomes a common problem
that can be neglected unless adequate methods are used. With the advent of PCR-
based techniques, fingerprinting of cell lines is now a reality. DAF is a PCR-based
method, which uses arbitrarily selected primers that allow amplification of a DNA
sequence in a species-specific fashion, resulting in characteristic patterns useful for
identification. DAF is a trustworthy method. McIntosh et al. (41) used primer cou-
ples, originally designed for PCR amplification on mammalian aldolase, prolactin
receptor, and interleukin-1b, in a PCR reaction on DNA isolated from 20 insect cell
lines. The amplification patterns obtained differed according to the species whose
DNA was used as a template. DAF has allowed the identification of cell lines at
the species level, whereas other methods, such as isoenzyme analysis, are only useful
to distinguish up to the genus level (35). A similar technology, also PCR-based, is
random amplification of polymorphic DNA (RAPD) in which small six to nine oli-
gonucleotide primers randomly selected are used for a PCR amplification of an
unknown DNA (42). This method amplifies DNA sequences whose length can differ
with the species used for isolating the genetic material. RAPD has been used for
identifying species and clones of aphids (43) and for distinguishing among biotypes
of the white fly Bemisia tabaci (44). Thus, RAPD should also be a useful technique
for identification of insect cell lines in the future.

Ribosomal RNA genes. Throughout evolution, ribosomes along with the pri-
mary, secondary and tertiary structures of ribosomal RNA molecules (rRNA), have
been conserved. Both, ribosomes and rRNAs are part of the translational machin-
ery, thus vital for the survival of the cell. These latter molecules exist as different sub-
units (18S , 5.8S, and 28S rRNAs) and are encoded by genes contained in tandemly
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repeated clusters. The genes are separated by spacers, namely, intergenic spacer
(IGS) or nontranscribed spacer (NTS) and the internal transcribed spacer (ITS).
Such ITS sequences are a tool for phylogenetic analysis since they are conserved
in all eukaryotes and show a high rate of divergence, which makes them a useful tool
for the identification of closely related species. Evolutionary studies based on the
analysis of such ITS sequences have been carried out by Schlötterer et al. (45) on
Drosophila species and by Mukha et al. (46) on cockroaches. The reported character-
ization of dipteran (47) and lepidopteran (48) cell lines by using rRNA gene
sequences consisted of the use of specific primers which were used with DNA
extracted from the cell lines as template in a PCR reaction. This reaction amplified
a fragment of a gene that codes for the mitochondrial 16s rRNA. By denaturing and
suddenly renaturing the PCR product, a single band corresponding to a homoduplex
DNA molecule indicated that the DNA donor cells belong to a single lineage. In
contrast, a mixed population was identified if multiple bands (heteroduplex) were
obtained.

BACULOVIRUS

Baculoviruses are large (80–230 kbp) double-stranded, circular, and supercoiled
DNA viruses (4). The name baculovirus is derived from their rod-shaped capsid,
which measures 40–50 nm in diameter and 200–400 nm in length. The baculoviridae
family includes two genera of lytic viruses: Granulovirus (GNV) and Nucleopoly-
hedrovirus (NPV) (49). The GNVs are characterized for having only one virion
(enveloped nucleocapsid) occluded within an ovicylindrical crystal matrix made of
granulin. In contrast, NPVs are characterized by the presence of multiple virions
embedded in occlusion bodies formed in the nucleus of infected cells. In this case,
occlusion bodies are made of a polyhedral crystalline matrix composed of a
29 kDa protein known as polyhedrin. NPVs are classified as multiple (MNPV) or
single (SNPV) nucleocapsid polyhedroviruses, depending on whether a membrane
unit envelopes multiple (i.e., two or more) or individual nucleocapsids, respectively.
At least 498 NPV and 135 GNV species have been identified (49). Some common
NPVs and their insect hosts are listed in Table 2.

Baculoviruses are usually only pathogenic to arthropods, particularly holo-
metabolous insects from the orders Lepidoptera, Diptera, Hemiptera, Hymenoptera,
Coleoptera and Crustaceans from the order Decapoda. Furthermore, baculoviruses
can only replicate in a few closely related species within a single genus or within a
family, with larval stages being the most susceptible (4,14). For instance, the NPV
from Bombyx mori (BmNPV) has a host range limited to B. mori cells. Due to such
a narrow host range, wild-type baculoviruses have received considerable attention
since the 1940s as remarkably specific pesticides. As described in the section on het-
erologous gene products, it has recently been shown that genetic material can be
delivered to mammalian cells through baculoviruses. During the past two decades,
baculoviruses have also proven to be powerful expression vectors for the production
of heterologous proteins in insect cells. In this case, the NPV from Autographa
californica (AcMNPV) has been used as the vector of choice since its host range is
not as limited as that of other baculoviruses. AcMNPV was first isolated from the
alfalfa looper but it can readily replicate in over 30 cell lines isolated from several
lepidopteran species (15,50). AcMNPV is by far the NPV most utilized for produc-
tion of r-proteins, although others such as BmNPV or TnSNPV are also used.
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Furthermore, the entire DNA sequence of AcMNPV is already available (51).
Accordingly, in the following sections AcMNPV is used as the model for describing
the basic structure and life cycles of wild-type and r-baculoviruses.

Life Cycle and Structure of Wild-Type Baculovirus

The life cycle of baculoviruses in nature (schematically represented in Fig. 2) is tem-
porally divided into four phases of gene expression: immediate early (a), delayed
early (b), late (g), and very late (d) (15,26,52,53). Occluded virions of wild-type
NPV are found in the soil and on surfaces of plants, where they are protected from
the harsh environmental conditions by means of the polyhedrin matrix. Upon inges-
tion by a host larva, the polyhedrin matrix dissolves in the alkaline midgut (pH> 10)
of the insect. Subsequently, virions are released from the polyhedrin crystals and
adsorbed specifically onto microvilli of columnar epithelial cells of the gut (52,53).
At this moment, the a phase of the infection cycle begins and lasts until �4 hr post-
infection (hpi). During the first hour of being ingested, virions migrate to the cell
nucleus where they get uncoated. Throughout the a phase, viral genes are transcribed
and translated using host cell factors. Viral RNA can be detected as early as 0.5 hpi.
The b phase of infection spans from 4 to 7 hpi and is characterized by cytoskeletal
and nuclear rearrangements, and ultimately by degradation of the host genome. The
first round of viral DNA replication starts about 7 hpi, marking the onset of the
g phase, which extends to �20–24 hpi. At 12 hpi, nucleocapsid assembly begins.
Nucleocapsids then bud through the nuclear membrane and move through the

Figure 2 In vivo life cycle of baculovirus. The main structural baculovirus proteins are
shown.
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cytoplasm where they bud from the cell acquiring their envelope. Such virions are
known as budded viruses or nonoccluded viruses and, together with the occluded
viruses, make up the two phenotypes of NPV. Budded viruses are covered with fila-
ments known as peplomers that are important for virus attachment to cells and tis-
sues within the insect hemocel. After being released, budded viruses are transported
through the hemolymph to infect other tissues, including fat body, muscle, tracheal
matrix, hemocytes, and epithelium (49). This process is known as secondary infec-
tion. Finally, the very late phase of the infection cycle begins with transcription of
the so-called ‘‘hyperexpressed’’ genes, such as those for polyhedrin and p10. Budded
virus release ceases and, instead, virions accumulate on the nucleus where they
become occluded in a polyhedrin matrix. During this phase, p10 accumulates in
the cytoplasm and nucleus, forming large fibrous networks believed to participate
in the correct synthesis of polyhedrin (54–56). Accumulation of polyhedral crystals
continues for the next 3–5 days until the larva eventually disintegrates (wilts), liberat-
ing the occluded viruses to the environment where other larvae can ingest them to
initiate again the infection cycle.

A relevant genetic feature of baculoviruses is the presence of regions containing
two to eight imperfect palindromic sequences, which are homologous to each other
and harbor an EcoRI site. These homologous regions act as enhancers for the
expression of early (immediate and delayed) and late genes (26,50). Although many
genes can be assigned to a single phase of the infection cycle, some are transcribed in
more than one. During the early phase, preparation for replication and expression of
viral DNA takes place. The difference between the a and b phases is given by the
dependence on the regulatory activity of IE-1 or IE-0 (4,50). These are multifunc-
tional viral regulatory proteins, products of splicing of the IE-1 gene (57), which
are expressed throughout the virus life cycle. Genes of the a phase, such as ie-0,
ie-1, and ie-n, are less dependent on the activity of IE-1, whereas genes of the b phase
are strongly transactivated by IE-1 (4). Interestingly, the genes of the a phase are the
only ones clustered together in the baculovirus genome. Genes expressed in the early
phase include those coding for DNA polymerases, helicases, an apoptosis inhibitor,
and a molting inhibitor.

r-Baculovirus and Infection of Cells in Culture

Polyhedrin is necessary for the survival of NPV in nature, but not in cell culture (9).
Furthermore, budded viruses can readily infect and replicate in cultured insect cells.
Accordingly, a gene of interest can be placed instead of the polyhedrin gene (polh)
and its expression controlled by the polh promoter without detriment to the budded
virus life cycle. By infecting insect cells with such a type of r-baculoviruses, very high
yields of the r-protein can be obtained since the polh promoter is very strong. Such a
strategy was originally proposed by Smith et al. (10) and applied to the production of
recombinant human interferon-b in insect cells. Today, most r-genes expressed by
IC-BEVS are located under the polh promoter. Since polh is hyperexpressed during
the very late phase of infection, the r-protein is not detected in culture until about
18 hpi, whereas its concentration usually peaks between 48 and 120 hpi. An r-bacu-
lovirus in cell culture follows a similar life cycle to that shown in Fig. 2 for a
wild type, except for some differences. Namely, cultures are directly infected with
budded viruses and virus progeny will not be occluded in a polyhedrin matrix if
the polyhedrin gene has been deleted. In this case, the r-protein is produced instead
of polyhedrin. A secondary infection can occur as well. In such a process, virus
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progeny directly infect cells that were not infected during the primary infection.
Wild-type baculoviruses with an intact polyhedrin gene can also be propagated in
cell culture to produce occluded virus (58,59). Their life cycle is also similar to that
shown in Fig. 2 for an in vivo infection, except that cultures must be directly infected
with nonoccluded viruses. The in vitro infection process can be followed in various
ways: by using antibodies against baculovirus-infected Sf9 cells (60), by agar plaque
assays to determine the number of infectious particles present in a sample, or by
amplifying polyhedrin conserved sequences using PCR-based techniques (26,61).
Figure 3(C) and (D) shows r-baculoviruses accumulated in the nucleus of Sf9 cells.

Apart from polyhedrin, heterologous genes have also been placed under the
control of other strong promoters, such as that for p10, which can allow easier vector
construction and screening (26,62–64). Other benefits of using the p10 promoter have
been reported. For instance, by simultaneously placing copies of the heterologous
gene behind the p10 and polh promoters, DiFalco et al. (65) obtained a higher
concentration of r-protein than when using each promoter alone. If larvae produc-
tion is preferred, polyhedra should usually remain intact for an efficient primary
infection. This can be achieved by placing the r-gene under the control of the p10
promoter instead of polh (66,67). Improved secretion and complete complex glycosy-
lation, including addition of sialic acid residues, have also been reported when p10

Figure 3 Micrographs of infected insect cells. Epifluorescence micrographs: (A) Sf9 cells at
72 hpi (� 560); (B) Tn5Bl-4 cells at 72 hpi (� 560). Cells in A and B are expressing a fusion
protein containing GFP and VP2 of rotavirus. (Baculovirus provided by Prof. J. Cohen, Insti-
tut National de la Recherche Agronomique (INRA), France.) (C) Transmission electron
microscopy of Sf9 cells infected with a recombinant AcMNPV. (D) Enlarged section of the
nucleus. Note the large nucleus in C and enveloped multiple virions in D. (See color insert
p. 12.)
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promoter is used instead of polh promoter (68). Such a behavior was attributed to the
relatively weaker strength of p10 promoter compared to polh, which did not over-
whelm the processing capacity of the endoplasmic reticulum (ER). The fibrous net-
works composed by p10 are also thought to participate in cell lysis and larvae
disintegration since these are delayed in p10 mutants (54–56,64). Thus, expression
vectors based on p10 promoters could be useful for extending the r-protein produc-
tive phase, although this must still be thoroughly tested.

A disadvantage of gene expression based on the very late polh or p10 promoters
is that r-protein production occurs toward the end of the culture when cells are in
their death phase. Accordingly, secretion and correct posttranslational processing
can be jeopardized (69) (see also Posttranslational Modifications). Very late expres-
sion can also be a drawback when r-baculoviruses are used as pesticides since the
toxic effect is delayed, allowing prolonged feeding of the pests (see also Posttransla-
tional Modifications). To prevent such problems, heterologous gene expression
under immediate early (a phase), delayed early (b phase), or late (g phase) promoters
has been explored (70–73). For instance, r-protein expression can be obtained as
early as 12 hpi with late promoters, such as those for vp39 (major capsid protein),
p6.9 (core-associated protein), or lef-7 (26,74–78). With delayed early-phase promo-
ters, such as etl, pe38, me53, p35, egt, and da26, r-proteins are expressed up to 6 hr
earlier than with late promoters (26,78–83). Expression is even earlier with a-phase
promoters such as iel (72,84). Furthermore, a-phase promoters allow a better and
more extensive posttranslational processing of r-glycoproteins (72,73,84,85) (see also
Posttranslational Modifications). Nonetheless, early and late promoters can present
some drawbacks. First, they are not as strong as very late promoters, and thus lower
r-protein concentrations are attained. For instance, expression of r-chloramphenicol
acetyl transferase from a very late promoter was two- to threefold higher than from a
late promoter and 10- to 20-fold higher than expression from an earlier promoter
(86). Second, early and late promoters can interfere with the formation of budded
virus, which in turn can affect secondary infection, and make difficult r-virus identi-
fication, isolation, and propagation necessary for generating viral stocks.

Success in enhancing the expression of r-proteins in the baculovirus-insect
cell system has been accomplished by modifying the length of the 50 untranslated
region –the sequence that precedes the ATG codon. Sano et al. (87) were capable of
enhancing the expression of luciferase and rabbit skeletal muscle a-tropomyosin 7-
and 20-fold, respectively, by using a 21-base leader sequence rich in adenosine in
positions �15 to �9 and the Kozac sequence in the �8 to �1 positions.

Generation of r-Baculoviruses

Construction of r-baculovirus involves three main steps: construction of a transfer
vector; recombination between transfer vector and baculovirus DNA, and screening
for the resulting r-baculovirus; and virus titration and elaboration of a viral stock
(denoted as A, B, and C in Fig. 4). In the first step, the gene of interest is inserted
into a transfer vector (plasmid). The gene is placed under the control of a promoter
and flanked by sequences homologous to parental DNA in a locus not essential for
the virus. A wide variety of baculovirus transfer vectors are available from commer-
cial sources; some of them are sold in kits for readily expressing r-proteins in insect
cells. The choice of a particular vector is based on the promoter to be used and on
the number and form (e.g., fusion constructs) of proteins to be expressed. In general,
transfer vectors contain an Escherichea coli origin of replication, an antibiotic
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resistance marker, a promoter, a multiple-cloning site, and a large stretch of
AcMNPV genome homologous sequences flanking the cloning site. The cloning site
is located downstream from the promoter for inserting the gene to be expressed.

The transfer vector and the parental DNA are then cotransfected into insect
cells by any of the conventional methods available (B1 in Fig. 4). Recombination
occurs between homologous sequences of the vector and parental DNA, resulting
in a recombinant viral progeny that will usually not exceed 1%. To optimize this step,
Kitts et al. (88) linearized the parental virus near the recombination site, thus
improving r-yield by 30%. The parental DNA carries a marker gene, commonly lacZ
from E. coli, which is replaced upon recombination. Therefore, selection of recom-
binants is achieved by using a color-screening test for b-galactosidase. This method
requires further purification of b-gal� viruses by plaque assay. A relevant improve-
ment for generating r-baculovirus consists in performing within E. coli a site-specific
transposition between a baculovirus shuttle vector (known as bacmid) and an expres-
sion cassette (89) (B2 in Fig. 4). Upon transposition, white E. coli colonies (b-gal�),
which correspond to those where insertion of the foreign gene in the bacmid
occurred, can be directly selected without the need for virus plaque assays. Such
colonies are amplified and the bacmid DNA is purified and transfected into the
insect cells to produce the r-baculovirus.

r-Protein productivity and emergence of defective interfering particles (see
later) will closely depend on the number of infective viral particles per cell [or multi-
plicity of infection (MOI)] added to the culture (see Bioengineering Issues in Insect

Figure 4 Main steps for obtaining an r-baculovirus. (A) The transfer vector (TV) is depicted
with its main elements (ori, bacterial replication origin; Abr, antibiotic resistance marker; P,
promoter; MCS, multiple-cloning site; patterned areas, homologous recombination sites).
Depending on the transfer vector used, two routes can be chosen: (B1) Traditional method
in which recombination occurs in the insect cells; (B2) Bacmid-transposition method. (See
color insert p. 12.)
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Cell Culture). Accordingly, once the r-baculovirus has been identified it must be
quantified (C in Fig. 4). There exist two main titration methodologies, plaque assay
and end-point dilution (26). The first relies on the formation of characteristic plaques
(lytic halo) upon infection of insect cells fixed in multiwell plates with a serially
diluted viral stock. By directly counting the plaques, viral titers can be calculated.
This method assumes that each plaque is derived from the infection of a single viral
particle. In the end-point dilution assays, viral stock is also serially diluted, but cells
are not necessarily fixed. In this case, a characteristic change, such as in morphology,
viability, or even plaque formation, induced by viral infection is determined. The tis-
sue culture infectious dose 50 (TCID50) can then be calculated, which is the viral con-
centration that infects 50% of the insect cell population. TCID50 can easily be
converted to plaque-forming units (pfu) by simply multiplying the TCID50 by
0.693 (26). Dee and Shuler (90) proposed a modification of the end-point dilution
assay to improve its accuracy. They were able to reduce the experimental variation
from one order of magnitude to only 10–40% by including a centrifugation step to
enhance virus attachment to cells. Other modifications have been aimed at shorten-
ing the assay time and reducing errors due to the subjective interpretation of changes
caused by infection. For instance, viruses marked with reporter genes, such as b-
galactosidase (91,92) or green fluorescent protein (GFP) (93), have been used. In
these cases, either absorbance or fluorescence is proportional to the amount of infec-
tive virus particles and therefore TCID50 can be readily and objectively determined
(93). Mena et al. (94) recently proposed an assay based on viability that allows the
objective determination of titers without a reporter protein. Alternatively, antigens
produced upon baculoviral infection can be detected by polyclonal antibodies.
Detection occurs even before any plaque can be detected, thus representing an inter-
esting advantage over other methods (95,96). A modification to such a method for
further shortening the time required to obtain a result was reported by Kitts and
Green (97).

Both virus titering methods have important limitations, although the plaque
assay is more laborious and time-consuming than the end-point method. In the pla-
que assay, culture medium is commonly replaced after 1–2 hr of infection, which may
not be a sufficient time for virus attachment to Sf cells (90,98). Furthermore, diffi-
culty in counting plaques can lead to errors. In contrast, operator-independent meth-
ods for assessing cell changes due to infection can be implemented in the end-point
dilution (94). Likewise, the number of infecting viruses is estimated from the pre-
sence or absence of at least one infective particle, and the culture medium is not
removed from the plate. Therefore, the end-point dilution method should be pre-
ferred to the plaque assay.

Finally, viral stocks are prepared by infecting either larvae or cultured cells
and recovering the virus. Viruses are commonly resuspended in culture medium,
titrated, and maintained for long-term storage at 4�C, �80�C, or in liquid nitrogen;
however, virus instability problems can occur even under such conditions. Thus, it is
advisable to retiter the virus after long-term storage since inactivation can occur.
Fetal bovine serum (FBS) is usually added to viral stocks to increase their stability
during storage.

Defective Interfering Particles

A well-known phenomenon, that occurs when viral stocks are serially passaged for
many times, is the appearance of mutant viruses, which alter the infection process. A
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type of such mutants is known as defective interfering particles (DIP). DIPs are viral
particles bearing genetic deletions, usually unable to form plaques in appropriate
assays, and physically characterized by being smaller than normal viral particles.
For instance, in a normal stock more than 95% of viral particles have an average size
of 330 nm, whereas a high-passage virus sample can be composed of up to 60% DIP
with a size of 200 nm (99). DIPs are incapable of replicating by themselves, and
require a complete virus as a helper. A high MOI increases the probability that both
DIP and a complete virus enter the same cell. Therefore, DIPs are generated when
stocks are passaged at a high multiplicity, and will compete with normal viruses
for components of the replicative machinery (100). Since DIPs can replicate faster,
the yield of infective viruses will decline. Accordingly, viral titers of high-passage
stocks containing DIPs can be several-fold lower than titers of stocks of low-passage
number (99). Some other mutant viruses can have deletions of the polyhedrin gene or
other genes relevant for virus replication (101). A class of mutant viruses affects the
formation of occluded bodies since it produces few polyhedra (FP), whereas another
class producing many polyhedra has also been described (102). FP viruses can form
plaques in in vitro assays, leading to false positives when screening for r-baculo-
viruses. To avoid the negative effects of DIP or other mutant viruses, multiple passa-
ging of virus stocks must be avoided and low MOI must be employed (see
Bioengineering Issues in Insect Cell Culture).

INSECT CELL CULTURE

In vitro culture provides an environment very different from that in a physiologically
regulated complete organism. Nutrient levels are not constant or regulated, and by-
products are not eliminated. Cells can be subjected to hydrodynamic, osmotic, or pH
stresses. All these factors can affect the ability of cells to produce r-proteins or bacu-
loviruses. Culture techniques and flasks commonly used for culturing mammalian
cells are also adequate for insect cell culture. However, culture conditions are differ-
ent (see Table 3). Insect cells do not require an external CO2 provision for growth
and in general are not anchorage dependent. Most insect cell lines form a monolayer
in static culture, but some do not attach to surfaces, such as the BTI-Pu-A7S cell line
(104). Insect cells can be cultured in suspension with minimum adaptation. Suspen-
sion cultures are preferred for r-protein or baculovirus production, while attached
cultures are convenient for virus tittering and isolation. Some cell lines, such as
Tn5Bl-4, may form clumps when cultured in suspension. Such a problem can be
reduced by supplementing serum-free medium (SFM) with 40 mg=mL of dextran

Table 3 Optimal Conditions for Insect Cell Cultures

pH 6.2–6.5
Osmolarity (mOsm) 300–380
Temperature (�C) 27–29
Temperature (�C)a 22–29
Laminar shear stress (N=m2) < 0.59

aFor recombinant protein production.

[Adapted from Refs. (14,17,21,23,24).]
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sulfate (105). However, no difference between the amount of r-protein produced by
individual cells and aggregates has been found (106).

The age of a cell line in culture has a drastic effect on its performance. Donald-
son and Shuler (107) compared Tn5Bl-4 cells passaged 130 or 360 times. They found
a decrease of 2.5 times in the concentration of r-product produced by the high-
passage cells. Furthermore, high-passage cells were 4 mm larger and reached
maximum cell concentrations of about half of those of low-passage cultures. It is
therefore necessary to create a master cell bank and renew a working stock approxi-
mately every 3months or 30 passages. The master cell bank should be stored in
liquid nitrogen as described elsewhere (26). Inoculum size and its metabolic activity
are also important. The minimum inoculum size for insect cell growth depends on
the age of the inoculum, cell line, and culture medium employed. The inoculum size
determines the concentration of growth-promoting factors produced by cells, as well
as those carried over from the seed culture (108). Furthermore, Sf9 cultures can
be seeded in serum-containing medium with as little as 0.7� 105 cells=mL if the
inoculum comes from an exponentially growing culture (109). In SFM, a minimum
inoculum of 0.5� 106 cells=mL is recommended (110).

Nutritional Requirements of Insect Cells in Culture

Insect cells require many compounds for growth, including carbon and energy
sources, amino acids, growth factors, hormones, lipids, vitamins, and various trace
elements. In general, nutritional requirements of infected insect cells have been
reported to be similar to those of uninfected cultures (111,112). The nutritional
requirements of cell lines from S. frugiperda (Sf) and T. ni (Tn), two of the most uti-
lized insect cell lines for r-protein production, are discussed below. Typical nutrient
consumption rates of both cell lines are listed in Table 4. The most obvious differ-
ence between Sf9 and Tn5Bl-4 is their metabolic activity. Nutrient uptake rates of
Tn5Bl-4 cells are 1.4–2.5 times faster than in Sf9 cell cultures. Additionally, the meta-
bolisms of these cell lines are regulated in different ways.

Carbohydrates are the main energy source for insect cells (111,114,118). Insect
cells can survive for at least 96 hr without a carbohydrate provision, but no growth
will occur (113–115,119). Fructose, maltose, and glucose (Glc) can support insect cell
growth, but Glc is preferred (113,115). Meneses-Acosta et al. (25) have shown that
Glc depletion marks the appearance of apoptotic Sf9 cells in culture. Carbohydrate
metabolism is regulated in a similar way as in other eukaryotic cells. An excessive
provision of Glc (>1 g=L) results in the accumulation of by-products, mostly lactate
and alanine (114,115,120). In contrast, cells grown under Glc limitation or in a dif-
ferent carbohydrate, such as fructose, reduce their monosaccharide uptake rate and
production of by-products (114). Sucrose, which is added to adjust medium osmolar-
ity, is usually not consumed by Sf9 or Tn5Bl-4 cells (111,113,115). However, sucrose
can be utilized by other cell lines if Glc is not available (121).

Amino acids fulfill the nitrogen requirements of insect cells. Amino acid
requirements of various insect cell lines have been summarized by Mitsuhashi
(122). Aspartic acid, cystine, glutamine, and methionine are the fastest-consumed
amino acids. Asparagine is also highly consumed in cultures of Tn5Bl-4 cells and
in glutamine-limited Sf9 cell cultures (111,120,123). Glutamine is mainly utilized
for biosynthesis by Sf cells (17,118). Sf9 cells can grow in the absence of glutamine,
although their growth rate may be reduced (114,124). Interestingly, Sf9 cells, but not
Tn5Bl-4 cells, are capable of synthesizing glutamine if ammonium is available (124).
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Cystine and glycine are essential for Sf cells, which do not express the methylene-
tetrahydrofolate synthetase required for the synthesis of both amino acids (125).
This is a unique case in eukaryotic cells. The rest of the amino acids are slightly,
or not at all, consumed by cells in culture (113,116).

Insect cells have a safe way to dispose of by-products, especially ammonia, in
the form of alanine. Alanine is a by-product of Glc and glutamine metabolism that
is not toxic to insect cells at concentrations of up to 100mM (120). It is produced
through the transamination of pyruvic and glutamic acids and the degradation of
other amino acids and serum proteins. Alanine production is finely regulated, and
both Glc and glutamine are required for its formation (114,119,120). An exces-
xsive supply of any of these two nutrients, or the absence of any one, will block
alanine formation, cause ammonium accumulation, and reduce growth rate
(114,120).

Insect cells have a limited capacity of synthesizing, desaturating, and elongat-
ing fatty acids (120). Lipid privation causes cell degeneration and the production of
noninfective baculoviruses (126). Moreover, insect cells cannot synthesize choles-
terol, which is required for synthesis of hormones and membranes (122). Therefore,
lipids and cholesterol must be provided to insect cells cultured in vitro. Vitamins of
the B complex are important for maintaining insect cell lines. Thiamine, riboflavin,
pyridoxine, folic acid, niacinamide, inositol, choline, carnitine, and cobalamine are

Table 4 Metabolic Coefficients for Selected Nutrients in Sf9 and BTI-Tn-5Bl-4 Cell Cultures
in TnM-FH Medium Supplemented with 10% FBS

Sf9 BTI-Tn-5Bl-4 References

Uninfected cultures
Maintenance
coefficient,
�10�10mmol
ATP=cell=hr

2.53 — (113)

Glucose
consumption rate,
�10�10mmol=cell=hr

0.52–0.78 1–2 (111,114,115)

Glutamine
consumption rate,
�10�10mmol=cell=hr

0.37–0.4 0.54 (111,114)

Oxygen consumption
rate,
�10�10mmol=cell=hr

2–4 2.8–5.4 (111,113)

Infected cultures
Glucose
consumption rate,
�10�10mmol=cell=hr

0.61 2.6–1.8 (111,116)

Glutamine
consumption rate,
�10�10mmol=cell=hr

0.18 0.58–0.78 (111,116)

Oxygen
consumption rate,
�10�10mmol=cell=hr

2–7.6 3.2–5.8 (111,117)

Note: All values were obtained under no-nutrient limiting conditions.
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essential for insect cells (122). Trace elements, such as zinc, iron, and copper, are also
required for cell growth.

Insect cells are strict aerobes. Optimum dissolved oxygen (DO) concentrations
for their growth range between 30% and 100% with respect to air saturation, and the
Monod saturation constant for oxygen (KO2

) has been reported to be 1.9% (17,113).
In contrast, r-protein production is more senstive to DO. r-Protein yield is reduced
50% at DO of 10% or 50%, compared with infections effected at 25% DO (127).
Moreover, DO can affect r-protein glycosylation (128). Typical oxygen uptake rate
(OUR) of insect cells is similar to those of mammalian cells (17,113). However, when
insect cells are infected, their OUR can increase up to 100% (117,127,129,130). Inter-
estingly, such an increase in OUR has not been correlated with a higher consumption
of other nutrients (111,112).

Toxic by-product accumulation is one of the main problems that limit in
vitro culture of high eukaryotic cells. However, insect cells are less sensitive to
by-products than mammalian cells. Ammonium is produced from the metabolism
of glutamine and other amino acids. As already mentioned, alanine is a by-product
through which ammonium is safely eliminated. Sf and B. mori cells under optimal
culture conditions do not produce ammonium and are capable of using it if present
in the culture medium (115,124,131). However, ammonium does accumulate in cul-
tures of Tn5Bl-4 cells (up to 25mM), which cannot use it (111,112,124). r-Protein
production by Tn5Bl-4 cells continues even at ammonium concentrations of
15mM, but 20mM can reduce cell and r-product concentrations 20% and 73%,
respectively (112,132). In contrast, ammonium concentration as low as 4mM can
reduce the growth of mammalian cells by 50% (133). Such a difference in ammo-
nium sensitivity may be a result of the lower pH of insect cell culture media (6.0–
6.5), which increases the concentration of ammonium ion with respect to ammonia.
Dissolved ammonia is soluble in cell membranes and can freely enter cells and
increase the pH of lysosomes (134,135). Lactate is another extensively studied
by-product that is produced by insect cells under oxygen limitation (113). It seldom
accumulates in Sf9 cultures, but it can reach concentrations of up to 40mM in cul-
tures of Tn5Bl-4 cells (111). The effect of lactate at 40mM has not been deter-
mined for Tn5Bl-4 cells, although concentrations of up to 10mM do not affect
the growth of Sf9 cells (113). Lactate is consumed by Sf9 cells after carbohydrate
depletion (113,136), causing a characteristic increase of pH toward the end of the
cultures (17). Metabolic engineering has been utilized for increasing the efficiency
of nutrient utilization by Tn5Bl-4 cells. For instance, yeast’s pyruvate carboxylase
was overexpressed by Elias et al. (137), which resulted in a reduction of lactate and
ammonia production.

Culture Media

The initial medium formulations for insect cell culture were based on the composi-
tion of insect hemolymph. Grace (3) formulated the first widely used culture medium
for insect cells. Grace’s medium was originally made for culturing A. eucalypti cells,
but it is now utilized for culturing cells of many insect species. It contains all the
proteic amino acids, except cysteine, various organic acids, inorganic salts, vitamins,
Glc, fructose, and sucrose. Another medium for insect cell culture was designed by
Schneider (138), specifically for the in vitro culture of cells from Drosophila. Both
media require supplementation of insect hemolymph, and both are still extensively
used.
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Grace’s medium has been modified many times, the most popular being the
modification by Hink (139), in which hemolymph was substituted by bovine serum
and medium was supplemented with lactoalbumin hydrolysate and yeastolate. This
modification is called TnM-FH, and was originally formulated for the establishment
of cell lines from T. ni. TnM-FH is widely utilized for laboratory-scale applications
of the IC-BEVS with many different cell lines. The replacement of insect hemolymph
with bovine serum was an important development for insect cell culture, as it
reduced the cost of culture media and allowed an increase in the scale of cultures.

The empirical formulation of Grace’s medium is very complex. The monosac-
charide concentration is very low and only supports the growth of 2� 106 cells=mL
to 3� 106 cells=mL (110,113,115). Glc is the first nutrient to be depleted in batch cul-
tures and increasing its concentration to 2.1 g=L increases cell concentration 57%
(115). The nutrients to be depleted next from Grace’s medium are cysteine, gluta-
mine, and glutamate (113–115). Arginine is also a limiting nutrient for Tn5Bl-4 cul-
tures. a-alanine, which is a by-product of metabolism, is included in the formulation.
In addition, various organic acids are included in Grace’s medium, although they are
not required for cell growth (120). Recently, Palomares et al. (140) showed that elim-
ination of fructose (if an equivalent amount of Glc is added instead), sucrose (if
osmolarity is adjusted with NaCl), FBS, and lactoalbumin hydrolysate did not affect
the maximum concentration of r-protein produced by Sf9 cells in TnM-FH. How-
ever, yeastolate is required for r-protein production, while FBS promotes cell growth
after infection (140).

Gardiner and Stockdale (141) proposed a simpler version of Grace’s medium,
TC-100, for the propagation of baculovirus in Sf cells. In this formulation fructose
was substituted by Glc, sucrose was eliminated, sodium chloride was added to adjust
osmolarity, organic acids were omitted, and 2.6 g=L of tryptose extract was included.
These changes resulted in a less complex formulation. TC-100, however, requires
supplementation with FBS.

In the early 1980s, a more complex and complete FBS-supplemented medium,
IPL-41, was formulated for large-scale production of baculoviruses. It includes more
trace elements than Grace’s medium, such as Cu, Co, Fe, Mo, and Zn. Glc concen-
tration was increased to 2.5 g=L, fructose was eliminated, sucrose concentration was
reduced, and maltose was added (1 g=L). The concentration of most amino acids was
increased, a-alanine was eliminated, and hydroxyproline was included. The concen-
tration of organic acids was reduced more than 10 times. Still, IPL-41 did not per-
form better than TnM-FH in Sf9 or Estigmena acrea cultures (115). It is known
that Glc concentration in IPL-41 medium does not limit growth; however, the limit-
ing nutrient has not been identified. The performance of IPL-41 increases when sup-
plemented with yeastolate or tryptose phosphate broth.

All media described in this section require the supplementation of FBS to sup-
port insect cell growth. Interestingly, FBS is an effective substitute for insect hemo-
lymph even when no response to vertebrate growth factors has been observed in
insect cells. FBS provides growth factors, hormones, and lipids, inactivates toxic
materials, provides carrier proteins, contains protease inhibitors, affects the solubi-
lity of nutrients, has buffering capacity, and modifies some physical properties of cul-
ture medium (such as surface tension and osmolarity) (142). Serum provides
protection to cells from hydrodynamic stress, as it decreases plasma membrane fluid-
ity and cell surface hydrophobicity (143,144). Lower plasma membrane fluidity
results in stronger cells, whereas lower cell surface hydrophobicity prevents cell
attachment to bursting bubbles. Serum addition can have various effects on cell
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physiology. Joshi et al. (145) reported an increase in complex glycan structures pre-
sent in an r-glycoprotein expressed by Tn cells when FBS was added to culture med-
ium. Moreover, it has been demonstrated that FBS reduces baculovirus attachment
to Sf9 cells (98,146). Bovine serum albumin is, at least in part, responsible for this
effect (147). Serum composition is not fully defined and it is frequently impossible
to identify the compounds responsible for an observed effect. In spite of its advan-
tages, not all of the properties of hemolymph are present in FBS. Addition of 10%
hemolymph instead of FBS can delay cell death after infection by 164 hr, decrease
the specific death rate, prevent apoptosis, and increase r-protein concentration
4.5 times (146,148). Similar results were obtained by Maranga et al. (149). However,
the high cost and low availability of insect hemolymph makes its use impractical. In
addition, serum fails to provide some lipids required for growth, but this deficiency
has been overcome by the addition of yeastolate. Yeastolate not only provides lipids,
but also amino acids, B vitamins, nucleotides, and growth-promoting factors (150).

FBS is the most expensive additive in cell culture media; its price ranges
between US$400 and US$500 per liter. Moreover, serum contains a high concentra-
tion of proteins, it is subjected to unpredictable lot-to-lot variations, it can be con-
taminated with adventitious agents, and it complicates downstream processing.
These drawbacks make serum an undesirable supplement to cell culture media and
efforts to replace it with several additives are abundant. Most SFMs contain Pluro-
nic F-68 (PF68), a nonionic copolymer. PF68 is a shear protective agent, utilized in
both mammalian and insect cell cultures. In a similar way to FBS, PF68 can decrease
plasma membrane fluidity, increasing cellular resistance to shear (151). PF68 is
added at concentrations between 0.05% and 0.5% (w=v). Lipids are usually added
to SFM as lipid–sterol emulsions at 0.1 to 2.5 % (v=v) (116). Stock lipid emulsions
usually contain cholesterol (4.5 g=L), cod liver oil fatty acids (methyl esters,
10 g=L), a-tocopherol (2 g=L), and a detergent as an emulsifier, usually Tween 80
(25 g=L). PF68 can also be utilized as an emulsifier. Yeastolate has been found to
be the most critical supplement for Tn5Bl-4 cells in SFM, with optimum concentra-
tions between 4 and 8 g=L (116). Sf9 cells also require yeastolate for growth on SFM.
Yeastolate is the only chemically undefined supplement in commercial insect cell
SFM. Yeastolate presents some drawbacks similar to FBS, such as lot-to-lot varia-
tions, but despite many efforts, it has not been possible to replace it with chemically
defined compounds.

Various SFMs are commercially available and many of them are also protein-
free. Some formulations have been specifically designed to support the growth of a
particular cell line. SFMs for culturing Tn5Bl-4, Sf9, and D.mel 2 (from Drosophila
melanogaster) cells are available. Most SFMs have been optimized and their perfor-
mance is better than serum-supplemented formulations. SFM contain from 5 to
10 g=L of Glc and support from 1.5 to 2 times higher cell densities than traditional
media (110). However, media are often optimized for cell growth and not for protein
or virus production. In some cases serum-containing media may perform better than
serum-free formulations, especially when glycosylated and secreted proteins are pro-
duced (110). This result agrees with the existence of compounds in FBS that promote
protein glycosylation (145). It is clear that media designed to promote cell growth are
not necessarily the best for r-protein production, and vice versa. Moreover, media
can perform differently depending on the r-protein being produced. It should be
noted that media formulations could also have an important effect on protein qual-
ity (see Posttranslational Modifications). No effect of extended passaging of cells in
SFM has been found on the number of occlusion bodies obtained (22).
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Commercially available SFMs have two disadvantages: their composition is
proprietary, which prevents further medium optimization, and they are expensive,
with prices between US$30 and US$43 per liter (17). Note that the cost of such
media would only be enough to pay for the fraction of FBS needed to supplement
serum-containing media. Accordingly, prices are still too high for large-scale applica-
tions of low-value products such as bioinsecticides. To solve both problems, many
groups have successfully developed SFM from inexpensive compounds, such as
protein hydrolysates (116,150,152).

BIOENGINEERING ISSUES IN INSECT CELL CULTURE

The technological utilization of IC-BEVS can be a complicated task as it involves
two different processes. Insect cells are first grown to a desired concentration and
then infected by a baculovirus to obtain the product of interest (r-protein or bacu-
lovirus progeny). After infection cell division stops and the synthesis of viral proteins
begins. The most favorable conditions for r-protein production are quite different
from the conditions for optimal cell growth (110,153). Baculovirus and r-protein
production is a transient process that ends when cells die as a consequence of infec-
tion. Typical kinetics of an infected insect cell culture are shown in Fig. 5. Several
strategies have been utilized for increasing r-protein and baculovirus production at
higher scales. An overview of such efforts is given in this section.

Overcoming the ‘‘Cell Density Effect’’

The ‘‘cell density effect’’ consists in the reduction of specific productivity as cell
concentration increases above 3� 106 cells=mL or 4� 106 cells=mL (155,156). After
several years of research, it has been concluded that the cell density effect is
mainly a consequence of nutrient limitation at high cell densities (112,155–157).
The first approach utilized to avoid the cell density effect was replacing the med-
ium at the time of infection (115,158–161). However, for large-scale applications
this option is neither economical nor practical. Nutrient feeding has proven to
be an efficient strategy for avoiding the cell density effect (155,157). Nonetheless,
nutrient feeding or medium replacement must be performed before autoregulatory
events leading to programmed cell death or cycle arrest occur (25,108). Various
research groups have analyzed the nutrient requirements of insect cells and
designed feeding strategies to overcome the cell density effect [reviewed in Ref.
(17)]. Such efforts have resulted in cell concentrations as high as 5.2� 107 cells=mL
and constant specific productivities at a cell concentration of 1.5� 107 cells=mL
(157). To achieve such results, Elias et al. (157) utilized a semicontinuous nutrient
addition that included Glc, amino acids, yeastolate, lipids, vitamins, and trace ele-
ments. Overall, nutrient feeding increased three times the concentration of b-galac-
tosidase (Table 5). Oxygen is also a key element to avoid the cell density effect
(155). It should be provided in sufficient quantities to satisfy the increase of
OUR at the time of infection.

Another alternative for avoiding the cell density effect is by operating the cul-
ture in perfusion mode. Perfusion is usually not economically attractive for the pro-
duction of intracellular or membrane proteins but can be convenient for secreted
proteins. Secreted proteins are usually glycosylated and occasionally can be pro-
duced at low concentrations by insect cells. Their production can be more energy
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and nutrient demanding than that of intracellular proteins. The cell density effect for
the production of a glycosylated protein (b-trace glycoprotein) has been observed at
cell concentrations much lower than for intracellular proteins (>1� 106 cells=mL)
(132). Utilizing perfusion, Chico and Jager (132) maintained constant the specific
production rate of b-trace glycoprotein up to cell densities of 3� 106 cells=mL. A
productivity of 1.2 g=L=day and a concentration of 0.5 g=L of r-protein were
obtained (Table 5). Such values are very high for a glycosylated protein produced
through any expression system. Even when promising results have been obtained
by increasing insect cell concentrations, more work is still needed to fully define
the nutritional requirements of insect cells for growth and r-protein or virus produc-
tion (see Insect Cell Culture).

Figure 5 Typical kinetics of an infected insect cell culture with an MOI of 1 pfu=cell. Sf9
cells were infected with a recombinant baculovirus coding for rotavirus VP7 [for details, see
Ref. (154)]. (A) Total cell concentration (&), viable cell concentration (�), cell diameter (D).
(B) r-protein concentration (&), viral titer (�). (C) glucose (c), lactate (D).
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Infection Strategies

An efficient infection requires that all cells in culture are infected and that culture
conditions are optimal for baculovirus and r-protein production. Overall nutrient
demand, cell growth and death after infection, and product concentrations are all
determined by infection conditions. A simultaneous infection of all cells in culture
results in synchronized protein and virus production. Alternatively, if only a fraction
of the population is initially infected, the remaining cells will continue to grow
until infected by the viral progeny of the infected cells (secondary infection,

Table 5 Bioreactors Utilized for r-Protein Production by Insect Cells

Bioreactor
Culture
medium Scale Cell line

Maximum
r-protein

concentration References

Batch STR TC100 5%
FBS

1.4 L Sf9 140–150U=mL,
b-gala

157,162,163

SF900II 3.5 L
IPL41 5%
FBS

2 L

Fed-batch
STR

SF900II 3.5 L Sf9 430U=mL,
b-gala

157

Air lift SF900 14 L Sf9 104U=mL,
b-gala

164

Tubular
segmented-
flow

ExCell 401 0.3 L Sf9 36U=mL,
b-gala

165

Helical
ribbon STR

IPL41
SFM

11 L Sf9 70 mg=mL,
VP6b

136

HARVc Express 5 50 mL Tn5Bl-4 2.7 mg=mL,
SeAP

166

Split-flow
air lift
(packed-
bed)

ExCell 400 0.5 L Tn5Bl-4 10.7 mg=mL,
SeAP

167

Two-stage
STR

SF900II 1 L� 2 Sf9 5mg=106 cells,
EBNA1d

168

Two-stage
STR

IPL41 10%
FBS

1.5 L� 2 Bm5 250mg=L, CATe 161

Perfused
reactor
membrane
aerated

Excell 401 1.7 L Tn5Bl-4 0.5 g=L,
1.2 g=L=day,

b-trace protein

132

Packed-bed TnM-FH
10% FBS,
0.2% PF68

0.25 L Sf21 4� 105U=mL,
IL-5f

169

ab-Galactosidase.
bStructural protein of rotavirus.
cHigh-aspect rotating-wall vessel.
dEpstein–Barr virus nuclear antigen 1.
eBacterial chloramphenicol acetyltransferase.
fHuman interleukin 5.
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see Baculovirus). Infection can be affected by media composition, cell growth phase,
cell concentration, mode of culture, and MOI (90,98,146,170,171; reviewed in 17).

Insect cell–baculovirus interactions have been studied and mathematical mod-
els for virus attachment and trafficking have been proposed (90,170). Baculovirus
binding to cells is the limiting step for infection, as the mean time for binding is at
least one order of magnitude higher than those for each of the subsequent intracel-
lular steps (90). Moreover, a direct correlation between the amount of attached virus
and r-protein concentration has been found (98). Accordingly, infection strategies
should be aimed at increasing the rate of virus binding. Brownian diffusion governs
baculovirus encounter with cells (90,162,170). Thus, virus attachment for fully dis-
persed cells is affected by temperature, viscosity, and the cell surface available for
infection, but not by hydrodynamic conditions (98,162,170). A first-order depen-
dence of baculovirus attachment on cell concentration (between 0.5� 106 cells=mL
and 20� 106 cells=mL) has been found (98,170). Nonetheless, virus concentration
only affects virus binding at low cell to virus ratios (below 1 pfu=cell) (172). Medium
composition can also affect virus binding. Baculovirus binding to Sf9 cells is reduced
three times if medium is supplemented with 10% FBS (98). Rhee et al. (146) also
observed a decrease of infection when FBS was added. Palsson et al. (173) demon-
strated in mammalian cells that increasing virus attachment to cells increases gene
delivery, the ultimate objective of baculovirus infection for r-protein production.
They utilized a flow-through procedure for the infection of various mammalian cells
with retrovirus. Gene transfer was increased by one to two orders of magnitude.
However, only Wood (174) and Dee and Shuler (90) have proposed a strategy (cen-
trifugation) to increase baculovirus binding to insect cells. Nonetheless, both centri-
fugation and flow-through devices are difficult to operate at large scales.

The rate of infection and the fraction of the population initially infected are a
direct function of MOI (90,159,175,176). MOI is defined as the number of infectious
particles (pfu) added per cell (see Baculovirus). The effect of MOI on the infection of
a culture can be modeled by a Poisson distribution (159,175). The probability (p) of a
cell being infected by (w) virus would be given by:

pðwÞ ¼ MOIw

w!

� �
e�MOI

� �
ð1Þ

The solution to Eq. (1) is shown in Fig. 6. It can be seen that at low MOI (below 2)
the fraction of infected cells is very sensitive to differences in MOI. As MOI increases
above 4 pfu=cell, practically all cells are initially infected by at least one virus. It
should be noted that the MOI utilized in Eq. (1) should reflect the actual infection
conditions in culture. That is, it should include factors that may delay or reduce virus
attachment. This is seldom the case, as virus titering is performed in static cultures
under conditions substantially different from those in production cultures (see
Baculovirus).

Although MOI appears to be a parameter easily manipulated, two important
factors should be considered (see Baculovirus). First, traditional methods for baculo-
virus titering are in general inaccurate, and virus stocks are subject to inactivation
with time. Thus, the actual MOI utilized can be different from that planned, espe-
cially if calculated from outdated titers (older than 6months). Second, infection
requires a viral stock, which needs to be previously produced in insect cell cultures.
Such viral stock must be free of defective particles and should have a high titer to
prevent spent medium carryover. Defective particles reduce r-protein or baculovirus
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yields at high MOI (99). To avoid defective particles viral stocks should be produced
utilizing low MOI (< 1 pfu=cell), and the r-virus should be plaque-purified every 7–
10 passages (see Baculovirus) (99). Concentrating viral stocks through centrifugation
or ultrafiltration may reduce spent medium carryover.

Many research groups have studied the effect of MOI on r-protein and bacu-
lovirus production [reviewed in Ref. (17)]. Such an effect depends directly on the
time of infection (TOI). A simulation by Licari and Bailey (159) of the effect of
MOI and TOI is shown in Fig. 7. It can be seen that as TOI (the age of the culture)
increases, a higher MOI should be utilized for maximizing the r-protein yield. This is
explained by the fact that due to infecting at low cell concentrations (culture in the
early exponential growth phase) a low MOI (< 4 pfu=cell) results in only a fraction
of initially infected cells (Fig. 6). The remaining cells are then capable of growing
until progeny viruses infect them. Such a strategy has been used for obtaining high
product yields with minimum virus requirements (156,175). As the cell concentration
increases (close to the stationary growth phase), higher MOI should be utilized since
the medium nutritional capacity is almost exhausted and will not support additional
cell growth. Yang et al. (112) determined the medium nutritional capacity (or nutri-
tional depth) and used it to estimate optimal MOI and TOI combinations. Infection
strategies should also be designed considering the stability of the r-product. The use
of low MOI and TOI results in a long production phase, which increases the time of
exposure of the product to proteases (171).

Among its advantages, the IC-BEVS can be used to simultaneously produce
several r-proteins. The most complex case is the production of virus-like particles
(VLPs), which are conformed by hundreds of various molecule kinds (up to five dif-
ferent proteins). MOI can be utilized to manipulate the stoichiometric relation
between protein molecules that are encoded by genes in different baculoviruses
(175–177). In turn, different stoichiometric relations between molecules can be used
to manipulate the composition of VLP (175,177). Likewise, Palomares et al. (176)
utilized sequential infections for manipulating the stoichiometry between rotavirus

Figure 6 Probability of infection of a population according to the Poisson distribution.
[From Refs. (159,175).]
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structural proteins. MOI and TOI are valuable tools to design rational infection stra-
tegies for the production of VLPs. Such rational strategies can increase the yield of
functional multimeric molecules (175).

Shear Stress in Bioreactors

One of the main issues when scaling up animal cell cultures is cellular fragility. Cells
cultured in bioreactors are subjected to shear stress caused by agitation and sparging.
The damage that a cell suffers is determined by the type, duration, and magnitude
of the hydrodynamic force (178,179). Insect cells have been found susceptible to lami-
nar shear above 0.59N=m2 (103) or to energy dissipation rates above 2.25� 104W=m3

(180). Energy dissipation rates in stirred tanks are in the range of 2� 103W=m3 to
3.5� 103W=m3, and in bubble columns are between 0.2� 103W=m3 and
2� 103W=m3 (181). Moreover, cells will not be subjected to turbulence at eddy scale
since the Kolmogoroff eddy size in reactors utilized for animal cell culture is usually
larger than the insect cell diameter (127,161). Therefore, insect cell damage from agita-

Figure 7 (A) Final-state b-galactosidase titers (activity units=mL) as a function of both time
of infection (hours after cell inoculation) and MOI. (B) Contour plot for optimizing infection
strategies. Domains of time of initial infection (hr) and MOI corresponding to different ranges
of final b-galactosidase titers are shown. The legend to the right indicates the final product
titers (activity units=mL). [From Ref. (159).]
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tion in typical reactors is unlikely. However, it has been found that bubble rupturing
can liberate much more energy than agitation. Namely, shear stress originated from
bubble bursting is equivalent to �10.4N=m2 (181) and energy dissipation rates have
been calculated to be in the order of 104 to 108W=m3 (180). As a result, almost every
cell surrounding the area where a bubble bursts will be killed (180). Accordingly,
Kioukia et al. (162) found that Sf9 cells suffer little damage in a reactor agitated at
400 rpm with a Rushton turbine. The observed damage was attributed to bubble
entrainment. However, sparging at a rate of only 0.007 volumes of gas per volume
of liquid per minute (vvm) reduced significantly the cell concentration and reduced
50% viral titer and polyhedra yield. The energy liberated by bubble bursting is inver-
sely proportional to bubble size, so if sparging is required large bubbles should be
utilized (181,182). However, the oxygen transfer coefficient is reduced as the area
per volume of sparged gas decreases. Accordingly, an alternative would be the use
of microbubbles, which will completely dissolve before reaching the liquid surface.

Damage to cultures from hydrodynamic forces can occur even when there is no
appreciable decrease in cell concentration or growth rate. Cells may die during expo-
sure to shear (lethal effect) or survive and experience physiological effects (sublethal
damage). The sublethal effects of hydrodynamic stress comprise a variety of meta-
bolic or structural changes that do not appear to damage cells, but that can affect
many of their functions (183). Such physiological effects can include apoptosis trig-
gering, changes in the protein synthesis and nutrient consumption rates, cell cycle
arrest, and changes in intracellular pH (40,184; reviewed in 178,179). Sublethal
effects reduce the concentration of r-protein as well as the assembly of VLPs (127).

The high specific OUR of infected insect cells (almost twice the typical OUR of
animal cells) requires higher oxygen transfer rates (OTRs) than those usually found
in animal cell reactors (185). Furthermore, as scale and concentration increase,
higher OTRs are required. Thus, in many cases OUR can only be satisfied through
sparging. Hydrodynamic damage of sparged insect cell cultures has been prevented
by the addition of PF68 (186). Insect cell cultures in TnM-FH medium supplemented
with 0.05% PF68 can tolerate a shear stress of at least 4.5N=m2 (154). In Fig. 8 the
effect of aeration and agitation rates on the growth rate of Sf9 cells in SFM supple-
mented with 0.2% of PF68 is shown. Agitation rates of 275 rpm and aeration rates of
0.04 vvm can be utilized without reducing the cell growth rate. It has been shown
that PF68 addition reduces plasma membrane fluidity (151) and yields stronger
hybridoma cells (187). PF68 has also been reported to reduce the attachment of
insect cells to bubbles by two mechanisms, reducing their hydrophobicity (144)
and reducing the medium surface tension (103,188). Palomares et al. (154) found that
the protective effect of PF68 remains up to 24 hr, even when the additive is elimi-
nated from the culture medium. This indicates that PF68 interacts with insect cells
in a strong and stable manner. Moreover, cells are protected from shear immediately
upon PF68 addition, ruling out a slower biological effect (154,189). However, it has
been found that PF68 has physiological effects on animal cells. Even under condi-
tions of low shear PF68 promotes the growth of insect cells (162), increases r-protein
yield, and decreases baculovirus production (154).

Scale-up

Several considerations should be made when scaling-up animal cell cultures
[reviewed in Refs. (185,190)]. A bioprocess can be scaled up either by increasing
the cell concentration or by increasing the culture volume. An efficient scale-up
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should consider both possibilities simultaneously and aim at large volumes with high
cell densities. Such an approach should result in the most efficient use of resources.
Of course, the large-scale process should have similar yields and quality as the small-
scale process. However, both the fragility and the nutrient demand of insect cells
make scaling up a nontrivial task.

Bioreactors for Insect Cell Culture

Commonly used reactors for producing r-proteins by IC-BEVS are summarized in
Table 5. Cells can be either freely suspended or entrapped in packed beds, micro-
spheres, or microcarriers [reviewed in Ref. (17)]. Immobilized cultures have been uti-
lized in small scales (0.25–0.5 L) (167,169). Packing materials include glass beads
(167), and polyurethane and cellulose foams (169). Cell immobilization is particu-
larly useful for attachment-dependent cells. In general, suspension cultures are pre-
ferred for scaling up, as higher OTR and homogenous conditions can be obtained.
Stirred-tank reactors (STR) have been operated in batch, perfusion, or continuous
modes. It is difficult to compare between various reactor configurations and opera-

Figure 8 Critical agitation and aeration rates for Sf9 cells in Sf900II medium supplemented
with 0.2% PF68. Cells were cultured in a 2L bioreactor agitated with two Rushton turbines
with standard geometry (127). (a) Aeration was kept constant at 0.03 vvm. Shear stress origi-
nated from agitation was calculated as described in Ref.(127). (b) Agitation was kept constant
at 200 rpm. [From Ref. (181).]
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tion modes because of the variety of r-proteins expressed, culture media, and cell
lines employed. By comparing only Sf9 cultures producing b-galactosidase, it can
be seen that STRs yield the highest concentration of r-product. Interestingly, b-
galactosidase yields obtained by three different research groups in three different
STRs are very similar (Table 5). Reactor design for insect cell culture has focused
on preventing shear damage. Impellers that provide high mass transfers at low
shears, such as helical ribbons, have been utilized. If possible, surface aeration is pre-
ferred, although it does not provide enough oxygen for pilot plant or larger-scale cul-
tures. Strategies for increasing oxygen transfer without exposing cells to bubbles
include permeable tubing (132) or perfluorocarbon-mediated aeration (191). How-
ever, large-scale application of these alternatives is either impractical or too expen-
sive. Sparging must then be utilized.

Continuous and perfusion cultures have also been employed for insect cells.
High cell concentrations (3� 107 cells=mL) can be attained in perfusion cultures
(192). Cells can then be diluted with fresh medium and transferred to another reactor
for infection. Product concentrations as high as 0.5 g=L have been reported using the
perfusion mode (132). Cell separation from the culture medium is often a challenge,
especially at very high cell densities (>106 cells=mL) or at large scales. Several alter-
natives have been proposed to separate cells from the culture medium, including
gravitational, electronic, or sonic settlers (192).

Continuous or semicontinuous cultures require two tanks, one for cell growth
and another for infection (Table 5). However, continuous cultures are unstable due
to the generation of defective particles in the infection reactor (see Baculovirus).
Interference of defective particles has been detected after 1month of continuous
operation (193). The passage effect can be reduced, but not eliminated, by semi-
continuous operation (194). Hu et al. (165) proposed the utilization of a tubular
segmented-flow bioreactor for infection, where virus is added at the entrance. A seg-
mented plug flow ensures that only virus from a low-passage viral stock infects the
cells, which overcomes the passage effect. After 10 hr of residence in the tubular reac-
tor, the infected cells are placed in an STR for baculovirus or r-protein production.

Scale-up of insect cell cultures can be performed in bioreactors designed for
mammalian cell culture, although mass transfer coefficients may need to be increased
(185). Insect cell cultures have been scaled up to 150L in traditional sparged STRs
with similar baculovirus yields than at smaller scales (182). Fermenters originally
designed for microbial cultures can be adapted for the IC-BEVS if Rushton turbines
and side baffles are replaced by low-shear pitch blade impellers and surface baffles
(153). It is expected that the scale of insect cell cultures will increase since agricultural
application of baculoviruses requires large scale to be economically attractive. Com-
petitive bioinsecticides can only be produced in 20,000–50,000L tanks (182). Scaling
up to those volumes is actually in progress (182). If successful, such reactors will
become the largest tanks for any animal cell culture, which is currently performed
in scales of up to 10,000L (185).

Scaling up may result in concentration gradients due to deficient mixing, as the
fragility of insect cells impedes the utilization of high stirring and aeration rates
(190). Concentration gradients of carbon dioxide, microcarrier concentration, pH,
oxygen, and culture segregation have been found in animal cell cultures (153,185).
Environmental heterogeneities often lead to poor culture performance (185). How-
ever, very little work has been done for assessing the effect of such heterogeneities
in the production of r-protein or baculovirus by insect cells. One of the consequences
of scaling up insect cell cultures is the accumulation of CO2. This is caused by insuf-
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ficient CO2 desorption in cultures that are only surface aerated, membrane aerated,
or when very low sparging rates or microbubbles are used. Garnier et al. (153) found
that CO2 accumulates to 0.18 atm in 150L insect cell culture tanks. CO2 accumula-
tion did not affect Sf9 growth, but it reduced three times the concentration of
r-TGFb receptor. In contrast, Mitchell-Logean and Murhammer (195) found that
CO2 (24mM) reduces the growth rates of Sf9 and Tn5Bl-4 cells. They propose head-
space purging as a solution, which proved effective for reducing dissolved CO2 con-
centration to 6mM. CO2 accumulation may cause other unknown effects on cell
physiology, protein quality, and baculovirus production.

As a consequence of concentration gradients cells are exposed to various oscil-
lating environmental conditions as they move through different zones in a reactor.
Such changing conditions can be reproduced at a small scale through the so-called
‘‘scale-down’’ methodologies (190). Scale-down is utilized for diagnosing problems
in large-scale cultures, or for predicting the behavior of a culture in a large-scale ves-
sel. To our knowledge, only Rhiel and Murhammer (196) have assessed the effect of
oscillating DO conditions in the IC-BEVS, but under conditions that do not repre-
sent those of large-scale cultures. They found that oscillations between 0% and 15%
DO concentration reduced growth and r-protein production. It can be expected that
other gradients with various frequencies, amplitudes, and oscillation axes may affect
in several ways the IC-BEVS, but this remains to be studied.

Process Monitoring and Control

Commercial applications of insect cells require highly productive cultures that can
only be obtained through optimal process monitoring and control strategies. Specific
issues regarding the IC-BEVS are discussed here. Parameters that can be measured on-
line are of special interest as they allow real-time control actions. Such parameters
include OUR and carbon dioxide production rate (CPR) (113,117,136). On-line
estimation of uninfected viable cell concentration and of the time of monosaccharide
depletion is possible through OUR measurements (113,117). Moreover, an effective
infection is accompanied by an increase of OUR, which depends on the MOI utilized
(117,127,129,130). The decrease in CPR after infection has been observed to coincide
with virus release (197). Another simple and reliable parameter for monitoring the
IC-BEVS is cell size. Cell size has been found to correlate with the phases of the insect
cell cycle and with cell death (25). The size of uninfected insect cells has been found to
correlate with their ability to produce r-proteins (28). Moreover, the optimal time of
infection can be determined from cell size (198). Cell size increases after infection. Such
an increase has been found to correlate with the efficiency of virus replication (155)
and with the amount of r-protein produced (140). An important issue for the IC-BEVS
is to accurately determine the optimal harvest time since labile proteins can be rapidly
degraded after cell lysis has started. The times of maximum OUR and cell size have
been correlated with the time of maximum r-protein concentration (117,140,199).
Another parameter that has been utilized for monitoring insect cell cultures is relative
permittivity (157,197).

A novel and interesting approach for monitoring r-protein production is the
use of GFP (see Fig. 3C). Chimeras of the gene of interest and the gene for GFP have
allowed the visualization and relative quantification of an r-protein in larvae or in
bioreactors (191,200). This can also be utilized for the rapid screening of the most
productive r-virus or cell lines (200). GFP can also be utilized for studying protein
production and posttranslational modification pathways (201).
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POSTTRANSLATIONAL MODIFICATIONS

The ideal system for r-gene expression should produce proteins at high productivities
and identical to their native counterparts. This is particularly important for thera-
peutic applications. Differences between native and r-products are the result of dif-
ferent posttranslational processes. Such differences allow organisms to identify and
eliminate foreign proteins. Therefore, posttranslational modifications can have an
important effect on protein pharmokinetics. Moreover, unusual modifications in a
therapeutic protein can result in allergic reactions. Posttranslational modifications
can also affect protein solubility, stability, or specific activity. It is clear that for some
applications the characteristics of the product (quality) are much more important
than the quantity (202).

The extent of posttranslational processing is highly dependent on the protein
being expressed and on specific factors of the host cell, and in general cannot be pre-
dicted. Some posttranslational processes are specific to each organism, in some cases
even to each particular tissue. In these cases, the use of more complex and costly
expression systems, such as those utilizing animal cells, is justified. Insect cells are
far more capable of performing the complex posttranslational processing present
in human proteins than other eukaryotic hosts, such as yeast, fungi, or plant cells
(1). The capability of insect cells for posttranslational processing is discussed below.

Protein Folding and Assembly

The first posttranslational event is folding. Improperly folded proteins may form
aggregates in the ER or in the cytosol. The recovery of aggregated proteins is only
possible by renaturing them through a costly and labor-intensive task (1). Proteins
directed to the ER may be retained there if improperly folded, and will neither be
subjected to further processing nor reach their final destination. Cells have proteins
that prevent protein aggregation (chaperones), catalyze folding, and retain impro-
perly folded proteins in the ER.

Most of the proteins expressed in insect cells are correctly folded. However,
very high levels of r-protein may saturate the cellular folding machinery, and conse-
quently cause protein aggregation. Moreover, the utilization of tags for protein pur-
ification, such as polyhistidine and glutathione-S-transferase (GST) tails, may result
in incorrectly folded proteins (203). Some research groups have reduced aggregation
by coexpressing chaperones with the protein of interest. Whiteley et al. (204) and
Ailor and Betenbaugh (205) coexpressed r-IgG with the chaperones BiP or cytosolic
hsp70. Using this approach they reduced protein aggregation and doubled the con-
centration of secreted r-IgG. Coexpression of hsp70 with its cofactors hsdj or hsp40
further increased the solubility of the product of interest (206). Other chaperones,
such as hsp47, may facilitate secretion, although they do not increase protein solu-
bility (207). Folding catalysts have also been overexpressed simultaneously with
the gene of interest. Hsu et al. (208) overexpressed the ER enzyme protein disulfide
isomerase (PDI), which catalyzes oxidation, reduction, and isomerization of disulfide
bonds. Folding and secretion of heterologous IgG was increased. Interestingly,
PDI was even capable of resolubilizing aggregated IgGs both in vivo and in vitro.
Likewise, Lenhard and Reiländer (209) stably transformed insect cells with the
ninaA gene from D. melanogaster, which codes for a peptidyl–prolyl cis=trans iso-
merase. This improved the folding and activity of heterologous human dopamine
transporter.
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Protein assembly is also efficient in insect cells. Very complex structures can
assemble by coexpressing their components. In the case of VLPs, the structural pro-
teins of nonenveloped virus are simultaneously expressed in insect cells. Virus struc-
tural proteins self-assemble to generate structures almost identical to the original
virion, but without the genetic material. Up to five genes have been simultaneously
expressed in insect cells to obtain VLPs of rotavirus (210), parvovirus (175), and
bluetongue virus (211), among others. Such structures have proven to be useful as
vaccines and as tools for studying protein–protein and protein–cell interactions
(212,213).

Proteolytic Processing

The signal peptide utilized by many eukaryotic cells to direct proteins to the ER is
usually cleaved properly by insect cells. However, in some cases signal cleavage
may be the limiting step for secretion (26,214). It is also possible that a foreign signal
peptide is not fully recognized by insect cells. Both problems may be reduced if the
original signal peptide is replaced with one that is commonly found in insect pro-
teins, such as signal peptides from honeybee melittin, cecrobin B, or gp64 from bacu-
lovirus (203,215,216). However, in some cases the utilization of such signal peptides
has no effect on r-protein yield (217). This strategy should only be utilized when
evidence of inefficient cleavage or inefficient signal recognition exists (26).

Insect cells are usually capable of performing other types of proteolytic proces-
sing than signal peptide cleavage. Some processing requires tissue-specific proteases,
which seldom exist in host cells, even in those of mammalian origin. It is possible to
simultaneously produce such proteases with the protein of interest. Another alterna-
tive is to express the mature form of the protein instead of its precursor. Again,
excessive amounts of the r-product may reduce the efficiency of proteolytic cleavage.
Overexpression of proteases simultaneously to the protein of interest can increase
precursor processing and extracellular concentrations of the processed protein
(218,219).

Glycosylation

Glycosylation is the most complex posttranslational modification, and consists of
the addition of carbohydrate groups. Protein glycosylation occurs in several steps
through the ER and Golgi complex and involves dozens of enzymes. Most of the
secreted and membrane proteins produced by mammalian cells have complex
glycosylation (Fig. 9). In contrast, most of the proteins produced by insect cells have
high-mannose (Man) or hybrid glycosylation, which are not typical in native human
proteins (202). Due to such different glycosylation profiles, the commercial utility of
IC-BEVS for producing human therapeutic proteins is at present limited. However,
this situation can change if the ability of the IC-BEVS for producing complex
glycosylated proteins is improved. In the following section, factors determining post-
translational processing by insect cells are described, and approaches taken for
obtaining proteins with complex glycosylation from insect cells are discussed.

N-Glycosylation

N-glycosylation starts in the ERwhen the oligosaccharide Glc3Man9GlcNAc2 is trans-
ferred from a lipid complex to an asparagine in a protein (GlcNAc is N-acetylgluco-
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samine) (216). This initial oligosaccharide is trimmed and processed in the ER and
Golgi complex. Several research groups have analyzed the capability of insect cells
for performing N-glycosylation. Various insect enzymes involved in glycan processing
have been detected and some have been cloned. It is clear that insects contain the
enzymes required for the production of complex glycosylated proteins (220,221; see
discussion in 222). However, complex glycoforms are seldom found in proteins
expressed by insect cells (223). One of the reasons for the absence of complex glyco-
forms may be the low activity of some glycosyltranferases in insect cells. b1-4 galacto-
syltransferase (GalT) activity, required for the production of galactosylated forms, is
almost undetectable in Sf9 cells (224). However, detectable GalT activities have been
reported in insect cells capable of producing complex glycosylated proteins (221,225).
Sialyltransferase (SialT) activity, required for glycan sialylation, is usually very low or
not found at all in insect cells (226–228). In spite of this, some groups have reported the
existence of sialylated glycoforms (with tri and tetra-antennary structures) in proteins
expressed by insect cells (68,225)(228–230). It appears that sialylation is only per-
formed by insects in particular developmental stages. For instance, larvae of Galleria
mellonella contained 16 times more sialic acid (NeuAc) than adults (231). Moreover,
baculovirus infection reduces up to 80 times the activity of glycosyltransferases (221).

b-N-Acetylglucosaminidase (GlcNAcase) is active in cells and culture superna-
tants of Tn5Bl-4, Mb0503, DpNl, A7S, and Sf9 (221,225,232,233). GlcNAcase speci-
fically cleaves the GlcNAcMan3GlcNAc2 oligosaccharide, which is required for
further glycan diversification (232). Inhibition of GlcNAcase results in an increase
of terminal GlcNAc in hemagglutinin produced by Sf9 cells (232), and in a sialylated
glycoprotein produced by Tn5Bl-4 cells (234). Sialidase activity has also been found in
Tn4h and Tn4s cells (derived from the Tn5Bl-4 cell line) (228,233). Both the low activ-
ity of glycosyltransferases and the presence of glycosydases explain the fact that gly-
cans attached to proteins expressed by insect cells usually have a truncated
trimannosyl form (221,232). An increase in GalT activity reduces the percentage of
pauci-Man forms, indicating a reduction in GlcNAcase substrate concentration
(235). Active b1-4-N-acetylgalactosaminyltransferase (GalNAcT) has been found in

Figure 9 N-glycan diversification in the Golgi apparatus. The structure shown may be
further diversified by additional branch formation. (&), N-Acetylglucosamine; (�) mannose;
(D) fucose. GlcNAc-T, GlcNAc-transferase. Fucose can be added earlier than indicated.

660 Palomares et al.



Tni, Sf, and M. brassicae cells (221). GalNAcT is responsible for attaching N-acetyl-
galactosamine (GalNAc) residues to terminal b-linked GlcNAc in N-linked glycans.

The activity of a-1–3-fucosyltransferase in insect cells is another source of dif-
ference between glycoproteins produced by insect and mammalian cells (223). This
enzyme attaches a fucose (Fuc) in position 3 of the GlcNAc residue proximal to
the Asn. The resulting a-1,3-fucosylated core is immunogenic to mammals, and thus
is undesirable in proteins with therapeutic applications, a1–3-fucosylation has been
observed in proteins produced by Tn5Bl-4, Sf, M. brassicae, and B. mori cells (222;
reviewed in 223).

Another factor influencing protein glycosylation is the availability of nucleo-
tide sugars for glycan buildup. Tomiya et al. (236) found that UDP–sugar concentra-
tions [UDP–GlcNac, UDP–galactose (Gal), UDP–Glc, UDP–Fuc, UDP–Man] are
similar or higher in Sf9 and H5 than in CHO cells. Moreover, Ea cells have a higher
content of UDP–GlcNAc than Sf cell lines (2.8mmol per 106 Ea cells) (237). NeuAc
has been found in D. melanogaster (238), larvae of Philaenus spumarius (239), and G.
mellonella (231), and in Sf9 cells (240). However, no CMP–NeuAc, required for sia-
lylation, has been found in Sf9, Sf21, or Ea4 cells (236,237,241). Substrate concentra-
tion in culture medium can also affect protein glycosylation. Mannosamine feeding
increased the amount of terminal GlcNAc in SeAP produced by Sf21 and Tn5Bl-4
(242). The size of the oligosaccharides obtained indicated that tri- and tetra-antenn-
ary structures were present. The mechanism by which this happens is not known. In
turn, Lawrence et al. (241) found that N-acetylmannosamine (ManAc) was required
for NeuAc synthesis by insect cells that were expressing human genes for NeuAc
phosphate synthase and CMP–NeuAc synthase. Both results underscore the impor-
tance of medium composition in protein glycosylation.

Different enzymatic activities and sugar nucleotide pools result in cell lines with
different capacities for performing glycosylation. In Table 6, some of the quantita-
tive information available on the structure of glycans attached to proteins produced
by various insect cell lines is shown. Three insect cell lines, Ea4, Tn5Bl-4, and DpNl,
can be distinguished for their higher ability to perform hybrid or complex glycosyla-
tion. Up to 48% of the glycans produced by these cell lines were complex, some with
terminal Gal (Table 6) (123,145,222,225,243,244). This percentage of complex gly-
cans is similar to that in proteins expressed by mammalian cell lines (222). GalT
activity detected in Ea4 and Tn5Bl-4 cell lines is similar, and more than double of
the activity is found in Sf9 cells (221). Interestingly, no activity of GlcNAcase has
been observed in Ea cells, which may explain their increased capacity to produce
complex glycoforms (232,243). In contrast, most glycoproteins produced by Sf9 cells
have high-Man and pauci-Man forms (223), although a few exceptions have been
reported (229,243,244). The profiles obtained in glycoproteins of three additional cell
lines and larvae from five different species have been compared by Kulakosky et al.
(245). Only pauci-Man and high-Man glycoforms were detected in all cases. The uti-
lization of a different baculovirus from the traditionally used AcMNPV can also
affect protein glycosylation. When Joshi et al. (145) infected Tn5Bl-4 cells with
recombinant T. ni NPV instead of AcMNPV the percentage of complex glycans
attached to SeAP decreased five times. As described previously (see Baculovirus),
replacing the very strong, very late polh promoter by earlier promoters can also result
in improved capability for complex glycosylation (69,72,73,84,85).

Different r-proteins may be glycosylated in different ways. Protein sequence
and three-dimensional structure can influence its glycosylation. For example, Sf9
cells are capable of producing hybrid glycoforms in interferon-g, but not in SeAP
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(Table 6) (145,243). Moreover, Tn5Bl-4 cells produce complex glycoforms attached
to SeAP and IgG, but not attached to human transferrin (145,222,235). Enzymes
may be more active in one glycosylation site than in another of the same protein.
Ogonah et al. (243) observed complex glycoforms in 42% of the glycans attached
to the Asn25 of interferon-g, but only 19% of the glycans attached to Asn97 of
the same protein were complex. It is known that different consensus sequences can
result in different glycan profiles, which may explain this result (243). In addition,
very high protein concentrations may overwhelm the glycosylation machinery and
result in incomplete glycosylation (68).

Engineering N-Glycosylation Pathways

Genetic engineering has been utilized for increasing the activity of glycosyltrans-
ferases in insect cells (Table 7). Genes coding for glycosyltransferases have been
cloned into baculoviruses under early promoters (85,235). Stably transfected Sf9
and Tn5Bl-4 cells have also been generated which have higher GalT and SialT activ-
ities than mammalian COS cells (224). Marchal et al. (247) took a different
approach. They cloned into AcMNPV a chimeric gene containing DNA coding
for the catalytic domain of Tripanosoma cruzi trans-sialidase, the transmembrane
domain of baculovirus gp64, and a signal peptide. When insect cells were infected
with this virus, they produced a functional trans-sialidase which sialylated a galacto-
sylated acceptor added to culture medium in the presence of a sialylated donor. This
approach does not require a CMP–NeuAc pool in insect cells. Lawrence et al. (241)
have gone one step further as they engineered the metabolic pathway to produce
NeuAc in insect cells by introducing the human genes for NeuAc phosphate synthase
and CMP–NeuAc synthase. Utilizing this approach the NeuAc pool in insect cells
exceeded that typical of mammalian cell lines.

Interestingly, the overexpression of glycosyltransferases alone has been suffi-
cient for obtaining sialylated proteins. This means that the r-glycosyltransferases
were located in the correct position with respect to other enzymes in the Golgi com-

Table 6 Comparison of Different Cell Lines for Performing Protein Glycosylation

Cell line Medium
High-mannose

(%)
Paucimannosea

(%)
Hybrid
(%)

Complex
(%)

DpNlb TnM-FHc 24 44 6 26
Ea4d TC-100c ND 22 36 42
Sf9d TC-100c ND 81 19 ND
Sf9b TnM-FHc 16 84 ND ND
Tn4hbe TnM-FHc 6 43 3 48
Tn4hbe ExCell 405 13 86 1 ND
Tn5Bl-4f ExCell 405 ND 35 30 35
Tn5Bl-4g ExCell 405 31 55 14 ND

aForms with three or less mannose residues.
bProfile of glycans attached to SeAP (145,225).
cSupplemented with 10% FBS.
dProfile of glycans attached to Asn25 of interferon g (243).
eTn4h cells are derived from the Tn5Bl-4 cell line.
fProfile of glycans attached to IgG (222).
gProfile of glycans attached to human transferrin (235)

Note: ND, not detected.
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plex, and that insect cells were able to synthesize CMP–NeuAc and to transport it
into the Golgi (85). Most of the studies that employ genetic engineering for improv-
ing glycosylation by insect cells only give qualitative results of the presence or
absence of Gal or NeuAc in glycoproteins. One exception is the work of Ailor
et al. (235), who identified the structures of glycans attached to r-transferrin, as well
as their relative amounts. Upon coexpression of GalT, they observed an increase in
the percentage of hybrid glycans and detected galactosylated forms, which were
12.6% of all glycans attached to r-transferrin. They also observed a reduction in
the percentage of pauci-Man forms from 58 to 18, which indicates that GalT over-
expression reduces the amount of glycans that can be a substrate for GlcNAcase.
Unfortunately, publications describing the use of genetic engineering for improving
the glycosylation potential of insect cells do not report if the coexpression of the r-
glycosyltransferase has any effect on the yield of r-protein. Future efforts on meta-
bolic engineering of the glycosylation pathways of insect cells may be to knock out
the a-1–3-fucosyltransferase gene to prevent a-1–3-fucosylation.

O-Glycosylation

O-linked glycosylation consists in the initial addition of a GalNAc residue to a serine
or threonine residue. O-linked glycans are less branched than N-linked glycans and

Table 7 Metabolic Engineering of Insect Cells to Improve Their Glycosylation Potential

Glycosyltransferases Cell line=protein Result References

Human b1,2-N-
GlcNAc-
transferase I

Sf9=r-fowl plague
virus
hemmaglutinin

Fourfold increase in
terminal GlcNAc
residues

232

Bovine GalT Sf9=gp64 Galactosylated gp64 72
Bovine GalT Stably transformed

Sf9=r-TPA
Galactosylated TPA 246

Bovine GalT Tn5B1-4=r-
transferrin

Hybrid
galactosylated
glycans

235

Increase of hybrid
structures from
14% to 16.4%

Decrease of
paucimannose
structures from
54% to 18%

Bovine GalT and rat
a2,6-sialT

Stably transformed
Sf9=gp64 and
r-GST-SfManIa

Galactosylated and
sialylated gp64 and
r-GST-SfManI

224

Bovine GalT and rat
a2,6-sialT

Sf9=gp64 Galactosylated and
sialylated gp64

85

Bovine GalT and rat
a2,6-sialT

Stably transformed
Tn5Bl-4=gp64

Galactosylated and
sialylated gp64

70

Tripanosoma cruzi
trans-sialidase

Sf9 Culture with
sialyltransferase
activity

247

aGST-SfManI, GST-tagged Sf9 cell class I a-mannosidase.
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are usually biantennary structures (248). r-Proteins produced in insect cells are
usually O-glycosylated in the same position as native proteins. Mammalian O-linked
oligosaccharides commonly have multiple lactosamine units (Galb1-4GlcNAc), and
are sialylated and fucosylated. In contrast, proteins expressed by insect cells have
truncated glycans with only the core GalNAc residue or Galb1-3GalNAc
(227,249,250). The potentially immunogenic O-glycan Gala1–4Galb1–3GalNAca1-
O-Ser=Thr has been detected in proteins produced by M. brassicae cells (227). Little
effort has been put on increasing the O-glycosylation potential of insect cells,
although overexpression of GalT and SialT should also promote the formation of
galactosylated and sialylated O-glycans.

Other Posttranslational Modifications

Other posttranslational modifications have not been studied to the same extent as
glycosylation. It is known that myristoylation, palmitoylation, isoprenylation, phos-
phorylation, sulfation, acetylation, C-terminal amidation, b-hydroxylation, and
methylation occur in insect cells (203,251; reviewed in 26,223). It has been found that
fatty acid acylation (palmitoylation and myristoylation) is only performed in non-
aggregated proteins, but occurs even when glycosylation is inhibited (203). In some
cases, isoprenylation may be heterogenous and incomplete (251). a-amidation at the
carboxyl terminus does not always occur and is difficult to predict (26).

Other Parameters that affect Posttranslational Processing
by Insect Cells

In addition to the factors discussed previously, several other parameters can affect
posttranslational processing of proteins produced through the IC-BEVS. Baculo-
virus infection causes multiple changes in the intracellular environment. Moreover,
due to the lytic nature of baculovirus infection, the functionality of infected cells
can be expected to decline as infection proceeds. Infection may reduce the synthesis
of many cellular proteins required for proper posttranslational processing, such as
chaperones, folding catalysts, glycosyltransferases, and other enzymes. In addition,
infected cells may die before fully processing the r-product. In fact, it has been found
that phosphorylation and acylation are less efficient as infection progresses [reviewed
in Ref. (26)]. Moreover, van Die et al. (221) observed a reduction of 80 times in the
activity of a glycosyltransferase at 48 hpi. Others have not observed any effect of
infection on GlcNAcT I activity (252) or any difference between glycans attached
to interferon-g analyzed 48 and 144 hpi (243). In contrast, Davidson and Castellino
(253) and Donaldson et al. (123) found that SeAP and human tissue plasminogen
activator (TPA), respectively, produced very late after infection are more extensively
glycosylated than proteins produced earlier. It is possible that different culture con-
ditions were responsible for such contrasting results. In any case, the utilization of
promoters earlier than polh (see Baculovirus) has been useful for obtaining more effi-
ciently processed proteins, which were not functional or soluble otherwise (68,73).
An alternative approach, which was exploited by Jarvis et al. (254) for increasing
the concentration of the extensively glycosylated TPA molecule, is the utilization
of stably transfected insect cells (see the next section).

The concentration of immature r-product can also affect its posttranslational
modification. Posttranslational processing is often the limiting step for obtaining
r-proteins, especially secreted and membrane proteins (69). Very high concentrations
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of protein may overwhelm the cellular posttranslational machinery. Consequently, a
protein that should be secreted may accumulate intracellularly and heterogenous
protein populations may be obtained. Proteins accumulated intracellularly can con-
tain immature high-Man forms, or not be glycosylated at all (203,222). The presence
of high-Man forms indicates that glycoproteins are not being processed in the Golgi
complex. Posttranslational processing may be improved by reducing the r-protein
synthesis rate. This can be achieved by decreasing the culture temperature
(123,206), reducing MOI (162,176), or utilizing a weaker promoter than polh (68).
A reduction in the concentration of immature protein may result in an overall
increase of mature, secreted, and functional molecules. Proper intracellular localiza-
tion of nonsecreted proteins may also be obtained by reducing the r-protein synthesis
rate. Improved posttranslational modifications can also be obtained by increasing
the concentration of chaperones, folding catalysts, or glycosyltransferases
(205,224). The metabolic activity of cells at the moment of infection can also affect
the synthesis of r-product and the extent of posttranslational processing (28).
A higher metabolic activity can be expected to result in better posttranslational
processing.

Environmental and culture conditions also affect posttranslational processing.
However, their effect has been scarcely studied for r-proteins produced by insect
cells. Davidson and Castellino (230) found that only insect cells cultured in static
mode are able to perform complex glycosylation. Joshi et al. (228) found glycopro-
teins with tri-and tetra-antenary N-linked oligosaccharides in SeAP produced under
simulated microgravity. Sialylated glycoproteins were also found in T-flask cultures
when supplemented with 5mM ManAc, a precursor of CMP–NeuAc. Cruz et al.
(127) found that low DO (10%) decreases protein yield, but increases the amount
of protein assembled in VLPs. Moreover, Zhang et al. (128) found a decrease of
high-Man forms in cultures at 50% DO, compared to cultures at 10% and 190%.
Ammonia is a by-product that has an important effect on glycosylation of proteins
produced by mammalian cell lines. However, Donaldson et al. (123) did not find a
significant effect of ammonium sulfate added at concentrations of up to 40mM on
glycosylation of SeAP. Other factors that are known to affect posttranslational pro-
cessing of proteins produced by mammalian cells can also have an effect on glycosy-
lation by insect cells, although this has not been studied. Some of these factors are
the concentration of saccharides, nucleotides, DO, dissolved carbon dioxide, lipids,
amino acids, osmolarity, and pH [reviewed in Ref. (255)].

Evidence indicating that insect cells possess all the enzymes required for per-
forming posttranslational modifications similar to those performed by mammalian
cells, including complex glycosylation, is continuously increasing. However, as
reviewed here it appears that the posttranslational machinery of insect cells is only
functional under very specific circumstances, which are still scarcely known.

LARVAL PRODUCTION AND STABLE EXPRESSION SYSTEMS

Larval Production

The traditional alternative approach to in vitro cell culture is larval production,
which consists in directly infecting caterpillars with wild-type or r-baculoviruses
for expressing either r-proteins or baculoviruses (15,26). AcMNPV and BmNPV
are the two most commonly used baculoviruses for larvae expression. AcMNPV
has broad host specificity, including S. frugiperda, T. ni, Heliothis virescens, Man-
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duca sexta, and Hyalaphora cecropia, among others. In contrast, BmNPV exclu-
sively infects B. mori. For instance, AcMNPV has been used for the functional
expression of interleukin-2 in T. ni (67) and a-anti-insect toxin in S. litoralis and
Heliothis armigera larvae (256). Likewise, BmNPV and larvae have been used for
production of bovine interferon-g (257). A hybrid baculovirus, which was gener-
ated by heterologous recombination between AcMNPV and BmNPV, exhibits a
wider host range and allows the production of r-baculoviruses in Sf cells for infec-
tion on B. mori larvae (258). Such a virus has been used for expressing larva firefly
luciferase and for obtaining fibroblast growth factors under control of the poly-
hedrin promoter (259).

Efficient in vivo production requires a homogenous larvae population. This
can only be accomplished by rearing caterpillars born from eggs that hatch in a
controlled environment (25–27�C in humidified chambers). The resulting larvae
are maintained in small containers (typically 180mL cups, each holding ca. 10–
15 caterpillars) and fed on controlled diets. Larvae must be infected within 1 or
2 days after the sixth molting event in order to insure it is early enough before pre-
paration for pupation (26). Under such conditions, fat body is the major tissue
undergoing active metabolism. Infection must be as synchronous as possible and
it is performed either by feeding larvae with preadsorbed virus or by directly inject-
ing viruses through their cuticle. Occluded virions are preferred when infecting via
diet since nonoccluded virions rapidly decay unless formulated with protective
agents (260–262). Accordingly, transfer plasmids for r-protein or r-baculovirus pro-
duction are commonly constructed with the heterologous gene under control of the
p10 promoter, whereas polh is kept intact for proper occlusion of viral particles
(26,67). Some recent studies report up to a 2.7-fold increase in infectivity when
using occluded virions produced in vivo compared to in vitro (263). In contrast,
others have found no differences in production between both systems (5,58,59).
Injecting budded viruses into the hemolymph is a good choice when few insects
are to be used; however, it is a time-consuming procedure and becomes impractical
at large scales.

As with in vitro culture, TOI, MOI, and harvesting time are three funda-
mental parameters for attaining an efficient process. A good timing of inoculation
permits infection of a large number of fat body cells when the tissue is still
actively synthesizing proteins. Either too early or too late infection will result
in low yields of r-protein. An early infection will prematurely arrest cell division
and will consequently limit larval growth and reduce the number of infected
cells. In contrast, if a late infection is employed then production will occur near
pupation and part of the rapid protein expression phase will be missed (67). Con-
trol of MOI can also be used for improving r-protein production. A strong
dependence between MOI and larval growth and time of maximum protein yield
has been observed. For instance, in per os infected larvae Pham et al. (67)
showed that r-protein yield was maximum at intermediate virus loading
(3.8� 107 pfu=cup), whereas it decreased 77% and 10% at higher (1.5� 108 pfu=
cup) or lower (1.9� 107 pfu=cup) MOI, respectively. Such a behavior was attrib-
uted to a proper balance between infection rate, larval growth, and protease
activity. Harvest time must also be carefully selected. Maximum product produc-
tion can be missed by an early harvest, but proteases released during wide-spread
cell lysis can degrade the protein if harvest is delayed for too long (67,264). To
help determine the maximum protein expression time, a baculovirus expressing a
GFP variant optimized for UV light stimulation was used by Cha et al. (264) as
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a reporter gene. Such a strategy allowed a noninvasive estimation of the optimal
harvest time at �3 days postinfection. Anticipating the harvest time by fluores-
cence measurements can be further simplified by expressing the protein of interest
fused to GFP (200). An additional advantage of using such fusion proteins is the
possibility of simple product quantification since fluorescence intensity is propor-
tional to the amount of r-protein.

The method of recollection of r-protein will depend on whether it is secreted or
not. Secreted proteins are easily collected since they are found in the hemolymph.
Therefore, bleeding the caterpillar by clipping its prolegs is the best way to recover
the product. However, as warned by O’Reilly et al. (26), when working with hemo-
lymph, melanization should be avoided by addition of DTT, an inhibitor of polyphe-
nol oxidases that catalyze the formation of quinones which irreversibly bind to
proteins and make their recovery difficult. In general, r-protein yields of between
0.1 and 25 mg=larva have been reported (67,200). A direct comparison of expression
levels between in vivo and in vitro is difficult. Nonetheless, in some cases higher
levels have been reported for proteins secreted into the hemolymph compared to
an equivalent number of cultured cells, whereas the opposite has been found for
some membrane-bound proteins (15). In the case of nonsecreted proteins, larvae
should be milled for recovering the r-product. The abundant presence of proteases
and hydrolases can degrade the r-protein. Thus, it is recommended to remove the
gut before homogenization. For large insects, a good option is to remove the fat
body where a large proportion of the r-protein can be found (26,259). Nonetheless,
these manipulations, as with infection by injection, are not practical for a large-scale
operation.

In addition to the limitations already mentioned, larval production can present
other drawbacks. It is very difficult to guarantee a parasite- and virus-free process.
Some larvae are aggressive and display cannibalistic behavior, which complicate
insect rearing. Furthermore, adequate control of process parameters, including
MOI and TOI, can be difficult, particularly when infecting via diet supply. Nonethe-
less, under certain situations larval production can present advantages over in vitro:
capital investment is lower, cell lines and aseptic infrastructure are only required for
viral stock preparation, and highly skilled personnel trained in bioreactor operation
are not required. Accordingly, larval production is still preferred for several applica-
tions, in particular for the production of bioinsecticidal wild-type baculovirus (see
the next section). For such an application, in vivo production can be justified as long
as the market size does not exceed 1million ha. Each larva produces an average of
ca. 109 polyhedra; accordingly, treating 1 ha would require 1000 to 10,000 infected
caterpillars (at 1012–1013 polyhedra=ha) (5,7,265). In vivo methods are also used in
research and industry for rapid and simple production of r-proteins. Larval produc-
tion is a mature technology and companies already exist that provide larvae, bacu-
lovirus, feed stock, and all the materials required for readily establishing an in vivo
operation.

Stable (Nonlytic) Expression Systems

Much has been learned and improved during the past 20 years of use of the IC-BEVS
for production of heterologous proteins. A significant improvement has been the
development of nonlytic and stable expression of r-proteins in insect cell lines by
integration of foreign DNA sequences in their genome. By establishing insect cell
lines capable of producing r-proteins in a continuous manner, some inherent limita-
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tions of a transient and lytic expression system can be overcome (19,266). Traditional
r-baculoviruses rely on the use of promoters that become active very late during the
infection cycle. Accordingly, most of the baculovirus genetic information must be
preserved for late promoters to work. Moreover, due to the lytic nature of baculo-
virus, cellular integrity is compromised soon after r-protein synthesis begins when
very late promoters are used. With stable expression, the yields of membrane bound
and secreted r-proteins can improve (267). For instance, Farrell et al. (268) obtained
yields of TPA from stably transformed Bm5 cells up to 10 times higher than those of
CHO cells, and comparable to those of S. cerevisiae.

Stable transformation is possible both in dipteran, such as mosquito, S2, S3,
and Kc (30), and in lepidopteran, such as Sf9, Bm5, and TN368 (254,269,270), cell
lines. Genetic transformation has been achieved by transfecting into an insect cell, by
any of the standard methods, a vector plasmid containing a selection marker and the
foreign gene under the control of a strong promoter (30,266,267). Since successful
genomic integration is a rare event, two selection systems have been commonly used
to preserve the few transformants. One relies on transferring dominant bacteria-
derived selective markers, which give cells the advantage of employing unusual meta-
bolites not present in the culture medium. Another is based on cytotoxicity of drugs
added to the medium (267). In the former case xanthine instead of hypoxanthine has
been used for purine nucleotide synthesis, whereas in the latter case the most com-
monly used drugs are G418, hygromycin B, methotrexate, and a-amanitin (30).

Both, constitutive and inducible promoters have been used for stable expres-
sion in insect cells. The immediate early (IE-1) promoter from AcMNPV (84,254)
and the IE-2 promoter from Orgyia pseudotsugata MNPV (271) are among the pre-
ferred constitutive promoting sequences for stable expression. Both are active in
uninfected lepidopteran and dipteran cells since they use RNA polymerase of the
host. Several homologous constitutive promoters for use on Drosophila cells have
been tested (30). These include the long-terminal repeat of the retrotransposon copia
(a mobile genetic element present in the D. melanogaster genome that encodes most
of the transcriptional regulatory sequences), the alcohol dehydrogenase gene promo-
ter, and the actin 5c gene promoter. Alcohol dehydrogenase is believed to participate
in tolerance to alcohol since flies feed on fermenting fruits, whereas the actin 5c gene
promoter is involved in the expression of a widely expressed cytoskeletal protein.
The use of inducible promoters allows the attainment of high growth rates of insect
cells without the metabolic burden of expressing an r-protein. Once a desired cell
concentration has been reached, expression can then be triggered by various means,
including rise in temperature (hsp genes) or addition of divalent cations (such as Cd,
Zn, or Cu for metallothionein genes). Synthesis of heat shock proteins can be trig-
gered by an increase in temperature as small as 2�C (from 25�C to 27�C). The
best-known promoter of this group is that of the protein HSP70. Metallothioneins
are detoxifying proteins that bind heavy metals and are a valuable tool for stable
transformation of insect cells since induction can be simply accomplished by the
presence of heavy metals in the culture medium (30).

Stable transformation of easy-to-handle insect cell lines is a promising avenue
for the continuous expression of adequately processed r-proteins at the milligram per
liter level (246,266). A further improvement that should push this technology ahead
is the development of transposon-based transformation. The use of P-element
mediated transposition for the stable genetic transformation of Drosophila cells
has been reported (272). Such a strategy should allow integration of multiple copies
of the gene of interest into the genome, thus leading to higher yields in stably trans-
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formed insect cell lines. As reviewed in the next section, stable expression based on
r-baculoviruses has also been achieved on vertebrate cells (273,274).

PRODUCTS AND APPLICATIONS OF IC-BEVS

Bioinsecticides

Wild-Type Baculoviruses

The first practical application of baculoviruses was in agriculture as bioinsecticides.
In fact, there exist reports as early as 1892 documenting attempts to use baculo-
viruses as bioinsecticides (8,261), although it was not until the 1940s that formal
demonstrations of their utility for pest control appeared (12). Extensive field trials
were performed during the following 30 years, culminating in 1975 with registration
by the U.S. Environmental Protection Agency (EPA) ofHelicoverpa zea NPV (under
the commercial name Elcar) as the first baculovirus for use as a pesticide (4–8). To
date at least 29 different baculoviruses have been tested in detail for pathogenicity,
and more than 40 (both NPV and GNV) have been used extensively in many coun-
tries around the world without adverse effects on nontargeted organisms (Table 8).
For instance, in Brazil Anticarsia gemmatalis NPV is successfully used on approxi-
mately 1million ha annually to protect soybean crops; in many European countries
Cydia pomonella GNV is used against the codling moth on apples, pears, and wal-
nuts; and Helicoverpa armigera NPV is used in China on �100,000 ha annually to
protect cotton, tobacco, and tomato plants, just to mention a few examples (261).
In the United States, the EPA has registered seven NPVs and one GNV (Table 8).
A detailed review of commercial products and the countries and crops where they
are applied can be found elsewhere (261).

Ironically, it is the narrow host specificity that characterizes wild-type baculo-
viruses as environmentally robust pesticides that has limited their market and ham-
pered their economic competitiveness with respect to broader-spectrum synthetic
chemical insecticides (7,8). For instance, due to economic considerations, the pro-
duction of Elcar is at the moment suspended (7,261). Yet, treatment costs for various
applications are competitive with respect to conventional ones. For instance, the
treatment cost for cotton and vegetables with either H. zea or Spodoptera exigua
NPVs produced in larvae or with chemical pesticides is about the same (between
US$12 and US$25=ha). Likewise, A. gemmatalis NPV has been successful since it
is highly virulent to host larvae and therefore fewer applications are needed to con-
trol pests compared to chemical insecticides (261). Baculoviruses are typically
applied in the field at 1012–1013 polyhedral inclusion bodies (PIBs) per hectare. Com-
mercial pesticide products contain occluded virions as the active ingredient (at
�1� 1010 PIBs=g, 7% humidity), are usually sold as liquid or wettable powders,
are applied as foliar sprays, and all target moth larvae. In vitro processes are well
suited for the production of occluded virions, even though their biological activity
is not always similar to the activity of those produced in larvae (5,58,59,263).
Nonetheless, all baculoviruses used for pesticides are presently produced in larvae
since manufacturing costs are lower than in in vitro production (8). In particular,
development of inexpensive culture media (see Insect Cell Culture), reduction of
capital investments, and productivity improvements are needed for attaining an in
vitro competitive bioprocess. For instance, it has been estimated that culture medium
must be less than US$1=L for successfully producing a biocontrol agent at a com-
mercial level (276). Chakraborty et al. (5) reported a maximum yield of 100 H.
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zea PIBs per cell at 2� 106 cells=mL in Sf900II medium. At such productivities, 5 L
of fermentation product per hectare would be required. Accordingly, their process
would only need a twofold improvement in PIB productivity and a low-cost medium
to be economical (5).

In addition to cost considerations, other factors have limited commercializa-
tion of baculovirus pesticides. Environmental conditions, such as solar radiation
and rainfall can rapidly inactivate baculoviruses even in their occluded form. To pre-
vent such a problem, various materials that act as UV-shielding agents, including lig-
nin derivatives, starch, and fluorescent brighteners, have been employed in product
formulations to further protect the virions (260,261). Temperature, application tim-
ing, leaf distribution, plant architecture, and virulence differences due to genetic
variability must also be considered for proper performance of baculoviruses in the
field (261).

r-Baculoviruses

One of the main limitations of baculovirus pesticides is their slow lethal action,
which can be delayed between 5 and 15 days postinfection before killing the insect
pest. During such time, larvae can continue feeding and consequently cause substan-
tial damage to crops (6,8,275). A solution to such a problem, initially attempted by
Carbonell et al. (277), has been the development of genetically modified baculo-
viruses. In r-baculoviruses, genes that exert a deleterious effect on the insect are
placed under the control of the polh promoter or others. To date, various genes have
been tested (81,256,275,278,279). These include those for toxins of several scorpions
(Buthus eupeus and Androctonus australis), mite (Pyemotes tritici), wasp, and bacteria
(Bacillus thuringiensis delta-endotoxin), as well as hormones (Manduca sexta diuretic
hormone), enzymes (H. virescens juvenile hormone esterase and ecdysteroid UDP–
glucosyl transferase), and other proteins (viral enhancing factor). Depending on
the gene selected, diverse effects on the larvae are obtained, including reduction of
hemolymph volume, feeding cessation, blackening, paralysis, tremors, dorsal arch-
ing, premature melanization, and low weight gain (6). In the most effective cases,
such as with the A. australis toxin, reductions of more than 40% in insect survival
time after infection, with respect to wild-type baculoviruses, have been obtained.
However, a more modest effect or no effect at all has been found for other genes such
as that for B. thuringiensis delta-endotoxin. Detailed reviews of the approaches taken
for constructing more effective r-baculoviruses and the results obtained can be found
elsewhere (6,8,261,280).

Baculoviruses have also been engineered to broaden their host specificity
(258,281). Accordingly, broad-host-range virus strains could be modified with one
of the previously mentioned genes and target larger markets, which would increase
the economic viability of the pesticide. However, such an approach has to be care-
fully analyzed since nontargeted beneficial insects could be affected (7).

Nonoccluded virions have been found more potent than occluded virions, and
should be more efficiently produced in vitro since metabolic energy is not wasted in
the synthesis of high amounts of polyhedrin (262,265,282). Furthermore, an effective
means to contend with the possible environmental risks of r-pesticides is to use poly-
hedrin gene-deleted strains, which will act as suicide delivery systems. By proper for-
mulation, the nonoccluded virions can be stabilized for adequate performance in the
field but their unprotected nonoccluded progeny will rapidly decay in the environ-
ment (262). Finally, by placing a strong toxic gene under a very early promoter
the larvae will die before being able to produce viral progeny, which will further
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guarantee that r-baculoviruses will not persist in the environment (12). From an
environmental perspective, such a trait is desirable; however, it prevents the use of
in vivo methods for producing rapidly acting r-baculoviruses. Thus, in this case
baculovirus production by cell culture is necessary.

In order to address the environmental impact of releasing r-baculoviruses, con-
tained greenhouse and open field trials have been conducted in the United Kingdom
and the United States since 1986 (12,280). In general, the trials have demonstrated
improved plant protection and reduced secondary transmission and persistence of
the r-baculoviruses compared with the wild type (278,279). From the positive safety
results obtained so far, it can be anticipated that commercial pesticides based on r-
baculoviruses will soon be available. Carbonell and Miller (283) corroborated the
safety of r-baculovirus, with respect to vertebrates, by showing their inability to
express the heterologous gene in two model mammalian cell lines. However, it was
recently demonstrated that human cells could efficiently uptake r-baculovirus and
express the heterologous gene (11). Such demonstration underlies the necessity of
performing detailed risk-assessment studies (11,12,280) and integral pest manage-
ment policies for new r-baculovirus pesticides.

Heterologous Gene Products

Therapeutics and Vaccines

The advantages of IC-BEVS have made it the eukaryotic expression system of choice
for research. More than 500 genes of different origins have been expressed through
the IC-BEVS for a large variety of applications (15,16,26). Furthermore, IC-BEVS is
utilized by almost 50% of the scientific papers that use a high eukaryotic expression
system (17). The pharmaceutical industry extensively employs such an expression
system to generate material for preliminary testing of candidate drugs. However, uti-
lization of IC-BEVS for industrial production of medicines has been limited by dif-
ferences in glycosylation between proteins produced by human and insect cells (see
Posttranslational Modifications). Still, several pharmaceuticals for veterinary and
human use, such as Lysodase (PEGylated-glucocerebrosidase), are being produced
by insect cells and are now in clinical trials. The IC-BEVS has been particularly sui-
table for producing vaccines, which may be composed of individual antigens or by
VLPs. In this case, the lack of mammalian-like glycosylation may represent a benefit
since it can enhance the immune response to the vaccine. VLPs have the advantage
of being structurally identical to the native virus, but without its genetic material.
This makes them innocuous. In addition, the immunogenicity of VLPs can be
manipulated by varying the ratio between structural proteins (175), or by simulta-
neously utilizing proteins from different virus strains (polyvalent VLPs). VLPs are
potential vaccines against rotavirus (212), human immunodeficiency virus (HIV)
(284), blue tongue virus (211), human parvovirus (175), and human papillomavirus
(285). Clinical trials have been conducted for most of them. VLPs are also valuable
research tools.

r-Proteins produced by insect cells have found various commercial applica-
tions. Several diagnostic kits (e.g., detection of herpes simplex virus type 2 by
ELISA, Centocor, Malvern, CA) employ as standards r-proteins produced by insect
cells. Protein Sciences Corp. (www.proteinsciences.com, Meriden, CT) sells various
structural proteins from the HIV, human CD4, and human carcinoembryonic anti-
gen (CEA) for laboratory use or in vitro testing. The company offers for licensing the
production of erythropoietin using BEVS technology. It is also producing r-hemag-
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glutinin, r-neuraminidase, and r-CEA using IC-BEVS, and insect cells or cell frac-
tions as adjuvants for antigens. Such products are employed in vaccines against
human influenza, malaria, and cancer; a bird-flu vaccine should be in the market
soon. Various r-glycosyltransferases in the market are produced by the IC-BEVS
(Calbiochem catalog, 2000). Other selected pharmaceutical products are described
in other sections of this chapter and have been reviewed elsewhere (17).

Several novel applications of the IC-BEVS have been developed, such as the
technology for protein display that uses baculoviruses [reviewed in Ref. (286)]. It
has the advantage of employing a eukaryotic virus that can display proteins or pep-
tides too complex for phages. Such proteins often require posttranslational proces-
sing. Protein display is accomplished by fusing the baculovirus coat protein gp64
with a protein of interest. As a result, the r-protein is displayed on the surface of
infected cells and sometimes in the viral progeny. Membrane-anchor domains of
surface proteins of other viruses can also be utilized with good results (286). It is
estimated that a library of 2� 106 individual clones can be obtained using baculo-
viruses, which is enough to consider the system useful (286). Baculovirus display
has been successfully utilized for screening a library of variants of an epitope of a
monoclonal antibody (Mab) (287) and a library of HIV-1 gpl20 fragments (286).
The baculovirus display system is also useful for generating antibodies when other
methods have failed (288). Generation of Mabs through baculovirus display does
not require a purified protein. In fact, Mabs can be generated from the partial
DNA sequence of a gene.

Gene Transfer into Vertebrate Cells and Gene Therapy

One of the most exciting novel applications of baculoviruses is gene delivery.
Although it was thought that genes delivered by baculoviruses could not be
expressed in mammalian cells (283,289), Hofmann et al. (11) demonstrated other-
wise. They observed high transient expression of the r-luciferase gene after the infec-
tion of human and rabbit hepatocytes with an r-baculovirus. The r-virus contained a
reporter gene under the immediate early promoter of cytomegalovirus. When the
polh promoter was utilized instead, no expression was observed, indicating that such
a promoter is inactive in the mammalian cell lines tested. These results pointed out
the utility of r-baculoviruses as a convenient vector for gene transfer. Since then, it
has been found that baculoviruses can also deliver genes to a variety of vertebrate
cells. These include porcine and monkey kidney cells, human cervix carcinoma cells,
human gastric cancer cells, human keratinocytes, primary human and mouse pan-
creatic islet cells, bone marrow fibroblasts, human neural cells, and human osteo-
genic sarcoma cells (273,290–293; reviewed in 294). Stably transformed cell lines
can also be obtained utilizing r-baculoviruses (273,274). In particular, the constructs
of Condreay et al. (273), which coexpress GFP, represent a significant improvement
since a selectable marker for stable transformed cells is included. Baculovirus has
also been utilized for launching viral infection in mammalian cells. The DNA of
the virus of interest is introduced in the baculovirus, and is expressed by the host.
This can be useful to produce viruses that cannot be expanded in cultured cells, such
as hepatitis B and C viruses, or for the production of viral vectors without a helper
virus [reviewed in Ref. (294)].

Baculoviruses have various characteristics that make them useful vectors for
gene therapy. They are easy to construct and propagate, they can deliver genes into
nondividing mammalian cells (295), preexisting immunity in humans is not likely
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(296), and they are not pathogenic for mammals. When internalized by a mammalian
cell, their promoters remain silent and they cannot replicate (11). A problem with the
utilization of baculoviruses for gene therapy is that they are inactivated by the com-
plement system in blood or serum. This has been overcome by direct injection in tis-
sues, such as skeletal muscle and brain (293,297). Airenne et al. (298) delivered a gene
to rabbit carotid arteries using a silastic collar to avoid direct contact of the viruses
with blood. Such a proprietary device could be utilized in human clinical trials in the
near future (www.arktherapeutics.com). Hüser et al. (296) constructed complement-
resistant baculoviruses by incorporating into them the complement-regulatory pro-
tein human decay accelerating factor. Such approaches have made possible the in
vivo use of baculoviruses as gene transfer vehicles.

Baculovirus gene vectors can be employed for targeted gene therapy using the
baculovirus display system. Ojala et al. (299) displayed specific antibody fragments
against CEA, which resulted in specific gene delivery to cells with CEA on their sur-
face. Moreover, the Z domain of protein A has been displayed in baculoviruses. Such
a domain binds nonspecifically to any IgG. This allows a versatile and simple con-
struction of very specific delivery vectors. VLPs can also be utilized for gene delivery
or DNA immunization. VLPs can package unrelated DNA in vitro, and deliver it to
target cells (300). This permits the possibility of designing a very specific gene deliv-
ery system. Another application of baculoviruses in gene therapy is the production of
fully deleted vectors that require a helper virus for their replication. Cheshenko et al.
(301) introduced a DNA fragment of 38 kb that encoded the genome of a packaging
defective adenovirus genome. Infection of insect cells with this r-baculovirus resulted
in good titers of the vector that could transduce 293 cultured cells, although replica-
tion-competent adenovirus was obtained after subsequent passaging.
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INTRODUCTION

Stem cells are defined as cells that have extensive, some would say indefinite, prolifera-
tion potential, differentiate into several cell lineages, and repopulate tissues upon
transplantation. Embryonic stem (ES) cells, which are derived from the inner cell mass
of a blastocyst, are by all accepted criteria true stem cells capable of generating mature
progeny of all cell types. ES cell isolation was initially reported in mouse embryos (1)
and more recently in nonhuman primates and humans (2,3). When introduced
into mouse blastocysts, ES cells can contribute to all tissues of the mouse (4). Follow-
ing transplantation in postnatal animals, ES cells generate teratomas (3,5), which
again demonstrates their pluripotency, but at the same time raises serious concerns
when clinical applications of ES cells are considered. Additional legal, ethical, and
moral problems accompany the derivation of ES cells from human blastocysts.

Stem cells have also been identified in most adult tissues including bone marrow,
brain, skeletal muscle, liver, and pancreas. These findings raise the question of whether
adult stem cells preferentially reside within certain tissues or whether they are widely dis-
tributed. Stem cells residing in a specific tissue have been traditionally considered as pre-
cursors of mature cells of only this tissue, and therefore have been named multipotent,
but not pluripotent. Thus, their differentiation potential has been described as limited or
tissue-restricted. However, this dogma has recently been challenged and there is growing
evidence that adult stem cells may possess a greater plasticity than previously thought.

This chapter is focused on somatic tissue-derived stem cells, their in vitro
expansion and differentiation, potential applications as well as concerns associated
with recent discoveries and reports related to adult stem cells.

SOMATIC STEM CELLS

A plethora of recent reports has dealt with the identification and isolation of stem
cells from various postnatal tissues. Although the majority of papers have described
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their tissue-specific differentiation potential, in more recent reports, investigators
have claimed direct demonstration of tissue-committed stem cells differentiating
toward a distant cell type or even de-differentiating to become stem cells for other
tissues (transdifferentiation). However, one serious pitfall of many of these studies
is that the experiments are rarely performed with single cells. Picking single-stem
cells and showing that they can generate progeny of various cell types in vivo or
in vitro is the most widely accepted criterion for proving that they are truly multi-
potent stem cells. True stem cells are clonogenic by definition and this property is
the basis for clonality assays proposed to be standard tests when claims regarding
transdifferentiation of adult stem cells come into view. Demonstration of clonality
should be accompanied by evidence of functional progeny. It is not sufficient to show
that the differentiated progeny derived from putative stem cells exhibits certain mor-
phological features or is identified within a specific tissue, e.g., after transplantation.
More importantly, the differentiated cells must assume the functional role of the
expected cell type. Unfortunately, currently most but a few studies do not provide
convincing evidence satisfying these criteria. Therefore, it is prudent—if not essen-
tial—to exercise caution before reaching conclusions, as many issues pertinent to
adult stem cells are still unsettled. With this in mind, we will mention only a few cate-
gories of tissue-specific adult stem cells, as it would be beyond the scope and space
limits of this chapter to give an extensive account of studies on all different types of
somatic stem cells.

Hematopoietic Stem Cells

Hematopoietic stem cells (HSCs) are probably the best characterized somatic stem
cells. Their isolation is based on cell surface markers and functional characteristics.
The sialomucin CD34, whose normal function in hematopoiesis remains enigmatic,
has become the distinguishing feature for isolation and manipulation of HSCs,
although for murine cells that is not necessarily the case. In addition to its expression
in stem cells and early progenitors during hematopoiesis, CD34 is also found in vas-
cular endothelial cells and some fibroblasts (6–8), necessitating more antigenic deter-
minants for HSC selection. The vascular endothelial receptor 2 (VEGFR2 or KDR)
(9), CD133 (AC133) (10,11), CD90, CD117 and CD38 (12,13) are some of the mar-
kers that have been proved useful in generating functionally homogeneous popula-
tions of HSCs. Enriched populations of HSCs have also been obtained via a cell
sorting method exploiting the ability of HSCs, that express the BCRP1 membrane
pump, to efflux the fluorescent dye Hoechst 33342 (14). This procedure results
in a so-called side population (SP), which has recently been identified in bone
marrow-derived cells as well as in samples from other tissues.

After transplantation of HSCs into lethally irradiated animals or humans, the
neutrophile-macrophage, megakaryote, erythroid and lymphoid cell pool are repo-
pulated (12,14–16). In vitro, HSCs can be induced to undergo at least some self-
renewing cell divisions and can be induced to differentiate to the same lineages as
seen in vivo.

Recent studies have suggested that HSC may also differentiate to nonhemato-
poietic cell types. For example, Lagasse et al. (17) demonstrated that bone marrow-
derived HSCs were capable to give rise to hepatocytes that could rescue animals with
hereditary tyrosinemia. Grant et al. (18) showed that HSC may give rise to endothe-
lial cells that repopulate retinal blood vessels following retinal injury. Other reports
have indicated that HSCs can acquire gastrointestinal epithelium (19), skin (20),
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lung epithelium and muscle (21) as well as neural characteristics (22). Except for the
study by Lagasse et al. (17) and the study by Grant et al. (18), the majority of studies
did not demonstrate acquisition of functional characteristics of the distant tissue cells.
In addition, aside from the studies by Grant et al. (18) and Krause et al. (21), most
studies did not use single cells for transplantation, therefore making it impossible to
prove that an HSC acquired the phenotype of a nonhematopoietic cell type. Further-
more, Wagers et al. (23) found levels of transdifferentiation that were significantly
lower than what was demonstrated by Krause et al. (21). Therefore, most of these
studies only suggest the possibility of ‘‘transdifferentiation,’’ without full proof.

Mesenchymal Stem Cells

HSCs are not the only stem cells isolated from bone marrow. Mesenchymal stem
cells (MSCs), initially described by Friedenstein et al. (24), are also known to have
remarkable differentiation potential as several investigators have reported. MSCs
can form osteoblasts, chondrocytes, adipocytes, and skeletal muscle cells (25–27).
Purification of MSCs is predominantly based on their ability to adhere to culture
dishes when incubated with fetal calf serum, but selection with respect to cell surface
markers has also been employed for MSC isolation. MSCs are negative for the
hematopoietic markers CD34, the leukocyte common antigen CD45, and the lipopo-
lysaccharide receptor CD 14 (25,28). Conversely, cultured MSCs exhibit CD44,
CD29, and the transferrin receptor CD71. Furthermore, MSCs express various
extracellular matrix components and their receptors such as proteoglycan, collagen
(type I, III, IV, V, and VI), laminin, the hyaluronide receptor, and ICAM-1 and -2.
Typical marker genes expressed by bone marrow-derived MSCs also include cyto-
kines and cytokine receptors such as interleukin (IL)-6 and IL-6 receptor (IL-6R),
IL-7 and IL-7R, tumor growth factor (TGF)-b1R and TGF-b2R, basic fibroblast
growth factor receptor (bFGFR), and platelet derived growth factor receptor
(PDGFR) (29–31). The expression of cytokines, growth factors, matrix molecules,
and receptors is associated with the notion that mesenchymal stem and progenitor
cells participate in the organization and function of the stromal microenvironment
that promotes differentiation of mesenchymal and hematopoietic cells. Cultured
MSCs maintain normal karyotype even after several passages, without differentiat-
ing spontaneously.

Depending on the culture conditions, MSCs have been shown to commit
toward adipocytes, osteocytes (25), chondrocytes (26), skeletal muscle cells (32), cell
types derived from limb-bud mesoderm. In addition, some studies have suggested
that MSC may also differentiate into cells with morphological and antigenic charac-
teristics of cardiac muscle cells (33) and neuroectodermal cells (34). Again, no proof
of function has been provided either in vitro or in vivo for differentiation to cells
other than limb-bud mesoderm. Donor human MSCs have been detected in liver
lung, marrow, spleen, and thymus after transplantation in nonirradiated immunode-
ficient (severe combined immunodeficiency, SCID) animals, even though it was not
shown that the MSCs acquired morphologic, phenotypic, or functional characteris-
tics of the tissue they engrafted in (35,36).

Muscle Cells

Several classes of stem cells exist in skeletal muscle, including muscle satellite cells,
and a population of cells that may precede the satellite population. Satellite cells
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are unipotent myogenic progenitors found in skeletal muscle, characterized by
expression of pax7 (37), myf5, C34 and M-cadherin (38), and integrin a-7, that are
required for postnatal muscle growth and repair. Satellite cells give rise to large num-
bers of daughter myoblasts and repopulate the satellite compartment (39). Recent
studies have demonstrated that satellite cells can also differentiate into adipocytes
and osteocytes in vitro (40,41), indicating mesenchymal differentiation potential of
satellite cells. One of the shortcomings of satellite cells for clinical therapy is the lim-
ited number of cells that can be harvested, and the low viability following transplan-
tation. In addition, there is no evidence that satellite cells home to and engraft in
muscles when administered systemically. Therefore, localized therapies in muscle
would be needed.

A second population of cells that, in contrast to satellite cells does not express
M-cadherin and can be expanded extensively ex vivo, was described by Qu-Petersen
et al. (42). These muscle-derived stem cells (MDSCs) are selected from cultures as
cells that can undergo multiple self-renewing cell divisions. MDSC are CD34þ,
Sca-1þ, and MyoDþ, but CD45�, c-kit�, and M-Cadherin�. Following transplanta-
tion in skeletal muscle, MDSC can give rise to long-term persisting grafts of cells that
contribute to the satellite cell-like compartment as well as the mature myocyte com-
partment. In addition, MDSC may also give rise to endothelial cells and neuron-like
structures in vivo. Not known is whether these cells will home to muscle when
injected systemically.

According to Asakura et al. (43), the SP fraction of skeletal muscle, i.e., the
cells that do not label with Hoechst 33342, are progenitors for satellite cells. SP cells
in muscle contain both HSCs as well as a population of cells that upon transplanta-
tion in skeletal muscle or co-culture with skeletal myoblasts in vitro acquires a mus-
cle fate, including both mononuclear myoblasts and multinucleated myotubes.
Mouse SP (mSP) cells capable of differentiation into muscle cells are Sca-1þ, but
Myf5-nlacZ�, desmin� and Pax7�. In contrast to satellite cells, mSP cells are located
outside of muscle fibers. When mSP cells are transplanted in skeletal muscle, they
can however differentiate into myocytes, and contribute, albeit at low levels, to mus-
cle in mdx animals when injected systemically (44). Jackson et al.(45) published that
skeletal muscle SP cells can contribute to the hematopoietic system when trans-
planted in lethally irradiated mice. Subsequent studies from the same group demon-
strated that the hematopoietic potential may be derived from the CD45þ

subpopulation of SP cells in muscle (46). Recently, the Sca-lþCD45�c-kit� murine
muscle fraction has also been shown to exhibit hematopoietic reconstitution activity
following intravenous transplantation into lethally irradiated mice (47). These
putative stem cells derived from muscle could be expanded in vitro without loss of
differentiation potential or longevity (47).

Hepatic Stem Cells

Though normally senescent, hepatocytes exhibit rapid proliferation, driving liver
regeneration after partial hepatectomy. This restoration is largely achieved by
hepatocyte self-replication leading many groups to suggest that hepatocytes may
function as liver stem cells. Others have identified so-called ‘‘oval cells’’ residing
within the smallest branches of the intrahepatic biliary network (48,49). Oval cells
are Thy1þ, c-kitþ, and flt3þ and their number increases following hepatocytes loss
due to liver disease (50,51). The origin of oval cells has long been debated as some
groups theorize that oval cells are derived directly from intrahepatic proliferation
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of cells residing in the biliary tree whereas others support the notion that oval
cells have precursors of bone marrow origin. To that end, a number of reports
demonstrated that bone marrow hepatopoietic cells could give rise to hepatocytes
although this claim has recently been challenged (23). From an embryo develop-
ment viewpoint, hepatocytes share their endodermal origin with pancreatic cells
and this relation may prove to be important for the generation of hepatocytes
from pancreatic tissue cells and vise versa. It has long been known that cells
within the pancreas acquire hepatocyte phenotype and morphology in rats placed
on a copper-deficient diet. Krakowski et al. (52) found hepatocytes in the islets of
Langerhans in insulin promoter-keratinocyte growth factor (KGF) transgenic
mice, and similar results have been obtained in vitro following treatment of
pancreatic exocrine cells with a combination of dexamethasone and oncostatin
M (53,54).

Neural Stem Cells

The existence of stem cells in the central nervous system (CNS) was reported in the
early 1990s (55–57). Employing clonal analysis, labeling and transplantation experi-
ments, rodent neural cell precursors have been shown to differentiate into all three
neural cell types: neurons, oligodentrocytes, and astrocytes. Interestingly, neural cell
precursors isolated from different regions of the adult CNS and brain, vary in their
growth characteristics and differentiation pathways. For example, A2B5 immunor-
eactive cells from the rat optic nerve give rise to astrocytes but not oligodentrocytes
(58). Analogously, glial- and oligodentrocyte-restricted precursors have been isolated
from other areas (59,60). In many instances, neural stem cells are maintained in cul-
ture as floating cell aggregates, or neurospheres, in the presence of epidermal growth
factor (EGF) (61), but adherent cultures of FGF-dependent neural stem cells have
also been reported (62). In a study by Uchida et al. (63), brain cells that were
CD133þ, CD24lo, CD34�, CD45�, and 5E12þ, were shown to self-renew in neuro-
spheres and differentiate into neurons and glia. Despite the exciting results reported
in recent studies on neural stem cells, many issues require scrutiny especially if one
considers the use of heterogeneous cell populations in many of these reports.

Multipotent Adult Progenitor Cells

We identified a rare cell within human, mouse, and rat bone marrow MSC cultures
that can be expanded for >100 population doublings (64,65). This cell differentiates
not only into mesenchymal lineage cells but also cells with phenotypic, morphologic,
and functional characteristics of endothelium, neuroectoderm, and endoderm (64–
67). We termed this cell ‘‘multipotent adult progenitor cell’’ (MAPC). Quantitative
reverse transcription-polymerase chain reaction (RT-PCR) showed that a transcrip-
tion factor important in maintaining ES cells undifferentiated, Oct-4 (68), was
expressed in MAPC (64). Furthermore, like ES cells, mouse MAPC, but not human
MAPC require leukemia inhibitory factor (LIF) to establish (3,64). Mouse MAPC
expresses SSEA1 and human MAPC SSEA4 (69). MAPCs are also Flk-1þ, Sca-
1þ, Thy-1þ, and CD13þ (64), but CD105 and CD44 negative. Single-mouse MAPC
injected in a blastocyst contributes to most, if not all, somatic cell types (64). Upon
transplantation in a nonirradiated host, MAPC engraft and differentiate to the
hematopoietic lineage, and epithelium of liver, lung, and gut (64).
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ADULT STEM CELL CULTURE

Somatic stem cell proliferation and differentiation in vivo is controlled by the milieu
within which these cells reside. Schofield (70) coined the term ‘‘niche’’ to describe tis-
sue regions, which provide a suitable microenvironment to control the fate of HSCs.
Such microenvironment can effect both symmetric and asymmetric stem cell divi-
sion, allowing for normal tissue development and homeostasis while maintaining a
pool of cells with extended neogenic potential. Stem cell proliferation and differen-
tiation may be regulated by means of diffuse signaling, cell–cell, and cell–matrix
interactions within these regions. The different developmental programs acting in
concert during multicellular organization in vivo are mediated by cytokines, tran-
scriptional regulators, and adhesion molecules. Many recent reports indicated the
instrumental role in multiple differentiation pathways of growth factors such as
VEGF, FGF, HGF and their receptors, transcription factors like members of the
GATA, Nkx and LIM families and adhesion molecules that include members of
the integrin family. Currently, models depicting the action of these factors in deter-
mining the stem cell proliferation and commitment are not complete but can serve as
a basis for establishing regimens for directional and effective stem cell differentiation
in vitro.

Strategies to induce in vitro differentiation of stem cells consist of:
1. Epigenetic mechanisms: these take action with the addition of extracellular

signals such as growth factors and=or nonphysiological factors (e.g., dimethylsulfox-
ide, DMSO) and extracellular matrix components. The presence of these factors aims
at modulating the gene expression creating a profile akin to what is observed during
developmental processes in vivo.

2. Genetic mechanisms, which are mediated by the engineered expression of par-
ticular fate-deciding genes.

Epigenetic methods are easier and faster to implement but manipulation of the
stem cell phenotype is often incomplete and yields heterogeneous cell populations.
Conversely, genetic methods can be more demanding in terms of time and effort
but allow for the generation of more pure cell populations. This however may be
associated with increased risk for genomic aberrations and malignant transforma-
tions. Genetic methods have been applied extensively for directing the differentiation
of ES cells. Using for example gene targeting, a drug resistance=toxic gene can be
introduced under a cell-type-specific promoter resulting in the selective survival=
ablation of a particular group of committed cells. In a similar manner, somatic stem
cell differentiation can be directed with the insertion and=or overexpression of a gene
that is critical for specification to a certain phenotype. The efficacy of genetic meth-
ods for stem cell differentiation depends on a number of factors including how amen-
able the particular type of stem cells is to genetic manipulation and the targeted
gene(s). More information on genetic methods for stem cell differentiation can be
found elsewhere (71) and references therein.

Extracellular Signals

Epigenetic methods, in the context of directing stem cell commitment, consist of
incubating stem cells with a combination of growth factors and=or nonphysiological
agents in order to modulate gene expression in favor of a desired cell type. In most
instances, the premise for adding particular growth factors to stem cell cultures
for differentiation is that these factors are present in the developing tissue in vivo.
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The mechanism(s) of action of nonphysiological agents such as DMSO, retinoic
acid, and 5-azacytidine in the differentiation of stem cells in the laboratory is even
more puzzling. A list of factors used for in vitro differentiation of somatic stem cells
is given in Table 1. It should be mentioned that studies dealing with in vivo
differentiation of adult stem cells (e.g., via transplantation) have not been included
in this list.

Besides the factor(s) used for differentiation, other related parameters are also
important. These include the factor concentration, time point of stimulus introduc-
tion to the culture and duration of cell exposure to the agent(s). For example, differ-
ent serum concentrations effect skin-derived precursor (SKP) differentiation toward

Table 1 Factors Mediating In Vitro Differentiation of Adult Stem Cells

Adult stem cell
differentiation to Factor(s) Reference(s)

Neural cells (neurons,
astrocytes,
oligodendrocytes)

Basic FGF (FGF-2),
b-mercaptoethanol,
butylated
hydroxyanisole,
EGF, Brain-derived
neurotrophic factor,
glial-derived
neurotrophic factor,
PDGF, neural
survival factor-1

34, 63, 64, 134, 135

Endothelial cells VEGF 65
Hepatocytes HGF, FGF-4, oncostatin M,

dexamethasone, KGF
52, 53, 67

Cardiac muscle cells Co-culture with neonatal
cardiomyocytes,
5-azacytidine, TGF-b1

33, 136, 137

Skeletal muscle cells 5-Azacytidine,
amphotericin B,
dexamethasone,
hydrocortisone,
co-culture with myoblasts

32, 65, 138, 139

Adipocytes Hydrocortizone, isobutyl-
methylxanthine,
indomethacin,
dexamethasone, insulin,
co-culture with
adipocytes, serum

25, 65, 139, 140

Bone and cartilage
cells (chondrocytes,
osteocytes, etc.)

Dexamethasone,
b-glycerolphosphate,
TGF-b3,
ascorbate-2-phosphate,
co-culture with osteoblasts,
indomethacin, TGF-b1

25, 65, 139–141

Blood cells Stem cell factor, IL-3, IL-6,
erythropoietin,
methylcellulose culture

142, 143
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distinct types (72). In the absence of serum, SKPs acquire a neuron and glial cell phe-
notype, whereas adipocytes are generated after incubation with 10% fetal bovine
serum (FBS). Moreover, when SKPs differentiate in 3% rat serum they generate a
small subpopulation of smooth muscle cells. Like the factor concentration, similarly
important for the outcome of the differentiation, are the time point at which a factor
is added to the cultured cells and the duration of the treatment. This dependence is
expected as many developmental programs for cell commitment and maturation rely
on presentation of cytokines to the cells by the extracellular milieu in a temporal
manner. Many protocols try to mimic this temporal profile of cytokines. For exam-
ple, retinoic acid applied to mouse ES cells induces time- and concentration-depen-
dent differentiation toward neuronal, cardiac, myogenic, adipogenic, and vascular
endothelial smooth muscle cells (73).

Except from differentiation, various combinations of factors and adhesion
molecules have been used to maintain stem cells in a proliferative and undifferen-
tiated state in culture. Thus far, the most commonly used factor for maintaining
and expanding murine ES cells is the LIF (74). Similarly, mouse-derived somatic
stem cells, for example mMAPCs (64), require the addition of LIF to the culture
medium for expansion. If a murine stem cell-based system is considered, such as
for production of a certain metabolite, then the cost arising from the use of LIF
can be an important economic parameter. So far, the mechanism(s) by which LIF
prevents adult stem cells from differentiating is unclear, but it is postulated that a
modus operandi similar to that for ES cells exists. In ES cells, LIF binds to a recep-
tor complex consisting of the LIF receptor and the gpl30 receptor. Upon binding of
LIF to the receptor complex, activation of the STAT3 transcription factor ensues.
STAT3 may interact with Oct4, another transcription factor whose expression is
one of the hallmarks of undifferentiated pluripotent cells (75–77). Oct4 expression
is evident in murine and human MAPCs albeit in lower levels compared to ES
cells (64).

Oct4 is not the only ES cell marker found in MAPCs or other somatic stem
cells. A partial list of stem cell markers is given in Table 2. The marker expression
pattern depends on a number of factors including the tissue and the species from

Table 2 Markers Expressed in Undifferentiated Stem Cells

Marker Comments

Oct-3=4 Octamer-specific protein present
during mouse embryogenesis (144)

Rex-1 Transcription factor expressed in
early embryo (145)

Telomere length Human: �11–15 kb (65), mouse:
�27 kb (64)

Telomerase activity Remains high in undifferentiated cells
SSEA-1 Detected in mouse stem cells
SSEA-3 and -4 Detected in human but not mouse stem cells
Sca-1 Member of the Ly-6 family of GPI-linked

surface proteins (146)
Thy-1, Thy-1.1, Thy-1.2 Also known as CD90 (147),

CD90.1 and CD90.2, respectively
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which the cells were isolated. For example, mMAPCs express stage-specific embryo-
nic antigen 1 (SSEA-1) but no SSEA-3, and the same is true for murine ES cells
(unpublished results and 64). A set of stem cell markers should be established for
a certain type of tissue-specific stem cells [e.g., nestin has been postulated to be a
marker of brain- and pancreas-residing stem cells (78,79)]. This can serve as quality
control, or more specifically to assess whether the cell population retains its
multipotency.

Most reports do not indicate the presence of feeder layers as a requirement for
adult stem cell cultures. The presence of feeder layers if needed, would pose a con-
siderable problem for the development of large-scale cultures. Murine somatic stem
cells though require the addition of LIF to the culture medium for undifferentiated
expansion.

Physical Conditions and Basal Medium

As with any other cell culture system, ex vivo expansion of stem cells in bioreactors
requires suitable physiological conditions such as temperature, oxygen and carbon
dioxide tension, pH, serum, and medium composition. In addition, some of the
above parameters should be adjusted to levels that are essential for in vitro cell
growth and depend on the specific stem cell type and its source. Nevertheless, adult
stem cells are cultured under the same conditions as most common tissue cell cul-
tures, i.e., at 37�C, 5% CO2 in medium with pH at 7–7.2. Basal medium formulations
may comprise, but not limited to, minimum essential medium (MEM), Dulbecco’s
modified essential medium (DMEM) and various MCDBs, providing necessary
nutrients such as amino acids and salts. Supplementation with insulin, transferrin,
and antibiotics is also common.

Serum

Like ES cells, adult stem cells are normally maintained in medium supplemented
with certain percentage of serum. The use of serum is associated with a number of
potential problems including physiological variability, lot consistency, availability
and contamination with growth inhibitors and viruses. These problems can be mini-
mized with the use of high-quality ES cell-screened serum but its high cost may prove
prohibitive for large-scale cultures. To that end, low-serum or serum-free media for-
mulations are greatly desirable. We are currently growing MAPCs in 2% fetal calf
serum (64), which is advantageous compared to the 10–15% serum content required
for ES cell culture. Furthermore, serum is removed during in vitro differentiation of
MAPCs into endothelial, hepatic, and neuronal cells. Therefore, the development of
serum-free medium for stem cell culture is feasible.

Cell Density

Another important determinant in a culture system is the cell density and this
appears to be especially crucial in the case of stem cells. From our experience with
ES cell cultures, we know that once ES cells reach a certain density, they lose their
self-renewal capacity and start to differentiate uncontrollably necessitating frequent
culture splitting. Differentiation is also prominent when ES cells are cultured on a
substratum promoting the formation of aggregates, or embryoid bodies. A similar
link between cell density and differentiation appears to exist for tissue-specific stem
cells. Densities above 1500–2000 cells=cm2 favor commitment of cultured mMAPCs
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to various cell types instead of undifferentiated proliferation. Regardless of whether
cell–cell contact or some unknown diffusible signal (or both) may promote differen-
tiation, such low density is an obvious impediment for the use of MAPCs in clinical
applications requiring large cell numbers. Higher cell densities have been reported,
for example, for cultures of human CNS stem cells (63). Single cells can initiate
the formation of aggregates, or neurospheres, which increase in size as the cells
divide. The cultured neurospheres are gently dissociated to a single-cell suspension
and passaged every 2–3 weeks on plastic tissue-culture substrata. However, as the
neurospheres grow in size, oxygen and nutrient transfer limitations become impor-
tant, prohibiting in turn higher cell densities. A solution to this problem may be
the use of stirred suspension bioreactors. When neurospheres are cultured in suspen-
sion (80), the maximum cell density is improved compared to T-flask cultures,
possibly due to the superior mass transfer commonly achieved in suspension bioreac-
tors. The final cell density is boosted even further by increasing the oxygen tension
(from 5% to 20%). Upon subculturing, cells retain their capacity to generate
new aggregates and to differentiate into all of the primary cell phenotypes in the
CNS (81).

QUALITY CONTROL IN ADULT STEM CELL CULTURE

Quality control assays are essential in adult stem cell cultures as in any other type of
cell culture and must be performed frequently and on a regular basis. Of course,
quality control assays related to sterility, culture medium, and other parameters
are the norm. However, here we would like to focus on assays related to the quality
of the cultured stem cells per se. We will limit our discussion on three assays but it is
obvious that performing additional assays will help to ensure high culture quality
while preventing potential costly and time-consuming problems down the road.

Mycoplasma Testing

Mycoplasma are common contaminants of tissue culture cells and can be trans-
mitted from culture to culture by contaminated tissue culture facilities and=or poor
sterility techniques. In fact, mycoplasma contamination appears to be endemic in
many laboratories. Part of the reason is that mycoplasma can be latent for long per-
iods making its detection difficult in asymptomatic cultures. Sudden surges of myco-
plasma contamination result in changes in cell morphology=function and eventually
cell death. Furthermore, it can be extremely challenging to rescue contaminated cells.
Treatment with antibiotics such as gentamycin may be effective against mycoplasma.
In general, however, the uncertainty about the effect of the mycoplasma or treatment
on the pluripotency of the cells makes as the best solution the immediate disposal of
all contaminated cultures and frozen cells. Therefore, it is important to monitor cul-
tures for mycoplasma, for example, once every month. For routine monitoring,
nucleic acid-staining dyes may be used allowing for visualization of mycoplasma
(disperse punctate cytoplasmic pattern). Other mycoplasma tests with higher sensi-
tivity are based on amplification and detection of mycoplasma-specific ribosomal
RNA in tissue culture medium. Along with mycoplasma, provisions should be made
for testing possible contamination from other infection agents due to animal
products (e.g., serum, animal cells).
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Cytogenetic Analysis

By cytogenetic analysis, we refer to chromosome count and karyotype determina-
tion. Analysis of the chromosome complement is commonly performed by inducing
the cells in metaphase arrest (by incubating with colcemid). Subsequently, the cells
are suspended in hypotonic solution causing them to ‘‘burst’’ and spread their
nuclear contents. Chromosome spreads are visualized by staining with Giemsa or
quinacrine. Ideally, the chromosome number is counted in 30–70 spreads. For kar-
yotyping, images are collected from 10 to 15 chromosome spreads and individual
chromosomes are sorted into sequence and compared to the expected karyotype
of a particular species.

Recently, more sensitive methods have been developed for the detection and
analysis of chromosomal imbalances. Comparative genomic hybridization, which
is performed on microarray slides, has greatly contributed to the current knowledge
of genomic alterations associated with constitutional and sporadic genetic diseases
(82–84). Furthermore, a novel CGH approach, termed matrix-CGH (85), where
chromosome preparations are substituted by sets of well-defined genomic DNA frag-
ments, exhibits superior resolution and potential for automation.

These methods can be implemented to address putative chromosomal altera-
tions in stem cells and to obtain information about the species and sex from which
the cells were derived. This is especially important if adult stem cells from more than
one donor or species are simultaneously cultured in the same laboratory. In addition,
there is always a possibility that the karyotype may be altered during cell culture.
Cytogenetic analysis provides the means to monitor whether the cells retain their ori-
ginal karyotype even after multiple rounds of expansion. The presence of malignant
cells can be easily diagnosed, for example by CGH, because their karyotype and=or
chromosome number is altered compared to normal cells, and this assessment is
imperative if the use of cells is intended for therapeutic applications.

Differentiation Capacity

One of the major characteristics of stem cells is their ability to differentiate toward
specific phenotype(s). Cell differentiation protocols, which are established in the
laboratory and=or published in the literature, should be employed frequently for
testing of the neogenic potential of the cells. In our laboratory, we often test the
potential of MAPCs to acquire phenotypes, each of which is associated with a dif-
ferent germ layer. Following are the most common differentiations we perform with
MAPCs:

1. Endothelial cells (mesoderm): cells are plated at a density of 20 � 103

cells=cm2 and treated with 10 ng=mL VEGF (64). After 10–14 days, cell morphology
is akin to endothelial cells and distinct from undifferentiated MAPCs. Furthermore,
endothelial markers such as von Willebrand factor, CD62E, CD31, and vascular
endothelial (VE)-cadherin can be detected by immunocytochemistry.

2. Hepatocyte-like cells (endoderm): in this case, the plating density is approxi-
mately 18 � l03 cells=cm2 while 20 ng=mL HGF and=or 10 ng=mL FGF4 are added
for incubation (67). As with endothelial cells, cell morphology is changing drastically
over the next 2 weeks accompanied by the presence of liver-specific markers such as
albumin, cytokeratin 18 (CK18), and a-fetoprotein.

3. Neural cells (ectoderm): incubation of 3–5�l03 MAPCs=cm2 with 10 ng=mL
bFGF results in phenotypes resembling oligodentrocytes, astrocytes, and neurons
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(64). The resemblance is morphological and functional as many neural markers are
detected including neuron-specific enolase, GABA, Tau, microtubule-associated pro-
tein (MAP) -2 and serotonin.

The protocols presented here have been applied with modifications for differ-
entiations of other non-MAPC stem cells.

Except from these assays, other methods can be implemented for quality con-
trol of the undifferentiated stem cells=committed progeny (e.g., restriction fragment
length polymorphism (RFLP) technique can be employed when considering the
donor in stem cells of human origin, etc.).

PHENOTYPIC CHARACTERIZATION DURING IN VITRO
DIFFERENTIATION OF STEM CELLS

The phenotype in stem cells undergoing in vitro differentiation is commonly assessed
by detecting markers specific to a particular cell type. Identification of a single mar-
ker does not provide sufficient evidence for determining cell commitment. Normally,
cultured cells should exhibit a group of markers related to a certain phenotype
(Table 3).

Obviously, cell morphology by itself is not sufficient to draw conclusions
regarding cell differentiation but it should have a complementary role. It is also
a good practice to use multiple techniques such as immunocytochemistry, flow
cytometry, RT-PCR and microarrays in order to minimize possible artifacts asso-
ciated with the implementation of a single method. Determination of the final phe-
notype should not be limited to the identification of particular markers but should
include functional assays such as substrate metabolism by tissue-specific enzymes,
electrophysiological measurements etc., depending on the progeny. Lastly, it
should be kept in mind that most in vitro differentiations involve starting cell
populations which are not totally homogeneous and probably not all the cells will
differentiate at the same pace or direction. Therefore, selection and quantitation
(e.g., percentage) may be necessary when in vitro stem cell differentiation is
assessed.

LARGE-SCALE STEM CELL CULTURE SYSTEMS

The rapid progress in stem cell research fueled great hope for effective treatment of a
number of pathological conditions. In most studies, the therapeutic potential of stem
cells has been demonstrated in animal models, usually rodents, via cell transplanta-
tion and subsequent amelioration of conditions such as diabetes, heart infarction,
and dopamine deficiency. However, one of the major obstacles for translating such
therapies to human patients is the requirement for large numbers of cells. This pre-
requisite emphasizes the importance of engineering culture systems of sufficiently
large scale for ex vivo generation, maintenance, and differentiation of stem cells.
A solution to this problem may be the use of bioreactors, which have been used
for long time for the generation of large quantities of cells and cellular products.
Bioreactors with capacities between 1 and 1000 L may be adequate for the expansion
and differentiation of stem cells in clinically relevant numbers (86), although the size
of the cell culture system will eventually depend on the specific end-application as
well as on cost-based criteria. The size of the bioreactor is also intimately related
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to the reactor type. Of course, the development of large-scale bioprocesses assumes
solid understanding of aspects of stem cell biology, which are currently the focus of
intense investigation. Although a wide variety of bioreactor configurations is avail-
able for cell culture, we will limit our discussion to reactor types that have already
been employed for the expansion and=or differentiation of stem cells, particularly
bone marrow-derived stem cells.

Table 3 Markers Associated with Specific Cell Phenotypes

Cell type Markers

Neural cells (astrocytes,
neurons,
oligodendrocytes)

Nestin, microtubule-associated protein-2
(MAP2), Tau, neurofilament-200a,
neuron-specific enolase, GABA,
serotonin, glial acidic fibrillary
protein (GFAP)b, galactocerebrocide
(GalC)c

Endothelial cells Vascular endothelial (VE)-cadherin,
platelet endothelial cell adhesion
molecule-1 (PECAM1, a.k.a. CD31),
Flt-1, CD62E, Tek, von Willebrand
factor (vWF), vinculin, vascular
endothelial growth receptor factor-2
(VEGFR-2)d

Hepatocytes Hepatocyte nuclear factors (HNFs),
a-fetoprotein, cytokeratin 18 (CK18),
transyretin, transferrin, albumin,
urea, dipeptidyl peptidase IV (DPPIV)

Pancreatic cells Nestin, neogenin3 (ngn3), PDX1, Nkx6.1,
Isl-1, insulin, Glut-1, Glut-2

Cardiac muscle cells Nkx2.5=Csx, a-myosin heavy chain,
atrial natriuretic peptide (ANP)e,
a-actinin, cardiac troponin I, desmin

Skeletal muscle cells Dystrophin, MyoD, myosin, myogenin,
MRF4, Myf-5

Adipocytes Neutral lipid vacuolesf, peroxisome
proliferation-activated receptor g2
(PPARg2), lipoprotein lipase
(LPL), fatty acid-binding
protein aP2

Bone and cartilage cells
(chondrocytes,
osteocytes, etc.)

Glycosaminoglycansg, collagen type I
and IIh, alkaline phosphatase,
calcium accumulation, osteopontin,
osteocalcin, osteonectin

a Expressed in neurons.
b Expressed in astrocytes.
c Expressed in oligodendrocytes.
d VEGFR-2 is the mouse ortholog of FLK-1 and human KDR.
e Also known as atrial natriuretic factor.
f Detected by oil red staining.
g Detected by toluidine blue staining.
h Alizarin Red S stains both collagen type I and II. Antibodies are also available for specific collagen types.
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Stirred Suspension Bioreactors

In the laboratory, stem cells are typically cultured in static configurations including
multiwell plates, T-flasks, and blood bags equipped with gas-permeable membranes.
These static culture systems are not easily amenable to scale-up, on-line monitoring,
and control of culture parameters. Conversely, stirred suspension bioreactors are
ideal for high-volume cultures of stem cells (Fig. 1). These types of culture vessels
are readily scalable, simple in their operation, and their technology is mature. In
addition, they provide a homogeneous environment allowing for better control of
culture conditions. Several groups have tried to expand stem cells, primarily hema-
topoietic, in stirred suspension bioreactors (80,87,88). Compared to static cultures,
stirred suspension cultures fared better in terms of hematopoietic cell proliferation
in the presence of Steel factor and IL-3 (87).

Suspension bioreactors may be used not only for stem cells expansion but also
for evaluating possible mechanisms related to stem cell physiology. In studies regard-
ing the effects of different culture variables on the propagation and differentiation of
bone marrow- and umbilical cord blood-derived cells, the rates of progenitor expan-
sion and cytokine depletion were measured and compared among cultures of various
bone marrow fractions in the presence of IL-3, IL-6, IL-11, and stem cell factor
(SCF) (89,90). The results suggested the possibility that a feedback mechanism based
on cytokine depletion controls the proliferation and commitment of hematopoietic
progenitors. In addition to cytokine depletion, agitation, and inoculum density
(91), oxygen uptake and glucose metabolism (92,93) were shown to affect the rate
of blood progenitor cell expansion in stirred suspension bioreactors.

These reactors have also been used for the propagation of neural stem cells in
cell aggregates or neurospheres (80,94). After growing the cells for over a month,
107-fold higher cell number was obtained without reduction in growth rate and via-
bility. The cells retained a normal karyotype throughout 25 population doublings
and were able to differentiate toward neurons, oligodendrocytes, and astrocytes.
The effect of agitation and medium viscosity were also investigated in these studies.

Figure 1 Stirred tank bioreactor.
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Perfusion Chamber Bioreactors

Another bioreactor system that has been studied for large-scale propagation and dif-
ferentiation of stem cells, primarily hematopoietic, is the perfusion chamber. In one
report (95), 10–30-fold expansion of human bone marrow mononuclear cells
(BMMCs) was achieved over 2 weeks of culture starting with inocula of �107 cells.
The extent of increase in cell number was linked to the seeding density, the time of
cell harvest and the oxygen tension maintained within the system. In a later study
(96), oxygen and growth factor transfer were found to be limiting for the generation
of large amounts of cells in perfusion chambers. Compared to unprocessed whole
bone marrow cells (WBMC), CD34-enriched cells on stroma exhibited a markedly
increased expansion (1300-fold vs. 13-fold for BMMCs) over the same period (97).
Interestingly however, the WBMCs generated five times higher concentrations of
colony-forming units of granulocyte-macrophage (CFU-GM=mL of bone marrow
aspirate). A possible explanation may be the increased amounts of EGF and
platelet-derived growth factor (PDGF) present in the WBMC cultures. As in the case
of stirred bioreactors, the effects of cytokine consumption kinetics have been
studied in perfusion chamber cultures of hematopoietic cells with the intention of
elucidating interactions among pathways regulating stem cell proliferation and
differentiation (98).

Furthermore, the geometry and transport phenomena in various perfusion
bioreactor configurations have been studied in order to increase the efficiency of
these reactors with respect to HSC proliferation. A flat-bed perfusion reactor
(Fig. 2) was modified with the addition of grooves perpendicular to the direction
of flow at the chamber bottom (99). Through a combination of experimental results
and numerical simulations, the authors showed that a decrease in the spacing
between grooves resulted in increase in reactor efficiency by as much as 25% without
growth restriction. In an earlier report (100), after analysis of four geometries (slab,
gondola, diamond, and radial shapes) for a parallel-plate bioreactor, the radial-flow-
type bioreactor appeared to provide the most uniform environment for parenchymal

Figure 2 Flat-bed bioreactor with grooved bottom. [Adapted from Ref. (99).]

Advances in Adult Stem Cell Culture 707



cell growth and differentiation ex vivo due to the absence of walls that are parallel to
the flow paths creating slow flowing regions. Such studies demonstrate the flexibility
as well as the large margin for optimization on variations of perfusion chambers
employed for HSC culture.

More recently (101), hematopoietic progenitors expanded in a perfusion bior-
eactor were employed in a clinical trial for the treatment of breast cancer patients.
Cells were collected from patients, expanded and infused back to the patients,
who in the mean time had undergone chemotherapy. The investigators observed pla-
telet and neutrophile recovery after re-infusion suggesting the potential applicability
of perfusion systems for stem cell culture in a clinically pertinent scale.

Although the results are encouraging, certain limitations of perfusion-based
systems are also pointed out by these studies. Growth factor or oxygen transport
constraints may curtail stem cell expansion. Surface area for cell growth poses a con-
siderable limitation, a problem that can be exacerbated by the fact that high cell den-
sity favors cell differentiation instead of uncommitted propagation.

Other Bioreactor Systems

Except from stirred suspension vessels and perfusion chambers, a variety of other
cell culture configurations has also been studied with the aim of large-scale stem cell
expansion and differentiation. Sardonini and Wu (102) examined static culture, sus-
pension culture, microcarrier culture, airlift reactor, and hollow fiber culture. Using
identical media, cytokines, and feed schedules, low density mononuclear cells in the
suspension bioreactor expanded to a value of 1.6 compared to a normalized value of
1.0 for static cultures for the two runs investigated. Conversely, microcarrier and air-
lift bioreactor cultures averaged 0.75- and 0.70-expansion, respectively, compared to
static cultures. However, in a later study (103), airlift packed bed bioreactor (Fig. 3)
culture yielded promising results in terms of ex vivo hematopoiesis. In this case, stro-
mal cells were grown on a fiberglass matrix packed in the bottom of an airlift reactor,
imitating the environment in the native bone marrow. Once the stromal cell layer
was established, fresh bone marrow was inoculated and over an 11-week culture per-
iod approximately 3.6 � 108 cells were obtained. Modifying a continuously perfused
bioreactor, Meissner et al. (104) developed a fixed bed reactor (Fig. 4) with stromal
cells immobilized on porous glass carriers and cocultivated human hematopoietic
progenitor cells for several weeks. Early progenitor cells expanded up to 4.2-fold
whereas colony-forming unit-granulocyte monocyte and burst-forming unit-erythro-
cyte up to 7- and 1.8-fold, respectively. Extensive production of lymphoid cells
and all stages of committed cells (105) as well as erythropoiesis (106) were
also achieved in bioreactors packed with porous beads in the presence of various
cytokines.

These observations suggest that these systems have the potential to play a
major role in realizing the promise of stem cell-based therapies. At the same time,
they indicate that the design of bioreactor systems is crucial for efficient stem cell
expansion.

RECENT ISSUES IN ADULT STEM CELL RESEARCH

There is now a large body of evidence suggesting that tissue-specific stem cells are
capable of adopting multiple fates. Claims of stem cells ‘‘transdifferentiation’’ or
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‘‘plasticity’’ have been met with skepticism—if not criticism—as they challenge dec-
ades of experiments that have proved that animal cells once differentiated show little
sign of haphazard fate-switching. Both proponents and opponents have come for-
ward with various interpretations of the observed ‘‘transdetermination’’ phenomena.
The former believe that the great plasticity of adult somatic stem cells may be

Figure 3 Airlift packed bed bioreactor. [Adapted from Ref. (103).]

Figure 4 Fixed bed bioreactor. [Adapted from Ref. (104).]
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expected because different niches share cytokine requirements, extracellular matrix
components and transcriptional regulators. Considering this concept, many studies
have illustrated the pleiotropic functions of growth factors and their receptors, adhe-
sion molecules, and transcription factors.

However, two recent publications suggested that the apparent reprogramming
of adult stem cells might instead be due to cell fusion. When bone marrow from GFP
transgenic mice was cultured with ES cells, about 2–11 cells=106 cells fused with ES
cells and these cells could subsequently adopt some of the phenotypes typical of ES
cell differentiation (107). The cell fusion frequency was not greater in the hemato-
poietic fraction of bone marrow and this finding raises concerns since these cells were
thought to be responsible for liver engraftment (17). In a parallel study (108), pyro-
mycin-resistant GFP-labeled mouse neural stem cells were cocultured with hygromy-
cin-resistant ES cells. Following selection in ES cell growth medium, the remaining
cells expressed GFP and were resistant to both pyromycin and hygromycin. More-
over, these cells had double the normal DNA content and showed many character-
istics of ES cells. The data supported the occurrence of fusion at low frequency
(10�5) between CNS stem cells with ES cells and these fused cells exhibited multili-
neage potential when injected into blastocysts, most prominently into liver.

These studies were a wake-up call for several groups and fueled efforts to estab-
lish rigorous standards for proving plasticity. By definition, stem cells are clonal pre-
cursors of more stem cells (symmetric division) and differentiated progeny
(asymmetric division). Therefore, putative stem cells, which may be marked, should
give rise to more stem cells starting from a single cell (clonality assay). Moreover,
such cells should have the ability to repopulate and regenerate stem cells, progenitors
and differentiated and functional progeny (109). Demonstrating the presence of tis-
sue-specific proteins or morphology is not sufficient; the cells must contribute to the
functions of the host tissue, e.g., detoxification functions for liver cells or electrophy-
siological responses for heart or brain cells.

With these criteria in mind, many investigators are re-examining previously
published results. For example, what was thought were muscle cells turning into
blood-forming cells were actually hematopoietic cells already residing in muscle
(46). To that end, little evidence was found of HSCs contributing appreciably, if
any, to nonhematopoietic tissues including brain, kidney, gut, liver, and muscle
(23). It is becoming clear that isolation and characterization of somatic stem cells
are challenging tasks. Yet, dealing with these tasks may turn out to be easier through
continuous advances in stem cell biology as well as remarkable progress in various
cell-sorting techniques.

POTENTIAL THERAPEUTIC APPLICATIONS

The demand for stem cell-based therapies is great and grows continuously among
different groups of patients. Degenerative diseases are developing into a frequent
theme among the elderly as the average life expectancy has increased rapidly over
the last decades. Cardiovascular and musculoskeletal diseases, diabetes, Alzeimer’s,
and Parkinson’s pathologies are some of the most prominent conditions affecting
millions of people even in western countries and future projections are bleak. The
solution to these and other diseases may lay on stem cells in conjunction with novel
bioengineering approaches such as tissue engineering. The moment when stem cells
will be routinely used for treating human patients is probably not in the immediate
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future since numerous issues pertinent to stem cell biology are still under intense
investigation.

Even so, results from a small number of trials have been reported while still
others are underway and a large body of evidence exists from studies on various ani-
mal models. MSCs isolated from a bone marrow aspirate were expanded ex vivo and
re-infused in breast cancer patients undergoing bone marrow transplantation
(110,111). The results from a group of 28 patients indicated that the autologous
MSCs effected early hematopoietic recovery based on platelet and neutrophil counts.
In another study, MSC transplantation was employed to rectify skeletal abnormal-
ities. Initially, transgenic mice with fragile bones due to osteogenesis imperfecta, a
disease resulting from mutations in the type I collagen gene, underwent transplanta-
tion of wild-type MSCs. Bone collagen and minerals were restored partially in the
recipient mice (112). Later, Horwitz et al. (113) performed bone marrow transplanta-
tions from HLA-matched donors in three children with osteogenesis imperfecta.
Engraftment was confirmed and was concomitant with new dense bone formation,
increase in total body mineral content, and reduction of bone fracture frequency.

Except from MSCs, fetal neural cells which contain multipotent NSCs as well
as more restricted neural precursors and terminally differentiated cells, have been
employed for the treatment of Parkinson’s and Huntington’s syndromes. Fetal
mesencephalic tissues were transplanted into the striatum of human Parkinson’s
patients. The grafted tissue survived for a long period in the human brain. Dopami-
nergic innervation to the striatum was restored and the patient had sustained
improvement in motor function (114). In a similar fashion, the outcome of a clinical
study with patients with Huntington’s disease indicated increased scores on some
measures of cognitive functioning following bilateral intrastriatal implantation of
fetal striatal tissue (115). Although further investigation in this direction is necessary,
the results suggest the possibility that purified populations of adult NSCs may be the
key in reversing neurodegenerative conditions.

Stem cells can also be used as therapeutic agents in conjunction with gene deliv-
ery methods. The cells can be genetically modified to confer specific properties on
their progeny. The ex vivo gene modification of stem cells intended for cell therapy
reduces the possibility of unintentional carry-over of viral or other pathogenic vec-
tors. Gene targeting methods, which are widely used to manipulate in a specific man-
ner different chromosomal loci in ES cells, may be applied to adult stem cells as well.
Furthermore, retroviruses, adenoviruses and adeno-associated viruses, which are
typically used as gene transfer vehicles, exhibit tropism for various tissue-specific
stem cells and provide additional means for ex vivo genetic manipulation of stem
cells (116,117). MDSCs, or myoblasts, have been genetically engineered to deliver
dystrophin to mdx mouse muscles (118), bone morphogenetic protein 2 (BMP2)
for healing bone defects (119 and references therein), growth hormone (120), ery-
thropoietin (121), and factor IX (122). Human MSCs can be transduced with viruses
and maintain transgene expression during expansion in culture and differentiation
into cartilage, osteocytes, and adipocytes (123). Human skin stem cells have also
been modified genetically to correct the expression of laminin in patients with
severe junctional epidermolysis bullosa (124). Transplantation of neural stem cells
retrovirally transduced to secrete nerve growth factor (NGF) was able to ameliorate
the death of striatal projection neurons caused by transient focal ischemia in the
adult rat (125).

A handful of gene therapy trial involved the use of hematopoietic cells for
treating patients with conditions such as adenosine deaminase deficiency (126) and
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Gaucher disease (127). Recently, Hacein-Bey-Abina et al. (128) reported the use of
genetically modified CD34þ bone marrow cells for the correction of X-linked severe
combined immunodeficiency due to mutation in the common g chain (gc) gene. The
study was conducted over a period of 2.5 years with the participation of five patients.
The gc gene was transferred ex vivo via a retroviral vector to CD34þ cells from these
patients. Transduced T cells and natural killer cells appeared in the blood of four of
the five patients within 4 months. Although the frequency of transduced B cells was
low, serum immunoglobulin levels and antibody production after immunization
were sufficient to avoid the need for intravenous immunoglobulin. Correction of
the immunodeficiency eradicated established infections and allowed patients to have
a normal life.

In a later correspondence (129), however, the authors commented that
although three of the four patients continued to do well, 3.6 years after gene therapy,
a serious adverse event occurred in the fourth patient. At a routine checkup 30
months after gene therapy, lymphocytosis consisting of a monoclonal population
of Vg9=Vd1, g=d T cells of mature phenotype was detected. Upon further examina-
tion, one proviral integration site within the LMO-2 locus of chromosome 11 was
found resulting in aberrant expression of LMO-2, which is linked to acute lympho-
plastic leukemia (130). The increase in patient’s lymphocyte count was accompanied
by the development of hepatosplenomegaly. Although other possible explanations
have not been excluded, these findings were interpreted as the consequence of the
insertional mutagenesis event associated with the gene transfer using recombinant
retrovirus. So far, the risk from such an event has been considered very low in
humans (131).

As this and other studies on the development of stem cell therapies show,
despite the promising results, important issues need to be addressed for successful
application of these therapies in the clinical setting. The availability and expansion
of the cells is obviously a major issue. Not only more refined methodologies for
the isolation and purification of somatic stem cells are needed but the development
of systems for in vitro maintenance, increase in cell number and directed differentia-
tion of stem cells is essential. In the case of ex vivo gene delivery to stem cells, the
gene transfer efficiency, the persistence of transgene expression over time and poten-
tial immunogenicity and=or oncogenicity of cells undergoing gene transfer are para-
meters which should be scrutinized extensively. Thus far, typical viral and nonviral
vehicles used for gene therapy appear to be suitable for transduction= transfection of
adult stem cells although further investigation is forthcoming. Transgene expression
on the other hand is frequently dampened, for example, after retroviral transduction
of stem cells. Silencing of a retroviral long-term repeat (LTR) promoter, which can
result from methylation of the LTR sequence or positional inactivation can be
addressed by substituting LTR elements with tissue-specific promoters=enhancers
(132,133). In vivo, silencing may be linked to factors=signals originating in the extra-
cellular milieu where the cells are homing. Not only cell homing but also the require-
ment for local or systemic expression of the gene product is an important
determinant for choosing the route of cell delivery. For systemic expression, cells
can be infused in the general circulation whereas examples of delivery for local
protein expression include subcutaneous implantation of encapsulated or scaffold-
attached cells. Regardless of the way the cells are delivered, thorough assessment
of potential immunogenic or tumorgenic properties of stem cells intended for trans-
plantation is required. As the aforementioned study by Hacein-Bey-Abina et al.
exemplifies, the risk for insertional mutagenesis associated with retroviral gene deliv-
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ery should not be overlooked as improbable. Such risk may be eliminated with the
use of homologous recombination methodologies already applied for the genetic
modification of ES cells. Homologous recombination allows for better control over
the site of integration but is hampered by low transfection efficiency, a problem
amenable to optimization.

It is obvious that most studies involve animal models whereas data from stem
cell therapy trials on human patients are sparser. Animal models certainly have lim-
itations but they provide the best proving arena for potential cell therapies. Regard-
less of intrinsic differences between animal and human pathophysiology, data
gathered from animal studies have tremendous predictive value for clinical transla-
tion of stem cell therapeutics in patients. In the clinical context, one envisions that
the donor and the recipient of the adult stem cells are the same person and the
importance of this is realized considering the minimization of serious immunorejec-
tion problems. Furthermore, no study to this day has proved that adult stem cells are
tumorogenic as ES cells which form teratomas upon transplantation (3,5). So far,
however, the isolation and purification of adult stem cells is difficult and unlike
ES cells, most tissue-specific stem cells do not appear to be pluripotent. Finally,
the quality and characteristics of somatic stem cells may depend on a number of
factors including the age of the donor.
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INTRODUCTION

Hematopoietic stem cell (HSC) cultures have generated intense clinical, commercial,
and academic interest due to their potential applications in cell-based therapies,
including genetic, cellular and tissue engineering, transfusion support, and immu-
notherapy. In addition, HSC cultures have proved useful for leukemia and cancer
cell purging and serving as models for drug efficacy, toxicity, and pathogenicity test-
ing, as well as a tool for discovering and elucidating the roles of the many factors
modulating hematopoietis. However, there still exist numerous problems to over-
come and new methodologies to develop in order to achieve the consistent, con-
trolled, and reproducible growth of clinically relevant numbers of HSCs and their
derivatives so that this technology can expand its, for now, limited applicability. This
chapter will focus on the essential bioprocess parameters involved in controlling the
complex kinetics encountered in the ex vivo hematopoietic cell cultures, including
cell source, the desired characteristics of the cultured cells, and culture conditions,
including media, scaffolds, and bioreactors, for the development of clinically desir-
able ‘‘designer transplants’’ (1).

HEMATOPOIESIS AND BONE MARROW

Bone marrow (BM), located in the medullary cavity of bone, is the hematopoietic
tissue and a primary lymphoid organ. In normal adults, it produces about 2.5 billion
red blood cells (RBC), 2.5 billion platelets, and 1 billion granulocytes per kilogram
of body weight per day. Furthermore, the rate of production is adjusted to actual
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needs and can vary from nearly zero to many times normal (2). Hematopoiesis is a
three-stage continual process that is the result of proliferation, commitment, and dif-
ferentiation of the hematopoietic cells. All blood cells are derived from a common pre-
cursor, termed the HSC (Fig. 1). Self-renewal of the HSC ensures maintenance of
blood formation throughout life. Commitment of the HSC to differentiation is the first
step in a series of cell divisions through which specialization and differentiation along a
single lineage occur resulting in the production of mature blood cells. Within these
three stages, extensive expansion and maturation occurs, and a single HSC has been
proposed to be capable of more than 50 cell divisions to generate up to 1015 cells (3).

Bone marrow is a complex tissue with an elaborate architecture that contains,
besides the hematopoietic cells (<30% of the cellular elements within normal BM),
the supporting stroma consisting of reticular cells, osteocytes, adipocytes, vascular
endothelium, and the extracellular matrix (ECM) (4). The concept of the hemato-
poietic inductive microenvironment (HIM) was introduced in the 1960s to explain
the restriction of adult hematopoiesis to the BM (5). The HIM (Fig. 2) consists of
the stromal cells, which through their intimate physical contact with the hematopoie-
tic cells, the ECM, and the growth factors they secrete, create this unique three-
dimensional structural and chemical microenvironment that regulates, through posi-
tive and negative factors, the survival, proliferation, and differentiation of the HSCs.

A model for hematopoietic regulation has been proposed in which specific
microenvironmental niches determine the fate of HSCs (6). According to the model,
rare niches within the HIM specifically promote the self-renewal of HSCs. Space
within each niche acts as the limiting factor for stem cell renewal. When sufficient
numbers of self-renewing divisions have occurred and the niche is filled with stem
cells, the excess cells are pushed into a neighboring niche, which fosters the produc-
tion of differentiated progeny by these cells. Eventually, mature blood cells exit
the marrow space and enter the blood circulatory system. The existence of niches

Figure 1 The hematopoietic system hierarchy, including stem and progenitor cell assays.
Hematopoiesis is a three-stage process, which includes proliferation, commitment, and
differentiation.
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as distinct microenvironments that possess specialized functions to control the selec-
tive regulation of cell populations would probably be due to the presence and=or
absence of particular positive or negative factors, as well as concentration gradients
of membrane-bound cytokines that are thought to be important for instructing
HSCs to differentiate or remain quiescent (7,8). Unfortunately, much of the lack
of understanding of these molecules is due to the considerable difficulty in recapitu-
lating these specialized microenvironments in vitro, although several groups are now
working toward this direction recently (9).

HEMATOPOIETIC STEM=PROGENITOR CELL ASSAYS

The biggest impediment to the successful development of methods for the ex vivo
expansion of HSCs has been the lack of accurate methods to enumerate them
(Table 1). An HSC is defined as a cell with self-renewal and proliferative potential,
coupled with the capacity to differentiate into the progenitors of all blood cell
lineages. The ‘‘gold’’ standard for assaying the HSC is, therefore, the ability of a sin-
gle cell to reconstitute long-term hematopoiesis in the recipient host (10).

Since the long-term repopulation assay (LTRA) is both time-consuming and
costly, various alternative in vitro and in vivo assays have been developed to identify
stem cells and to learn more about their properties. Phenotypic characterization
using flow cytometry is useful not only for the initial isolation of cells that are
enriched for HSCs, but also because they have the potential to allow the rapid, rela-
tively inexpensive determination of culture status (1). It is widely accepted that the
cell-surface glycoprotein CD34 is expressed on almost all human cells with discern-
able hematopoietic potential (11). In more recent years, additional markers have
been used to fractionate the CD34þ cells further and to identify more ‘‘primitive’’
stem cells (12). In particular, cells expressing CD34þ=CD38� or CD34þ=Thy-1þ

phenotype are highly enriched for very primitive hematopoietic cells (13,14). How-
ever, the identification of CD34� cells with significant hematopoietic potential has
also been reported (15). On the contrary, the murine HSCs are identified by cells
lacking the markers of the mature blood cells (lineage minus or Lin�) and the expres-
sion of Sca-1 and c-kit surface markers (16). Recently, the combination of these cell-
surface markers with fluorescent dyes that indicate cell proliferative status has
become a method of choice for isolating HSCs. Hoechst-33342 staining, followed
by flow cytometric analysis, has been used to define a small subset of murine and
human BM cells (side population, SP) , which constitute approximately 0.1% of
the whole BM and are highly enriched for long-term reconstituting HSCs (17),

Figure 2 The components of the hematopoietic inductive microenvironment.
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whereas the mitochondrial dye rhodamine-123 has been used to further subdivide
primitive stem cells (18).

The advantages of flow cytometric analysis of the stem cell phenotypic markers
are speed and convenience. Unfortunately, the relationship between the HSC pheno-
type and their function or genotype is based on uncultured cells and this relationship
rapidly dissociates in in vitro culture environments (19); making the dependability of
these phenotypic markers as a predictor of biological potential doubtful (12).

In vitro functional assays have been developed to allow specific lineage-
restricted and multi-, bi-, and mono-potent subpopulations of hematopoietic pro-
genitor cells to be detected and quantified. These methods require the provision of
appropriate soluble, or cell, or matrix-bound factors essential to the support and
stimulation of the progenitors being assessed. The colony-forming unit (CFU),

Table 1 Hematopoietic Stem (HSC)=Progenitor Cell (HPC) Assays

Assay Species Target cell population=comments

Phenotypic markers (flow cytometry)
CD34þ, Thy-1þ, Lin�,
c-kitlo, CD38�

Human Subset of HSCs; questionable
dependability of phenotypic
markers as a predictor of
biological activity

Lin�, Sca-lhi, Thy-l.llo,
c-kitþ

Murine Same as above

Side population defined by
Hoechst-33342 staining

Human=
murine

Enriched HSCs

In vitro (long-termculture)
Colony-forming assay
(CFU, BFU, HPP-CFC)

Human=
murine

HPC

LTC-IC Human=
murine

Primitive HPCs; do
not enumerate HSCs

In vivo (animal models)
CFU-S Murine Primitive HPC and subset

of HSCs (depending on
the assay endpoint)
forming colonies on the
host spleen upon
transplantation; exhibition
of high variable
self-renewal and
differentiation of even
the most phenotypically
homogeneous CFU-S
populations

Long-term repopulation
assay (syngeneic=
xenogeneic
transplantation of
HSC into SCID,
NOD-SCID mice,
or sheep, etc.)

Human=
murine

HSC; gold standard of HSC
assay; xenogeneic
microenvironment may
produce a less conducive
environment for
homing, growth,
and differentiation
of human HSCs
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burst-forming unit (BFU), and high-proliferative potential colony-forming cell
(HPP-CFC) assays enumerate committed hematopoietic progenitor cells, which
form colonies of differentiated cells on semisolid culture media (20,21). These pro-
genitors are therefore operationally defined as CFUs with the prefix indicating their
lineage commitment. For example, CFU granulocyte=macrophage (CFU-GM) is a
progenitor committed to the granulocytic and macrophage lineages. Although some
progenitors with multilineage differentiation potential can be detected, these pro-
genitors display only limited self-renewal capacity in vitro.

An in vitro assay that has shown greater specificity for quantifying hemato-
poietic cells that appear to be more primitive than most CFCs is the long-term
culture-initiating cell (LTC-IC) assay in which cells are co-cultured with hematopoie-
tic supportive stromal feeders, with or without exogenous cytokines (13). The LTC-
IC assay fulfills the HSC criterion of being able to initiate and sustain myelopoiesis,
but not the two other criteria of self-renewal and long-term lymphopoiesis (22).

The colony-forming unit-spleen (CFU-S) assay is an in vivo clonal assay in
which BM or spleen cells are transplanted into lethally irradiated recipients whose
spleens are harvested and analyzed after 8 (CFU-S8) and 12 (CFU-S12) days (23).
The colonies of hematopoietic cells appearing on the spleen surface represent dif-
ferent populations of cells with CFU-S8 cells being predominantly unipotential,
whereas CFU-S12 cells being multipotential. While transplanted HSCs do not gener-
ate CFU-S8, at least a subset of HSCs produce CFU-S12.

The most stringent assay for measuring HSC activity is the long-term repo-
pulating assay because it requires donor cells to fulfill the criteria that define
HSCs—the abilities to self-renew and differentiate and to reconstitute hemato-
poiesis in the transplant host. In the murine system, typically syngeneic mice are
used as donors and hosts to avoid rejection. For human, animals are used as hosts
for obvious reasons. In these xenogeneic transplant systems, human HSCs are
transplanted in immune-incompetent animals, such as severe combined immuno-
deficiency (SCID) mice (24), nonobese diabetic (NOD)-SCID mice (25), or preim-
mune fetal lambs (26), allowing a demonstration of not only multilineal
differentiation, but also self-renewal and repopulating ability. However, as human
HSCs have to repopulate a xenogeneic microenvironment that may be less condu-
cive to HSC homing, growth and differentiation than the human microenviron-
ment, it remains to be proved that these assays enumerate all human HSCs (22).
Studies utilizing these models demonstrated that the frequency of in vivo repopu-
lating HSCs within a phenotypically defined population was significantly lower
(10–100-fold) than previously estimated by in vitro (CFU and LTC-IC) assays
(27). Furthermore, the idea of ‘‘phenotypic fidelity’’ has been challenged by groups
that demonstrated that CD34þ=CD38� cells are not identical before and after
ex vivo culture (12).

Hematopoietic Cell Source

The two major issues from a clinical and bioprocess aspect for the ex vivo expansion
are the source of the hematopoietic cells and the extent of purification. Several
sources of hematopoietic stem and progenitor cells are used for clinical therapies,
including BM, peripheral blood, and umbilical cord from the patient or from human
leukocyte antigen (HLA)-compatible donors. There are significant differences in the
quantity and quality (in terms of their proliferative and engraftment abilities
and responses to hematopoietic growth factors) of the hematopoietic sample
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collected from these tissues, which also serve as the starting material for ex vivo
expansion, although there is currently no clear consensus as to the best starting
population (28).

Bone marrow remains the best-established source of stem and progenitor cells
for HSC transplantation. A total of 0.4–1 L of fluid containing BM and blood cells
can be collected under spinal or general anesthesia from the iliac crest (occasionally
from the sternum). The typical CD34þ cell content in BM is 1.7% (1–5% of the
CD34þ population is CD38� and 25% is Thy-1þ) (28).

Stem and progenitor cells have the capacity to migrate from the BM to the per-
ipheral circulation and vice versa. Therefore, stem and progenitor cells from PB, col-
lected through aphaeresis—a process that separates nucleated cells from RBC and
platelets—are used for transplantation. However, the primitive cells that circulate
within the PB are 2% of those in the BM. Specifically, the CD34þ content in the
PB is 0.15% (<3.3% of the CD34þ population is CD38�) (28). Initially, PB trans-
plants were used as an alternative to BM, when patients had undergone irradiation
to the pelvic area or when the BM had extensive cancer-cell contamination. Through
the discovery that stem and progenitor cell content increases following cytokine-
aided postchemotherapy recovery, the practice of ‘‘mobilizing’’ PB (MPB) stem
and progenitor cells by administering growth factors such as GM-CSF has become
popular. GM-CSF increases the CD34þ content in MPB to 0.6–2% (5% of the
CD34þ population is CD38� and 8% is Thy-1þ) (28). As a result of this practice,
fewer aphaeresis sessions are required (1–3 as opposed to 7–10) to collect sufficient
PB for transplantation.

Over the last 10 years, umbilical cord blood (CB) has clinically been investi-
gated as an alternative source of HSCs for allogeneic transplantation for patients
lacking HLA-matched marrow donor (29). The ease of collection and potential
availability to groups underrepresented in transplant registries are advantages of
CB compared to BM. In addition, it has been suggested that CB contains fewer
T cells and=or more naı̈ve T cells than BM and may permit a greater degree of mis-
match with less graft vs. host disease (GVHD) (30). Furthermore, CB has lower
levels (compared to BM and MPB) of contamination with common viral pathogens
(28). Although, CB is rich in stem and progenitor cells (the CD34þ content in CB is
0.8%; 2–25% of the CD34þ population is CD38� and 25% is Thy-1þ), the total quan-
tity of stem cells due to the small volume collected (�100mL) is low compared to the
numbers of BM or MPB HSCs required for adult engraftment. Hence the vast
majority of CB recipients have been children with an average weight of 20 kg. The
progression-free survival rates reported thus far are comparable to the results
achieved with allogeneic BM transplantation with a suggestion of decreased GVHD,
although the time to neutrophil and platelet engraftment in CB recipients has been
delayed compared to BM (31). However, the future clinical potential for CB HSCs is
enormous if methods for successfully expanding the HSCs ex vivo without compro-
mising their engraftment ability could be developed, especially since CB is more
responsive to growth factors and is capable of greater expansion than the BM or
MPB HSCs.

It is unclear what is the best starting population, in terms of the extent of cell
purification, for inoculating ex vivo expansion cultures. Most clinical trials have used
only CD34-enriched populations and there are advantages and disadvantages to this
approach. In terms of clinical-scale ex vivo expansion and volumetric culture
requirements, a bioreactor will support the same number of total cells and CFU-
GMs and will have the same volumetric culture requirements, regardless of the
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extent of purification of the input cells (32,33). It has been shown that transplanta-
tion of BM mononuclear cells (BMMNCs) support rapid neutrophil and platelet
engraftment and long-term stem cell engraftment, presumably because of the pre-
sence of accessory cells such as stromal cells in the MNCs (34,35). However, despite
the 10-fold expansion of CFU-GM observed in this study, the LTC-IC and
CD34þ=Lin� cells were reduced to half or less of the input amount (34,35).

Bone marrow stroma, as has been discussed earlier, provides the structural and
instructional support for hematopoiesis. Considerable progress has been made in the
identification and characterization of precursors for the stromal tissue of BM,
although this very small (0.01–0.0001% of the total nucleated cells) and heteroge-
neous population still lacks conclusive morphologic and molecular characterization
(36,37). Nevertheless, evidence for a developmental hierarchy of stromal cells within
the BM is strong, pointing to the existence of multipotent mesenchymal stem cells,
capable of forming a spectrum of specialized mesenchymal and a variety of connec-
tive tissues (Fig. 3) (37–39). In vivo analysis of MSCs has been augmented by the
development of in vitro functional assays (CFU-F), which demonstrate the ability
of clonogenic progenitor stromal cells to form a variety of differentiated cell types
(40,41). Despite the fact that antibodies to several cell surface antigens that recognize
MSCs exist, there is a lack of monospecific and unique molecular probes to identify
these cells unequivocally in situ. The monoclonal antibody STRO-1, which identifies
an as yet uncharacterized cell-surface antigen expressed by a small, heterogeneous
population of adult BMMNC, appears to be a suitable candidate (42). Further
research is clearly required before we can fully exploit the biological potential of
MSCs for therapeutic purposes. However a number of investigators are already
using these cells in a range of therapeutic strategies, including the replacement of
marrow stromal tissue damaged by chemotherapy as part of cancer treatment
(43), as vesicles for gene therapy in the treatment of mesenchymal tissues (44), and
for the ex vivo expansion for autologous repair of bone and cartilage defects as well
as osteoporosis (37,45).

Hematopoietic Culture Parameters

The normal BM in vivo state is highly dynamic, including the state of the cell popu-
lations present and the physical rate processes of supply and removal of nutrients,
growth factors, and metabolites. In addition, the local geometry of the microenvir-
onment may not be static (46). The establishment of optimal culture parameters for

Figure 3 Mesengenic differentiation pathway. The differentiation process involves stepwise cel-
lular transitions fromtheMSCtohighlydifferentiated end-stagephenotypes. [FromRefs. (37,39).]
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the ex vivo expansion of stem and progenitor cells is therefore a major challenge,
especially since most studies ignore the complex kinetics, transient nature, intricate
interactions between parameters, and the lack of invariant measures (47).

Inoculum density is a well-known parameter in cell culture research. In parti-
cular, in BM cultures, it is not only the total number of cells inoculated that is impor-
tant, but also the composition of stem, progenitor, and accessory cells. This is
because the starting population varies widely in terms of degree of differentiation.
Even cell populations that have been purified, as in the case of primitive erythroid
cells by three-color cell sorting, vary in expansion potential (1000-fold in this case)
(48). Furthermore, most primitive cells will be in quiescence at the onset of the cul-
ture (49). It is important that individual laboratories determine the initial inocula
concentrations that generate optimal cell-outputs of the desired cells from a given
starting population under the specific experimental conditions. Large inocula of
BM-derived cells in traditional static cultures fed periodically by partially replacing
the culture medium can be limited by nutrient and growth factor depletion and expo-
sure to certain metabolites (50). Increased medium exchange results in increased total
and progenitor cell numbers (32,51), increased specific glucose consumption and lac-
tate production (52), as well as dilution of metabolites and inhibitory factors. In the
absence of feeding, studies have shown that CD34þ selection is required for optimal
expansion (53), however when cultures are frequently fed, unpurified cell samples
perform as well or better than CD34þ samples (47). In addition, the initial concen-
tration of CD34þ cells can affect the expansion of all hematopoietic compartments.
Hence, reduction in the inoculum size from 3� 104 to 1.5� 103 cells=mL resulted in a
20-fold increase in total cell expansion and a threefold increase in progenitor expan-
sion (54).

Hematopoietic cultures can experience pH variations of up to 0.5 pH units,
unless controlled. It is well established that medium acidification causes growth inhi-
bition. Furthermore, differences in the survival and differentiation of myeloid
progenitors (optimally in the range of pH 7.2–7.4) vs. erythroid progenitors (opti-
mally around pH 7.6) have been observed (55,56). In general, the effect of pH can
be very complex and recent attempts to elaborate the effects of lactate production,
pH, and medium utilization have shown that each of these parameters likely
influences stem and progenitor cell responses (57).

Dissolved oxygen concentration varies substantially over the span of a culture
if left uncontrolled. In BM, oxygen concentrations are on the order of 2–7% satura-
tion. Several reports have demonstrated that oxygen partial pressure ranging from
1% to 10% in hematopoietic cultures can enhance the size and number of colonies
obtained in semisolid media when compared to cultures maintained in atmospheric
oxygen pressure (58,59). The benefit of low oxygen concentration could, at least in
part, be attributed to lower levels of reactive oxides and to increased responsiveness
to cytokines (60). Furthermore, there may exist an ‘‘optimal’’ oxygen level based on
the cytokines used and on the developmental state=potential of the cells so that
under higher oxygen conditions there is an expansion of HSCs (51) whereas at
low oxygen conditions there is no net expansion of HSCs (61). It is important to note
that the local concentration of oxygen that the cells experience is more important
than the gas phase oxygen level (46), and thus additional research on the effect of
oxygen level along with measurements of local oxygen concentrations should be very
informative.

The duration of hematopoietic cultures is another parameter of significance,
especially for clinically relevant applications. In CD34þ ex vivo expansion from
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MPB, a two-phase growth was observed with a pre-CFU phase during the first 7–10
days and a phase past day 10 where CFU-GM decreased and mature myeloid cell
numbers increased (62). Many clinically relevant studies have reported a decrease
in progenitor production during days 12–15 of culture, indicating that expansion
in static liquid cultures should be limited to 7–14 days (63), probably due to inade-
quate feeding protocols and high cell concentrations. However, several preclinical
studies have reported continuously increasing levels of expansion of all hemato-
poietic lineages for several months (64).

Hematopoietic Culture Media

Hematopoiesis is the result of complex, dynamic interactions of HSCs with cyto-
kines, the ECMs, and the stromal cells (8). The successful ex vivo expansion and
maintenance of transplantable stem and progenitor cells require the regulation
between self-renewal and differentiation of HSCs as well as avoidance of apoptosis
and sustaining the ability to home and engraft. The regulation of this intricate envir-
onment is due, in part, to the effects ofgrowth-promoting and inhibitory cytokines
and their receptors interacting with each other in complex networks (Fig. 4) (1).

Traditional media for hematopoietic cultures contain xenogenic supplements
such as fetal calf and horse sera (about 25% v=v) or bovine serum albumin (65).
However, use of these additives is problematic for clinical applications due to the
risk of contamination by infectious agents and the lack of well-defined and standar-
dized media components. A number of serum-free alternatives have been developed
(66,67). Serum-free media promote greater expansion of the erythroid and megakar-
yocytic lineages, mainly due to the fact that serum contains transforming growth
factor-b (TGF-b) (48,68), whereas serum-containing media are superior for the
expansion of granulocytic and monocytic lineages (69). Autologous serum and
plasma have been used as substitutes to animal sera and some studies have reported
that even low concentrations (1–2%) of autologous plasma are sufficient to support
HSC expansion (70,71).

The first demonstration of the use of growth factors to generate increased num-
bers of specific cell populations was performed in the early 1980s using crude condi-
tioned media as a source of hematopoietic growth factors. From in vitro studies,
multiple factors have been identified to have the capacity to stimulate or potentiate
the proliferation of hematopoietic cells in the various lineages (Table 2). Nowadays a
key feature of any hematopoietic culture system is the combination of cytokines it
delivers to the cells and how the concentration of these cytokines are maintained
over time, since both these aspects will influence the cumulative response obtained
(72). HSCs and HPCs are thought to express most cytokine receptors, however what
dictates whether cells respond to some but not all cytokines is not known (22).

Figure 4 Regulation of hematopoiesis by cytokine networks.
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Cytokine receptors belong to three general families: the tyrosine kinase receptors, the
cytokine receptors, and the gpl30 receptor family, c-kit, the receptor for stem cell fac-
tor (SCF) (73) and flk2=flt3, the receptor for flt3 ligand (FL) (74), are examples of the
tyrosine kinase receptors. Both are expressed on very primitive hematopoietic cells
and are implicated in the regulation of early stages of hematopoiesis. SCF promotes
the survival and growth of primitive hematopoietic progenitors when used in combi-
nation with other stimulatory cytokines (75), whereas little expansion is observed in
cultures supplemented with SCF alone (76). FL, a factor secreted by stromal cells,
has also been investigated as a potential mediator of HSC expansion and mainte-
nance (77) by recruiting HSCs into the cell cycle (78) and by promoting survival, pre-
sumably through inhibition of apoptosis (79).

The cytokine receptor family lacks endogenous tyrosine kinase activity.
Ligands for these receptors include interleukin-3 (IL-3) and thrombopoietin (TPO),
both of which are active on primitive progenitors. IL-3 is required, along with SCF
and FL, to maximize the expansion of human LTC-IC from CD34þ=CD38� cells
isolated from BM (80). However, IL-3 may be detrimental to the pluripotentiality
of murine progenitors (81), and when added in inappropriately high concentration
to human progenitors it induces terminal differentiation and loss of primitive HPCs
(19). TPO supports the proliferation and long-term maintenance of primitive hema-
topoietic progenitors and repopulating HSCs when used in combination with other
stimulatory cytokines (82,83). However, when used alone, TPO has little effect on
the expansion of HSCs in suspension cultures (84). In the presence of stromal cells,
TPO may promote sustained HSC expansion (85).

The gpl30 receptor family includes receptors for IL-6, IL-11, Oncostatin-M,
and leukemia inhibitory factor (LIF). Similar to the cytokine receptor family, these
receptors do not have intrinsic tyrosine kinase activity; instead they interact with a
receptor complex that contains the gpl30 signal molecule. IL-6 has direct prolifera-
tive effects on hematopoietic cells and interacts synergistically with other growth fac-
tors to stimulate myeloid proliferation (86). IL-11 is produced by stromal cells and
has been found, in synergy with SCF and FL, to stimulate the ex vivo expansion of
adult murine stem cells (87). The addition of LIF to purified CD34þ=Thy-1þ cells on
a murine BM-derived stromal cell line caused the expansion of the CD34þ=Thy-1þ

cells, which in synergy with other growth factors such as IL-3, IL-6, SCF, and
GM-CSF resulted in a 150-fold expansion of cells retaining the CD34þ=Thy-1þ

phenotype (88). These studies indicated that the action of LIF is indirect and
mediated via stromal cells.

Table 2 Cytokines with Stimulating Action on Hematopoietic Cell Proliferation

Cell type Cytokines

B-cell IL-7, SCF, IL-2, IL-5, FL
T-cell IL-2, SCF, FL
NK-cell IL-2, IL-12
Erythroid Epo, SCF, IL-3
Megakaryocytes TPO, CSF, LIF, Epo, IL-3, IL-6, IL-11
Neutrophil G-CSF, SCF, GM-CSF, M-CSF, IL-3, IL-6
Eosinophil IL-5, GM-CSF
Basophil IL-3, SF
Macrophage M-CSF, GM-CSF, IL-3
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Although most studies have focused on hematopoietic-related cytokines, novel
factors, not originally identified as a result of their effects on hematopoietic cells,
have been investigated. Bone morphogenetic proteins can modulate the proliferation
and differentiation of primitive human hematopoietic cells (CD34þ=CD38�=Lin�)
(89). Recently, the addition of the Notch ligand, Jagged-1, to cultures of primitive
progenitor cells induced the survival and expansion of repopulating HSCs (90).

Aside from growth-promoting cytokines, a number of growth-inhibitor cyto-
kines, such as TGF-b, macrophage inflammatory protein-1a (MIP-1a) , and tumor
necrosis factor-a (TNF-a) , have been shown to affect hematopoiesis (22). Although
the role of the growth-inhibitory cytokines in vivo is not known, in vitro production
of inhibitory proteins may be one reason for the transient expansion observed in
many cultures (1). In long-term cultures, TGF-b is responsible for the quiescent state
of the progenitor 5–7 days after the last medium exchange (91). Similarly, addition of
MIP-1a to cultures prevents cells from cycling (92). Hence, addition of MIP-la and
platelet factor-4 to IL-3 containing cultures of human hematopoietic cells resulted in
the preservation of LTC-IC for at least 8 weeks (93). The presence of TNF-a in cul-
tures supplemented with stimulatory cytokines, such as SCF and FL, can potentially
inhibit the proliferation of progenitor cells, likely by promoting apoptosis (94,95).

Significant attention has been given toward the elucidation of suitable cytokine
combinations for the ex vivo expansion of hematopoietic cells. However, the cyto-
kine microenvironment in hematopoietic culture systems is dynamic (50), with multi-
ple cell types (at different differentiation and cell cycle stages) competing for
cytokines that each influence cell fate directly or indirectly, making the cytokine
composition of HSC expansion medium particularly challenging to optimize (96).
Factorial and composite design have been used to increase the efficiency of investiga-
tions of the effects of stimulatory factors on HSCs and to reveal unexpected interac-
tions that would otherwise be missed by conventional dose–response analyses
(19,97).

Hematopoietic Culture Systems

Bone marrow cells have traditionally been cultured on the flat, two-dimensional sur-
face of culture dishes following the pioneering work of Dexter et al. who developed a
stroma-dependent long-term murine BM culture system, which primarily produced
granulocytes (98). The major challenge for the ex vivo expansion of hematopoietic
stem and progenitor cells is to provide a suitable culture environment that would
support the expansion, from relatively small donor samples, of clinically relevant cell
numbers of the desired cell type(s) (99). Furthermore, regulatory requirements
require that the culture devices used in the ex vivo expansion of hematopoietic cells
comply with good manufacturing practice rules.

In general, there exist two main culture approaches for hematopoietic cultures,
namely stroma-free and stroma-dependent cultures. From a clinical standpoint,
stroma-free cultures are obviously more easily standardized and maintained (22).
However, stroma-based cultures provide a more physiologically relevant microenvir-
onment to the hematopoietic stem and progenitor cells. In addition, in the clinical
setting, stromal feeders have been used to support the retroviral transduction of
autologous HSCs (100) and to purge chronic myelogenous leukemia (CML) (101)
and acute myelogenous leukemia (AML) (102) autografts ex vivo. The advantage
of such autologous feeders in the clinical setting is that no allogeneic or xenogeneic
feeder cells contaminate the transplant stem cell population (22). However,
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hematopoietic support may be defective due to exposure of the stroma-donor in vivo
to chemotherapy and radiation (103) or due to defects in the stromal cells as a result
of the disease (104). To circumvent such problems, a number of murine or human
stromal cell feeders have been cloned from a variety of sources (22).

Several different culture devices have been developed, including culture vessels
for static cultures and the use of bioreactors. Static culture systems, such as well-
plates, T-flasks, and gas permeable blood bags (most published clinical results have
been obtained using the gas-permeable bags) , are the most widely used culture
systems for the ex vivo expansion of hematopoietic cells (105,106). Despite their
widespread usage, however, static systems have several limitations, including concen-
tration gradients (pH, dissolved oxygen, metabolites, etc.) in the culture medium, the
inability to be readily monitored and controlled on-line, the requirement for repeated
handling for feeding, and the limited productivity by the number of cells that can be
supported by a given surface area (106). The use of bioreactors is an appealing alter-
native approach because they offer closed culture conditions, support high cell
densities and accessory cells, and can be automated to perform feeding strategies,
thus reducing handling and contamination (47). However, to date, no bioreactor
has obtained market approval from the FDA in the United States, and only one
has obtained a CE mark in Europe (51).

Perfusion bioreactors have been developed to continually replace culture med-
ium (thus removing any harmful metabolites and maintaining a constant supply of
growth nutrients) yet not over-dilute endogenously produced factors or mechanically
damage cells. Flat-bed perfusion systems maintain relatively homogeneous bulk cul-
ture medium conditions, although they do not completely eliminate gradients in cul-
ture conditions (106). These systems are typically medium intensive and scale-up to
larger flat-bed reactors is not straightforward due to the geometry of the system. Per-
fusion systems have demonstrated benefits in the expansion of several hematopoietic
cell types when compared to static controls (32,51,107,108) and have been used for
clinical trials (105,109). These types of bioreactors have been used to expand unse-
lected BMMNC, in which a stromal layer developed from the inoculum and thus
no preformed stroma was required (51,110). CFU-GM progenitor cells expanded
10–30-fold in this system. In addition, a 7.5-fold expansion of LTC-IC was obtained
and more than 3 billion cells containing 12 million CFU-GM were generated from
the equivalent of a 10–15-mL BM aspirate (51). BM CD34� enriched cell expansion
(1300-fold) on stroma with a 41-fold expansion of CFU-GM has also been reported
in such a bioreactor (33). Continuous perfusion of the stroma-dependent cultures
may improve HSC and HPC support from umbilical CB and MPB (111). This is
in part due to the removal of toxic metabolic products and in part due to the induc-
tion of certain growth factors in the stromal feeder. When supplemented with cyto-
kines and under the best conditions tested, this bioreactor supports expansion of the
LTC-IC, CFU-GM, and indicate that adult-size grafts from CB and MPB could be
obtained. These culture systems are currently being clinically evaluated and initial
results suggest that human repopulating stem cells can be preserved (22). Perfusion
bioreactors have also been used to analyze the consumption and production of
growth factors and their relation with specific cell production (112) and to demon-
strate that changes in the medium perfusion schedule significantly influence growth
factor secretion by stromal cells (113). This suggests that it may not be necessary to
add large amounts of growth factors to the cultures, but instead to provide culture
conditions in which the stroma is maintained in a state that supports hematopoiesis.
In addition, perfusion cultures have been used to study the influence of preformed
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irradiated stroma (a modified culture chamber with groves perpendicular to the
direction of flow was developed for stroma-free cultures) on peripheral blood and
marrow mononuclear cells (7), although it is not yet clear whether HSCs need to
remain in direct contact with stromal cells to survive and=or expand (22,93,110,111).

Stirred culture systems are well characterized and widely used for the culture of
both microbial and mammalian cells. They provide a homogeneous, well-controlled,
closed, and reproducible culture environment and are superior to most static and
perfusion systems in terms of sampling, data collection, and control of medium con-
ditions. Furthermore, stirred bioreactors could prove advantageous for clinical
applications in terms of the scale anticipated for clinical cultures (96). BMMNC have
been successfully propagated in serum-containing stirred culture systems (114,115),
whereas MPB and CB mononuclear cells and CD34þ cells have been propagated
in both serum and serum-free stirred cultures (106). Natural killer (NK) cells isolated
from peripheral blood mononuclear cells have also been cultivated in stirred culture
bioreactors (116). These studies indicated that the performance was improved,
presumably because mixing overcame the diffusion limitations observed in static
cultures. However, suspension culture systems do not mimic the complex three-
dimensional microenvironment found in BM. Although macrophages tolerate sus-
pension, fibroblasts and endothelial cells are unlikely to perform properly in stirred
cultures (47). Whether extensive stem cell self-renewal can be sustained in the stirred
culture remains to be investigated. In addition, since hematopoietic cells are rela-
tively sensitive to shear, low shear rates are required to avoid physical damage
(106), especially since it has been demonstrated that shear stress can affect surface
marker expression, including cytokine receptors, and metabolism in other experi-
mental systems (117). Thus agitation could have a profound effect on the type of
cells that will expand and the extent of the expansion.

In vivo, the marrow three-dimensional microenvironment, as has been dis-
cussed earlier, plays a critical role in the regulation of proliferation and differentia-
tion of hematopoietic stem and progenitor cells. Whereas in vivo hematopoiesis is
regulated by cell–cell, cell–matrix, and growth factors, most ex vivo culture systems
have focused on the addition of cytokines alone, which is insufficient to promote
optimal development of blood cell development and retain long-term generative
capacity (118,119). Most traditional stroma-dependent culture systems are not
designed to enhance cell–cell and cell–matrix interactions, create a spatial distribu-
tion of stromal and hematopoietic cells, and mimic the in vivo three-dimensional
configuration. Furthermore, comparisons between signal transduction in three-
dimensional matrices (3-D signaling) with signaling events on two-dimensional
coated surfaces reveal some striking differences (120). On the basis of BM physiol-
ogy, novel three-dimensional culture systems were developed based on the hypoth-
esis that growth in 3-D culture may more faithfully replicate the in vivo BM HIM
required for self-renewal and differentiation of stem and progenitor cells. A col-
lagen-coated nylon mesh has been used as a template to grow BM cells, maintaining
multilineage differentiation with, however, declining CFU numbers (121–123). Por-
ous microspheres have been used in a packed bed bioreactor to grow both murine
and human BM cells, which supported multilineal differentiation and a 3-D growth
configuration that mimicked that of BM in vivo in the absence of exogenous growth
factors (124,125). In the presence of cytokines, including erythropoietin (Epo), this
system supported extensive erythropoiesis when compared to a traditional flask cul-
ture under lower, more physiological, concentrations of Epo (125). A tantalum-
coated porous biomaterial was found to enhance the maintenance and retroviral
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transduction of HPCs, improve the cell pluripotency (126), and support marrow
CD34þ cell expansion up to 1.5-fold in the absence of exogenous cytokines, due
to the 3-D culture environment (127). More recently, 3-D nonwoven fibrous matrices
have been used for the culture of human CB cells, which, when compared to a 2-D
film, prolonged the proliferation process and supported higher total CD34þ cell
numbers (128). The 3-D culture may provide a better system for stem and progenitor
cell culture in an environment that resembles the BM in vivo.

CONCLUSIONS

Although significant progress has been made in the characterization of the factors
that govern hematopoiesis, ex vivo expansion appears to be a technique still in its
infancy. Nevertheless, the ex vivo expansion of hematopoietic cells for clinical use
is now recognized to be a very promising method. The engineering of optimal hema-
topoietic cell culture systems will require the design of new expansion systems
mimicking the in vivo self-regulating BM environment that operate under reliable
and reproducible conditions and offer a broad spectrum of possibilities for different
culture strategies and the cultivation of various cell types—from stem cells to differ-
entiated cells for gene, cellular, and tissue therapies.
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Dissolved oxygen (DO), 113, 255, 316, 645
Dissolved oxygen levels, 177
Distribution of energy dissipation, 239
in typical bioreactors, 239

Disulfide exchange, 486
DNA amplification fingerprinting (DAF),

633
DNA transfection, 605
into mammalian cells, 605

Downstream process development, 534
life cycle, 537

Downstream processing, 439
Drug delivery, 505
devices, 507
dry particle inhalers, 508
metered dose inhalers, 508
nebulizers, 505
needle-free injectors, 505

Dynamic gassing out, 277
Dynamic surface tension, 234

Electronic noses, 273
Electrophoresis methods, 137
capillary electrophoresis (CE), 136
fluorophore-assisted carbohydrate

electrophoresis (FACE), 130
immunoblotting, 138
isoelectric focusing polyacrylamide gel

electrophoresis (IEF-PAGE), 136
two-dimensional polyacrylamide gel

electrophoresis (2D-PAGE), 131
Electrophoresis, 512
capillary electrophoresis, 512
capillary isoelectric focusing, 513
capillary zone electrophoresis, 513
micellar electrokinetic capillary

electrophoresis, 513
sodium dodecyl sulfate-polyacrylamide

gel electrophoresis
(SDS-PAGE), 512

Electroporation, 614

Embryonic stem cells, 4
Endoplasmic reticulum (ER), 118
Endotoxins, 441
Endotoxin units, 441
Energy dissipation, 238
Enzymatic biosensor probes, 263
Enzyme-linked immunosorbent assays, 272
Epstein-Barr (EB) virus, 3
Equilibrium surface tension, 234
Erythropoietin, 735
Ex vivo expansion, 730
Excipients, 486
animal derived, 503
selection, 495

Expanded bed adsorption, 445
Expert systems, 249
Expression plasmid, 26
integration of, 26

Expression systems, 15, 122
bacteria, 122
CHO and BHK cells, 125
insect=baculovirus, 123
mammalian cell culture, 124
plants, 123
stable, 16
transgenic animals, 124
transient, 15
yeast and fungi, 123

Extracellular culture, 329
Extracellular matrix, 5, 698, 724
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n-linked oligosaccharides, 115
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Figure 2.6 Fluorescent in situ hybridization of recombinant sequences integrated into the
chromosomes of CHO cells. Photos are of two different cell lines resulting from random
integration of the plasmid DNA during a single transfection event.

Figure 5.2 N-glycosylation structures. [Adapted from Refs. (1,20,21).]
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Figure 5.4 The dolichol cycle and oligosaccharide transfer reactions to form N-oligosacchar-
ide core. [Adapted from Refs. (6,20).]

Figure 5.3 O-glycosylation structures. [Adapted from Refs. (6,20).]
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Figure 5.5 Trimming and branching reactions that modify the core N-oligosaccharides.
[Adapted from Refs. (20,21).]

Figure 5.6 Fractionation methods to characterize glycoproteins. [Adapted from Refs.
(20,54,121–132).]
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Figure 9.3 Acridin orange=ethidium bromide staining of hybridoma cells, taken with 1000
times amplification. Living cells, green; dead cell, orange: (a) living nonapoptotic cell, (b) living
nonapoptotic cell during division, (c) living apoptotic cell (clear DNA condensation and nuclear
fragmentation), (d) living apoptotic cell (ring form condensation of DNA near the nuclear
membrane), (e) dead apoptotic cell, (f) dead nonapoptotic (necrotic) cell. [From Ref. (57).]
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Figure 11.13 Scalability of perfusion bioreactors operated byCSPR control. [FromRef. (107).]

Figure 11.12 Consistency and reproducibility issues for long-term perfusion culture. Small
differences in bioreactor operation can accumulate over time resulting in a big difference in
performance. [From Ref. (107).]
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Figure 11.14 Decrease in perfusion rate can be used as a tool to increase product concentra-
tion from perfusion bioreactors. This approach does not offer any benefit in volumetric pro-
ductivity. In most cases, the volumetric productivity is negatively impacted. [From Ref. (107).]

Figure 11.15 The use of enriched medium in a perfusion bioreactor. Switching to the
enriched perfusion medium more than doubles cell density in the bioreactor. [From Ref.
(107).]
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Figure 11.16 The use of enriched medium in a perfusion bioreactor. The product concentra-
tion reaches to 750mg=L in enriched medium. After switching to the enriched medium a shift
in lactate metabolism is observed. The lactate production drops to zero in enriched medium.
[From Ref. (107).]

Figure 16.2 Basic steps in bulk manufacturing of a cell culture based therapeutic.
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Figure 16.6 Optimi-
zation of processes must
be careful to select
robust operating range
solutions. This is neces-
sary to avoid an
unstable points where,
for example, the delay
of an operation could
inadvertently result in a
cascading of problems
excessive demands, or
unavailable equipment.
(Response surface plot
courtesy of CRB Con-
sulting Engineers, Inc.)

Figure 16.3 Representative cell culture systems successfully used in GMP licensed produc-
tion systems.
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Figure 16.7 Stainless steel pallet
tank used for holding media and
buffer bags (photos courtesy of
Stedim).

Figure 16.9 3D design
renderings of equivalent
transfer panel and mix-
proof valve arrays. In this
case, when bids were
received, the capital cost of
the transfer panel and the
valve array were nearly
identical. (Courtesy of CRB
Consulting Engineers.)
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Figure 16.13 Walkable ceiling interstitial space. The air handling units are on the grating
floor above. The walkable ceiling allows easy access to HVAC control instruments and dam-
pers, as well as allowing for the servicing of lights from outside the clean envelope. (Courtesy
Clestra Cleanrooms Inc.)

Figure 16.17 Rendering of buffer hold module for Biogen-IDEC’s NIMO facility in Ocean-
side, CA. (Courtesy of Biogen Idec.)
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Figure 17.1 Transient expression timings. The average times for the various step operations
have been estimated for each system. Time 0 corresponds to the availability of the expression
vector (whether virus or nucleic acid). Repetitive operations are indicated by leaving some
empty time between each of them. Baculovirus technology is used for comparative purposes.

Figure 17.4 Semliki Forest virus expression system. In vivo packaging of recombinant SFV RNA
transcripts into infectious particles. After co-transfection of RNA transcipts from the expression and
the helper vector, the replicase, coded on the recombinant vector, drives RNA replication and tran-
scription for both plasmids. Structural genes from the helper are translated into proteins. While the
capsid protein stays cytosolic and binds RNA to form the nucleocapsid, the membrane proteins
undergo post-translational modifications. El and p62 are dimerized in the ER and are transported
to the plasma membrane where virus budding occurs. Since the viral packaging signal is only found
on the recombinant RNA, selective packaging of the pSFVdhfr occurs and as a result yields nonrepli-
cative infectious SFV particles. [Adapted from Ref. (39).]
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Figure 18.3 Micrographs of infected insect cells. Epifluorescence micrographs: (A) Sf9 cells at
72 hpi (� 560); (B) Tn5Bl-4 cells at 72 hpi (� 560). Cells in A and B are expressing a fusion protein con-
taining GFP and VP2 of rotavirus. (Baculovirus provided by Prof. J. Cohen, Institut National de la
Recherche Agronomique (INRA), France.) (C) Transmission electron microscopy of Sf9 cells infected
with a recombinant AcMNPV. (D) Enlarged section of the nucleus. Note the large nucleus in C and
enveloped multiple virions in D.

Figure 18.4 Main steps for obtaining an r-baculovirus. (A) The transfer vector (TV) is depicted
with its main elements (ori, bacterial replication origin; Abr, antibiotic resistance marker; P, promo-
ter; MCS, multiple-cloning site; patterned areas, homologous recombination sites). Depending on
the transfer vector used, two routes can be chosen: (B1) Traditional method in which recombination
occurs in the insect cells; (B2) Bacmid-transposition method.
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