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Series editor’s foreword

James McGuire’s book is the eleventh in the successful Crime and Justice
series published by Open University Press. The series is now established as
a key resource in universities teaching criminology or criminal justice,
especially in the UK but increasingly also overseas. The aim from the outset
has been to give undergraduates and graduates both a solid grounding in
the relevant area and a taste to explore it further. Although aimed primarily
at students new to the field, and written as far as possible in plain language,
the books are not oversimplified. On the contrary, the authors set out
to ‘stretch’ readers and to encourage them to approach criminological
knowledge and theory in a critical and questioning frame of mind.

James McGuire has been a leading figure in the ‘What Works’ debates
that have been increasingly prominent in the criminal justice arena over the
last ten years, especially in relation to the development of cognitive-
behavioural programmes, which aim to encourage and assist offenders on
probation or in prison to understand and address their offending
behaviour. Naturally, he covers these issues in this book in considerable
depth, but his aims here are much broader. In essence, he sets out to assess
the contribution that psychology can make, and has made, to knowledge
and practice in the fields of criminology and criminal justice. As he points
out, there has been something of a ‘divorce’ between psychologists and
criminologists since the 1970s, when sociological approaches began to
dominate academic criminology (in Britain, at least) and psychological
approaches were criticized, as part of a major attack on ‘positivism’, for
excessive focus on individual pathology at the expense of attention to
broader structural forces in society.

However, as McGuire shows, ‘psychology’ is an infinitely richer and
more complex subject than has been portrayed in many of the cruder
attacks on its relevance to the study of crime, and psychologists adopt
a wide variety of theoretical approaches which should be of core interest
to criminologists. Moreover, psychology has been making a serious



‘comeback’ in the criminal policy and practice arenas, not just in the ‘What
Works’ developments in prisons and probation, but through major con-
tributions in policing (especially serious crime investigation), criminal
evidence to courts, risk assessment, and early interventions with children
and families. As a result, many more opportunities are opening up in the
criminal justice field for graduates with some knowledge of psychology.
This is increasingly being recognized by those running undergraduate and
postgraduate degrees in criminology, and more and more modules with a
strong psychological slant are being developed. Degrees and courses in
forensic psychology, too, are expanding rapidly in universities. This book
will be of value to students on all the above.

The book begins with a broad overview of the relationship between
psychology and the study of crime, at the same time laying to rest some
myths about the assumed philosophical basis of psychology. In Chapters 2,
3 and 4, McGuire argues that the study of individual factors, including
cognitive and emotional development, should be seen as one (important)
element of a broader understanding of crime, which should include the
influences of socialization and peer groups as well as the broader social and
economic environment. He also highlights the value of understanding
‘pathways’ to offending behaviour, and the critical points at which choices
are made. Chapters 5 and 6 cover the theoretical and empirical research
foundations upon which the identification of ‘criminogenic risk factors’
has been built, and show how the theory has been turned into practice
through the development of offending behaviour programmes. Chapter 7
offers a much broader survey of what psychology has to say about some of
the core concepts with which criminologists and penologists have wrestled
over the years, including retribution, deterrence and incapacitation. Chapter
8 looks at some of the major practical applications of psychology in
policing, prosecution and sentencing. It also raises some of the important
ethical and political questions to which they give rise.

Overall, the book offers a rich and wide-ranging – as well as very read-
able – discussion of the complex relationships between psychology,
criminology and criminal justice policy and practice. It demonstrates how
important it is to understand practice and policy developments in relation
to their theoretical underpinnings, and should be of major interest to
practitioners as well as to those engaged in academic study.

Other books previously published in the Crime and Justice series – all of
whose titles begin with the word ‘Understanding’ – have covered crimino-
logical theory (Sandra Walklate), penal theory (Barbara Hudson), crime
data and statistics (Clive Coleman and Jenny Moynihan), youth and crime
(Sheila Brown), crime prevention (Gordon Hughes), violent crime (Stephen
Jones), community penalties (Peter Raynor and Maurice Vanstone), white
collar crime (Hazel Croall), risk and crime (Hazel Kemshall) and social
control (Martin Innes). Two are already in second editions and other
second editions are planned. Other new books in the pipeline include texts
on prisons, policing, criminological research methods, sentencing and
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criminal justice, drugs and crime, race and crime, and crime and social
exclusion. All are major topics in university degree courses on crime and
criminal justice, and each book should make an ideal foundation text for a
relevant module. As an aid to understanding, clear summaries are provided
at regular intervals, and a glossary of key terms and concepts is a feature
of every book. In addition, to help students expand their knowledge,
recommendations for further reading are given at the end of each chapter.

Mike Maguire
April 2004
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Preface

Some years ago, a well-known criminological researcher told me that he
‘had never had much use for psychology’ in his work and implied he could
not see the relevance of it for criminology as a whole. I was at first taken
aback by this, mainly on account of its abrupt and all-embracing dismis-
siveness, and thought it must be an idiosyncratic standpoint. Having
become more familiar with the literature of criminology since then, I now
realize it is a view that is quite widespread. Writers in criminology have
depicted psychology as predominantly positivist in its orientation and have
castigated it accordingly (e.g. Roshier 1989). Psychologists themselves
have commented on how psychological theory and research have been
marginalized and even ‘systematically downplayed’ in mainstream crimin-
ology (e.g. Andrews 1995). Textbooks in the field are evidently much more
influenced by other social science disciplines, most prominently sociology.
That may account for the 22 out of 564 pages devoted to psychology in
the textbook by Conklin (1992), or the even thinner 6 out of 529 pages
allotted by Glick (1995).

The rationale for the present book is not to assuage the feelings of hurt
and rejection that we poor psychologists may feel in this situation, sensitive
though many of us may be! It is instead to examine closely the contribution
that psychology is able to make to understanding the activity we call
‘crime’, and what (if any) practical implications may flow from this. That
activity can be studied using many approaches. At least one of them,
surely, needs to take into account the observation that whatever other
influences may be at play, acts of crime are for the most part committed by
individuals. That is certainly the basis on which the law operates: legal
decision-making attributes responsibility or guilt for crimes to persons;
and while the basis for that may be questioned, there appears little
immediate prospect of it being changed in any meaningful way. Even
where crimes are committed by corporations or other collective entities,
individual decisions are still intimately involved in the process. In a



discussion some years after the one mentioned above, another researcher
proposed that the recorded increase in crimes of burglary in England and
Wales during the years 1980–1982 had been caused by the economic reces-
sion of that period. That may indeed have been an important factor. But
exactly how did it have its effect? Did the perpetrators of the 200,000
additional burglaries assemble in Hyde Park and jointly decide to embark
on a breaking-and-entering spree? Or did their changed circumstances, and
their perceptions of and reactions to them, lead to numerous separate
decisions to commit a property offence, filtered through each individual’s
own psychological processes? Why did many other individuals, also
afflicted by economic hardship, not resort to burglary during the same
period?

There appears to be a widespread assumption that psychology suffers
from a number of flaws that make it inapplicable to the study of crime. Its
practitioners portray themselves as scientific and adopt the same methods
of inquiry as ‘hard’ scientists, like physicists or biochemists. They talk
about behaviour and carry out controlled experiments, at a time when
other social studies disciplines have embarked on a search for novel para-
digms. Psychology is thought to seek explanations for the things people do
more or less exclusively among causes located inside themselves, and to
neglect if not actually ignore external, environmental factors such as social
conditions or political forces. This has been characterized as an intrinsic-
ally conservative stance (Lilly et al. 2002). It appears closely allied to
biology and medicine, and to the idea of crime as a disease. Psychologists
have been known to use rats, pigeons, university students and other exotic
species in their research and they make great claims on the basis of some
fairly narrowly selected samples and outlandish investigations. In some of
their experiments they place people in darkened rooms, make them wear
lenses that turn the visual world upside down, or apply electric shocks to
them. They employ IQ tests, nonsense syllables, one-way mirrors and aver-
sion therapy. Altogether an odd and unsavoury bunch, with whom it might
be better to keep contact to a minimum!

I fully agree: the history of psychology is not entirely wholesome and
laudable. It has been littered with some regrettable ideas and unfortunate
applications (Gould 1981); though in these respects, it is scarcely unique. I
nevertheless am convinced, and hope this book will convince its readers,
that psychology contains a great deal that can be useful to criminology in
terms of theory, research and application. A recent commentary has noted
grounds for a new, potentially more cordial and fruitful relationship
between criminology and psychology than has been in evidence for some
time (Hollin 2002a). Furthermore, like other disciplines psychology has
been steadily evolving, and currently employs a plurality of methodolo-
gical approaches. Most psychologists recognize that the alleged boundaries
between fields of knowledge are subject to shifting and sometimes almost
arbitrary definition, and virtually any given problem will require multiple
perspectives to be amply understood.

xiv Understanding psychology and crime



The present volume is offered in that light. It aims as far as possible to
project a picture of the psychological elements in crime while identifying as
many as possible of the necessary links to other social sciences. This is not
to claim that individual, psychological factors are somehow more import-
ant than those more regularly studied within criminology. Rather, it is an
insistence that if we dismiss or neglect those issues, our ability to compre-
hend the problem of crime will remain inadequate. Only a combined effort
involving theory and evidence from a wide range of sources will help us
towards a fuller understanding.

I am very grateful to several people who have had an enormous influence
on my understanding of the issues discussed in this book. Foremost is
Philip Priestley, to whom I owe an introduction to the field of ‘crime and
justice’ and from whose breadth of knowledge and perspective I benefited
enormously. I am very grateful to Mike Maguire for inviting me to be part
of the series, and for valuable comments on the manuscript. In discussion
at numerous conferences, meetings or advisory panels, I have gained much
from being able to pick the brains of some of the most able people in this
field. Those who have contributed to the book, in different ways and most
often unknowingly, include Don Andrews, Ron Blackburn, Meg Blumsom,
Meredith Brown, David Cooke, David Farrington, Paul Gendreau, Clive
Hollin, Doug Lipton, Caroline Logan, Friedrich Lösel, Mary McMurran,
Frank Porporino, Beverley Rowson, David Thornton and Sheila Vellacott.
None of them of course bears blame for any remaining errors or
deficiencies.

James McGuire
March 2004
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Why psychology?

Defining crime
Ordinary crime
Criminology: the case of the missing person
The scientific approach
The assumed philosophical basis of psychology

Positivism
Individualism
Biologism
Determinism
Reductionism

Psychology’s task
Historical roots
The structure of psychology
The relation of psychology to law

Further reading

The history and theory texts generally trace the formal study of crime, and
the origins of the discipline of criminology, to the first half of the nine-
teenth century, making it somewhat less than 200 years old. Of course,
there is no single documented moment when anyone announced that he or
she had just invented a new discipline with such a purpose explicitly in
mind. That seems a real pity. The history of ideas would be much more
easily written if such moments occurred.

The book you are reading now is devoted to a specific aspect of crimin-
ology, or a particular approach within it, informed by psychological theory
and research. It is fair to acknowledge from the outset that criminology
and psychology have not always had an easy relationship (Hollin 2002a).
The pivotal reason for this probably resides in psychologists’ perceived
over-emphasis on the individual, while many criminologists think of crime



as something that can only be understood in terms of social conditions and
society-wide trends.

But there are several other aspects to this, which we will explore more
fully in this opening chapter. In the remaining chapters of the book, my
intention is to outline what, in my view, is the contribution that psychology
can make to a number of key questions in criminology. Overall the book is
planned as follows. The present chapter is designed to set the scene for the
rest. It first of all addresses the question of how crime can be defined. It
then provides some background for thinking about the relationship
between psychology and criminology, and gives some general information
on psychology for readers newly acquainted with it. Chapter 2 considers
the relationship between societal, ecological, situational and individual/
psychological factors in helping to explain the occurrence of criminal acts.
This involves an excursion into criminological theory, reviewing the prin-
cipal directions it has taken and the contribution that psychology might
make to them. Chapter 3 focuses in more depth on a ‘psycho-social’ model
of individual action and development and how it may be used to under-
stand the emergence, and in some instances the persistence, of patterns of
behaviour that are labelled ‘criminal’. Chapter 4 will apply this model to
provide a more detailed picture of how psychology can contribute to an
understanding of the occurrence of four specific kinds of offending
behaviour: property crime, personal violence, substance abuse and sexual
offending. Chapter 5 takes this one stage further by identifying factors
thought to play a part in the development of criminal involvement, now-
adays often discussed within what is called a ‘risk–needs’ framework.
Though most people break the law at some time in their lives, a relatively
smaller number of them show patterns of repeated offending and are
responsible for a fairly large portion of reported crimes. This chapter will
also consider what, if any, is the relationship between crime and mental
disorder. Chapter 6 turns attention to several kinds of interventions that
have been shown to be useful and to have positive outcomes in reducing
criminal recidivism. This will entail collating evidence from large-scale
reviews of the outcomes of different types of work with offenders. These
findings are perhaps one of the main reasons for a recent resurgence of
interest in psychology within criminology itself. Chapter 7 addresses the
main response society currently makes to offenders: the use of punishment
or ‘deterrent sanctions’. Despite its widespread use, this appears to be
remarkably unsuccessful in achieving its intended goals. Can psychology
help us to understand this apparent paradox? Finally, in Chapter 8, we
will consider a number of practical applications of psychology, and
some ethical and political aspects of a psychologically informed approach
to the study of crime. This will include the core question of whether a
scientific approach to these and other questions can be compatible with a
value-based system grounded in social justice.
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Defining crime

Some of the recent debates in criminology have centred on the very defini-
tion of crime itself. What exactly is it? On one level this might sound
like an empty, time-wasting question. Surely crime can be easily defined
as any activity publicly proscribed by the written laws of a society. Thus,
specified acts like speeding, criminal damage, theft, fraud and assault
are all defined and prohibited within the statutes of the criminal law. So far
so good: but if you want to study these actions and understand their
patterning, the apparent simplicity of this definition can be very mislead-
ing. Criminologists agree that the process of researching crime is made
extremely difficult by the complex relationship that exists between acts
that are formally demarcated in this way, and the information that is gen-
erated about them by the activities of citizens, police, courts and the penal
system. The statistics of recorded crime are notoriously difficult to inter-
pret (Walker 1995; Coleman and Moynihan 1996; Maguire 2002), even in
societies where this process has been established in some form for several
hundred years.

Thus there are many uncertainties regarding the overall rate of crime in a
society. Furthermore, conceptions of crime vary between different com-
munities and societies. They also change over time. These differences show
for example even in very straightforward ways, such as the age at which
young people are held to be criminally responsible (and can therefore be
convicted of an offence). Even within the United Kingdom this varies: 8 in
Scotland, 10 in England and Wales. These figures are generally lower than
in other European countries; although it is 7 in Ireland, corresponding ages
elsewhere are 13 in France, 14 in Germany, 15 in Sweden and 16 in Spain.
As a more specific example, within different European countries there
are variations in law regarding the possession of cannabis. In England
and Wales, rates of arrest for this offence have recently shown a decline
(May et al. 2002). The reclassification of the drug from Class B to Class C
with effect from January 2004 will have a more marked effect, literally by
changing what then constitutes a ‘crime’.

A more serious example is the offence of marital rape. Under English
common law doctrine that had stood since the eighteenth century, it was
presumed that the contract of marriage permitted husbands irrevocable
consent for sexual intercourse with their wives (provided they were living
together), so affording legal immunity from a charge of rape. Following a
judicial ruling in 1992, such behaviour was redefined, a change then
incorporated in the Criminal Justice and Public Order Act of 1994 (Reed
and Seago 1999). This reversed a period of over 200 years during which it
was not deemed to be illegal. Looking farther afield it is possible to find
behaviour with even more drastic consequences. The Mundurucu people
of the South American rainforest regard the birth of twins as a disturbing
indication of regression to an animal state (as species other than ourselves
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more often have multiple births). In Mundurucu society, such babies are
killed, but no law is broken as a result (Sanday 1981).

Thus, acts that are labelled as crime in some circumstances are not so
defined in others: ‘there is no behaviour which is always and everywhere
criminal’ (Phillipson 1971: 5). Contemplating this, we become unsure of
what exactly comprises a crime, and whether this can be delineated in any
sense ‘objectively’. It becomes apparent that crime is a socially constructed
phenomenon, in a stronger sense than the one implicit in the idea that it
consists of what is written down in codes of law.

In a discussion of this conundrum, Muncie (2001) has identified as many
as eleven separate definitions of crime. Some revolve around the familiar
idea of criminal law violation, or variations on that theme. Others are
couched in the broader context of departures from moral and social codes.
Still others locate the sources of definition itself within the power structures
of a society, and widen the purpose of criminology to include the study of
the processes by which such definitions are manufactured. The most elab-
orate definitions focus on the doing of harm, and subsume any of a wide
range of circumstances in which individuals are denied rights as a result of
actions or events within social relationships and systems. Such definitions
encompass many types of behaviour not ordinarily considered crimes.
They include, for example, disregard of safety standards in the workplace,
the marketing of tobacco products in the light of evidence of their harm-
fulness, deliberate acts of environmental pollution, and covert arms sales
to despotic regimes. ‘Legal notions of “crime” do seem to provide a pecu-
liarly blinkered vision of the range of misfortunes, dangers, harms, risks
and injuries that are a routine part of everyday life’ (Muncie 2001: 21). In
ideological terms, defining ‘crime’ in certain ways and directing public
attention towards it has the useful benefit of distracting attention from
other acts that serve the purposes of powerful interest groups.

These considerations have an important bearing on the status of psycho-
logical research and how it is perceived within criminology. For it must be
admitted, psychologists have tended to accept broadly traditional and
what might be called ‘official’ notions of what constitutes crime. By and
large, therefore, they have concentrated their efforts on the study of acts
customarily regarded as unlawful in Western societies, such as offences
against persons, violent and sexual assaults, and the illicit use of controlled
drugs.

That is arguably, however, not an unreasonable way to proceed, and it is
possible to exaggerate the extent of cultural variations in how crime is
defined. International surveys suggest there is a sizeable consensus in the
unacceptability and condemnation of certain acts. Newman (1976, 1977)
carried out a study in which he asked people in six countries whether
certain acts should be prohibited by law, and to rate the seriousness of
them. The countries were the USA, Italy, Yugoslavia (as it then was), Iran,
India and Indonesia. Newman presented respondents with brief vignettes,
describing for example actions in which:
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• One person forcefully takes money from another, who requires hospital-
ization as a result.

• A father has sexual relations with his grown-up daughter.
• Someone uses illegal drugs (the named substance varying from one

culture to another).
• Managers permit toxic gases to be released from a factory into the

atmosphere.

There was a very high level of agreement in terms of how these actions
were viewed, in perceptions of them as crimes, and in the ranking of their
relative seriousness.

Criminological psychologists have concentrated their efforts on studying
crimes defined in these more-or-less conventional terms. To date at least,
they have had little or nothing to say about those acts that would be
included within Muncie’s (2001) widest definitions. There is very little
psychological research on corporate crime or money laundering, on the
dumping of toxic waste, the traffic in human slaves, the illegal sale of
torture equipment, or the theft of plutonium from nuclear plants. Several
types of psychological research are potentially relevant to these areas, but
to date the connections have not been made. There is psychologically
informed work on some crimes that can only be understood in their
broader political context, for example on genocide (Staub 1989). Within
this book, however, we will focus on the potential usefulness of psychology
for making sense of crimes of the more familiar, ‘ordinary’ type.

Ordinary crime

Arguments regarding the need to think carefully about what we mean
when we use the word crime are perfectly valid, and very powerful. It
remains important, however, not to lose sight of many of the basic actions
and events that constitute the stuff of most criminological theorizing and
research. Let us therefore begin with a proposal that, whatever may be the
sources of error in our various devices for recording and analysing crime,
there is an underlying pattern of actual events that genuinely occurred ‘out
there’. For the purposes of the present book, that means adopting a
broadly realist approach to this problem. This is grounded in the observa-
tion that there are certain things that people sometimes do to others, which
are resented by them or by their wider social group. To borrow a distinc-
tion from the philosopher John Searle (1995), these are what could be
regarded as some of the ‘brute facts’ of human behaviour. Once they have
been codified in a socially constructed set of documents, which cumu-
latively form what we call the criminal law, they become what Searle calls
‘institutional facts’. Undoubtedly, what is subsumed by the latter evolves
over time. It shows inter-cultural variations, and often serves the interests
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of some strata of society more than others. The selection of some types of
harm that are then depicted as crime reflects many wider social and
political agendas. Hence, it may be impossible for us ever to have a fixed
definition of crime, or to have a comprehensive knowledge of its under-
lying patterns. The different actors involved in any given crime event may
have discrepant views of what took place, and we have no reliable way of
knowing how frequently or in precisely what pattern such events occurred.

Consider the following examples of what most people would convention-
ally regard as criminal acts. All were committed and the respective offenders
prosecuted under the laws of England and Wales within recent years.

• Paul, aged 15, was arrested a number of times for vehicle theft. On several
occasions, this followed high-speed car chases by the police, exceeding
80 miles per hour on ordinary roads, in one of which he received injuries
requiring hospital treatment.

• Sheryl, aged 16, was convicted of a series of shop thefts. She had regu-
larly made money by selling bottles of whisky or other spirits she had
stolen from supermarkets or smaller stores. On one occasion she walked
unchallenged through a checkout with a case of twelve bottles.

• Earl, aged 17, was arrested following an altercation in a mobile phone
shop. He made threats to a member of the staff who believed he was in
possession of a weapon and called the police.

• Anthony, aged 18, assaulted a youth worker who attempted to inter-
vene in a fight between him and another youth. The intended victim had
earlier shouted obscenities at Anthony’s younger sister, towards whom
he felt very protective.

• Graham, aged 21, was sent to prison for supplying Class A drugs. At
the request of a supposed friend, he passed a number of bags of heroin
direct to two customers – who, it transpired, were police officers working
under cover. He denied knowing what the bags contained.

• Trevor, aged 35, was placed on probation with a requirement that he
attend a domestic violence programme, after admitting to and being
convicted of a series of assaults on his wife.

You will have noticed that four out of the six people mentioned in the
above vignettes are in their mid- to late-teens. It is a familiar finding among
the crime statistics in many countries that those years represent the peak
age for involvement in law-breaking activities. Five of the six individuals in
the list are male; five are white. Criminal activity, at least as recorded in the
high-technology nations where criminology is most widely practised, is
predominantly (though by no means exclusively) engaged in by young white
males. This raises the question of how far any findings obtained about that
group, and any theory construction based on them, is applicable to other
groups. (Such a criticism has also been levelled, with ample justification, at
some of the findings and theories produced within psychology.)

But this pattern of activity is not one that conforms to the picture many
people have of crime, if their impressions of it have been gleaned from the
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daily press, through watching television dramas or reading ‘true crime’
paperbacks. Felson (2002) has pointed out how the most widely spread
perceptions of crime are subject to a number of serious misunderstandings
or fallacies. For example, many people picture criminal acts as exciting or
dramatic in content and filled with action and suspense. There are prob-
ably large amounts of money, jewellery, drugs or maybe even lives at stake.
Criminal acts are ingeniously planned, and skilfully and daringly executed.
Successful British criminals take up residence in Spain or Brazil where they
become even wealthier by running night clubs or casinos.

And, of course, there are criminal acts that are highly organized and
likely to yield a better payoff than the ones itemized earlier. Carrabine et al.
(2002: 96) have compiled a useful table listing some of the more notorious
examples of recent years. They include the major scandals surrounding the
companies Guinness-Distillers, Barlow-Clowes, Polly Peck and the Bank of
Credit and Commerce International (BCCI). In each of them, enormous
sums of money were misappropriated, exceeding the total amount stolen in
all ‘ordinary’ thefts and burglaries for the corresponding years (Maguire
2002). In some instances, the perpetrators were never successfully brought
to justice.

But while a small proportion of crimes may conform to these descrip-
tions, the vast majority by contrast are ordinary, unspectacular events.
They involve little or no prior planning; minimal effort is expended; the
stakes are fairly modest. Almost the only aspect of media portrayals of
crime that is accurate is that the majority of the actors cast in criminal roles
are male.

At the same time, many people are hurt by crime, and many more live in
fear of it, whether or not they have directly come into contact with it. To be
a victim of a minor crime may cause only limited inconvenience, but is
nevertheless an unpleasant and irritating experience. To be verbally threat-
ened or to encounter an intruder in your home can be extremely frighten-
ing. Some assaults result in long-term physical and emotional damage.
Serious or repeated victimization can cause significant, profound and
enduring distress in people’s lives. Whatever our definitions of crime, and
however much academic debate there may be in relation to them, such
events happen. Such reactions to them are not uncommon.

That fallacies like the ones described by Felson (2002) persist, and that
the fear of crime bears only an indirect relationship to objectively measur-
able risks of it (Mirrlees-Black and Allen 1998) is, perhaps, a testimony to
the power of the media, or of crime novels, in portraying criminal acts.

Criminology: the case of the missing person

Felson’s own principal contribution to criminological thought, routine
activity theory, manifests some interesting features that are of pointed
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relevance to the objectives of the present book. Though comparatively
recent in origin, it has already become a well-established approach to the
study of crime, regarded by some reviewers of the field as a form of ‘right
realism’ (Walklate 1997). Within the theory, crimes against property –
direct contact predatory violations – are thought likely to occur when there
is an intersection in time and space of three vital ingredients: (a) a motiv-
ated offender, (b) a suitable target and (c) the absence of capable guardians.
While researchers on this topic have expended considerable effort in speci-
fying the features of the latter two variables in detail, the first is deliberately
left to one side. In the original version of the theory, ‘persons were treated
virtually as objects and their motivations were scrupulously avoided as a
topic of discussion’ (Clarke and Felson 1993: 2).

The present book is an attempt to fill that void: not with respect solely
to routine activity theory itself, but more broadly across criminology in
general. I hope to show how a balanced, integrative approach to the study
of persons, taking account of their histories and of the situations in which
they are acting, can help us build a richer, better informed model of what
happens when crimes occur.

When hearing of a crime, most people probably assume that the person
accused of it had some plausible reason or motivation for acting as he or
she did. Media accounts of crime appeal to those assumed motives, though
unsurprisingly the type of explanation offered varies according to the
nature of the crime. Motivations for property crime may be thought to be
self-evidently attributable to acquisitiveness, and whether this is believed
to arise from ‘greed’ or ‘need’ may depend on the offender’s circumstances.
A proportion of crimes appears to be driven by strong ‘passions’, such as
anger, hatred, jealousy or vengefulness. Such factors too are comprehen-
sible to most of us; especially if alcohol or other drugs are involved, since
they are widely viewed as loosening personal controls. If none of these
motives is apparent, people may be puzzled by an act, but still naturally
seek to understand it. Crimes might then be ascribed to more vaguely
defined causes with no real explanatory value. Some are described as
‘mindless’, while more serious violent crimes are portrayed as resulting
from a larger, malevolent presence or force: the word ‘evil’ may be applied.
But research on common-sense or ‘lay’ theories of crime suggests that
people employ more complex models of causation than is generally pre-
supposed (Furnham 1988). Typically, criminal acts are not viewed as a
product of any single motive, and the extent to which the vocabulary of
‘motive’ is used may depend on the observer’s own position in society.

The central argument of this book is that to understand the kinds of
events listed earlier, a wide range of influences needs to be taken into
account. They include historical and cultural processes, social environment
and family background, individual factors, and personal circumstances.
There is a constant interplay between them. Their respective roles in rela-
tion to any single act of crime may be very difficult to discern. The contri-
butions of these different factors to crime events may also vary from one
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offence to the next. The relationships between individuals and their social
settings need to be understood, using an approach to crime that draws on
personal as well as situational and broader societal variables. Criminology
needs to be genuinely a ‘rendezvous’ discipline, an eclectic meeting-point of
a variety of approaches (Downes, cited in Rock 2002).

For some time, however, there has been a mutual suspicion between
those with fundamentally different approaches to criminological research.
In particular, psychological approaches to crime are often viewed as overly
deterministic and biologically oriented, and are thought to ignore social
and environmental contexts of crime. There are perhaps two particular
reasons for this. One is the fairly simple notion, initially propounded by
psychologists, of personality typologies; and the viewpoint that there are
distinguishing psychological features that underlie tendencies towards
criminality. The other is the particular part psychologists have played in
the study of violent and sexual crimes. This has led to a perception
that criminal behaviour has been ‘pathologized’ – that is, understood as a
manifestation of abnormality or disease, probably with a genetic origin.

The scientific approach

Psychology has fortunately moved considerably beyond these preoccupa-
tions. To illustrate its potential role in criminology, the metaphor of a
compound microscope might be useful. (This idea will be discussed more
fully in Chapter 2, as a way of thinking about levels of explanation in
criminological theory.) A compound microscope has lenses of progres-
sively greater power, allowing gradual increases in the visual magnification
of organisms too small to be seen by the naked eye. So using our first, but
least powerful lens, crime can be studied on a large scale as an aspect of
society at an aggregate or ‘macro’ level. Alternatively, taking our next lens,
its relative distribution across different places or times can be explored.
Using a psychological approach we are, as it were, deploying the sharpest
lens, to look closely at individual acts of crime and the people who have
committed them. Inevitably, there are methodological problems involved
in proceeding in this way. But if we conduct our research carefully enough,
we can take account of at least some of them.

The idea of studying crime in this way is, of course, couched within a
particular framework – that of social science. The suggestion that we can
study the problem known as crime scientifically is in itself a controversial
one. Indeed, some writers would challenge the very language I am using
here. It implies the notion that crime can be adequately defined, and can be
investigated as a phenomenon that ‘exists’. This entails the assumption
that it is possible to identify ‘causes’ of crime and, if we succeed in doing
this well enough, move on to possible ‘remedies’. From what its advocates
call a more ‘critical’ viewpoint, it is asserted that how we go about discussing
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these questions, and the language and terms we employ to do so, are
themselves the fundamental issues to be addressed.

The assumed philosophical basis of psychology

Thus, psychology appears to suffer from several major problems that
might arouse misgivings in the mind of a sociologically oriented criminolo-
gist. There may be other difficulties as well, but for present purposes let us
concentrate on five, cumulatively mortal, sins. (If you do not like isms, look
away now . . . on second thoughts, you want to understand the rest of this
book, so please read on.) These major obstacles are psychology’s assumed
inclinations towards positivism, individualism, biologism, determinism
and reductionism. In many ways, these ideas are closely interwoven.

Positivism

In its approach to the study of its subject-matter, psychology is often con-
sidered to be primarily positivist in its orientation. Regrettably, this word is
often used in an inaccurate and misleading way. It has become, as Coleman
and Moynihan (1996: 6) have said, ‘more commonly a term of abuse . . . it
more frequently now leads to confusion than enlightenment’. In recent
years, modes of thought have arisen within social sciences that are for
various reasons suspicious of, if not explicitly hostile to, this approach.
Many writers are sceptical regarding the purported ‘truth-claims’ of the
avowedly scientific disciplines. The allegation that psychology is primarily
positivistic in its orientation often means it is regarded somewhat cynically,
and may even be summarily dismissed, by thinkers who depict themselves
as having a more ‘critical’ outlook. Such a standpoint is now widespread,
and is probably traceable to the writings of the ‘new criminologists’ of the
1970s (Taylor et al. 1973).

Set against the dominant trait-psychological approaches of that period
and beyond, the criticisms then made may have been amply justified. So,
for example, Roshier (1989) envisions a collection of problems that appear
enmeshed within positivist criminology, which is where any contribution
from psychology would presumptively be located. They include determin-
ism, differentiation, pathology, and diverting attention away from crime
and the law, towards individuals. The first two of these features are
‘inextricably linked’ and entail the view that there are identifiable
determinants of crime located within individuals that can serve to differen-
tiate between those disposed to commit crimes and those not so disposed.
The success of this approach turns on whether it can ‘establish the exist-
ence of “types” of human beings (whether in terms of biology, personality,
or values) who are crime-prone’ (Roshier 1989: 36). The approach further
assumes that such proneness towards crime arises within some persons as a
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result of ‘things that are deemed to have “gone wrong” with their biology,
psyche or values’ (p. 37). Hence the link to pathology which Roshier
portrays as essentially a form of moral labelling and nothing more. The
focus on individuals and what has allegedly gone awry inside them also
diverts attention from larger-scale aspects of the operation of law and the
structure of society.

Yet the general thrust of these criticisms is quite misplaced: the situation
is a lot more complex than it appears. Halfpenny (1982) has examined
the history of the relationship between positivism and sociology and
concluded that there are no fewer than twelve different senses of the
word positivism. Among other things it is a theory of history, a theory of
knowledge and a thesis concerning the unity of science. Interestingly, the
philosopher Auguste Comte (1798–1857), who developed the basic con-
cepts of positivism, rejected psychology from his scheme for a unified sys-
tem of sciences, because of its inherent subjectivism (Halfpenny 1982). The
word has also been used virtually as a synonym for empiricism, the pro-
position that all knowledge is derived from information gained through
sensory experience of the external world. But perhaps the best known
manifestation of positivist thinking was in the hands of a group of twen-
tieth-century philosophers known as the Vienna Circle, who founded
logical positivism. This school of thought concentrated attention on the
use of language. Its proponents argued that discussion within science and
philosophy should be confined to statements containing elements that can
be reducible to direct observation based on sensory experience. All other
types of statements, for example about entities or processes that were
hypothetical or not directly observable, were held to be empty and
pointless.

However, the criticism that psychology owes its primary allegiance
to positivism is rather poorly targeted. Very little of contemporary psy-
chology can be described as positivistic in any meaningful sense. Certain
radical strands in behavioural psychology, notably what is known as
methodological behaviourism, are rooted in positivist concepts. For
example, Leslie (2002) describes the approach known as behaviour analy-
sis, which eschews any use of cognitive or ‘mentalistic’ concepts or ‘hypo-
thetical constructs’, as they are not directly observable and in Leslie’s view
are therefore unscientific and superfluous. According to this argument,
psychological phenomena can best be understood by conducting experi-
ments that will enable us to plot relationships between different, observ-
able, patterns of behaviour (though this can also include the study of brain
function, and of brain–behaviour relationships).

Most of contemporary psychology can be more accurately described as
adopting a critical realist perspective on its subject-matter. Critical or sci-
entific realism can take several forms (Chalmers 1999; Searle 1995; Benton
and Craib 2001). Common to them all is the assumed existence of an
external reality that subsists independently of human minds and of our
attempts to make sense of it. To borrow a phrase from Klee (1997), when
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we investigate the world around us, its reality ‘pushes back’ against our
ideas and hypotheses. While our modes of inquiry and the language we use
have an influence on what we find, they alone do not create it. Within this
approach, it is explicitly allowed to engage in hypothesis-testing or theory
construction invoking events or processes that are not directly observable.

In addition, psychologists also recognize that many of the phenomena
they investigate are personal, subjective experiences. Human beings are
engaged in a constant process of making sense of the world around them,
and what ostensibly appear to be identical circumstances can have entirely
different meanings for two participants. This leaves considerable scope for
relativism: that with regard to many of the areas under exploration, there
are no ‘objective’ facts or findings. Rather, there are solely the perspectives
and experiences of participant individuals or groups.

However, a state of affairs in which some phenomena can only be
described in relative terms is not, by virtue of that situation, one in which it
is not possible to discover patterns, or not permissible to make broader
generalizations. To insist that all description or inquiry is inevitably con-
fined to a purely relative level, and is constructed wholly by human dis-
course, is to resort to a form of anti-realism (Norris 1997). That entails an
assertion that the perceptible ‘external world’ is entirely constructed by
human ideas, language or culture. This, ultimately, amounts to a denial of
the existence of a mind-independent reality.

Overall, in relation to the range of questions they investigate, and
depending on the area of research and the nature of any prior findings,
psychologists nowadays adopt a combination of critical-realist and social-
constructionist perspectives. In psychological research, a spectrum of
quantitative and qualitative approaches can be used separately or in
combination, in an approach sometimes called methodological pluralism
(Barker et al. 2002).

Individualism

A second apparent problem is that psychology is thought to locate the
‘causes’ of crime and criminality predominantly if not entirely within
individuals. It thereby neglects or ignores social factors. Lilly et al. (2002)
epitomize this as intrinsically and inevitably a conservative stance: ‘By
looking inside people for the sources of crime, individualistic theories do
not consider what is going on outside of people. There is a tendency to take
the existing society as a given and to see crime as the inability of deficient
individuals to adjust to that society’ (pp. 226–7).

Until recently, some of the most influential theories propounded by psy-
chologists to explain crime were based on the claim that there are differ-
ences in personality between offenders and non-offenders. This assumes
of course that it is possible to find persons who can be neatly divided
into those two groups; a questionable assumption at best, since self-report
surveys suggest that at some stage almost everyone commits a crime
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(Nettler 1984). But let us assume that the claim is restricted to ‘habitual
criminals’, those who have committed many crimes. The most influential
exponent of such a view was probably Hans Eysenck (1977), who for-
warded a theory of crime based on the idea of personality traits. Traits are
hypothetical intrapsychic variables that differentiate individuals from each
other and on which they can be compared. Traits are defined in quantifi-
able, dimensional terms and can be measured using self-report personality
inventories designed, in the case of Eysenck’s theory, to assess such features
as a tendency towards neuroticism, extraversion or psychoticism. In
Eysenck’s model, offenders are expected to score more highly than non-
offenders on those traits. Unfortunately for this theory, as we shall see in
Chapter 2, such differences have not been regularly or reliably found.
Attempts to achieve the more ambitious objectives of such a project,
discovering clear-cut personality correlates of crime, have largely failed.

That is not however to say that in trying to understand patterns of
repeated offending there may not be some individual differences that are
important, and in Chapter 5 we will encounter some likely candidates for
this role. Certain combinations of dimensional differences between indi-
viduals do receive empirical support, particularly with reference to those
persons for whom a pattern of antisocial activity has become entrenched.
But the way in which they are expressed occurs in the context of the situ-
ations in which people find themselves, or in some instances create for
themselves. If people who enjoy risk-taking have the resources and
opportunities to pursue that interest, say through engaging in dangerous
sports, they may have their wishes met through such channels. If the only
‘sport’ around is driving a car at high speed, the only cars around belong to
other people, and your only friends have found an obvious solution to this,
car theft and ‘joyriding’ will be the likely result.

Contemporary theories of personality within psychology are based on a
recognition that both personality and situational factors are crucial in
influencing behaviour – the things people actually do. The interaction
between them provides a better account of human activity than either of
them considered in isolation. This stance is consequently known as inter-
actionism (Mischel 1999; McAdams 2001) and will be discussed at greater
length in Chapter 3.

Alongside the finding that most people break the law at some point in
their lives, typically committing what are known as ‘minor infractions’,
another pattern prevails. This is that there is a much smaller group of
people who more frequently commit offences, and some who are likely to
do so in more serious ways (Nettler 1984; Rutter et al. 1998). Conversely,
successive studies have found that a comparatively small segment of the
known offender population, typically in the region of 5–10%, may be
responsible for a much higher proportion of all known offences, typically
in the region of 50–60%. This type of pattern can be represented by a
reverse-J-shaped curve: a large number of people commit only a single
crime each, while a small number commit several, and a much smaller
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number many crimes. This point will be amplified in Chapter 5. The exact
shape of the curve varies from one study to another. Estimates regarding
the relative ratios vary: ‘The exact proportions may be in doubt, but the
general conclusion is not’ (Rutter et al. 1998: 58).

There is evidence that the people to be found in this sub-group, variously
defined as ‘re-offenders’, ‘repeat’, ‘persistent’, ‘prolific’ or even ‘chronic’
offenders, may differ from those who rarely break the law, or who do so in
only petty ways. That evidence too will be discussed in some detail in
Chapter 5. However, such differences as have been found are not uniformly
obtained; and in providing an account of crime they are only one explana-
tory factor among many, contrary to the core proposition of the earlier
personality-based theorists. Furthermore, whether or not those differences
will be manifested in a tendency towards more persistent offending is also a
function of the life situations, opportunities and other aspects of the
environments in which people develop.

Biologism

The origins of positivist criminology are generally traced to the writings
of Cesare Lombroso (1835–1909), an Italian physician who became
convinced that there was a relationship between bodily characteristics,
proneness to disease and tendencies towards violence or other forms of
criminality. In the course of his work as a doctor in the Italian army, he
was able to measure the body build, slope of the forehead, shape of the
ears, presence of tattoos and other characteristics in a sample of more than
3000 soldiers. Given these preoccupations, Lombroso is known as the
founder of the ‘anthropological school’ in criminology, and unanimously
regarded as a key exemplar of positivism, having described himself as ‘a
slave to facts’ (Lilly et al. 2002: 16). He is also cast by Garland (2002) as
having been the instigator of one of the two major strands in criminolo-
gical thinking over the past 150 years: eponymously entitled the Lombro-
sian project. This is a ‘form of inquiry which seeks to develop an etiological,
explanatory science, based on the premise that criminals can somehow be
scientifically differentiated from non-criminals’ (Garland 2002: 8). From
the outset of this ‘project’, some of the determinants of such differentiation
were biological.

The other strand, the governmental project, is concerned with the
large-scale measurement of crime-related information, for the purposes of
social management. This will not concern us here, though there will be
some discussion of it in Chapter 8. In Garland’s view, contemporary crimi-
nology has emerged from a convergence of these two distinctive projects.
As Lombroso’s thinking progressed, he gradually incorporated larger
numbers of environmental and social factors into his theorizing, while
remaining wedded to some of his initial conceptions. Undoubtedly, the
core ideas at the centre of the Lombrosian enterprise have a continuity
right down to recent times.
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They include the ideas of physiognomy, that there is an association
between certain body shapes and tendencies towards criminality. This is a
specific instance of a presumed association between body typology and
personality in general. It is linked to the idea of heritability, the expectation
that genetic factors play a large part in the development of criminal ten-
dencies, and that the extent of this can be measured through population
studies. The latter entails making comparisons, for example, between iden-
tical and non-identical twins, or between twins reared by their biological
or by adoptive parents (Wilson and Herrnstein 1985; Buikhuisen and
Mednick 1988). Personality theorists such as Eysenck (1977) saw the ori-
gins of individual differences as being rooted in biology. For example, the
personality trait of neuroticism was hypothesized to originate from differ-
ences in the arousal level of the nervous system, and the ease with which
conditioned reflexes could be established during childhood development.

Given this legacy, it is scarcely surprising that an outsider looking at
psychological approaches to crime should gain the impression that they are
dominated by biological explanations. Open almost any textbook of crim-
inology theory, and to the extent that psychological theories are repre-
sented, they are intimately associated with the tradition descending from
Lombroso. But while that strand is certainly still an active one, most current
theorizing and research in psychology adopts a much broader, psycho-
social orientation. A large-scale review by Walters (1992) revealed only a
low correlation between heredity and crime in the best-designed investiga-
tions of it. The extent to which heritability is thought to contribute to
crime varies among psychologists, but a majority would probably agree
with Gottfredson and Hirschi (1990: 61), who assert that its role is
‘substantively trivial’. Most would accept instead that by far the bulk of
evidence currently available supports the general contention of ‘the
superiority of social over genetic explanations of delinquency and crime’
(Gold 1987: 67; for a fuller discussion, see Joseph 2003).

Determinism

The connections between positivism, individualism and biologism may
appear inescapable, as if adoption of one led ineluctably to endorsement of
the others. A fourth reason for aversion to psychological accounts of crime
arises from psychology’s supposed reliance on mechanical, deterministic
models of human action. Given psychology’s track record of attempting to
emulate the ‘hard’ sciences, and its consequent focus on the measurement
of ‘variables’, the sole objective of inquiry appears to be the building of
theories that look like those found in physics, chemistry or biology.

There is no doubt that much psychological research and theory is
focused on attempts to identify cause–effect relationships among the
phenomena being investigated. There is a fundamental (modernist) scien-
tific assumption that the determinants of events can be traced and eventu-
ally mapped out, even if that may remain extraordinarily, and perhaps
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unsurpassably, difficult in many instances. However, the approach to
doing so has shifted significantly from any simple determinist model. There
are several distinct strands in this departure.

First, few if any psychologists would anticipate that clear-cut causal
pathways could be found for a problem so difficult to define, and so obvi-
ously complex, as crime. Rather, any explanations that are found are liable
to be multi-factorial, with different influences playing different parts and
their respective roles themselves varying according to situational, temporal
and other variables.

Second, any attempt to understand the occurrence of criminal offences
or other complex actions is now much more likely to employ probabilistic
models. These are used throughout psychology in exploring areas as
diverse as child development, cognitive processes and social interaction.
Applied to the study of crime, this has led to the emergence of the ‘risk
factors’ approach, in which a number of variables are identified as poten-
tial influences, the respective roles of which must be assessed afresh in
every individual case. We will look in greater detail at this approach in
Chapter 5.

Third, to the extent that psychologists utilize a cause–effect model of
relationships between different variables, they do so mainly within a
framework known as reciprocal determinism. ‘In psychological activity,
cognitions influence both behaviour and the situation, and these, in turn,
influence cognitions’ (Bartol and Bartol 1994: 327). Within developmental
psychology, it is fully recognized that even before they acquire spoken
language, young children engage in a transactional process with their care-
givers. Most patterns of interaction consist of a series of interchanges
involving multiple dynamic processes, where it is virtually impossible to
isolate any event as the ‘start point’ of the sequence.

Fourth, having discarded the positivist dictat that it is unscientific and
improper to discuss unobservable events like thoughts and feelings, many
forms of psychology make direct reference to such constructs. Within
cognitive and social psychology, for example, individuals are seen not as
passive products of their environments but as active decision-makers who
create meanings in their everyday lives. In almost all forms of psychological
therapy, including even behaviourally based approaches, it is vital to gain
access to individuals’ self-reports on their experiences, to understand their
perceptions of events, and their constructions of their circumstances.

A reliance on any form of determinism is sometimes thought to represent
a denial that human beings possess ‘free will’. This might appear somehow
to detract from their humanity. In law, citizens are considered to exercise
free will and are therefore held responsible for their own actions, including
acts of crime. Much legal discourse and debate focuses on circumstances in
which individuals may not have made wholly ‘free’ choices – that at least is
the substance of many defences against criminal charges (Reed and Seago
1999). The philosophical question of the relationship between ‘determin-
ism’ and ‘free will’ is far beyond the scope of the present book. From a
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psychological perspective, we can view human actions as falling along a
continuum of relative influence of external, constraining factors and vary-
ing levels of voluntary, self-directed decision and choice. Even some of the
latter, however, turn out on closer inspection to be in many respects pre-
determined through multiple causal paths (Wegner 2002), and this may
apply to what are collectively known as the higher mental processes (Bargh
and Ferguson 2000).

Determinism is commonly interpreted as the notion that somehow
everything must occur in fixed patterns in a mechanical, predetermined
universe. Honderich (2002), borrowing a phrase from William James
(1842–1910; an eminent pioneer of psychological thought), characterizes
this as ‘iron-block determinism’. But there are major debates within
philosophy concerning the relationship between determinism and free will.
Some thinkers have argued against the presumption that the two are
irreconcilable. Adopting a more subtle position, Honderich (2002)
proposes that while determinism is not compatible with the concept of
free will as generally understood (as a faculty of a separate self, or ‘origin-
ator’ of actions), it is nevertheless compatible with the view that some
actions can be voluntary. Cognitive or mental self-conscious states can be
identifiable agencies of decision and action, while they themselves are
‘caused’ through other, typically more elaborate pathways.

Reductionism

Associated with the use of positivistic and deterministic models, psych-
ology is also often cast as being over-dependent on the use of reductionist
explanations. Again by supposed analogy with the natural sciences, this
implies that the core of any good explanation is that it can be translated
into a statement about events at a lower, more elemental level. A table
consists of molecules of a complex material called wood, which, in turn,
contain atoms of carbon and other substances. Similarly, thoughts are
reducible to brain processes such as the firing of neurons, which are a
function of the activity of sodium and potassium ions, which is a function
of their atomic structure and energy levels in electron shells. And so on, all
the way back to the Big Bang.

There may well be such a chain of causality running through natural
phenomena, and many psychologists probably accept this as a general
principle. Psychology is, therefore, in certain respects a reductionist science.
But the meaning of this is often misunderstood, a point succinctly made
by Sommerhoff (2000) in discussing the origins of consciousness. It is a
mistake to depict reductionism as the view that events at higher levels of
complexity in some causal chain are ‘nothing but’ manifestations of events
at lower levels. As Sommerhoff has argued, this criticism is a misrepresen-
tation. It appears to imply that any offering of a reductionist explanation
‘has destroyed essentials’ and ‘substitutes a lesser thing for the thing it
explains’ (p. 91). To suggest that reductionism consists of the view that
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complex phenomena are merely the product of their more rudimentary
units is to ignore the point that such explanations are concerned not only
with the components that make up a higher-level structure, but also with
understanding their interrelations.

But in addition, the notion of an explanatory chain relating phenomena
of different levels of complexity is not always helpful when attempting
to understand events at any given point along it. Psychologists spend a
great deal of their time arguing instead that although psychological events
may be in some manner dependent on physiological or electrochemical
processes within the brain, they also need to be understood as phenomena
in their own terms. Stating that mental event A is the product of neural
events B and C simply does not furnish the best reasons why, for example,
thoughts occur as they do, or why they can also have an impact on bodily
states; still less why their patterning varies across individuals and situ-
ations. While such an explanation might be possible in principle, it would
be so forbiddingly complex as to be of little value for any practical
purpose.

This accords with a philosophical argument that, although conscious
experience and other psychological phenomena may be a product of
material substrates, that does not imply that events in the mind consist of
nothing more than events in the brain. This invokes the concept of super-
venience: ‘the mental is said to supervene on the physical without being
reducible to it’ (Guttenplan 1994: 536).

Psychology’s task

Overall, in relation to other fields of inquiry adjoining it, psychology is in a
unique position in one crucial respect. In a sense, it is an attempt simul-
taneously to achieve two apparently incompatible goals. One is to study
human behaviour and experience in general, to discover patterns within
it and arrive at permissible generalizations about it. The other is to gain
an understanding of individuals and of what makes each of us unique.
Combining these two apparently contradictory objectives presents some
formidable challenges, and creates tensions and occasional disputes with
respect to what are regarded as acceptable findings.

On a more formal academic level, these two approaches have attracted
the technical, and sometimes unfortunately misunderstood terms, nomo-
thetic and idiographic (we will return to this distinction in Chapter 8). Like
other forms of scientific inquiry, psychology consists in part of a search for
patterns that are replicable and of findings that can assist in the construc-
tion of theories. Complementing that, however, is a focus on the study of
individuals, or of group and cultural phenomena, and how they differ from
each other. Some kinds of findings obtained from psychological research
fall somewhere in between. That is, they have a restricted range of general-
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ity, applying to certain combinations of persons and circumstances
(Cronbach 1975). Inquiry then focuses on setting the boundaries of the
domain within which a particular set of findings is applicable.

Historical roots

Despite sizeable differences in many other respects, criminology and
psychology exhibit some striking parallels in their histories. Both were part
of a general process, continuous throughout the eighteenth and nineteenth
centuries in European thought, through which the study of social issues
became emancipated from the study of philosophy; just as in earlier centur-
ies the study of the natural world became separated from religion and
magic. Both have subsumed competing ‘schools’, entertaining a spectrum
of theories and ideologies. Both are now at a point where there are major
debates concerning whether the traditional scientific paradigm is the most
appropriate one to adopt for further genuine advances to be made.

During the eighteenth century, under the influence of Rationalist philo-
sophy, and especially in the period of intellectual ferment commonly
known as the European Enlightenment, many established patterns of
thinking were re-examined. The balance between ideas that were partly
moral, religious or mystical, and partly scientific, shifted in favour of the
latter. Newer concepts of human action were enunciated that derived from
philosophical reasoning and inquiry into the nature of the human mind,
motivation and morality. Thus in the school of thought known as classical
criminology, proposals were made regarding the likely motives for crime,
and what society might do to counteract it. Such investigations were not at
that stage, however, based on any attempt at systematic empirical
observation.

The first empirically based studies in what is now called criminology
were carried out in France and Belgium in the 1820s and 1830s. Although
there had been recording of crimes at a local level in a number of countries
for several centuries, it was not until 1827 in France that the first national
crime statistics were published. Subsequently, in a book that appeared in
1829, André-Michel Guerry (1802–1866) used maps to compare patterns
of crime with the distribution of wealth and income, to test the theory that
crime was associated with poverty. In another book published in 1831,
Adolphe Quetelet (1796–1874), a Belgian astronomer, reported a similar
survey covering parts of France, Belgium and Holland (Coleman and
Moynihan 1996; Vold et al. 1998; Lilly et al. 2002). Given the methods
these authors used, they are sometimes referred to as the ‘cartographic
school’. This type of work has been characterized by Garland (2002) as
part of the governmental project, in which criminology is employed to
serve the purposes of large-scale social measurement. (What he has dubbed
the Lombrosian project, briefly discussed above, did not emerge until the
second half of the nineteenth century.)

Psychology can be said to have existed in some form or other in many
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cultures across many historical epochs. But in the form in which it is now
familiar in Western societies, its origins too can be traced to philosophical
ideas that emerged during the period of the European Enlightenment.
Psychological theorizing developed initially from philosophical inquiry,
especially the philosophy of mind, but also from epistemology, the study
of how the mind acquires knowledge. In a similar manner to the classical
criminologists, European philosophers of the eighteenth century also
espoused wide-ranging ideas concerning human motivation in general.
It was widely held that mind, regarded in the abstract sense, possessed
inherent organizing powers with which it constructed the perceived world.
Initially, this thinking was done without direct reference to empirical
evidence, beyond the experience and informal observations of the writer
in question.

During the nineteenth century, this began to take on the form of empir-
ical investigation and the field of ‘psychophysics’ developed. Some physi-
ologists considered that conscious experience could be studied by probing
into the interrelations of sensation (the external, measurable stimuli
impinging on a person) and perception (the internal experience of the
subject or observer). This was seen as a purely scientific, experimentally
based enterprise for which the laboratory was the obvious setting. The
first laboratory explicitly designed to carry out this work was set up by
Wilhelm Wundt (1832–1920), a medically trained physiologist, at the
University of Leipzig, Germany in 1879. Studies were conducted in which
individuals, using a method known as ‘experimental self-observation’, a
controlled form of introspection, reported the contents of consciousness
to the researcher under different ‘stimulus conditions’ (Leahy 1997). Other
workers such as Hermann Ebbinghaus (1850–1909), one of the first psy-
chologists to carry out detailed study of memory and forgetting, showed
how different segments of a quantity of information were retained or lost
over time.

In the years following this, several psychology laboratories were
established in the United States of America, at Harvard, Yale, Johns
Hopkins and Clark universities. The first doctoral research programme in
psychology was announced at Harvard in 1878; the first independent
psychology department was established at Clark University in 1887.

The late nineteenth century was a period of rapid growth of interest
in the new psychological science. By the 1890s there were numerous
academic psychologists working in the USA; many of those who were
subsequently to become the most influential in the field obtained their PhD
degrees at Leipzig. The American Psychological Association, the world’s
first professional grouping of psychologists, was founded in 1892. Its first
president was G. Stanley Hall, who obtained his PhD at Leipzig and in
1887 founded the American Journal of Psychology. The first psychological
laboratory or testing centre in the United Kingdom was set up in London
in 1885 by Francis Galton, a cousin of Charles Darwin. Although
Galton was not trained as a psychologist, it was one of his numerous,
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varied interests. He also pioneered fingerprinting, developed the study of
twins, invented the correlation coefficient, and promoted the Eugenics
Movement.

Psychologists are widely associated with the idea of ‘mental measure-
ment’, employing specially designed tests for assessment of ability and
personality. The origins of this may be traced to the first psychological
laboratory in France, which was set up in 1885 by Alfred Binet (1857–
1911). In 1904 Binet was asked to develop methods of providing edu-
cational services to children with learning disabilities. His initial approach,
in a method paralleling some of those used by Lombroso, was through the
use of craniometry; measuring physical characteristics of individuals’
heads. He found, however, that this simply did not work. Pursuing an
alternative idea, he devised a collection of everyday tasks of progressively
increasing difficulty, which could be used to identify learning disabilities;
these were formed into a scale published with Theodore Simon in 1908.
Binet cautioned against the use of scales of this kind outside the type of
setting for which they were devised. These caveats notwithstanding, the
Binet-Simon scale was the forerunner of what subsequently came to be
developed into intelligence tests. It was introduced to the USA and further
refined by Lewis Terman at Stanford University in 1916. Its use spread to
many other places, such that by 1920 testing the intellectual development
of children was a major activity of psychologists.

In the ensuing decades, the use of mental tests became the primary and
sometimes the sole focus of the work of many psychologists. They were
employed on a massive scale in selection and classification of recruits to
the US Army, and in the assessment of immigrants to the USA. Many of
the latter deemed not sufficiently intelligent were deported. It has been
estimated that several million people were debarred from entry to the
United States for this reason (Gould 1981). In the United Kingdom, too,
psychology became synonymous with the idea of IQ or ability assess-
ment. The use of psychometric tests now forms only a very small part of
the activity of most professional psychologists, and indeed some ex-
plicitly disavow their use. It may be that the widespread perception of psy-
chologists as ‘mental testers’ is a long-term residue of the epoch of mass
administration of such scales in the first half of the twentieth century.

The structure of psychology

For any reader unfamiliar with the general nature of psychology as a dis-
cipline, let us briefly consider the types of work that it involves. Psychology
is traditionally divided into specialist branches and its development in
recent years has been such that within them, yet more specialized sub-
branches have also evolved. If that were not already confusing enough,
there are numerous cross-currents and interconnections between several of
the sub-branches. The principal large divisions into which psychology is
customarily divided include the following.
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• Physiological or biological psychology focuses on the biological ‘sub-
strates’ of behaviour. While most psychologists study human beings,
some also carry out research with other animals, on the basis that there
are evolutionary links between different species. The latter is also
known as comparative psychology.

• Developmental psychology is the study of the patterns of change that
occur between early infancy, through childhood, adolescence and
adulthood into old age, and the processes influencing them.

• Social psychology is concerned with interaction and group processes,
socialization, interpersonal influence, attitudes and social behaviour;
overall, with any aspect of the relationships between individuals, groups
and society.

• Cognitive psychology involves the investigation of internal processes
hypothesized to be involved in basic psychological functions such as
perception, memory, thinking, reasoning, learning, problem-solving,
decision-making and the use of language.

• Differential psychology, or the study of individual differences, is more
commonly nowadays simply called the psychology of personality. It also
includes abnormal psychology, the study of unusual experiences, and of
mental and behavioural disorders.

In recent years, psychology has played a major role in the emergence of
neuroscience, an interdisciplinary inquiry also involving contributions
from philosophy, physiology and computer science. Nervous systems are
considered as organs that have evolved a specialized function for the pro-
cessing of information about the environment (internal and external) to
enable an organism to survive.

In addition to the sub-divisions just described, which could be described
as the realm of ‘pure’ psychology, the discipline also has a number of
‘applied’ fields. The most highly developed, and in terms of numbers of
practitioners numerically the largest, are the following.

• Clinical psychology, concerned with psychological factors influencing
mental and physical health, the alleviation of distress and disorder, and
assessment, intervention and evaluation in healthcare settings.

• Educational psychology, which addresses issues arising in learning pro-
cesses in school and allied settings, and assessment and provision of
support for children’s learning.

• Occupational psychology, the application of psychology to problems in
the workplace, including for example staff selection, motivation and
team-working, usually in industrial or commercial settings.

• Forensic psychology, which is concerned with connections between
psychology and the law, the provision of evidence to facilitate legal
decision-making, and aspects of the operation of justice.

There are numerous textbooks on all of these areas. For present purposes
we will look in greater detail at those areas of psychology that are most
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closely associated with criminology, and also with the field of law in
broader terms.

The relation of psychology to law

The history of psychology applied to law is perhaps less well known than
the standard image of the ‘mental tester’ outlined above. Although this
field is now in a state of speedy development, the application of psychology
to the study of crime and other areas connected with the operation of law
is by no means new. Legal psychology has a significant history in Europe,
and across a number of European countries it is possible to trace the study
of this area to works written in the middle and late nineteenth century.
While early applications were often devoted to exploring ‘the criminal
mind’ and how this might yield an understanding of seemingly inexplicable
acts, there were also early studies of how conclusions might be drawn from
psychological evidence presented in the courtroom.

For example, the study of eyewitness testimony was instigated in separ-
ate research projects by Binet in France and Stern and Munsterberg in
Germany, at the start of the twentieth century. Traverso and Manna
(1992) have described the origins of criminal psychology among legal
academics in Italy as long ago as 1833, and Jakob (1992) has outlined the
development of psychological thinking among jurists in nineteenth-century
Germany. Treatises on the relationship of psychology to law have been
available for many decades in other countries including Spain and Poland.

The ‘interface’ between psychology, law and criminology is currently an
area of considerable and dynamic development. There are several types of
interconnections, and the focus on studying crime is only one of them. This
can lead to some confusion as a number of different terms may be used to
characterize these links. The following three terms are sometimes used
interchangeably, though there are important if subtle differences between
them with regard to what they are commonly thought to denote.

• Criminological psychology is the application of psychology to the study
of criminal conduct (Hollin 1989, 2001a; Blackburn 1993; Andrews
and Bonta 2003). The prime area of interest here is in the explanation
and understanding of offending behaviour, entailing direct research
with offender populations in prison, probation, juvenile justice and
allied settings. However, this may also draw on longitudinal studies of
the development of delinquency and related social problems, or the
study of other antisocial acts such as bullying in school. The field has
typically, though not exclusively, focused on some types of offending
behaviour more than others, with particular emphasis on violence,
sexual offending and substance abuse. A portion of this work also
involves the study of relationships between crime and mental disorder.
The latter is linked with psychiatry and has sometimes been called
clinical criminology.
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• Legal psychology is devoted more broadly to psychological factors in
the operation of the law itself. This has included, for example, the study
of juries and legal decision-making, aspects of criminal responsibility,
mistaken convictions, employment and discrimination, family law and
child protection, and scientific and ethical aspects of communicating
expert evidence in court (Bartol and Bartol 1994; Bull and Carson 1995;
Roesch et al. 1999; Wrightsman et al. 2002).

• Forensic psychology is more narrowly concerned with the provision
of evidence to facilitate legal decisions (Blackburn 1996). Researchers
in this area study such issues as memory for faces or events, witness
reliability and credibility, processes of interviewing vulnerable wit-
nesses, and the dependability of children’s testimony (Memon et al.
1998). In recent years, psychological research on false confession and
on suggestibility during police interrogation has had a significant
impact on procedure in British courtrooms (Kapardis 1997; Gudjons-
son and Hayward 1998; Gudjonsson 2002). Practitioners in this area
may carry out direct forensic or clinical assessments of individual
defendants or witnesses, for use in diverse settings including criminal
courts (youth and adult), mental health tribunals, or for review pro-
cedures in cases of alleged miscarriages of justice (Melton et al. 1998;
Weiner and Hess 2000). In a different vein, forensic psychologists have
also contributed to the training of negotiators in hostage-taking
situations. In recent years, the term ‘forensic psychology’ has been
broadened to refer to the work of psychologists based in prison, proba-
tion, and allied settings.

Newer, yet more specialized fields have also been established, most notably
investigative psychology, in which psychologists work alongside the police
in helping to solve (usually fairly serious) crimes. This involves a range of
techniques for analysing patterns among what is left behind after criminal
acts (crime-scene analysis), and which may reveal psychological character-
istics of crime perpetrators and assist the detection process (offender profil-
ing) (Canter and Alison 2000; Ainsworth 2001; Holmes and Holmes 2002).

The three main sub-divisions of this field just described have numerous
points of contact and overlaps and it is difficult to delineate any firm
boundaries between them; so much so that the relationship between them
can best be conceptualized as in the Venn diagram in Figure 1.1.

In the final chapter of this book, we will look briefly at some of the
activities of psychologists in these areas, and how they are supported by
professional bodies and other organizations. In the remaining chapters, my
intention is to outline what, in my view, is the contribution that psychology
can make to a number of key questions in criminology. Taking these areas
in order as discussed earlier, Chapter 2 presents a broader discussion of
how psychologically based approaches to understanding crime are related
to approaches that originate from other sources inside criminology, and
how they may be assembled together in a genuinely integrative account.
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Further reading

There are several texts that provide fuller detail on applications of psych-
ology to the study of crime than is possible to give in a volume of the
present size. They include two with the same title: The Psychology of Crim-
inal Conduct by Ronald Blackburn (Chichester: Wiley, 1993) and The
Psychology of Criminal Conduct by Donald A. Andrews and James Bonta
(Cincinnati, OH: Anderson, 3rd edn, 2003). For an historical overview of
the relationship between psychology and criminology, see Clive R. Hollin
(2002), ‘Criminological psychology’, in The Oxford Handbook of Crim-
inology edited by Mike Maguire, Rod Morgan and Robert Reiner (Oxford
University Press, 3rd edn, 2002). Further detail on many specific issues can
be found in the massive and wide-ranging Handbook of Offender Assess-
ment and Treatment edited by Clive R. Hollin (Chichester: Wiley, 2001). If
you are looking for a general introduction to psychology itself, there are so
many basic texts it is difficult to select just one; but Richard Gross
(2001) Psychology: The Science of Mind and Behaviour (4th edition,
London: Hodder Arnold) is a good example. For more detail on some
philosophical aspects of psychology, see William O’Donohue and Richard
F. Kitchener (eds., 1996) The Philosophy of Psychology (London: Sage
Publications). For a broader introduction to the philosophy of science, see
Robert Klee (1997) Introduction to the Philosophy of Science: Cutting
Nature at its Seams (New York: Oxford University Press), and address-
ing issues in social sciences, Ted Benton and Ian Craib (2001) Philosophy
of Social Science: The Philosophical Foundations of Social Thought
(Basingstoke: Palgrave).

Many books focus more on the legal and forensic rather than the crimi-
nological aspects of psychology. To find detail on specific issues, there are

Figure 1.1 Overlapping domains of criminological, legal and forensic psychology
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two large handbooks available: Ray Bull and David Carson (eds., 1995)
Handbook of Psychology in Legal Contexts (Chichester: Wiley) focuses
more or less exclusively on psycho-legal issues; however, Allen K. Hess and
Irving B. Weiner (eds, 1999) The Handbook of Forensic Psychology (2nd
edn, New York: Wiley) also contains some chapters on psychology and
crime. (The Handbook of Psychology in Legal Contexts, edited by David
Carson and Ray Bull (2003) has also been issued in a significantly revised
second edition, making it virtually a different book (Chichester: Wiley).
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chapter two

Accounting for crime

Main concepts in criminological theory
Levels of description

Level 1: macro-level accounts
Level 2: locality-based accounts
Level 3: socialization and group influence processes
Level 4: crime events and ‘routine activities’
Level 5: individual factors

Psychological processes in sociological models
Theory integration

Integrative developmental models
Evolutionary frameworks

Origins of (cognitive) social learning theory
The study of cognitive development
The cognitive–social learning synthesis

Further reading

To grasp the potential contributions of psychology to understanding
criminal activity, it will be helpful to begin by locating such explanations
alongside others that have been proposed across the field of criminology.
For the most part, as outlined in Chapter 1, criminological theory is derived
from sociologically informed thinking about large-scale social structures
and trends. Even though criminology’s relationship with its parent disci-
plines might now be ‘semi-detached’, that pattern ‘with sociology above
all’ is likely to continue (Rock 2002: 76). Hence there have been recurrent
disputes regarding the usefulness of explanations that appear to make too
much of individual, psychological influences. One objective of this chapter,
therefore, is to illustrate how such explanations can sit alongside and com-
plement, rather than be compelled to compete with, viewpoints that
emphasize political, social or community influences.

As we also saw briefly in Chapter 1, there are sizeable obstacles, both



conceptual and empirical, to theory construction in criminology. This
chapter will nevertheless proceed on the basis that there is sufficient con-
sensus about what is referred to as ‘crime’ for there to be a valid task to
undertake in attempting to furnish a systematic, empirically based account
of it. That is founded, almost by necessity, on an acceptance for working
purposes of the official definition of crime reflected in the application of the
criminal law. Debates about the limitations of that definition notwithstand-
ing, it remains the one most widely used in textbooks of criminology.

There is in fact a proliferation of theories concerning what gives rise to
crime. Even if it is believed to be an inescapable consequence of the emer-
gence of human society, that state of affairs is itself seen as requiring
explanation. Open some theory texts and it is not difficult to become con-
fused by the abundance of ideas that have been forwarded in the course of
the last century and a half. Different, even mutually incompatible views
can each at first sound superficially plausible. Disarmingly often, there is
insufficient information available to allow us to decide between them. This
may reflect a problem that philosophers of science call the under-
determination of theory (Klee 1997): the available data are compatible
with more than one of the viewpoints on offer.

The chapter is divided into three main sections. In the first, the nature of
theoretical explanation in criminology will be briefly characterized, and an
account will be given of some of the most influential theoretical approaches
arranged in a conceptual scheme according to ‘levels of description’. Second,
several recently published ‘integrative’ approaches to explaining crime will
be surveyed, and the overall impact of this development evaluated. This
material is designed to locate a psychologically based understanding of
criminal acts inside a broader criminological framework. Third, some his-
torical background will be provided to explain the origins of the most
influential contemporary approach to crime within psychology. That
approach, known as cognitive social learning theory, will be described
more fully in the chapter that follows.

Main concepts in criminological theory

As Garland (2002) has suggested, one of the main ‘projects’ that has
remained central in criminological thinking has been the aetiological one,
in which an attempt is made to discover the causes of crime. This has been
primarily associated with the proposal that crime results from individual
or personal factors. In one version of the approach, the classical school,
crimes are construed as outcomes of deliberate, consciously planned
actions. Individuals are thought to have weighed up the advantages and
disadvantages of different courses of action, and decided on balance in
favour of crime. In another, the positivist school, criminality arises from
individuals’ inherent biological or psychological make-up; in the stronger
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case determining, and in the weaker case predisposing them, to act in
antisocial ways.

However, a search for causal factors is not confined to individually
oriented approaches, and it is probably fair to say that the reverse, dia-
metrically opposed perspective is more widely accepted. This is the view
that crime is principally a product of social and environmental conditions.
There are many variants of this general position and they form the contents
of the majority of chapters in most criminology theory textbooks. Many,
however, are conjoined with ideas from other approaches, forming hybrid
theories that in each case envisage a different sort of balance between
selected large-scale, local and individual factors.

Alongside them is yet another view: that crime is a product of an
irreconcilable conflict between individual and social forces. Left to pursue
their own wishes and desires, most people will act in their own interests
without being too concerned over the impact of this on others: ‘they will
almost certainly break the law if they can’ (Rock 2002: 56). This tradition
of thought stems initially from the work of the ‘social contract’ theorists of
the Enlightenment, such as Rousseau and Voltaire. Other concepts within
it are derived from the work of the French sociologist Emil Durkheim
towards the end of the nineteenth century. The resultant ideas have been
expressed in a variety of forms, collectively known as control theories. For
society to remain ordered and coherent it must restrain individuals’ ten-
dencies simply to do what they want. The objective of this form of theory is
less to explain why certain individuals offend, than to explain why much of
the time most people do not.

The foregoing concepts have been central in shaping criminological
theory for much of its existence (Vold et al. 1998). Despite extensive
changes, discernible continuities have remained in some of the concepts
from the time of criminology’s inception until the present day. Most con-
temporary theories represent permutations, in one form or another, of
these same basic ideas, though with considerable elaboration of detail and
search for empirical support (Garland 2002; Rock 2002).

Hence ideas from the classical school of criminology, associated with the
writings of Beccaria, Bentham and the utilitarian philosophers of the
eighteenth century, can be found in the contemporary model of the ‘reason-
ing criminal’. Here the concept of rational choice has been rejuvenated and
has attained considerable influence on the thinking of some criminologists
(Clarke and Felson 1993). A second thread is illustrated by the early empir-
ical studies of the cartographic school (Guerry, Quetelet and others), who
are sometimes also known as the ‘moral statisticians’ (Coleman and
Moynihan 1996). This was later pursued by the founders of the ecological
approach to crime at the University of Chicago from the 1920s onwards,
which has played a seminal part in the naissance of a wide spectrum of
sociologically oriented approaches.

More recently, since approximately the 1970s, an alternative approach
to criminological research and theorizing has been formulated that

Accounting for crime 29



represents a significant departure from all the viewpoints mentioned so far.
Characterized by various names including ‘deviance theory’ or sometimes
simply ‘the new criminology’, the focus of study within it is the working of
the law itself. Its theoretical task is to encompass all the processes by which
law is formulated, its edicts acted on, and its consequences felt by everyone
involved. In the most radical and ‘critical’ versions of this approach, there
are some thinkers who on epistemological grounds reject the project of
‘explaining’ crime. They argue that merely to employ the word or discuss
how it might be ‘caused’ is to impose categories on the world around us;
the usage of such discourse itself should be the subject of our research.
Some post-modernist authors thereby repudiate the notion that there is
something in the ‘real world’ to be explained (Henry and Milovanovic
1991). Others have suggested that this perspective can be combined with a
more traditional, ‘modernist’ one in which it is accepted that causation of
crime remains a legitimate subject of inquiry (Schwartz and Friedrichs
1994).

Levels of description

The sheer volume of criminological theorizing makes it necessary to find
some organizing scheme within which different approaches can be themat-
ically located. Bernard and Snipes (1996) classify theories into two basic
types: ‘individual-difference’ and ‘structure-process’ theories. The
approach adopted here is to consider models of crime in terms of their
descriptive focus and explanatory scope. The apparent disagreement
between different criminological theories arises to some extent from the
fact that they begin from different levels of description when examining the
problem of crime.

To simplify this, the field of criminological theory can be characterized
as providing approaches to understanding criminal conduct on five discrete
but interconnected levels. Broadly speaking, they move from the large-
scale, society-wide ‘macrocosmic’ level to the ‘microcosm’ of the individual
person. To borrow an analogy from biology – which is not to resort to
biological theorizing! – they can be thought of as having the features of a
compound microscope; representing attempts to view crime through a
series of progressively more powerful lenses. This scheme is depicted in
Table 2.1. The table shows, for each level, what can be described as the
primary ‘unit of analysis’, the main focus of effort in research and theory
construction. The third column specifies the broad objective of theory in
that area; the final column lists some illustrative approaches that have their
principal roots under each heading in turn.
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Level 1: macro-level accounts

On the first level, crime can be considered to be an unavoidable by-product
of the very fact that human beings live together in large social groups.
Taking this as a starting point, some theories have been developed in which
both crime and the social conditions commonly associated with it, are
assumed to be intrinsically bound up with the nature of human society
itself.

Several theories can be found at this level. They include conflict theories
such as those derived from radical political analyses. Here, given the nature
of the relationship between competing groups within society, crime is seen
as inevitable. Throughout human history there has been and continues
to be relentless competition both for limited material resources and for
institutionalized power. The dominant class in a society formulates and

Table 2.1 A schematic representation of levels of description in criminological theory
(adapted from McGuire 2000a)

Level Descriptive focus (unit
of analysis)

Objective Illustrative theories

1 Society To understand crime as a
large-scale social
phenomenon

Conflict theory
Strain theory
Sociological control

theories
Feminist theories

2 Localized areas,
communities

To account for geo-
graphical variations in
crime; such as urban–rural
differences, or between
districts or
neighbourhoods

Environmental theories
Differential opportunity

theory

3 Proximate social
groups

To understand the roles of
socialization and social
influence through family,
school or peer group

Sub-cultural delinquency
theory

Differential association
theory

Social learning theory
4 Criminal acts and

events
To analyse and account for
patterns and types of
crime events, crime
targets and trends over
time

Routine activity theory
Rational choice theory

5 Individual offenders To examine patterns
of individual behaviour
and internal, psychological
factors such as thoughts,
feelings or attitudes

Neutralization theory
Psychological control

theories
Cognitive social learning

theory
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administers the law in a way that serves its own interests. Crime is created
by this general condition and through the application of specific rules
devised by the dominant group for the maintenance of social order and the
perpetuation of its own power. Although it may constitute a sizeable nuis-
ance, crime also serves a purpose. It furnishes an ongoing, public rationale
for the exercise of control over certain segments of the population.

A second illustration is the strain theory of the American sociologist
Robert Merton. He, too, saw the main objective of industrialized society as
the pursuit of material success, with the inevitable results being intense
competition and conflict. Since only a selected fraction of the citizenry can
acquire the riches promised in this dream, everyone else must somehow
adapt to the inexorability of failure, and find a means to cope with the
circumstances into which they are placed. In attempting to secure the goals
appointed for them by society, some individuals will resort to illegitimate
means. Within this framework, Merton delineated several types of deviant
modes of adaptation that correspond to different forms of criminal activ-
ity. Moderate empirical support has been found for a revised form of
this theory, which takes account of other factors such as the influence of
delinquent peers (Agnew and White 1992).

The emergence of feminist theories in criminology can also be placed at
this level of description, as the initial concern of such theories was with the
overall pattern of crime in society. Possibly the most notable single feature
of it is the pronounced male-to-female differential in criminality (the gen-
der ratio problem; Daly and Chesney-Lind 1988). Another question con-
sistently asked is whether theories developed on the basis of research with
male offenders are applicable to female offenders (the generalizability
problem). These distortions are evidence of the ‘overall masculinist nature’
of criminology (Chesney-Lind and Pasko 2004: 2). Other key concerns of
researchers in this field have included the disproportionately high levels of
victimization of women by men (Heidensohn 2002). These findings, it is
held, are inextricably linked to the dominant position of men in society.
Even when women commit the crime of embezzlement, for example, their
lowlier position in financial organizations is such that their monetary gains
are likely to average only one-tenth of that of their male counterparts
(Chesney-Lind and Pasko 2004: 102).

A large number of theoretical ideas in criminology can be collected
under the heading of control theories. In Table 2.1 they are located on two
separate levels. On a society-wide level, and through sociological theor-
izing, their focus is on the occurrence of crime in the community as a
whole, and the nature of structures that maintain social order and con-
formity. On an individual level, the core question is then to discern what
(if any) psychological factors, such as differences in personality or levels of
self-control, might explain the supposed greater capacity of some people to
adhere to the rule of law.

A large volume of empirical research in criminology can be described
as focusing on the ‘macro-social’ level and corresponds closely to what
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Garland (2002) has portrayed as the governmental project. This includes
not only what is nowadays the virtually routine analysis of officially
recorded crime rates over time, but also investigation of their association
with economic indicators such as rates of unemployment or levels of
personal consumption (Field 1990, 1999).

Level 2: locality-based accounts

Apart from the fact that it occurs in all societies, and is much more often
committed by males than by females, the most salient feature of crime is
that it is unevenly dispersed across different geographical locations within
societies. This has given rise to a second level of description and theory-
building in which the spatial and social distributions of crime are the prime
focus of study.

The first systematic attempts to examine this were undertaken in
Chicago from the 1920s onwards. The speed of immigration and rapidity
of population growth in American cities during the late nineteenth and
early twentieth century led sociologists at the University of Chicago to
develop a model of how expanding cities change over time. Clifford Shaw,
Henry McKay and their colleagues investigated the relationship between
urban structure and change on the one hand, and indices of social disrup-
tion (including crime rates) on the other. They found that crime was con-
sistently highest in inner-city slum neighbourhoods in which incoming
migrants first settled, and which were marred by numerous types of social
problems. In some ways this constituted a ‘natural experiment’: due to
migration patterns there was a constant flow of new arrivals to these dis-
tricts. On gaining some degree of affluence they moved to more salubrious
areas of the city where their crime rate then decreased commensurately.
The local dynamics of what the Chicago researchers called the transitional
zone operated in ways that were conducive to delinquency. Crime was
claimed to be a function of these processes, which arose independently of
any known characteristics of individuals living in the identified areas.
These ideas and the studies they generated have attained considerable
prominence in the history of criminology. However, Farrington (1993) has
questioned whether the evidence supposedly demonstrating the import-
ance of neighbourhood factors is as convincing as has sometimes been
alleged. In more recent studies designed to test this, little support has been
found for the expectation that socioeconomic differences between neigh-
bourhoods is a good predictor of the onset or rate of serious youth crime
(Elliot et al. 1996; Wikström and Loeber 2000).

On the basis of this pioneering work, other criminologists developed
more elaborate theories to account for the disparate rates of crime in dif-
ferent urban precincts. This has led to an influential strand of research and
theory known as environmental criminology, which addresses features of
the circumstances in which people live, work and play as potential contri-
butors to the occurrence of crime. Another variation on this is differential
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opportunity theory, which combines concepts drawn from strain theory
with the notion of ‘opportunity structures’ in a given local area. The focus
here, therefore, is neither on the grand question of why crime occurs in
the first place, nor on the question of which individuals (if any) are more
likely to commit it. Rather, it is on the fabric of the physical and social
environment and how it may influence rates and types of crime at a local
level.

Level 3: socialization and group influence processes

We move next to the third lens of the compound microscope and to the
third level of description. In this case, our objective is to understand the
mechanisms by which even within certain localities or communities some
individuals are drawn into crime while others are not. This focuses on
variations between smaller ‘proximate’ units such as families or adolescent
peer groups. These are the social networks that are the context for most
everyday activity.

Several theoretical models can be found at this level. For example,
according to sub-cultural delinquency theories, individuals with certain
kinds of problems, notably adolescents having difficulties both at school
and at home, seek alternative sources of interpersonal affiliation within
which they can acquire status in the eyes of their associates. This model has
been extensively used in attempts to explain the activity of juvenile gangs.

Other researchers have attempted to provide accounts of the social
interaction processes operating in delinquent groups. Sociologist Edwin
Sutherland proposed that the process underlying the development of
offending behaviour was essentially one of learning, and was a function of
the different influences to which individuals are exposed. The central pro-
posal of differential association theory is that a person becomes delinquent
as a consequence of an excess of definitions ‘favourable to violation of law’
over definitions unfavourable to it. In other words, the more people you
know who argue in favour of shop theft and the fewer you know who
argue against it, the likelier it is you will commit an act of shop theft.
Generally, involvement in criminal activity is a product of a complex set of
learning experiences, in the context of basic life circumstances, but more
importantly it is reflected in acquired attitudes and habits of thinking. A
key element of Sutherland’s theory, of course, is that it is held to be applic-
able across all strata of society: it is an attempt to explain not only lower-
class delinquency in run-down city neighbourhoods, but also ‘white-collar
crime’ (fraud, embezzlement, money laundering, tax evasion) found
among professional groups.

As we will see below, the concepts employed in differential association
theory, although developed within a sociological framework, are in
principle very similar to those of psychological learning theories. They
thus provide an invaluable point of contact when seeking an integrative,
cross-disciplinary account of offending behaviour.
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Level 4: crime events and ‘routine activities’

As we saw briefly in Chapter 1, some forms of theory in criminology have
focused attention almost exclusively on criminal acts, marginalizing or
purposefully ignoring the question of who is the person who committed
them. The sole material under study is the criminal event itself. Although it
results from the overt behaviour of the offender, any temptation to con-
sider motivations or other individual factors that may have contributed to
that action is strenuously avoided (Clarke and Felson 1993).

In this perspective, the focus of inquiry is the patterning of criminal acts
across time and space. For example, house burglaries, vehicle thefts and
fights are much more common in certain places or at certain hours of the
day or night. Criminal acts exhibit patterns that are indicative of the avail-
ability of crime opportunities to individuals, as they arise in other cycles of
activity they are following in their day-to-day lives. Routine activity
theory, as this approach to criminology is known, considers the bulk of
crime to fit this template and to be explicable through the convergence in
space and time of ‘motivated offenders, suitable targets, and the absence of
capable guardians’ (Cohen and Felson 1979: 589).

Some researchers have found a resonance between these ideas and the
premises of rational choice theory, the origins of which can be traced to the
classical view of crime as premeditated, purposeful calculation. In its mod-
ern form, however, the approach is applied in a more narrowly circum-
scribed field, to explain certain types of variation in crime. For example,
once an overall decision has been made to commit residential burglary, the
would-be burglar considers a range of factors in selecting the best ‘target’.
The list is likely to include the travelling distance to the target area, ease
of access to a dwelling, likelihood of interruption or detection, and
anticipated gain (Bennett and Wright 1984).

Ostensibly, the focus of this theory is on cognitive processes within
individual offenders, and it could be argued that it belongs in the next
level of description considered below. However, only a fraction of the
work of rational choice theorists has been directly concerned with
offenders’ thoughts and decisions. Much more has been devoted to
studying likely targets of crime, and drawing indirect inferences about
those processes to develop crime prevention strategies such as ‘target
hardening’ and surveillance (Rock 2002). But as the approach has
evolved, there has been a growing recognition of the need to ascertain
which elements of crime can be regarded as rational and which cannot
(Brezina 2002).

Level 5: individual factors

The fifth and final level of description and theory construction in the pres-
ent conceptual scheme explicitly addresses intra-individual factors. As
described in the preceding chapter, most approaches to explaining crime
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based on the notion of differentiation or individualism do not at present
have a very respectable reputation in criminology.

This is probably in many ways a residue of the Lombrosian project and
the ‘science of causes’ that it represented (Garland 2002). At the kernel of
most of the specific approaches emanating from this tradition, there is the
idea of typologies of people in general and of criminal types in particular.
In Lombroso’s original version, criminals were divided into four sub-types:
born criminals, insane criminals, occasional criminals or ‘criminaloids’,
and criminals of passion. Members of the first group were thought to
exhibit atavistic (evolutionarily regressive) characteristics. In a large-scale
study in British prisons completed in 1913, Charles Goring failed to find
any support for Lombroso’s theory of sub-types or any evidence of differ-
ent physical characteristics between offenders and non-offenders (Garland
2002; Lilly et al. 2002). It might have been expected that this would have
marked the end of the search for a criminal physique, but other work based
on the presupposition of individual correlates or causes of crime continued
throughout the twentieth century and until quite recent times. This has
taken a number of forms. On a biological level, it has included:

• the use of somatotypes by William Sheldon and others based on the
proposition that there is an association between body build and
propensity towards criminal recidivism (Wilson and Herrnstein 1985);

• the search for a ‘criminal gene’ (Walters 1992; Rutter et al. 1998);
• collection of data from twin studies to establish the strength of a herit-

ability factor for crime (Buikhuisen and Mednick 1988; Brennan et al.
1995);

• the use of neuro-imaging techniques to detect hypothesized brain
abnormalities in violent men (Raine 1997).

The first two of these possibilities are now wholly discredited, with early
claims announced in 1965 of a discovered link between the XYY chromo-
some pattern and violent behaviour subsequently proving to be statistical
artefacts. Concerning the notion of somatotypes, the perseverance of some
of these ideas is in many ways remarkable. Goode (1997) has described
secret studies that were conducted by Sheldon during the period 1940–
1960, when entrants to several American ‘Ivy League’ universities includ-
ing Yale and Harvard were photographed naked to record their body
posture, in a study of its supposed relationship to intelligence. A number of
students who subsequently achieved considerable eminence were photo-
graphed in this way, including future President George Bush (Senior),
Senator Hillary Clinton and the actor Meryl Streep.

Discussions regarding the possible role of heredity in criminal behaviour
have fortunately made some progress since the former days of the crude
‘nature–nurture’ dispute. Patently, we are all to a certain extent who we are
at least in part as a result of some form of genetic transmission. There is no
evidence that this contributes in any direct way to a propensity for any
form of criminal conduct. However, genetic factors may play indirect roles
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in establishing vulnerabilities of various sorts, such as a number of features
of temperament, which in interaction with adverse environments may then
be associated with elevated risks of conduct problems in childhood. For a
proportion of children who follow this pathway, a continuation into ado-
lescent and even adult offending may be the result. The ways in which
some of these factors might interact are discussed in more detail in Chapters
3 and 5.

Evidence regarding the possible role of brain damage in contributing to
crime is tentative at best. For many years there was a widely shared belief
that undetected ‘minimal brain dysfunction’ as a result of obstetric compli-
cations at birth was a cause of later impulsivity and risk of delinquency-
proneness – until it was realized that such complications are far from
uncommon. ‘No firm conclusions on the postulated causal role of brain
damage deriving from obstetric complications are possible. It is certainly
clear that such causation is quite unlikely in most cases of delinquency’
(Rutter et al. 1998: 140).

On a psychological level, most research into the potential role of indi-
vidual factors was focused on differences in personality, though in the most
prominent theories this is proposed to have an identifiable biological basis.
While psychologically based accounts of crime-prone personality have ori-
ginated from several directions, including for example psychoanalytic the-
ory, most criminology theory texts devote little if any attention to them,
reserving their criticisms instead for formulations that are most firmly in
the Lombrosian tradition.

This type of theory is clearly illustrated by the work of Eysenck (1977),
where it is postulated that constitutional factors (individual differences in
the functioning of the nervous system, which may be inherited) influence
the effectiveness of socialization processes. According to Eysenck, this
occurs as a result of individual differences in conditionability (the ease with
which conditioned responses can be established), which, in turn, has impli-
cations for the development of conscience. The combined effects of these
factors is associated with differences in measurable personality traits.
Three of these (higher extraversion, neuroticism and psychoticism) are
held to be correlated with a greater likelihood of involvement in criminal-
ity. In essence, while this is a version of differentiation as defined by
Roshier (1989), it is also a form of control theory, since any differences
found are thought to determine individual capacities to adhere to society’s
rules.

Evidence in support of these claims is, however, rather weak. Hollin
(1989, 2002a) marshalled findings from a number of research studies
comparing offender and non-offender groups on the Eysenck personality
scales, yielding somewhat inconsistent results. Possibly the most rigorous
test of the theory comes from studies employing the method of cluster
analysis, examining the relative proportions of delinquent and non-
delinquent samples showing the predicted profile across the three personal-
ity scales. In Hollin’s (2002a) judgement, the net pattern of results suggests
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that ‘there is empirical evidence in favour of Eysenck’s theory’ (p. 155), but
he also voices some reservations regarding it. Blackburn (1993) also attests
that ‘while attempts to test it have produced a number of significant find-
ings . . . it must be concluded that Eysenck’s theory of criminality is not
well supported’ (p. 127). The net result is far from convincing and
purely personality-based accounts of criminal tendencies using uni-
dimensional trait approaches have been all but discarded in favour of more
complex, interactional accounts. This point will be discussed more fully in
Chapter 3.

Overall, it has proved somewhere between difficult and impossible to
isolate any type of personality dimension that can be consistently shown to
differentiate between offenders and non-offender comparison groups. The
best potential candidate in this respect is thought by Gottfredson and Hir-
schi (1990) to be low self-control. In a large-scale review of the evidence
from 21 studies, Pratt and Cullen (2000) found that poor self-control was
an important predictor of crime across a broad spectrum of offence types,
though it was less well supported by developmental and longitudinal
research. Vold et al. (1998) place greater emphasis on a different but over-
lapping variable, that of impulsiveness. Interestingly, Farrington (2002)
has suggested that to the extent that Eysenck’s theory generated some
empirical support, given the structure of the personality inventories used, it
is probable that this ‘mainly identifies the link between impulsiveness and
offending’ (p. 665). The evidence that any single dimension can reliably
discriminate between offending and non-offending populations is never-
theless scant at best, since the latter groupings are extraordinarily difficult
to define and to secure for research purposes. Furthermore, as Farrington
(1996) has also suggested, there is surely only a limited prospect of being
able to get very far in complex theory construction on the strength of ‘only
one underlying construct of criminal potential’ (p. 79).

Nevertheless, as we shall see in Chapter 5, there is evidence of an associ-
ation between some individual factors and levels of persistence of criminal
offending over time. The variables that appear to have the firmest support
are a proneness to experience negative emotions, coupled with a relative
absence of personal constraints. The combined action of these two factors
may place individuals at higher risk of involvement in offending behaviour
(Caspi et al. 1994).

Psychological processes in sociological models

The quest for individual factors that would reveal consistent ways in which
offenders differed from their law-abiding peers has thus proved largely
unsuccessful. It has been widely disparaged by many criminologists as a
result; though this was probably as much to do with its underlying assump-
tions as with its lack of empirical support. Evidence concerning the
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presence of certain constellations of personal features among more persist-
ent offenders is somewhat stronger, though the relative importance of these
factors alongside other types of influence remains unclear. Paradoxically,
while individually oriented theories have been a common target of criti-
cism in criminology, psychological factors or processes have been posited
as elements within a number of sociologically based theories of crime.

They include, for example, containment theory, which is a variation of
control theory developed by Reckless (1967). This focused on the crucial
question of why, amidst many pressures towards crime, most individuals
(apart from minor lapses) do not become involved in it, and conformity
prevails. This applies even to some boys in high-crime neighbourhoods
who appeared to be ‘insulated’ from temptations towards delinquency
(Reckless et al. 1956). Reckless proposed two sets of factors which he
hypothesized could account for this. Outer containment consisted of
external limits placed on children as they developed; for example, the
assigning to them of constructive and meaningful roles, and the availability
of supportive relationships. Inner containment resulted from factors such
as a positive self-concept, having a sense of direction in life, ability to
tolerate frustration, and investment in and retention of group norms.

Another illustration of this comes from a different source. In some ver-
sions of sub-cultural delinquency theory, it was anticipated that members
of delinquent groups would express ‘anti-social’ attitudes, involving rejec-
tion of the moral values and standards of what may be called ‘mainstream’
society. By contrast, research studies more often found that even recidivist
offenders tended to endorse conventional sets of values most of the time.
Neutralization theory (Sykes and Matza 1957) was an attempt to resolve
this discrepancy between hypotheses and research findings. In this model it
is proposed that to enable individuals to tolerate incongruity in their feel-
ings and attitudes related to offending, they employ a series of internal
mechanisms that serve to reduce the incongruity of ‘deviant’ and ‘conform-
ist’ values. These self-excusing mechanisms are called techniques of
neutralization and consist of the following five processes:

• denial of responsibility: ‘It wasn’t my fault, I was pushed into doing it’.
• denial of injury: ‘They can afford to lose it, they’ll claim it on insurance’.
• denial of victim: ‘He/she was gay/black/a supporter of the opposing

team/scantily dressed’.
• condemning the condemners: ‘The police are corrupt, they’re just as bad

as I am’.
• appeal to higher loyalties: ‘You have to stand by your friends in a fight’.

By reacting to their crimes in this way, many offenders can reduce the
dissonance between their professed beliefs and their actual behaviour.
These concepts bear a close resemblance to some of those used within the
cognitive social learning model to be described in Chapter 3. They include
the kinds of self-talk that may precede or be supportive of offending
behaviour, from giving oneself permission to drive while over the legal limit
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for alcohol, to the ‘cognitive distortions’ found among some men who
commit sexual offences against children. All of these patterns, if altered,
may prove useful in self-management of desistance from crime.

Probably the most notable convergence between sociological and psy-
chological theories of crime, however, occurs in relation to the close
conceptual links between differential association theory and ideas drawn
from behaviourally based accounts of social learning. In both, crime is
viewed as having its origins not in individual predispositions or personality
differences, but in group interaction and influence processes.

Akers et al. (1979; see also Nietzel 1979) have explicitly elaborated such
a model, drawing on extensive findings of research on human learning.
They describe this as ‘a revision of differential association theory in terms
of general behavioural reinforcement theory’ (p. 637). (In Chapter 3, we
will examine more closely what is meant by reinforcement theory.) These
authors posited that crime is learned through processes of imitation and
differential reinforcement by which individuals may arrive at evaluative
definitions that are supportive of delinquent action. This occurs in the
context of social groupings, notably adolescent peer groups. The relative
balance of influences within the groups to which individuals are exposed,
conceptualized in learning-theory terms, instigates and maintains illicit use
of alcohol and other drugs. Akers and his colleagues (1979) initially tested
their theory by conducting a self-report survey of involvement in substance
abuse among a large sample of teenagers. Significant correlations were
found between independent variables (measures of differential association
and opportunities for social learning) and dependent variables (levels of
substance misuse). Although this study could not explicate the details of
the mechanisms involved, it provided preliminary support for the import-
ance of social learning in the onset of some kinds of proscribed behaviour.

A recent large-scale, meta-analytic review of a series of 140 studies by
Sellers et al. (2000; cited by Lilly et al. 2002) has provided substantial
support for this model. In a study of offending among young people in
Scotland, Jamieson et al. (1999) interviewed three groups of young people
whom they classed as resisters (those who had never offended), desisters
(those who had previously offended but stopped) and persisters (those who
continued for some time in offending). Their respondents reported patterns
of family offending, and of rates of offending among their friends, that
closely fitted the model. As Lilly et al. (2002) point out and as we shall see
more fully in Chapters 5 and 6, additional support for this perspective can
be gained from two other sources. One is the series of findings obtained
through large-scale review of predictive factors for criminal re-offending
by Andrews and Bonta (2003) among others; the other is evidence concern-
ing the types of interventions that are most consistently associated with
reductions in offender recidivism.

The crossover that is found in the foregoing theories between socio-
logical and psychological concepts demonstrates the potential for theor-
etical integration, and opens up the possibility of this incorporating yet
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more variables from other perspectives or levels of analysis. In the next
section, I will briefly survey some of the more fruitful attempts that have
been made in this direction to date.

Theory integration

Earlier, we noted the abundance of theoretical models in criminology and
the possibility that there has even been some over-provision. Considering
the diversity of models to be found, some authors have called for a simplifi-
cation of the field, or for a rapprochement between viewpoints and con-
ceptual integration of different models. ‘Unfortunately, the theoretical
insights and empirical findings derived from these different approaches
remain largely disconnected. Consequently, deviance and crime are under-
stood only in piecemeal fashion, and the various approaches adopted to
study these topics are badly in need of some attempt at unification’ (Cohen
and Machalek 1988: 466). Furthermore, given the marked tendency of
researchers to advocate models based on one class of variables only,
it has been contended that ‘criminological theories need to be more
wide-ranging and need to include all these different types of variables’
(Farrington 1993: 30).

Bernard (1990) surveyed the progress of criminological theory over a
20-year period, and expressed dismay concerning its status. He suggested
that there had been no meaningful advance, as nothing could be subjected
to the philosophical principle of falsification; that is, subjected to empirical
test in which whatever is ‘out there’ can be given an opportunity to ‘push
back’ against our thinking (Klee 1997). There appeared to be little to
choose between so many competing, equally plausible standpoints. But
reviewing the position even within only a few years, Bernard and Snipes
(1996) were able to feel more optimistic concerning the prospects. One
ingredient in this transformation was the emergence of theories of progres-
sively increasing breadth in terms of explanatory power. Over recent years,
several genuinely integrative theories have appeared regarding the caus-
ation and maintenance of crime, even although some authors have
remained pessimistic concerning the likely value of this effort (Leavitt
1999).

Some early integrative work was done drawing on a number of theor-
etical perspectives by Elliott et al. (1979). Their model combines elements
of strain theory, control theory and social learning theory. Individuals
experience strain as a result of being unable to achieve success (in terms
defined by the culture to which they belong). In conditions of social dis-
organization they will also be subject to relatively weak controls and
attachment to conventional norms. Social learning processes operate in
such a way that the balance of their attachments shifts towards delinquent
attitudes, with criminal behaviour as the result. This early attempt at
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conceptual integration was vigorously rebutted by Hirschi (1979), who
averred that exercises along such lines were pointless and urged that they
be abandoned. Despite this reprimand, during the period since then
attempts to unite theoretical models with one another have continued
apace. Arguments for the relative merits of theory integration versus
theory elaboration or ‘oppositional’ theory-building are debated in the
volumes edited by Messner et al. (1989) and by Barak (1998).

The importance of integration and the need to draw upon constructs
from different realms is illustrated in a large-scale, cross-national study
carried out in four countries (the Netherlands, Switzerland, Hungary and
the United States). A substantial sample (7,000–8,000) of young people
aged 15–19 years took part in this research (Vazsonyi et al. 2001, 2002).
These researchers found that different portions of the variance in self-
reported offending were associated with separate predictor variables.
Patterns of everyday routine activities explained 16–18% of the vari-
ation in offending among sample members. Similarly, individual differ-
ences in self-control explained between 16 and 20% of the variance. To
build a realistic model of offending behaviour, both of these variables, and
several others besides, would need to be assembled into a coherent frame-
work. (These findings emerged consistently across the samples regardless
of national context.) In what follows, some of the most notable attempts to
amalgamate theoretical concepts in criminology will be briefly outlined.

Integrative developmental models

In attempting to develop coherent theories, most criminological
researchers would consider it essential to provide some account of the
transitional years from middle childhood into adolescence, as the period
when troubled behaviour is first likely to emerge. As we will see in the
following chapters, the extensive findings from a number of longitudinal
studies carried out in different parts of the world have been an invaluable
asset in taking this agenda forward.

Thornberry (1987) has delineated an interactional theory of delinquency
that combines explanatory concepts from the model of Elliott et al. (1979)
just cited with other ideas from control theory and social learning theory.
The model seeks to explain the net outcome of two processes: how
constraints over behaviour may become progressively weakened, and
equally how ‘the resulting freedom is channeled into delinquent patterns’
(Thornberry 1987: 865). The model contains six key interactive variables
predictive of delinquency: attachment to parents, to school and to con-
ventional attitudes; and associations with delinquent peers, adoption of
their values and delinquent behaviour itself. However, these factors are not
conceived as somehow taking fixed values such that, for example, the
developing child’s level of parental bonding becomes a static independent
variable. Rather, the central tenet of the theory is that it is patterns of
interaction over time that must be understood to give an account of the
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onset of delinquency. In addition, Thornberry places great emphasis on the
inclusion in the model of reciprocal processes, and insists that a reliance on
the concept of uni-directional causal effects must be discarded. Hence, just
as the young person’s detachment from parents may lead to gradual
immersion in anti-social values, so the latter will also have consequences
for the former. The developmental interplay of factors conducive to
criminality can be depicted as occurring in an ‘amplifying causal loop’. In
a final layer of complexity, the pattern of interaction of the variables is
expected to vary between early, middle and later adolescence.

In a later paper, Thornberry (1996) adduced a sizeable volume of evi-
dence, collated from 17 separate studies, providing support for the oper-
ation of bi-directional causal effects. The studies reported on relationships
between a number of variables in his initial model (parental and school
attachment, deviant beliefs and attitudes, delinquent associates) and a
variety of offence behaviours (minor and serious ‘generalist’ delinquency,
theft, vandalism, shoplifting, drug abuse and interpersonal violence). Two
other large-scale studies published since that time (Matsueda and Anderson
1998; Wright et al. 2001) have provided further support for the theory,
which has also been extensively tested in the findings of the Rochester
Youth Development Study (Thornberry et al. 2003).

An analogous perspective was adopted by Catalano and Hawkins
(1996), whose model synthesizes control theory, social learning theory and
differential association theory, though in a balance somewhat different
from Thornberry’s. These authors saw it as essential to incorporate a
developmental dimension and in order to do so constructed a general
model, together with four age-specific ‘sub-models’. Developmental pro-
cesses are ‘transactional’ in the sense that not only is there mutual influence
between variables, but this generates qualitatively different outcomes at
successive stages. Three primary external factors set the context for devel-
opment in general: the individual’s position in the social structure (socio-
economic class, gender, race and age); constitutional/temperamental
factors; and other external environmental constraints. Four constructs are
considered as central in influencing the direction of development: (a) per-
ceived opportunities for involvement in interactions with others, (b) the
degree of involvement in those, (c) possession of the skills to participate in
these activities, and (d) the anticipated reinforcement that accrues from
doing so. When these factors work cohesively, a social bond develops,
which may then have separate, independent influence in producing (or
failing to produce) controls on later behaviour. The combination of pro-
social and anti-social behaviours so learned, and the balance between the
two, will decide whether children proceed along different ‘pathways’. The
causal elements in the model yield a number of indicators for points of
intervention, which Catalano and Hawkins illustrate.

Introducing another theme into these discussions, Laub and Sampson
(1993) have reminded criminologists that while there are some continuities
in criminal careers, there are also turning points. Some are due to changes
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occurring naturally over time, others result from the impact of life events.
Patterns of crime and potential causal or contributory factors are not
necessarily stable across different phases of the lifespan. Hence a model
which proves applicable to offending by young people may not explain
adult criminality. Participation, maintenance, escalation and desistance
might each be a function of separate variables, or of similar variables inter-
acting in different ways. Theorists should accept ‘the futility of an invariant
or deterministic conception of human development’ (Laub and Sampson
1993: 310). Even once involved in crime, there is evidence that individuals’
motivations for such relatively high-frequency offences as shop theft,
vehicle taking and some forms of drug use mutate during the years between
early adolescence, the later teens and adulthood (McGuire 1997a, 2001a;
Jamieson et al. 1999).

Several other theorists have offered variants of the theme developed
here, in which factors contributing to crime are postulated as operating on
several levels. Martens (1993) introduces concepts from a perspective
based in studies of child development into an ecological frame of reference.
The growing child is located in a complex network of associations on four
levels: the microsystem (the child and his or her immediate surroundings);
the mesosystem (significant others at home, school and play); the exo-
system (the socioeconomic position of the parents, the neighbourhood
environment); and the macrosystem (wider structural and sociocultural
influences). Martens examines the dynamic interplay between various fac-
tors at each of these system levels, introducing the additional dimension of
change over time.

LeBlanc’s (1993) ‘multi-layered’ perspective is more complex still and
comprises several stages of theory construction. This rests first on a distinc-
tion between delinquent acts, delinquent actors and delinquency as a social
phenomenon. Each of these is itself seen as a product of several interacting
variables, and LeBlanc presents a model of principal causal pathways in
relation to each. The resultant sub-systems are then superimposed to con-
struct a three-layered ‘isomorphic model’ integrating a total of 18 inter-
dependent variables. In essence, its complexity notwithstanding, this is a
form of control theory, as the fundamental orientation is towards under-
standing factors that either strengthen or weaken the individual’s bonding
to conventional norms, or provide inducements to engage in delinquency.
Thus, LeBlanc enters into the equation three kinds of factors that
respectively:

• operate to constrain delinquent acts (such as the presence of capable
guardians versus crime opportunities);

• produce internal constraints in would-be offenders (such as attachments
to others, especially pro-social models versus criminal associates); or

• moderate the level of crime in the community as a whole (legitimate
opportunity structures, law enforcement agencies and criminal
sanctions versus social disorganization and anomie).
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Evolutionary frameworks

In an innovative departure, a fresh element was introduced into crimino-
logical theorizing by Cohen and Machalek (1988). These authors
developed an approach to crime which adopts ideas from evolutionary
theory and behavioural ecology. This was applied first to expropriative
crime, meaning acts of theft or other property offences. It is proposed that,
in common with other species, human beings have through evolutionary
history developed a range of methods for securing both material and sym-
bolic resources. Expropriation is viewed as simply one type of behaviour
strategy for acquisition of resources; many animals as well as humans
engage in it. Such a strategy is likely to be most efficient in certain circum-
stances and has specific interrelations with types of strategies employed by
other members of the population. Adopting this approach, it proves pos-
sible to integrate ideas emanating from a number of criminological theor-
ies. The normality of crime; its higher frequency in some sub-cultures or in
disorganized communities; differential association, social learning and
control processes; and dimensions of individual differences, can all be
fused together within a single, coherent theoretical framework. It should
be noted that the model presented is not a repackaged form of sociobiology
in which a range of behaviour patterns is attributed to genetically driven
tactics for maximizing reproductive success. Cohen and Machalek
explicitly distance themselves from that orientation.

Possibly the most comprehensive model provided to date is the integra-
tive paradigm forwarded by Vila. This builds upon and extends the evo-
lutionary ecological approach of Cohen and Machalek (1988) to make it
applicable to a wider range of criminal acts. Vila (1994) first classifies
crimes as falling into four major types, claiming this to be an ‘arguably
exhaustive categorization’ (p. 315). Crimes may be one of the following:

• expropriative (e.g. theft, fraud, embezzlement): the object of which is to
obtain material resources such as property from another person without
his or her knowledge or cooperation;

• expressive (e.g. sexual assault, illicit drug use): to obtain hedonistic
resources that increase pleasurable feelings or decrease unpleasant
feelings;

• economic (e.g. drug-trafficking, prostitution): to obtain monetary
resources through profitable illegal cooperative activities;

• political (e.g. terrorism, election-rigging): to obtain political resources
by using a wide variety of tactics.

In common with some of the models already outlined, Vila also describes
three levels of analysis of multiple connections between contributory fac-
tors: ecological (interactions between persons and their physical environ-
ment), macro-level (interactions between social groups) and micro-level
(factors affecting the motivations of individuals). The three levels in
turn are considered to interact synergistically; and the entire system of
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relationships is placed in a developmental context in which it also evolves
dynamically over time.

If they are going to do the job they are designed for, integrative theories
such as these must have several features. Obviously, they need to take into
account a large number of variables. They should also address variables
from different levels (e.g. individual, family, community, society) and
make statements concerning the interrelations of those levels. They must
be dynamic, taking into account both developmental change and environ-
mental change. Given this degree of complexity, as adumbrated in Chapter
1 such models are probabilistic rather than deterministic. Their component
variables can be interpreted as having causal relations but their inter-
actions may take place in multiple directions, and are context-dependent,
such that while the pattern as a whole can be described, the outcome for
any one individual cannot be predicted with certainty. To quote Vila
(1994) again, the outcome of his attempt at integration is an ‘emphatically
nondeterministic paradigm’ (p. 311).

A second important feature of successful integrative theories is that they
should address both structural and process variables. For example, state-
ments concerning the varying prevalence of crime across localities, even if
firmly supported by data, are unsatisfactory in themselves unless they also
explain the sequence of events through which such differences come
about. Some of the integrated theories meet both of these demands and
identify plausible interconnections between the two categories of variables.
However, it could still be regarded as a significant failing that none of them
focuses attention on the behaviour of the law itself as an integral dimen-
sion. The present review of attempts at integration has itself paid scant
attention to this, and while acknowledging it as an all-embracing con-
textual factor, we have focused instead on the orthodox position that cer-
tain aspects of criminal acts and actors can in themselves be a legitimate
subject of inquiry.

To circumvent this criticism, Vold et al. (1998) have proposed a unified
conflict theory of crime that attempts to meet all of these criteria. Their
model is designed to address both structure and process while simul-
taneously taking into account variations in the operation of the law. Much
work remains to be done in refining and validating an approach such as
this, but it is important that these authors have demonstrated the possibil-
ity in principle of constructing a theory that will meet those requirements.
Given the ambitious nature of the project, it may be unlikely that a con-
sensus will be reached regarding unified criminological theory in the near
future. In any case, Bernard and Snipes (1996) point out that the level
of generality in such a theory could be so great as to render it impossible
to test.

Another individual-level variable has received little recognition among
the various models discussed so far. This is the thinking or cognition of
individuals as they pursue everyday activities, interact with each other,
solve problems and make decisions. Recently, informed partly by findings
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from within psychology, there has been a growing appreciation within
criminology of the significant role played by cognitive processes in the
genesis of criminal acts. This is exemplified in a paper by Foglia (2000),
who examines several dimensions of the skills involved in solving everyday
personal and social problems, and explicates the inclusion of cognitive
variables in sociological theories that is often assumed at an implicit level.
Such a departure accords with viewpoints expressed by psychologists seek-
ing a rapprochement between psychological and sociological models of
criminal conduct (e.g. Andrews and Bonta 2003).

Within the framework of the present book, the above review of pro-
posals for integrative theory construction in criminology is designed to
highlight the crucial need to address some individual, personal, psycho-
logical factors alongside developmental, familial, situational, community,
and large-scale structural and political processes. An integrative model of
this type has been developed over a number of years by Farrington (2003)
to account for ‘offending and antisocial behaviour by working-class males’
(p. 165). This incorporates biological, psychological, family, community
and social factors. There is a distinction between ‘energizing’ and ‘inhibit-
ing’ processes leading towards or away from criminal acts; and between
long-term/developmental and short-term situational or internal processes
and external events. There are some potentially unwarranted assumptions
embedded in the model regarding the supposed differential valuation of
excitement, and of short-term versus long-term goals, in different social
classes. This may be a particular obstacle given the indirect and relatively
weak association between socioeconomic status and criminality (Gendreau
et al. 1996; Wright et al. 1999; Dunawayk et al. 2000; Andrews and Bonta
2003). Nevertheless, the model is genuinely integrative and draws on vari-
ables that are found at all five levels of the conceptual scheme introduced
earlier. The interrelations of the main components of this model are
depicted in Figure 2.1.

Dodge and Pettit (2003) have forwarded a general model not dissimilar
to this, focused on the development of conduct problems in adolescence.
Some researchers consider the latter to be an antecedent of serious or per-
sistent offending likely to last into adulthood. The major categories of
variables composing the model are biological predispositions, parenting
influences, peer influences, mental processes and the sociocultural context.

All of the attempts at theory integration that have been discussed in this
section have deployed some kinds of individual-level variables. To do so
does not entail a reassertion of the concepts of individuality and dif-
ferentiation as they were subsumed under earlier typological models.
Equally, the processes that are identified in these approaches are held to be
universal – in the sense that they apply equally to both offenders and non-
offenders (however defined). Within the current limits of generalizability of
each theory in turn, this does not involve recourse to simplistic notions of
categorization or pathology.
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Origins of (cognitive) social learning theory

In the next chapter, we will look in more detail at some of the psychological
processes that have the strongest support as candidates for inclusion in a
genuinely integrative theory of crime. This will entail presenting a theor-
etical framework known as cognitive social learning theory. This was
orginally known simply as social learning theory and the word cognitive is
a more recently added optional extra; mainly as a way of emphasizing that

Figure 2.1 Farrington’s integrative theory (Farrington 2003)
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aspect of the core idea. The theory has the potential to plug, or to insert
richer detail into, what could be called some of the gaps in the integrative
criminological models outlined in the previous section. It elaborates, in
other words, on the kinds of processes occurring within and between
people, which particularly during childhood and adolescence shape them
as persons. This appears, to the present author at least, to be a seminal task
for illustrating how psychology can contribute to understanding crime.

Historically speaking, this theory is still relatively new. It is itself the
product of a process of integration of ideas that were formerly unrelated
(because the people who held them were simply focusing on different
things) or were considered incongruent (because of philosophical assump-
tions about what could be meaningfully discussed). To conclude the pres-
ent chapter, it will be useful to sketch the historical background that led to
the emergence of this model.

Social learning theory was first clearly articulated during the 1970s as
the result of a convergence between two previously separate strands of
research and theorizing. One was behaviourism, which was rooted in the
idea of making psychology an objective science by focusing only on what
could be directly observed, measured and recorded, and within which there
were explicitly positivist trends. The other was cognitive psychology,
which began as a direct approach to studying certain, usually ‘formal’,
mental processes such as logical reasoning or abstract problem-solving.
Since approximately the 1960s, it has been heavily influenced by concepts
from artificial intelligence and the development of computer science.

In the period after it was first established as an independent discipline,
psychology as you might expect reflected the current thinking of the epoch.
In the late nineteenth century, the translation of the Darwinian outlook
into psychology took the form of assuming that most kinds of human
action were the result of biologically innate urges or drives: the instincts.
That such patterns might be part of our natural endowment seems
perfectly reasonable with reference to the origins of hunger, thirst or sexu-
ality. But aggression, competition, accumulation of wealth, leadership
and artistic creativity were also alleged to be traceable to inherited and
instinctively motivated forces.

Elsewhere, in the immensely influential work of Wundt and his associ-
ates, much effort was focused on the search for links between sensory and
perceptual experience. The principal method of data-gathering used in
their work was that of systematic self-observation or introspection. This
required individuals taking part in experiments to describe their thoughts
and inner experiences. (This kind of data would now be called ‘verbal
report’ or ‘self-report’.) These ideas and practices were called into question
in 1913 when John B. Watson (1878–1958), an American psychologist,
insisted that if psychology were to emulate other sciences, it should
collect information only about events that could be directly observed.
What was observable about human beings and other animals was their
behaviour: any talk of internal, mental processes was purely speculative
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and unscientific. Watson called this radical suggestion behaviourism, and
argued it should supplant the dominant mentalism of the period. Allied to
this basic epistemological stance, Watson also asserted the need to recog-
nize that a large proportion of human behaviour is learned. To indicate
how psychologists might study this, he drew on the work of the eminent
Russian physiologist, Ivan Pavlov. As we will see in Chapter 3, Pavlov had
reported the discovery of some basic mechanisms of learning that could be
investigated on a purely behavioural level.

In the ensuing decades, behaviourism became one of the major schools
of psychological thought. Given the proposal that mechanisms of learning
could be studied in carefully controlled experiments, and were common
across species, much early behavioural research was conducted with ani-
mals in laboratory settings. A central principle informing such work was
that of moving from the simple to the more complex, in gradual stages, as
had been powerfully and emotionally advocated by Pavlov (Morison
1960). Hence the behaviourists’ painstaking (and regrettably, sometimes
pain-inflicting) studies of learning processes in experiments using rats, mice
and pigeons. The near-ubiquitous white rat, used in psychological research
since 1901, has been a subject of much controversy inside and outside
psychology, but is defended on the grounds of having played the same role
as sweet peas or Drosophila (fruit flies) in genetics (Barker 1994).

The study of cognitive development

However, the behaviourist ‘revolution’ just described did not entirely halt
the direct investigation of thinking and other cognitive processes.
Throughout the middle decades of the twentieth century, some psycholo-
gists continued to carry out research on memory, perception and allied
areas. Probably the most influential was a Swiss psychologist, Jean Piaget
(1896–1970), who studied the learning and progressive problem-solving of
children from the very earliest stages of life. Piaget’s starting point was the
notion that the mind had certain inherent capacities for making sense of its
surroundings, and that during the process of maturation these unfolded in
much the same way as did physical growth. For example, just as – given
favourable circumstances – most children will learn to walk, so Piaget
thought they also learned such concepts as the constancy of objects, con-
servation of mass or volume, and causality. By the 1960s, many research
findings had accumulated on the development of children’s thinking, and
also on memory, reasoning, the role of language in thought, and other
aspects of cognition in adults. The growth of cognitive psychology acceler-
ated with the ready availability of computers from the 1960s onwards,
catalysed by the concepts of artificial intelligence. This held out the pro-
spect of being able to investigate human cognitive processes by designing
software that simulated them in electronic form. In turn, that led to
widespread use of the concept of information processing as a model for
understanding what occurred inside the human mind or brain.
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Throughout the half-century up to the 1970s, there was little meaningful
contact between psychologists who described themselves as ‘behaviourists’
and those who called themselves ‘cognitive psychologists’. Findings of
behavioural research, however, had begun to indicate that the mechanism
of conditioning that was postulated as the fundamental unit of learning
was not able to carry the explanatory weight that until then had been
loaded on to it.

Several crucial developments within behaviourism itself led to a broad-
ening of perspective and an acceptance that events that were not directly
observable, but were indirectly inferred or reported, could nevertheless be
important factors in explaining learning and other forms of behavioural
change. The first was the advent of behaviour therapy during the 1950s
through the work of Joseph Wolpe, a psychiatrist, and the psychologist
Hans Eysenck (whose later work on crime and personality was discussed
above). During the 1920s Rosalie Rayner, a postgraduate student super-
vised by John Watson, had demonstrated how harmless objects could come
to be feared through a process of conditioned learning. If most human
behaviour is learned, this should apply also to the acquisition of problems
such as irrational fears or phobias. Wolpe and Eysenck extended this prin-
ciple and developed a range of psychological therapies based on learning
theory. Using this it was possible to show that individuals could learn, in
step-by-step fashion, to replace the fear they felt for a phobic object with a
different form of emotional response such as relaxation. The technique
Wolpe devised for achieving this, systematic desensitization, has been one
of the most widely used in behaviour therapy for the reduction of anxiety
problems.

A second influential development was the accumulation of a sizeable
body of research findings on the process of self-regulation of behaviour by
means of language. The acquisition of such control depends initially on
speech. During early childhood, children’s behaviour is considerably influ-
enced by things their parents and other adults say to them. As they acquire
language, children begin to repeat these things to themselves; initially
aloud, later more inwardly or covertly. Later still, they lose all awareness
of saying them. Actions are governed by cognitive events that occur auto-
matically, without deliberate reflection and outside conscious awareness.
These observations by behavioural researchers were in close concordance
with those made by cognitively oriented developmental psychologists. The
central idea can be summed up in a statement made by Farber (1963: 196):
‘the things people say to themselves determine the rest of the things
they do’.

The fusion of these and other ideas led to the formulation by psycholo-
gist Albert Bandura (1977) of social learning theory. This was also influ-
enced by another set of findings Bandura and his colleagues had obtained
from behavioural research. For an animal to learn, it did not need to have
direct experience of rewards and punishments, as earlier behaviourists had
supposed. It could learn indirectly, by observing outcomes of behaviour for
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other members of its species. Researchers hypothesized that such obser-
vational learning must rely on internal mechanisms that could not be
accounted for by direct conditioning alone. Bandura amassed a large quan-
tity of evidence on the importance of learning from ‘models’ in human
development. Social learning theory posits both direct conditioning and
observational learning from models as basic processes in development.
Bandura identified three separate classes of models that were powerful in
learning: family members, particularly parents or other caregivers; other
immediate associates such as members of a peer group; and symbolic
models, encountered through the media.

These developments represented crucial departures in the way
behaviourally based ideas were applied to learning and change. For
example, in learning to overcome a phobia, individuals can imagine pro-
gressively more threatening situations in which they would usually become
highly anxious, and use the method of desensitization to reduce their level
of fear. A therapist working with them pays attention to, and makes use of,
their self-observations and verbal reports. In social learning theory, obser-
vation of models and subsequent learning are dependent on the propo-
sition that internal, cognitive processes are indispensable for such learning
to take place. In both these approaches, in other words, there is a reliance
on cognition as an explanatory tool in the account of learning that is given.
Having made these assumptions, behavioural psychology was open to
some form of ‘merger’ with ideas from cognitive science.

The cognitive–social learning synthesis

Within a short period during the mid-1970s a number of books and articles
were published that combined, with different emphases but in broadly the
same vein, ideas from the behavioural, social-learning and cognitive
strands within psychology (e.g. Mahoney 1974; Meichenbaum 1977). This
was closely associated with the emergence of a family of intervention
methods, used initially in work in mental health settings, and collectively
known as cognitive-behavioural therapies. The influence of behaviourism
on this was reflected in an emphasis on the role of the environment in
learning, alongside the idea of breaking complex actions into simple, more
comprehensible units, creating the possibility of behaviour change in grad-
ual, clearly defined steps. There was also a recognition of the universal
importance of individuals’ monitoring and evaluation of their actions from
the outset to the completion of the process, including follow-up to examine
maintenance of change.

The impact of what had been learned from cognitive research was
reflected in complementary principles. They included an acceptance of the
value of self-reports; attention to the crucial part played by language and of
people’s self-referent ‘inner speech’ in the regulation of action; and also in
the genesis, maintenance and reduction of disorder and distress. Assembled
into a coherent framework, these concepts provided a powerful new
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approach to understanding the complex dynamic relationships between
thoughts, feelings and behaviour.

The conceptual framework of cognitive social learning theory continues
to evolve. Its application to progressively more areas is intimately associ-
ated with the cognitive-behavioural interventions for which it provides the
underpinning theoretical model. According to Meichenbaum (1995), there
have been three principal stages in the evolution of these ideas, which he
portrays as a succession of core metaphors: conditioning, information pro-
cessing and constructive narrative. When behaviourism was first formu-
lated, all change was conceptualized in terms of alterations in learning
mechanisms in the nervous system. (Even cognitive events were originally
viewed by behaviourists as covert forms of conditioning.) While this gave
rise to some valuable findings, the concepts were too rigid to encompass
the range of individual differences that were observed and the complexity
of the factors that were operating. As these inadequacies became more
apparent, cognitive events were recognized as crucial mediators of action,
and the idea of ‘information processing’ came to the centre of theory con-
struction. Cognitive social learning theory was a product of this synthesis.
However, it has retained the behaviourists’ practice of routinely analysing
individuals’ reports on their experiences into smaller segments. More
recently, an appreciation has developed of how individuals generate more
complex sets of cognitive patterns, which can loosely be called ‘stories’,
through which they understand, express and create their own lives. At this
stage in the development of cognitive-behavioural approaches, this view of
individuals as architects of their own individual existences is gaining
ascendancy and being actively researched. The guiding metaphor within
this is that of ‘constructive narrative’. This is the idea of understanding
individuals, and where appropriate assisting them in personal change, by
entering into the sets of meanings they have created in their lives. Practi-
tioners become collaborators in the rearrangement of such narratives to
enable individuals to resolve difficulties and create new images of
themselves (Maruna 2001).

Further reading

There are several well-known textbooks on criminological theories. The
ones on which I have drawn most often are George B. Vold, Thomas J.
Bernard and Jeffrey B. Snipes (1998) Theoretical Criminology (4th edn,
New York: Oxford University Press) and J. Robert Lilly, Francis T. Cullen
and Richard A. Ball (2002) Criminological Theory: Context and Con-
sequences (3rd edn, Thousand Oaks, CA: Sage Publications). There are
also several valuable collections of key papers. From the perspective of
theory integration the most important is Gregg Barak (ed., 1998) Integra-
tive Criminology (Aldershot: Ashgate). Other useful readings are provided
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in the books by Peter Cordella and Larry Siegel (eds., 1996) Readings
in Contemporary Criminological Theory (Boston, MA: Northeastern
University Press) and Stuart Henry and Werner Einstadter (eds., 1998) The
Criminology Theory Reader (New York: New York University Press).

Psychologically based theories are dealt with in greater depth in Donald
A. Andrews and James Bonta (2003) The Psychology of Criminal Conduct
(3rd edn, Cincinnati, OH: Anderson) and Ronald Blackburn (1993) The
Psychology of Criminal Conduct (Chichester: Wiley). These books also
cover psychoanalytic and other theoretical perspectives not discussed in
the present volume. See also Clive R. Hollin (1992) Criminal Behaviour
(London: Falmer Press).
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chapter three

Psychological processes in crime

Basic processes
Theory ‘from the ground up’
Interrelationships of thoughts, feelings and behaviour
Information processing
Interactionism

‘Ordinary’ behaviour
Everyday habits and routines
Self-regulation: functional and dysfunctional
The example of anger

Psychological processes and individual differences
Further reading

The joint objective of this chapter and the two that follow is to provide a
more detailed account of the contribution psychology can make to under-
standing acts and patterns of crime. From the brief critique in Chapter 2,
we saw that the traditional personality-based approach to crime, centred
on the notion of dimensional constructs called traits, has not been very
firmly supported by research findings. To some extent this has brought
further discredit upon the ‘individual difference’ framework, which many
criminologists already regarded with hesitation, given its traditional links
with the positivist, determinist, biologically oriented ‘Lombrosian project’.

To assert that criminal actions are entirely a product of social environ-
ments or political forces, however, appears a similarly myopic perspective.
To locate the causes of crime exclusively in factors external to individuals is
simply to adopt a different but equally unworkable form of crude deter-
minism. This denies any role for agency and individuality in human action.
It runs counter to the immediate experiences people have as they live their
lives and observe other people around them, as well as being plainly at
odds with the evidence. It would be a fairly drastic step, therefore, to
propose that crime can be understood on that basis alone.



Even the most doctrinaire environmental determinist would surely
agree, given that most criminal acts are committed by individuals, that
there must be some internal processes at work within the protagonists.
Surely, also, they are not identical in every case: people are not, well at least
not yet, clones of each other. These key issues form the substance of this
chapter and the next two. In the present one, we will focus on the kinds of
psychological events and processes that are likely to be involved in the
occurrence and, for some individuals, the maintenance of offending
behaviour. Those processes are essentially the same ones that we can use to
explain any of a wide variety of things that people do, and cut across any
dividing line that might be thought to exist between the ‘normal’ and the
‘abnormal’ when thinking about human activity. In Chapter 4, we will
apply this to some selected types of offending behaviour and draw upon
evidence that illustrates the application of the general model to specific
classes of criminal acts. Given that these processes may take a similar but
never exactly the same direction in two different people, in Chapter 5
we will then consider what role there might be for factors arising from
individual differences that influence levels of involvement in crime.

Basic processes

The model to be presented here, then, is driven by the core assumption that
there is a role for psychological factors in helping us to understand the
causation of crime. Specifically, the way in which those factors operate will
be described in terms of an approach known as cognitive social learning
theory, the origins of which were briefly described in Chapter 2. Such a
theory can enable us to comprehend not only the kinds of actions that
frequently attract the label ‘crime’, but a whole array of other types of
behaviour in addition. They may range from everyday, ordinary, mundane
activities all the way to behaviour that is extremely unusual. For this rea-
son, a sizeable tract of the chapter will appear not to be about crime at all,
as we will be considering a general psychological theory applicable to a
wide range of human actions.

Such an approach offers a psychologically based outlook on offending
behaviour that is free of the tendency to ‘pathologize’. This theoretical
formulation is additionally valuable in that it provides the conceptual
underpinnings for a group of interventions that have yielded positive out-
comes in attempts to reduce the frequency of re-offending; this is an area
that will be addressed more fully in Chapter 6. To provide an account of
this theory, I would like first to outline some key concepts, then present
fuller detail ‘from the ground up’. This will involve outlining the theory’s
three core elements in reverse order – learning, social, cognition – as that
both reflects the level of complexity of the processes involved and also
coincides with the way it was developed.
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Learning. Like several of the theories discussed in Chapter 2, one starting
point of this model is that most kinds of behaviour manifested by human
beings are to a very large extent learned. That may be obvious in the case of
activities like ice skating, driving heavy goods vehicles, or providing simul-
taneous translations at the UN. It is perhaps less so in relation to apparently
simple actions, such as sitting upright, walking or bowel control. But those
too are learned. All are influenced, engendered or constrained by our bio-
logical make-up. As living organisms we share some essential character-
istics with other species, most notably those processes that are connected
with survival and procreation. Many other developmental patterns are the
result of a combination of biological maturation and learning processes.
For example, human infants take steps – figuratively and literally – and
start to learn to walk without being prompted to do so. Physical growth
engenders behavioural change, with ensuing trial and error, practice and
feedback honing the child’s skills. Learning can be understood partly on a
biological level, as it entails changes in our nervous systems. A learning
theory approach enables us to recognize these links to our biological
inheritance and our status as products of an evolutionary process.

Social. Human development and learning, however, have a vitally
important feature: they take place in a social context. Our attainment,
relative to most other species, of such a high degree of control over our
environments is largely a result of our ability to cooperate with each other.
From the moment they are born, human infants are socialized by parents
or other caregivers, and that setting channels the direction of the learning
processes referred to previously. The development of our brains has been
influenced, to a degree far beyond that of other creatures, by our preference
for living in groups, our need to communicate, and consequent develop-
ment of a facility for use of complex language. That, in turn, has enabled us
to develop the elaborate communal phenomenon we call culture.

Cognition. The feature of human beings that is most frequently high-
lighted as distinguishing us from other species is our possession of large
and complex brains, giving us the highest ratio of brain-to-body weight in
the animal world. Particularly important is the part of that organ known as
the cerebral cortex, which creates the space for holding and managing an
extraordinary quantity of information about the external and internal
environments. The human brain consists of a bewilderingly intricate net-
work of specialized cells called neurons. Brains contain, on average, one
hundred billion (100,000,000,000 or 1011) of these cells. Each one has
connections with as many as 1,000 of its neighbours (Kandel et al. 2000).
Our brains are the residence of consciousness and other inner experience,
‘the engine of reason, the seat of the soul’ (Churchland 1995). (Perhaps
that is an unwarranted claim, but no other part of the body has been
put forward as a plausible alternative candidate.) The many processes
that are associated with such experience – attention, perception, remem-
bering, understanding, reasoning, planning, problem-solving, imagining,
dreaming – are nowadays collectively known by the general term cognition.
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Theory ‘from the ground up’

Learning theory emanates from behavioural psychology; indeed, it is some-
times perceived as synonymous with it. The processes that behaviourists
say are responsible for learning happen at a very basic level within the
nervous system. This specialized network of organs helps to ensure our
survival by processing information about the environment. It is also a
system with an in-built capacity for change.

The forerunner of behavioural learning theory is a famous series of
experiments conducted at the start of the twentieth century by the Russian
physiologist Ivan Pavlov (1849–1936), as part of his research on the digest-
ive system of dogs, for which he received the Nobel Prize in 1906. As part
of this he undertook a number of studies of reflex actions. Reflexes are
patterns of responding (e.g. salivation, startle, knee-jerk, sweating, goose-
pimples, vomiting) that occur automatically following presentation of a
stimulus (a tasty morsel, a loud bang, a blow just below the knee, a steep
rise in temperature, ingestion of Marmite), and are ‘hard wired’ into the
working of the system itself.

Pavlov’s key discovery was that such reflexes could be modified by
experience. When dogs were presented with food, they salivated – an
unconditioned or naturally occurring reflex. After a series of trials in which
presentation of food was accompanied by the ringing of a bell, the dogs
salivated following the ringing of the bell alone. Pavlov called this process
conditioning. There are many complexities in it that need not detain us
here; but essentially, a change in the response pattern of the nervous system
was brought about by a change in the environment. This type of change is
sometimes known as classical or Pavlovian conditioning. The mechanisms
underlying it are beginning to be understood at a molecular level, and
involve a number of processes, including one that neuroscientists call
long-term potentiation (Kandel et al. 2000).

Another form of conditioning occurs when a response is influenced by
the consequences that follow it. This applies to actions that are voluntary
(as opposed to reflexive) and is called instrumental conditioning. It is used
more specifically to describe particular responses called operants, which
act or ‘operate on’ the environment. Here, the focus of interest is on the
strength of the relationship between behavioural responses and their con-
sequences, such as rewards and punishments. This paradigm is known as
operant conditioning. It was extensively researched by Burrhus F. Skinner
(1904–1990), who investigated the relationships between patterns of
behaviour and the reinforcement contingencies – schedules or rates of
positive and negative consequences – which influence the likelihood
of occurrence of different behaviours.

The cognitive social learning model (Bandura 1977, 2001) builds upon
the understanding of behaviour gained from studies of conditioning. How-
ever, it also adds a vital new element: a focus on intervening processes –
what goes on between the stimulus and the response. That, of course, is
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not directly observable and so is ruled out of court by the more method-
ologically pure among behaviourists. But the difficulty with both of the
conditioned learning models (classical and operant) is that an anticipated
link between stimuli, responses and consequences does not always appear
in a way that would be predicted by the regularities of conditioning alone.
Something crucial was left out of the initial learning model: the organism
itself and what is going on inside it. Depending on how internal processes
such as attention, perception and memory operate, and on the meaning of
events within them, different organisms or different people presented with
the same stimulus do not always emit the same response. These internal
processes are, moreover, intrinsically interesting in their own right.

In terms of the notation sometimes used to denote models in psychology,
the cognitive social learning model can be represented as S-O-R-C, where

S = stimulus: the external event or conditions impinging on the person
O = organism: the internal state of the individual, including current

representations of the external world, and their history
R = response: the behavioural or motor reaction
C = consequences: the pattern of reinforcers or punishers which follow

The level of abstraction at which this is stated is too high to be of any
real value in explicating its various components. In essence, it is simply a
mnemonic for reminding us of the need to take into account all four sets
of variables.

Interrelationships of thoughts, feelings and behaviour

In most applications of cognitive social learning theory, it is customary to
consider an individual’s activity as having three modalities: behaviour,
emotion and cognition. They are in themselves constructs and there is
a certain element of artificiality in segmenting experience in this way.
That granted, these concepts can be remarkably useful and they can be
concretely anchored in systematic observation and experiential report.

In this conceptual scheme, ‘behaviour’ is externally observable action,
the things people overtly, visibly or audibly do. So it is usually taken to
refer to the movements of the motor or muscular system, including ‘verbal
behaviour’ or speech. The word ‘emotion’ is more difficult to define, as it is
used to depict physiological or somatic expression of feeling (as in arousal,
when we feel tense, and our heart rate and blood pressure increase). It is
also, however, used to refer to cognitive aspects of a bodily state. ‘Cogni-
tion’ refers to mental events which each of us directly experiences, but
which we cannot directly observe in others. We nevertheless assume that
others experience them, through a process of inference and analogy with
our own internal self-observations (Searle 1995). Whatever the precise
coverage of the terms used, the key principle is that these three aspects of
action are in reality indivisible. An account of human functioning with
one of them left out would be absurd. They are not only interlinked but
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interlocked. For this reason it can be a helpful reminder to represent them
in the form of a triangle as shown in Figure 3.1. This is simply a meta-
phorical way of representing the inseparable relationship between the three
categories of events.

Cognition, emotion and behaviour are sometimes referred to as three
‘systems’ and sometimes as three ‘domains’.

Information processing

In exploring the relationships between thoughts, feelings and behaviour, it
is important not to lose sight of the fact that the locus of most of this
activity is the human brain. Cognitive psychology has made significant
advances over the past few decades through the use of models of brain
function based on the concept of information processing. The brain is
considered to be a specialized organ for collecting, integrating and analys-
ing information about the external and internal environment. Of special
relevance here is a key distinction that has emerged from this work, and
which is supported by large amounts of empirical evidence: between auto-
matic and controlled processing of information and of sequences of action.

A very large proportion of the things we do each day relies on automatic
processing. Washing, dressing, eating breakfast and many similar activities
are run as highly ‘routinized’ programmes, which, apart from when they
are first being learned, require minimal purposeful thought for their execu-
tion. Our capacity for learning routines and programmes of this kind is very
impressive. A large number of them can operate in parallel at any one time.

Controlled processing differs from this. Its activities must be run serially,
we are usually aware of doing it, and it calls for attention and effort. This is
the type of cognitive activity called upon when we face novel situations,
think hard, make decisions or solve problems. It also coordinates
our automatic processing. If a routine ‘automatic’ sequence of activities is
interrupted, or becomes pointless, controlled processing may make the
switch to a different routine.

Figure 3.1 Interdependence of thoughts, feelings and behaviour
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Controlled processing also performs a self-regulatory function. In
infancy, much of our behaviour is regulated externally, by parents and
others. Learning and socialization not only modify our behavioural reper-
toires, they also help us acquire the skills of monitoring and managing
ourselves. A large proportion of this is done through the medium of
language.

Although our capacity to store automatic programmes is large, there are
much more limited capacities for making use of the information in con-
trolled processes. Language facilitates this to some extent. The developing
infant learns to self-regulate with the assistance of language. This is at first
overt: the child speaks words aloud, as if repeating instructions. Later this
becomes covert: the link between the words and actions becomes auto-
matic and disappears from awareness. Such self-regulation then takes the
form of internalized instructions concerning a given sequence of action.
This is the foundation of the important part played by cognitive processes
in the self-management of feelings and behaviour. A similar process is
reproduced, at later stages, when we try to learn a new skill, such as driving
a car or playing a musical instrument. We use self-instructions to guide our
actions and prompt ourselves to do things, even speaking them aloud. With
repetition, practice and feedback, this develops into a self-regulatory,
unconscious routine. Once patterns of this kind have been established, an
individual becomes much less dependent on the environment, or on
external sources of stimulation for the direction of behaviour. Over time,
individuals also develop awareness of their capacity to influence different
outcomes in their lives, a process they keep subject to constant monitoring
and review. This generalized set of expectations regarding personal
effectiveness is known as self-efficacy (Bandura 1997).

You will have noticed I just used the word ‘unconscious’. For many
years, that word was banned from the vocabulary of large numbers of
psychologists. In social learning theory, however, there is no taboo against
it, though it does not refer to the same virtual entity as discussed for
example in psychoanalysis. According to cognitive-social-learning theory,
cognitive events can be classed as occurring under four conditions
(Meichenbaum and Gilmore 1984). They are:

• Sequences of thought that are present when we are consciously learning
something, but that through practice become automatic and fade
from awareness. This also applies to messages we absorb through
socialization.

• Ideas and feelings we may have, but have not consciously articulated
until it becomes necessary, for example in order to make a choice or a
judgement of some kind. This might involve a process of internal search
or reflection.

• ‘Troubleshooting’ and problem-solving: as when plans are interrupted
or a course of action goes wrong, and we mentally review what has
occurred.
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• Recall of information about a past event or scene: a large amount of
material may be retained that has left our awareness. It may include
memories of our feelings at the time of the event.

‘Each of the four conditions described . . . whereby cognitive events
can become objects of conscious scrutiny and report, illuminates a corre-
sponding condition in which cognitions are latent and/or unobserved’
(Meichenbaum and Gilmore 1984: 275).

Sometimes we do things for which the reasons are not obvious to us at
the time. When trying to understand this, perhaps because we want to act
differently next time round, it can be useful to explore cognitive events that
were initially outside awareness. Work of this kind forms part of some of
the cognitive-behavioural interventions that will be discussed in Chapter 6.

Interactionism

In social learning approaches, it is assumed that we can only understand
the things people do if we combine information about them as individuals
with information about the circumstances in which they are acting. Put
more technically, this means that both personal variables, and situational
and other environmental variables, are viewed as important. The latter can
be either proximal, meaning they are comparatively close by in space or
time; or distal, in that they are far-off or long-term influences. The core
proposal, then, is that the best explanation of human behaviour will come
from an analysis of the interaction between the two, although factors in the
immediate situation often have the most powerful effect. But this is likely
to be moderated by a combination of many attributes of all the factors
involved.

Research studies in psychology have repeatedly supported the proposal
that the best prediction of behaviour comes not from information concern-
ing either personal or situational factors, but from the combined effects of
the two. This was lucidly demonstrated in a review by Bowers (1973) of
the accuracy of predictions based on information concerning personality
traits as compared with information about situations. In every instance
studied, the interaction effect – the combination of the two kinds of influ-
ences – accounted for more of the variance in outcomes than either of the
two ‘independent variables’ considered alone.

This stance is known as interactionism. It is closely interconnected with
the idea of reciprocal determinism. Human action is the product of a com-
plex, dynamic interplay between personal and situational factors. In the
cognitive-social-learning framework, however, the person is described not
purely in terms of the ‘traits’ of traditional personality theories, but in
terms of relationships between cognitive, affective and behavioural factors
(Mischel 1999, 2004). Of course, some patterns among the latter may
remain relatively stable over time, and could still be conceptualized as
dimensional traits. Alternatively, they could be considered to consist of
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relative continuities in ‘processing dynamics’, or recurring patterns in the
ways in which individuals perceive and respond to situations. This is the
essence of the cognitive-social-learning approach to understanding person-
ality (Cervone and Shoda 1999). People manifest both stability and vari-
ability in their interactions with their surroundings (Mischel and Shoda
1998). From a theoretical standpoint, this might sound like ‘having your
cake and eating it’. Let us look in more detail at what it means.

Environmental variables include an enormous range of events,
encompassing anything from a bright flash which leads to the pupil of your
eye to constrict, to the complex sequence of experiences involved in the
socialization of a child within a disadvantaged family in an economically
deprived neighbourhood. In different circumstances, the relative import-
ance of the two sets of factors, personal and situational, may vary. This
point is depicted schematically in Figure 3.2.

This might at first seem like an unexpected and counter-intuitive find-
ing. Our own experience of ourselves is of having an enduring identity.
Even if our sense of it evolves slowly over time, we feel we are the same
people doing the same things across a variety of situations. That applies
equally when we look around at others: we observe patterns that are
relatively reliable and consistent across situations and through the passage
of time. If people changed with great abruptness or rapidity, relationships
would be extremely difficult (of course, a few of them are, for exactly that
reason). The core problem here has been called the ‘personality paradox’
(Bem and Allen 1974). We think of personality as being stable. Yet
research evidence shows relatively low levels of constancy from one situ-
ation to another (Mischel 1968).

The interactionist approach is one step towards resolving the paradox.
Within this framework, we anticipate that both personal and situational
factors will be necessary to understand how someone will behave. But the
ways in which they interact will themselves vary from one context to
another, as the conceptual scheme shown in Figure 3.2 indicates. Epstein
and O’Brien (1985) argued that if we expect personal factors such as traits

Figure 3.2 Person–situation interactionism and reciprocal determinism
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to yield a prediction of how someone will act in any specific situation, we
are asking too much; maybe expecting the impossible. But across a range
of situations, some stable patterns will emerge and the larger the number
of situations we ‘sample’, the higher that stability will be. They therefore
argued that personality variables have an aggregate importance for helping
us to understand someone, even if that does not mean we can be sure what
he or she will do or how he or she will feel in any given set of circumstances.

The debate between ‘trait’ and ‘situational’ approaches to understanding
people’s actions has continued, sometimes acerbically, for many years. But
there are signs that it is on the brink of being resolved (Funder 2001;
Mischel 2004). In one sense, the two points of view are sharply polarized.
From another perspective, they are mainly differences of emphasis.

One important contribution to resolving the ‘personality paradox’ has
come from the work of Shoda et al. 1994; Mischel 1999; McAdams
2001. Based on intensive observations of the actions of a large group of
10-year-old children with problem behaviour at a summer camp, they re-
conceptualized the study of personality–situation interactions as a search
for a series of conditional, ‘If . . . then . . .’ statements. In this study, the
specific responses of each child were studied in a set of five specific situ-
ations, such as being approached or teased by peers, or praised or warned
by adults. Each child exhibited a unique ‘personal signature’ in which he or
she showed a uniform type of response across certain situations, but acted
differently in other situations. There was, in other words, consistency
within the variability. For example, some children would repeatedly show
verbal aggression in certain circumstances, but very little in others. That is,
they were not perpetually hostile as individuals; so assessing some pre-
sumed trait of hostility with a personality questionnaire would not have
given us a very accurate picture of them. Yet they did react in this way with
a high degree of predictability under some conditions. Perhaps inevitably,
the overall amount of variability was higher for some children than for
others. Nevertheless, this study and others have shown the ways in which
person–situation interactions occur, and themselves vary, but in orderly
ways. These patterns give us a much fuller understanding of individuals’
reactions than would either of the factors considered alone.

This kind of interaction has been studied in criminology using a slightly
different term, that of interdependence. It can be illustrated using data
from the Dunedin Multidisciplinary Health and Developmental Study, a
longitudinal project following the progress of a cohort of children born in
New Zealand in 1972–1973 up to the age of 21. Wright et al. (2001) have
reported on the interrelations of individual and social-circumstances fac-
tors on the self-reported and officially recorded crime rates for a sample of
956 study participants. Members of this sample were interviewed concern-
ing their educational achievements, employment patterns, family ties,
numbers of delinquent associates, and rates of offending in the 12 months
prior to age 21. Researchers also assessed sample members’ levels of
self-control during childhood and adolescence, obtaining information
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from participants themselves, from parents, teachers, peers and trained
observers. This covered such factors as ‘impulsivity, hyperactivity, inatten-
tion, physical response to conflict, and risk-taking’ (Wright et al. 2001:
329). When members of the sample were divided into sub-groups accord-
ing to levels of self-control (low versus high), those with habitually low
self-control had higher rates of offending. However, this was moderated by
several other variables. Figure 3.3 shows some key interaction effects
found. For persons with low self-control, level of educational achievement
was an important factor influencing extent of involvement in crime.
Where this too was low (relative to the sample as a whole), numbers of
self-reported crimes were higher. For the high self-control group, these
differences were much less marked.

With respect to numbers of delinquent peers, again for the low self-
control group this was a crucial influence on self-reported offending: those
with many such associates reported considerably higher rates. By contrast
for the high self-control group, the trend was comparatively much weaker.
In summary, then, rates of self-reported offending among this sample were
a product of an interdependence between personal factors, such as levels of
self-control, and social or situational factors, such as numbers of peers
involved in delinquency.

‘Ordinary’ behaviour

To recapitulate a point made earlier, the model described here is intended
to be a general account of human action. It is applicable to the full

Figure 3.3 Interaction effects: interdependence of levels of self-control, and education
versus delinquent peers on self-reported rates of offending (based on Wright et al. 2001)
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spectrum of activities we engage in: from ostensibly healthy, well-adjusted
individuals doing ordinary everyday things, to occurrences such as extreme
aggression, repeated self-harm, or delusional beliefs that might at first seem
incomprehensible. Although the phenomena observed and the experiences
reported at opposite ends of this continuum are very different, the same
explanatory principles are used to make sense of both. In other words,
there is no clear line of demarcation between so-called ‘normality’ and
‘abnormality’. These words can be interpreted with reference to statistical
frequency only. But they are far more often employed in a way that is
value-laden and carries messages about cultural or moral desirability.

Everyday habits and routines

On a daily basis, in average circumstances, most people’s lives are fairly
orderly. The vast majority of us wake around the same time every morning.
We engage in organized work, domestic or leisure activities within
approximately the same time-bands through the course of most days. The
pattern may change now and then and we might get bored if it did not. But
by and large, we can describe a lot of our behaviour as following routines.
It occurs in sequences that are more or less fixed, obeying certain rules – to
the extent that unplanned departures from it can sometimes feel quite
stressful (though they can also be very liberating).

Behaviourism has supplied a theoretical account for understanding the
establishment and continual recurrence of these regularities. This begins
from the fundamental principle that such behaviour is learned. The phy-
sical and social environment provides patterns of reinforcement to which
individuals are conditioned according to complex learning schedules.
Many patterns of activity can be viewed in these terms: they are initiated,
maintained and then brought to a halt by external events that impinge
upon us and have direct relationships to even quite complex responses we
make.

Some specific behaviour chains can be thought of as ‘automatic’ in a
different sense. When we set out to perform an everyday task like making
a hot drink or having a shower, the sequence of behaviours involved,
once learned, becomes more or less fixed. We do it virtually without any
requirement for conscious, controlled thought. That’s one reason why we
can sometimes carry out an action without realizing we have done so. If
you regularly drive a car, in a typical journey you are unlikely to be con-
scious of changing gears or looking in the rear-view mirror. You will prob-
ably have your attention focused on something else: listening to news or
music, conversing with your passenger, thinking about next weekend. Only
when interrupted or distracted during the execution of routines like these
do we become conscious of the minutiae of what we are doing.

A lot of the time, much behaviour follows this type of pattern. ‘People
routinize their habits of thought and action through repeated use to the
point where they execute them with little accompanying awareness. This
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routinization is achieved through several different processes, all of which
involve transfer of control to nonconscious regulatory systems . . . As a
result, people often react with fixed ways of thinking unreflectively and
with habitual ways of behaving unthinkingly’ (Bandura 1997: 341).

Such everyday, regularly repeated, highly routinized patterns are said to
exhibit the feature of automaticity (Bargh 1997). But it does not stop there.
On top of the cyclic formations we call habits, automaticity characterizes
several other types of behaviour; in fact, it is present in a surprisingly high
proportion of the things that we do. The idea ‘that most of a person’s
everyday life is determined not by their conscious intentions and deliberate
choices but by mental processes that are put into motion by features of the
environment and that operate outside of conscious awareness and guid-
ance – is a very difficult one for people to accept’ (Bargh and Chartrand
1999: 462). Yet a large volume of evidence from the field of social cognition
strongly suggests that this is a faithful picture of what happens.

Most people would readily agree that some obviously non-conscious,
high-speed internal processes, even very complex ones, are automatic. That
applies, for example, to mental assembly of different perceptual elements
to form an object (which psychologists call figural synthesis). It applies to
storing, organization and retrieval of information; and implementing pro-
cedural memories, for example in the enactment of a skill. What is less
obvious and perhaps less palatable to us is that several types of action
sequences that we think of as consciously decided, goal-directed or ‘willed’
can also be directly activated by external events, and executed all the way
to completion without entering awareness. Our responses to various situ-
ations; the way we form impressions of other people; our reactions to
them; even our pursuit of goals and other behaviours we call ‘purposive’
can be instigated and carried out in ways that make them not very different
from actions that we usually regard as occurring without conscious
thought. What appears to be intentional, goal-directed behaviour can be
initiated without conscious decision-making (Aarts and Dijksterhuis
2000). What we call our intentions are directly influenced and can be
predicted by patterns of past behaviour (Ouellette and Wood 1998).

Findings like these have come from research in the field of social cogni-
tion, using several different experimental situations including one known
as priming. Participants are first asked to carry out a task in which, for
example, they are subtly presented with particular ideas. For example, they
may be asked to form sentences out of scrambles of words containing
specific adjectives (rude/polite, friendly/hostile). The pre-selected words are
hypothesized to activate certain internal sequences of non-conscious pro-
cessing, that will predispose individuals to think or act in certain ways.
They are then invited to take part in an apparently quite unrelated task, in
which they might work with other people and then be asked to describe
them afterwards. The descriptions they subsequently produce have been
shown to reflect, with remarkable consistency, the sets of adjectives with
which they were ‘primed’ in the earlier, and seemingly unrelated, phase of
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the study (Bargh and Ferguson 2000). Once an idea is in your head, with-
out your awareness it may later guide your actions, even unfolding what to
all intents and purposes appear to be goal-directed endeavours.

A related aspect of this, and one that may help to explain some acts of
crime, consists of what is known as acrasic (or akrasic) behaviour. This
kind of behaviour (more commonly called acrasia according to the Oxford
English Dictionary, which somewhat judgmentally defines it as weakness
or incontinence of the will) occurs when a person has a choice between two
courses of action. On one level, both are equally desirable. But one is
perceived as generally preferable in more global terms, leading to the best
overall outcome. Despite this, however, it is often the other that is chosen
(Trasler 1993; Brezina 2002).

A common example of this is where, having had several drinks in a bar, a
person is deciding whether or not to have one more. He or she may have
already decided that it would be best, overall, not to do so – but neverthe-
less does! The same apparent dilemma arises with reference to eating cream
cakes or chocolate, smoking, doing some difficult task now or putting it off
to another day. You may name your habitual vice at this point and check
whether this applies. A similar pattern probably occurs in some kinds of
offending. Certainly, we can view this as a failure of will-power, but in
learning-theory terms it is a result of the greater influence of proximal
(immediate) than distal reinforcers over behaviour.

Self-regulation: functional and dysfunctional

We can understand complex learned behaviours more readily still if we
examine the cognitive processes that have played a vital role in their estab-
lishment and execution. Our habitual activities are supported and gov-
erned by a standard set of ‘self-instructions’. Preparing to go out in the
morning and noticing the clock, we speed up or slow down according to
how close we are to a prearranged schedule. A cognitive event, telling
ourselves that time is short and we might miss the bus, makes us accelerate
our standard routines, skip sub-routines, or cancel an entire sequence. The
bulk of the time, such internal self-regulatory processes have a function in
achieving goals we have previously set.

Self-regulation is thus a crucial concept in understanding goal-directed
behaviour. Some pre-programmed routine behaviour sequences can be run
automatically without its intervention. But decisions concerning which
routines to execute, or what to do if they are subject to any kind of interfer-
ence, are made at a self-regulatory level, which is likely to be conscious and
reflective. This recalls the important distinction made earlier between
automatic and controlled processing. The former entails many ‘pro-
grammes’ that do not enter conscious awareness. The second intervenes
when decisions have to be made concerning which ‘programme’ to run, or
how to achieve the goal of a programme if its progress is blocked in
any way.
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Most of the daily routines people follow, and the internal processes
that are linked to them, serve what can be called a ‘purpose’. We can
describe activities as functional in relation to goals an individual is
attempting to achieve. However, in some circumstances they can become
dysfunctional. These words are very difficult to define clearly. They can
only be made meaningful on the basis of an understanding of the context
in which they are being applied. Over time, some kinds of behaviour that
are usually rewarding can become harmful; but despite this they may
have developed sufficient strength as habits to make them very difficult to
alter. For instance, a person’s alcohol consumption may steadily rise to a
level that is clearly threatening to health. But it may be impossible to
decide at what point it began to constitute a problem. Cognitive pro-
cesses can also be described as functional or dysfunctional for an indi-
vidual. In each case, a great deal of information will be needed to
ascertain whether any given pattern can be placed under either of these
headings.

The example of anger

What, you may be asking, does all this have to do with crime? The fore-
going discussion might seem remote from the problem that is the central
subject-matter of this book. It may be useful to look at an example of
a specific model based on social learning theory, to illustrate how a
number of processes are interconnected and may be functional in some
circumstances, but dysfunctional in others.

Most discussions of aggression begin with a key distinction between two
forms of it: instrumental and expressive. In the first, the motive is not
aggression itself but some other goal or incentive; injury to a victim facili-
tates achievement of non-aggressive goals, as for example in street rob-
bery. This form of aggression is seen as a means to committing an offence
rather than a prime motive and even though it may have serious effects,
it has received comparatively less attention in research. Anderson and
Bushman (2002), however, have distinguished between the immediate or
proximate goals and the eventual or ultimate goals of aggression, and
contend that the distinction just described applies more clearly with
reference to the latter.

In expressive or hostile aggression, ‘harm or injury to the victim reduces
an aversive emotional state’ (Blackburn 1993: 211). This has been studied
extensively. Novaco (1975) developed a model of anger for the purpose of
devising a treatment programme to help reduce its frequency and intensity.
Novaco explains that anger is a normal, adaptive response to certain
events, which motivates coping strategies. In certain circumstances, then, it
can be functional. Showing anger at certain times is an indicator of per-
fectly good psychological health. There is even evidence that a proportion
of angry exchanges can strengthen close relationships! Furthermore,
research by Kassinove and Tafrate (2002) suggests that only 10% of angry
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incidents are followed by actual aggression. (One implication of the
foregoing points is that it is important not to assume that all offenders who
commit assaults are driven by anger.)

Novaco’s model includes environmental, cognitive, physiological and
behavioural (motor) components, as shown in Figure 3.4. Note that the
ingredients of the model parallel the elements of the general cognitive-
social-learning (S-O-R-C) framework described earlier. The cognitive
appraisal process is of crucial importance in the model. Environmental
events are not in themselves provocative. They only become so when
filtered through the cognitive apparatus of a perceiver. Thereafter, the
familiar triad of cognition, behaviour and affect are called into play in
interrelated ways.

Anger can become dysfunctional when it is inappropriate in terms of
the interpersonal context or prevailing value system; or when it is out
of control, producing a response that is disproportionate relative to the
provoking agent. It may then give rise to other problems including offences
of violence.

As an extension of the model, Novaco developed an intervention known
as anger control training. This can enable individuals to understand, and
then learn to regulate, their degree of physical arousal and related anger
behaviour. A first step in this is to explain the model to the person con-
cerned: to provide him or her with an understanding of anger and of how
the components of it interact. The intervention combines relaxation
training (which helps to reduce tension) and cognitive self-instructions
(to counteract thoughts that make anger escalate).

Figure 3.4 Novaco’s model of anger arousal
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Psychological processes and individual differences

The preceding discussion began with a general outline of cognitive social
learning theory. From this I hope there are visible links between the social
learning model and a number of proposals forwarded for theoretical inte-
gration in criminology, for example those of Akers et al. (1979), Thornberry
(1987, 1996), Cohen and Machalek (1988) and Vila (1994). Next there
followed a more detailed exposition of the processes that underlie social
learning. Then, we contemplated how those processes operate with refer-
ence to normal, everyday, well-adjusted, harm-free functioning (. . . if any
lifestyle can be found to fit that description).

We can consider the application of psychology to understanding crime in
two principal ways, focused on processes and on individual differences,
respectively. First, some internal, psychological events are involved in all
crimes – just as they are in any other form of behaviour. That is, crime
events consist of, or are the result of, individual acts linked to other activ-
ities such as thoughts, feelings, attitudes or interpersonal exchanges. These
patterns can be viewed similarly to any other kind of behaviour in which
people engage on an ordinary, everyday basis.

Second, various types of crime can be placed along a continuum accord-
ing to the extent to which individual differences have contributed to them.
At one end of the continuum, some kinds of offences are described as
‘normal’. They are the most common and widespread types of offence,
committed mainly against property (such as theft and criminal damage).
Psychology can contribute to an understanding of them, but mainly to the
extent that it provides a general account of action and the processes under-
lying it. Attempts to discover reliable personal differences between persons
who have or who have not offended in minor ways, or in a purely sporadic
manner, are unlikely to meet with much success. But when we move from
more common or less serious types of offence to ones that are graver or
more unusual – or from a pattern of isolated, occasional law-breaking
to more repetitive offending – then the individual-difference dimension of
psychology is gradually called more into play. As crimes become rarer or
their patterning appears more idiosyncratic, psychological factors and
individuality can take on cardinal importance. This essentially replicates a
dynamic, interactional process that can be found with reference to many
other areas of human functioning (Mischel and Shoda 1998).

This in a sense is an application of the person–situation interaction dia-
gram shown earlier (Figure 3.2). The most frequent types of crime have a
strong situational component; personal factors may account for very little
of the variance among them. Social-psychological analysis of situations
may furnish helpful explanatory concepts and findings applicable to such
events. The more a crime represents a departure from societal norms, the
likelier it is that personal, psychological factors will be important in
explaining it. Bear in mind that there are no circumstances in which
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situational or personal factors alone will account for all the variations
observed.

Both the ‘process’ and the ‘individual difference’ dimensions of psycho-
logical factors can help to bridge the gap between environmental and social
variables and the acts that we call crime. This can be illustrated with refer-
ence to research on the relationships between socioeconomic status and
crime. In many well-established sociological theories, this relationship is
taken as central to understanding variations in the patterning of crime.
Where such a relationship is found, however, it may have more to do with
the activity of the criminal justice system in response to ‘official’ delin-
quency and known offenders than with the underlying pattern of
behaviours. For example, it may reflect the differential attention of the
police to some sectors of society rather than others. In more recent studies,
therefore, when the presumed association between socioeconomic status
and self-reported crime has been carefully examined, it has been found to
be fairly weak (Dunawayk et al. 2000). The largest integrative review of
this field to date, described by Andrews and Bonta (2003), included 97
studies of the relationships between social class of origin and self-reported
crime. The rather low average correlation that they found led these authors
to draw the scathing conclusion that: ‘the theoreticism of mainstream
sociological criminology in regard to social class may well become one of
the intellectual scandals of science’ (p. 74).

Yet to the extent that there may be some underlying relationship
between socioeconomic status and crime, to understand it we may need to
draw on psychological variables. This emerges from the work of Wright
et al. (1999) using data from the Dunedin study described earlier in this
chapter. Wright and his colleagues used self-report data from their sample
(n = 956) at the age of 21. ‘Delinquency’ was measured in terms of the
variety of offences reported across a range of 48 types (rather than the
more commonly used measure of frequency of offending). The overall
correlation between socioeconomic status and crime was just below zero
(−0.02), but this masked some important variations. For individuals with
lower and higher socioeconomic status, respectively, different factors
operated to make delinquency more or less likely in each group. At the
lower end of the socioeconomic status range, financial strain, alienation
and aggression were positively associated with delinquency, and edu-
cational and occupational aspirations negatively associated. At the higher
end, an inclination towards risk-taking and sense of personal power were
positively associated with delinquency, and dismissal of conventional
values negatively associated. The flowchart shown in Figure 3.5 illustrates
some of these patterns. The analysis was repeated using different methods
of measuring each of the variables. While the correlations in some
instances were relatively low, they were statistically significant and the
findings overall were fairly robust given the complexity of this research.

The key point for emphasis here is that psychological factors – variables
from level 5 in the conceptual scheme outlined in Chapter 2 – mediate the
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relationship between socioeconomic status and the occurrence of delin-
quency. A picture of that relationship will be vague and incomplete unless
it incorporates those factors. We will encounter other examples of such
mediating processes in the following chapter.

In Chapter 4, we will explore the roles of social learning and cognition
within the processes at work in four types of criminal behaviour: property
offences, interpersonal violence, substance abuse and sexual assault. So the
model presented above will be applied to contribute to an understanding of
how some of the acts we call ‘crime’ occur. This will provide us with some
‘snapshots’ of offending behaviour and its occurrence at particular points
in time, looking mainly at the event itself and the period just preceding it.
But acts of this kind can be better understood if we place them in a longer-
term, developmental, ‘lifespan’ context. The number of influences that act
in concert to shape human development is very large. The number of sep-
arate pathways that individuals might take through the developmental
maze is potentially infinite. In Chapter 5, we will consider factors affecting
individuals’ journeys along some pathways rather than others, towards or
away from involvement in crime.

Further reading

Albert Bandura (1977) provides an extensive presentation of the social
learning model in his book Social Learning Theory (New York: Prentice-
Hall), with a modified version taking account of self-efficacy given in
Albert Bandura (1997) Self-efficacy: The Exercise of Control (New York:

Figure 3.5 Variables mediating the relationship between socioeconomic status and
crime (adapted from Wright et al. 1999)
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W. H. Freeman & Co.). For a thorough coverage of the interactional,
cognitive-social-learning approach to personality, among several other
approaches, see Walter Mischel (1999) Introduction to Personality (6th
edn, Forth Worth, TX: Harcourt Brace). An updated account of that per-
spective is given by Walter Mischel (2004) ‘Toward an integrative science
of the person’, Annual Review of Psychology, 55, 1–22. Another valuable
text covering a range of approaches to personality theory and research is
Daniel P. McAdams (2001) The Person: An Integrated Introduction to
Personality Psychology (3rd edn, Fort Worth, TX: Harcourt Brace). If you
would like a fuller account of cognitive psychology, again there are many
books to choose from, but see Kathleen M. Galotti (1994) Cognitive
Psychology In and Out of the Laboratory (Pacific Grove, CA: Brooks/
Cole).
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chapter four

Pathways to offending behaviour

Property offences
Interpersonal contexts of property offending
Moods, cognitions and crime

Personal violence
Family interactions
Situational factors and social signals
Cognition and violence

Substance use and social learning
Sexual offending
Further reading

Some criminologists are dismissive of the idea that there might be specific
aspects of individuals that influence them to commit certain crimes rather
than others. Thus Gottfredson and Hirschi (1990) propose that there is a
fundamental psychological feature to be found in offenders: low self-
control, which they portray as ‘the only enduring personality characteristic
predictive of criminal (and related) behavior’ (p. 111). But they criticize
‘positivist research’ for conflating crime and criminality, and for being
mesmerized by the idea that because there are different categories of crime,
there must be discoverable differences between the types of people who
commit them. Such a view is contradicted, for example, by the finding that
the majority of offenders are versatile ‘non-specialists’ who commit several
types of offence. Variations in types of crimes are therefore held to be
merely a function of opportunity structures.

That is, however, an empirical question. Whether there are different
specific learning or motivational processes contributing to involvement in
different sorts of offence is worthy of some further investigation. In this
chapter, while the overall objective is to apply the model presented in
Chapter 3 to selected patterns of criminal offending, we will also search for
specific ways in which psychology can illuminate the factors that influence



such events. This will be done with reference to four major groupings of
officially recorded crime: property offences, personal violence, substance
misuse and sexual assault.

Property offences

Property offences constitute by far the majority of both recorded crimes
and unrecorded crime incidents recounted in self-report studies and victim
surveys. In the year 2000 in England and Wales, of the 100 or so categories
of notifiable offences, thefts and burglary accounted for well over half of
recorded crimes (58%). When fraud and criminal damage are added the
proportion rises to 83% (Maguire 2002). The motives for theft, fraud and
burglary are considered to be primarily acquisitive, and this is borne out
by several lines of evidence. They range from long-term analysis of
the relationship between property crime and economic indicators, to in-
depth interviews with offenders. Given such motives, the basis of which
looks almost self-evident, further attempts at explanation are sometimes
regarded as redundant.

It is here more than anywhere else that psychology has usually been
perceived as having little to offer, and it is true that psychologists have had
much less to say about these actions than about crimes against the person.
There is still relatively little psychological research on this type of offend-
ing, by comparison with the amount of it devoted to violent and sexual
assault. As we have noted before, the available evidence suggests that at
some point in their lives most people commit a crime; it is most likely to be
an offence against property. The role of psychological factors in such
offences, more than any other types of crime, may appear marginal, even
irrelevant. On the other hand, if ‘crime is normal’, then most of psycho-
logy, which is about people generally considered ‘normal’, is potentially
relevant to an understanding of it!

Given the volume of crime that consists of theft and burglary, some
research in criminology has focused on modelling trends within it as a
function of macroeconomic factors such as the rate of unemployment and
the general level of consumer expenditure. Field (1990) analysed patterns
within this for England and Wales for the period between 1945 and the late
1980s. As consumption rose and fell, this was reflected in changes in the
rate of burglary and theft. Rising unemployment and reduced spending
during periods of recession were associated with increases in these crimes.
A similar pattern was found in France, the United States and Japan. In a
later, more elaborate version of the model, Field (1999) included other
variables, notably the availability of crime opportunities (the numbers of
‘stealable goods’) in the economy, and the proportion of young males aged
15–20 in the population. Note that this approach focuses exclusively
on aggregate crime and in conceptual terms it belongs on level 1 of
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the framework presented in Chapter 2. It has nothing to say about
environmental, community, familial or individual influences.

However, taking a specific type of property offence, theft from shops, it
is hardly surprising that psychological research on the motives for it
suggests they are pre-eminently economic. This has emerged from cross-
sectional studies of persons convicted of shoplifting and also community-
based surveys utilizing self-reports, using the method of cluster analysis.
However, this is by no means the whole story. Findings suggest that there
are disparate motives for engaging in shop theft. They appear to include a
mixture of other factors such as excitement, peer influence and emotional
dysphoria (low or unsettled mood). Furthermore, the balance among these
factors appears to change between adolescence, adulthood and middle age
(McGuire 1997a).

Gottfredson and Hirschi (1990) have commented that by and large
‘ordinary crime requires little in the way of effort, planning, preparation or
skill’ (p. 17). This statement probably applies most aptly to property
offences. Many are opportunistic, committed against readily available tar-
gets rather than ones that would require careful preparation or the travel-
ling of any great distance. They occur in a geographical space that is within
easy reach in terms of the usual lifestyle of the offender. They might even be
incorporated into something else he or she was already going to do. More
crimes are attempted than are successfully completed. The average loss in
most property crime is small, often so trivial as not to be reported by
victims. Overall, offenders gain relatively little, and the majority do not
repeat the criminal act.

There are several aspects of the processes involved in committing prop-
erty offences that can be accounted for in terms of social learning theory,
but given the scarcity of available research they can be suggested in only
the most general terms. To make sense of the theoretical concepts outlined
here, they should be combined with the other levels of explanation that we
used in the wider framework presented in Chapter 2.

In most societies there is a general pressure towards acquisitiveness. It
may even have an evolutionary source. That is what is posited in some of
the theories examined earlier, like those of Cohen and Machalek (1988)
and Vila (1994). Without apparently having any explicit rules regarding
property, as we humans do, many other species nevertheless appear to
have a sense of ownership, and individuals expropriate items from each
other: most commonly food, building materials or territory. Competition
over scarce resources is proposed in a number of theories as a general
background factor creating the basic conditions for crime.

Such pressures may be felt more keenly in some sectors of the com-
munity. The most important factors affecting this are socioeconomic
inequalities, disadvantage and deprivation, and these are major influences
on the emergence of high-crime neighbourhoods. In a large-scale British
study of social disadvantage, the Newcastle Thousand Family Study,
Kolvin et al. (1988) found that there was a strong association between
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multiple deprivation in childhood and later criminal conduct. Multiple
deprivation was defined as a cluster of factors, including overcrowding,
economic dependency, marital instability and poor parental care. Levels of
deprivation in families were associated with numbers of convictions
among young people, particularly in the mid-teenage years.

Thus there are clear links between social circumstances and crime,
though they are not quite so strong as is often supposed. The result just
mentioned notwithstanding, by no means all of those who grow up in
adverse circumstances later break the law. For example, just under 50% of
those designated ‘multiply-deprived’ in the Newcastle study were not later
recorded in the criminal statistics.

To account for these findings we need to turn to another set of factors,
taking us to the third level of explanation as set out in Chapter 2. Low
incomes and associated economic difficulties place all communities and
families under stress, but there are sizeable differences in how this affects
the socialization of children. A range of factors is probably called into play.
They include the presence of criminal models; the quality of parenting;
availability of opportunities to learn different methods of coping (or
approaches to solving problems); acquisition of ‘pro-social’ values and
norms; and the differential impact of attitudes expressed within a family.
Many sociological theories of crime, such as containment theory (Reckless
1967) outlined briefly in Chapter 2, have developed these kinds of ideas.
They posit variables such as norm retention or frustration tolerance as
important operating factors affecting the potential for development of
delinquency.

Socialization, attitude formation, the instillation of norms and of rule-
following behaviour are all forms of social influence. Using the terminology
cited earlier, they could be described as distal in that they are long-term,
formative influences on the life-span development of individuals. Acts of
crime occur in specific situations where there may also be more proximal
influences. The most widely researched of these is the effect of the peer
group and the pressure this may exert towards experimentation, rule-
breaking and other manifestations of growing independence, particularly
in the early teenage years in Western societies.

Interpersonal contexts of property offending

Many offences, particularly among young people, are committed in a
group setting. Baldwin et al. (1976) found a clear age trend for this in their
study of crime in Sheffield. Whereas 61.5% of males and 67.7% of females
aged 10–14 years committed offences in pairs or larger groups, among
17- to 20-year-olds the corresponding figures were 18.6 and 48%, and
among 30- to 44-year-olds, 8.8 and 10%. There are several possible
explanations for peer generation effects, some of which have to do with the
quest for affiliation and status in the face of rejection by (or of) adult
society. In a survey of more than 800 young offenders in Canada,
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Brownfield and Thompson (1991) found a strong association between
self-reported offending and peer involvement in delinquency. Many other
studies have noted a close relationship between self-reported levels of
offending and numbers of known delinquent peers or ‘criminal associates’
(Matsueda and Anderson 1998).

Another plausible reason for this commonly discovered link resides in
patterns of social interaction inside such groupings. Individuals may apply
pressure to each other in a diffuse manner, or to specific individuals who
are seen as acquiescent or easily led. Alternatively, group members may
excite or escalate each other’s interest in law-breaking activities. Working
in a Bristol housing estate, Light et al. (1993) interviewed young people
and adults aged 14–35 with histories of vehicle-taking. The influence of
friends was named as the single most frequent motive for involvement in
offending. Most were taught basic driving skills by an older offender with
more experience. Some considered themselves to be better drivers than
the police. Interactions within groups almost certainly reinforce sets of
attitudes supportive of or conducive to the commission of offences.

According to social learning and differential association theories, the
interactive sequences inside such groups, and also within larger social net-
works, play a major role in leading individuals towards or away from
offence behaviour. Modelling and observational learning play a direct part
in the establishment of patterns of delinquent behaviour; while symbolic
learning and values-acquisition occur alongside them and further absorb
individuals into the acceptance of or willingness to engage in offending.
For some young people whose preference would be to avoid being drawn
into offences, pressures towards involvement can prove overwhelming.
They may lack the personal resources for resisting group norms, or for
defying the arguments, and perhaps threats, of dominant individuals.
There is evidence that direct behavioural learning through modelling and
imitation (as social learning theory would suggest) is a more potent factor
in group influence than exposure to and assimilation of offence-supportive
attitudes (as differential association theory would suggest). Warr and
Stafford (1991) analysed data from a sample of 1,726 respondents to
the US National Youth Survey, concerning participation in three types
of illicit behaviour: theft, cheating in exams and using marijuana. The
behaviour of friends was a stronger predictor of individuals’ own actions
than either their friends’ or even their own expressed attitudes.

Research findings provide support for the suggestion that these patterns
of social influence are an important factor in delinquent involvement.
Observational studies of groups of young offenders in institutional settings
showed that there is a high level of positive reinforcement, much of it
communicated non-verbally, for rule-breaking, criticism of adults and
adult rules, and aggression (Buehler et al. 1966). Conversely, there were
displays of disapproval when an individual broke with ‘delinquent norms’.
Worryingly, staff reactions were unsystematic and indiscriminate, providing
no effective counter-weight to the peer-group ethos.
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However, it is important to retain the standpoint that these influence
processes have a reciprocal relationship to pre-existing tendencies that are
manifested at the individual level. Matsueda and Anderson (1998) studied
levels of property offences (minor theft, more serious theft, and burglary
from a building or vehicle) in a large representative sample (n = 1,494) of
young people in the US National Youth Survey, followed up at three time-
points each two years apart. This study was designed to test the relative
strength of two competing views of the relationships between patterns of
involvement in offending and membership of delinquent peer groups. One
is the view that individuals prone to offend will selectively associate with
each other (‘birds of a feather flock together’). The other is the view that
offending is largely a product of social influence in small groups. Using a
very detailed statistical analysis designed to eliminate methodological arte-
facts and other sources of error in their findings, Matsueda and Anderson
found that both numbers of delinquent peers, and individual predisposi-
tions, were associated with observed rates of offending. However, of the
two, the latter had the more significant effect. ‘Delinquent peers and delin-
quency are reciprocally related in a dynamic process’ (Matsueda and
Anderson 1998: 301). This accords with other findings discussed in Chapter
3, showing that levels of self-reported offending and official convictions
can best be predicted taking account of the interdependence between fac-
tors such as peer influence and personal propensities (Wright et al. 2001).

Similar processes appear to be at work when offender groups congeal
into the formations we call gangs. But here mutual influence and inter-
personal learning may become marginally more important. Esbensen et al.
(2001) surveyed a large sample (n = 5,935) of young people in the age range
13–15 from 42 high schools in eleven American cities. Using a loose defi-
nition of gang participation – whether someone had ever been in a gang,
allowing respondents to construe this as they wished – 16.8% of the
sample reported that they had. With a stricter definition entailing current
core membership of an organized, delinquent gang, only 2.3% emerged
as members. Collecting a wide range of data from this sample, Esbensen
and his colleagues concluded that prediction of gang membership was best
achieved by a combination of personal/demographic and social-influence
variables. However, ‘the theoretical predictors from social learning theory
(especially association with delinquent peers, perceptions of guilt, and
neutralizations for fighting) supersede the importance of demographic
characteristics’ (Esbensen et al. 2001: 124). Interestingly, ongoing core
membership of a gang increased the likelihood of having committed a
property crime by a factor of six over the rate for non-gang members. This
ratio was similar to that obtained for personal (violent) offences; but
involvement in drug sales was increased by a factor of 22.

Although as we saw earlier a large share of offending by young people is
committed in groups, the influence of peers is not simply a matter of co-
offending. In a longitudinal study in the city of Denver, Colorado, Huizinga
et al. (2003) found that the higher the level of involvement youths reported
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with delinquent peers, the greater the likelihood that they would also
commit crimes alone (this applied in particular to offences of assault). This
may be the result of social learning or differential association processes,
but could also be an effect of the combination of personal and situational
factors noted in other studies described above.

Moods, cognitions and crime

Finally, there are momentary changes in mood and in self-regard that have
been shown to have effects on behaviour and on the chances that someone
will break a rule, including one they have previously obeyed. Short-term
changes in how people feel about themselves – their self-esteem – may
predispose them to adhere to or violate social prohibitions. This has been
shown in experiments in which a brief decline in self-esteem is induced, for
example by giving someone (false) negative feedback about their perform-
ance on a test. Adults are then more likely to cheat at cards; children are
more likely to play with a toy belonging to someone else (Aronson and
Mettee 1968; Graf 1971; Fry 1975). Admittedly, this is laboratory evi-
dence; it may lack what researchers call ‘ecological validity’, and may
not correspond to what happens in real-life settings. But other kinds of
evidence, which we will examine more fully in later chapters, suggests that
among repeat offenders, new offences are often associated with periods
when individuals are experiencing strong negative feelings about
themselves and their lives (Zamble and Quinsey 1997).

In places where there are opportunities to offend, people’s pattern of
thoughts may be a crucial influence on their subsequent actions. Carroll
and Weaver (1986) placed an advertisement in a Chicago newspaper invit-
ing regular shoplifters to take part in a research study. Participants admit-
ted to having committed thefts on an average of 100 previous occasions.
Each volunteer was given a tape recorder and a lapel microphone, and
asked to speak aloud his or her thoughts for one hour, while walking
through department stores accompanied by a researcher. This ‘expert’
group was compared with a cohort of ‘novices’, would-be shoplifters who
despite self-confessed urges had never crossed the legal barrier and stolen
anything. The verbalizations of the two groups were remarkably different
in content. While the experienced group analysed the situation for
opportunities to steal and escape undetected, the novices were constantly
perturbed by thoughts of being caught, arrested and punished. In effect,
they deterred themselves from stealing.

Earlier criminological research has illustrated that the kinds of things
people say to themselves are important influences on their ability to cope
with having committed criminal offences. This is the essence of neutraliza-
tion theory (Sykes and Matza 1957), which we encountered cursorily
in Chapter 2. Neutralization techniques are strategies people may use to
dispel negative feelings that arise from having acted in ways that run coun-
ter to their own value systems. Making inner statements that reduce
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responsibility, locate blame elsewhere and distance oneself from victims
can be a helpful way of reassuring and maintaining an otherwise fragile
self, or simply of excusing departures from what a person proclaims to be
his or her basic beliefs (Agnew 1994; see below).

Other types of property offences have received even less attention in
research than theft. There is some work on psychological factors in crim-
inal damage or vandalism, primarily focused on discerning the different
motivations for it. Several attempts have been made to develop typologies.
A portion of it may be plainly acquisitive or instrumental: some objects are
damaged in an attempt to obtain others. At other times it may be done for
sheer enjoyment or even aesthetic reasons, a response to a challenge or a
display of skill, as in graffiti-writing and ‘tagging’ commuter trains. Some-
times destruction can be intrinsically rewarding. Some of it can be classified
as aggressive or sparked by feelings of anger, and a portion of this might
result from perceived inequity, with individuals damaging objects as a
form of asserting control (Goldstein 1996). These are potentially useful
speculations, but require considerable research if they are to illuminate the
problem more clearly.

Personal violence

After the numerous types of offence that are collected under the generic
heading of ‘property crime’, the next most frequent type of offending is
that of interpersonal violence. In most countries, this typically constitutes a
far smaller fraction of all crimes than theft or burglary. For example, in
England and Wales in 2001 it formed 15% of recorded crime (Simmons
and colleagues 2002), though its crude rate varies hugely from one country
to another (Newman et al. 2001). This much lower proportion notwith-
standing, the personal and emotional damage done by such offending is
enormous, and is generally much more far-reaching and longer-lasting
than for property crimes. Even given that the amount of violent crime in
England and Wales fell for several years after 1997, as was estimated by the
British Crime Survey, in 2001–2002 there were still nearly 2.9 million
violent incidents (Simmons and colleagues 2002).

Surveying data on a global scale, the World Health Organization has
estimated that in the year 2000, there were approximately 1.66 million
deaths due to violence (Krug et al. 2002). Of these, just under half
(815,000) were suicides, approximately one-third (510,000) were homi-
cides and about one-fifth (310,000) were war-related. More than 90% of
violence-related deaths occurred in low- and middle-income countries.
Males accounted for 77% of all homicides.

There is probably more psychologically based research on aggression
and violence than on any other type of anti-social behaviour. Whereas
many people may at some stage steal something, the numbers who are
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likely to cause physical harm to others is considerably lower. In trying to
account for the development of a pattern of emerging aggressiveness, some
key environmental and socialization factors play major roles. Aggressive-
ness is conceptualized as ‘a relatively persistent readiness to become
aggressive in a variety of different situations’ (Berkowitz 1993: 21). Where
an individual manifests a habitual pattern of resorting to violence, this is
usually the result of a lengthy period of development and adaptation, with
a number of influences interacting in fairly complex ways.

There is evidence of relative stability or continuity in patterns of aggres-
siveness between infancy, middle childhood, adolescence and adulthood.
Olweus (1979, 1988) reported a review of 16 longitudinal studies examin-
ing levels of consistency in aggressive behaviour over periods ranging from
one to 21 years. The average size of samples in these studies was 111. The
dependent variables in the studies were not self-reports, but nominations
or ratings of aggressiveness by peers, teachers or other observers. From
this Olweus extracted a total of 24 correlation coefficients and plotted
their interrelationships on a regression line. The results showed a striking
degree of consistency over time, though inevitably the correlations
decreased with increasing intervals. For example, mean correlations across
one year were 0.76; two years, 0.69; but in one 21-year follow-up, 0.36. In
a subsequent review, Zumkley (1994) analysed a further ten studies, with
an average sample size of 159, producing a further 34 ‘stability coef-
ficients’. This confirmed the pattern found by Olweus. Their findings are
shown in Figure 4.1.

For intermediate periods of say ten years or so, childhood aggressiveness
seems to be indicative of likely future problems. For example, the presence

Figure 4.1 Stability of aggression: regression lines combining the results from 26 studies
(Olweus 1979, 1988; Zumkley 1994)
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of aggressive classroom behaviour at an early age has been shown to be a
good predictor of delinquency in the teenage years (Spivack and Cianci
1987). Across a more limited time-span of five or six years, studies have
shown that aggressive behaviour in middle childhood is strongly predictive
of conduct problems in adolescence (Loeber and Stouthamer-Loeber 1987;
Farrington and West 1993). Such problems are exacerbated if a child’s
aggressiveness leads to social isolation, due to being rejected by peers
(Coie et al. 1992).

Given that there is a sizeable degree of stability in aggressiveness, the
question has often arisen as to whether such patterns are inherited. As we
saw in Chapter 1, most criminologists are not convinced by accounts that
place too much emphasis on those factors, and see a much larger role for
environmental influences. Findings such as those of Olweus (1979) are
probably best explained as resulting from a complex interplay between
inherited and environmental factors, as follows.

There is no evidence to the effect that genes play any direct causal part in
the development of criminality (Joseph 2003). But there may be a distant
role for inherited factors, in the form of a set of dispositions that are
collectively called temperament. This refers to a number of fairly global
features of the typical behavioural and emotional reactions of young chil-
dren. It includes general activity level, attentiveness, adaptiveness to new
situations, quality and intensity of mood expression, relative proneness to
distress, and distractibility (Chess and Thomas 1990; Rothbart et al.
1994). Individual differences in some of these variables appear very soon
after birth and before any significant learning experiences. There is evi-
dence that they are maintained into the first few months and perhaps first
few years of life; though regarding their long-term consistency, even using
a relatively broad ‘easy–difficult’ continuum, findings are less cohesive and
convincing (Chess and Thomas 1990). Nevertheless, longitudinal studies
have uncovered some noteworthy consistencies in temperament variables
over very lengthy periods. In one study of this kind, Caspi and his col-
leagues (Caspi et al. 1995; Caspi and Silva 1995) compared observations of
children when aged 3 with independent descriptions of them at age 15, and
their descriptions of themselves at age 18. Three-year-olds described as
‘undercontrolled’ and who manifested irritability and impulsiveness, as
rated by observers, were more likely to be described as having ‘external-
izing’ problems when aged 15. This pattern held for both girls and boys.
When aged 18 they were more likely than others to describe themselves as
reckless, careless and rebellious, and more prepared to cause discomfort or
harm to others. In a separate study, parallel findings were obtained for the
age range 20–30 years, with significant associations emerging in features
labelled negative emotionality and constraint at these two points ten years
apart in adulthood (McGue et al. 1993).

For such differences to remain consistent and have implications at a later
developmental stage, environmental factors almost certainly play a decisive
role. For example, the cluster of features grouped together as ‘difficult
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temperament’, in conjunction with some kinds of parenting, is associated
with poor school attainment and troublesome behaviour in later childhood
and early adolescence. Thus, for example, if a physically very active, easily
distressed, emotionally needy child is born to anxious, inattentive, easily
irritated parents, the overlay of their socialization style on the child’s tem-
perament may set the scene for increasing and perhaps lasting difficulty. In
one long-term study, links were found between the presence of temper
tantrums in early childhood and employment status nearly 40 years later
(Caspi et al. 1990).

Family interactions

A great deal of research now links observed patterns of continuity in
aggressiveness to socialization experiences within families (Rutter et al.
1998). The predominant factors at work in this context, and which con-
tribute to the development of longer-term aggressiveness and the risk of
violence, are found in child-rearing and parenting processes (Snyder and
Patterson 1987; Farrington 1995, 1996; Gulbenkian Foundation 1995). In
general terms, the larger the number of these factors present earlier in life,
the greater the likelihood that a young person will later become involved in
offending. (Note, however, that the precise ways in which these influences
combine is unlikely to be uniformly additive. More often, they probably
interact with each other in complex ways that are as yet poorly understood.)

Problems of this kind are more likely to accumulate in adverse circum-
stances entailing social deprivation, low incomes and poor housing, which
place families under significant stress. This, in turn, affects the enduring
mood and demeanour of parents or other caregivers, their interactions
with each other, and the manner in which they respond to children. Some
studies have illuminated the intermediate links in a chain of processes
through which economic hardship may be associated with problem
behaviour and in due course ‘official’ delinquency.

Dodge et al. (1994) studied a set of 585 children over a four-year period
between the ages of 4 and 7. Information was also obtained from their
parents concerning economic circumstances, socialization practices and
other conditions in the family home, and from teachers and classmates
concerning the children’s behaviour in school. The latter was described
mainly in terms of the presence or absence of externalizing problems,
which included the extent to which a child was involved in fighting, or
threatening other people. The best prediction of the level of a child’s
externalizing or aggressive problems came not from direct socioeconomic
indicators, but from a set of pathways involving intermediate events: pat-
terns of interaction within the family. They included harshness of discip-
line, exposure to violence, maternal support, maternal warmth, maternal
endorsement of aggressive values, having only transient contacts with
people outside the family, and level of cognitive stimulation. Thus the
association between family hardship and the child’s behaviour could be
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best understood through a model that included a set of interactional pro-
cesses inside the family as mediating variables.

Working with an older, early adolescent age group, Conger et al. (1994)
tested a similar model of mediating processes between financial privation
and young people’s antisocial behaviour. This is depicted in Figure 4.2 and
was tested in a study involving 378 families living in varying degrees of
adverse economic conditions. This study focused in particular on levels of
conflict within families – both between mothers and fathers, and parents
and children – over the issue of money itself. When families are under
stress, the quality of these interactions often deteriorates, and the data
collected by Conger and his colleagues (1994) provided good support for
their model.

Given the nature and time-scale of individual development, the accumu-
lating impact of these processes may not become manifest until a number
of years later when children have reached adolescence or early adulthood.
James (1995) has forwarded a complex model linking the United
Kingdom’s economic hardships of the early 1980s, a consequence of gov-
ernment policies of that period, with the rise in violent offending by young
people ten years later in the early 1990s.

However, recall that, as we saw earlier in relation to property offences,
adverse circumstances alone are not sufficient to account for their occur-
rence. This applies also to offences of violence. Data from the Newcastle
Thousand Family Study (Kolvin et al. 1988), mentioned above, showed that
even within the most disadvantaged group – those with the largest number
of social deprivation indicators – the rate of violent offending was only 3%.

Several specific dimensions of interpersonal and socialization process
have been associated with the development of the tendency to use aggres-
sion (Anderson and Bushman 2002). The first includes the presence of

Figure 4.2 Theoretical model linking family economic stress, conflict and adolescent
problems (Conger et al. 1994)
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criminal parents and of siblings (brothers and sisters) with behaviour prob-
lems. These features may themselves be causally linked. The second relates
to the everyday behaviour of the parents or caregivers. Parental conflict,
poor or inconsistent supervision, and physical or emotional neglect are
associated in general terms with later overall risks for delinquency.
Evidence suggests that these factors are as significant as familial disruption
and ‘broken homes’ (Juby and Farrington 2001). With reference more spe-
cifically to aggression, there is evidence that within intact families, some
parents provide little reinforcement of children’s ‘pro-social’ behaviours,
while at the same time giving direct reinforcement of ‘coercive’ behaviours.
This has been shown in numerous studies carried out over a 40-year period
in the Oregon Social Learning Center (OSLC). Patterson (1982) has
reviewed early studies showing the extent to which parents inadvertently
reward their children for acting in unpleasant ways. He describes aspects of
this as a ‘reinforcement trap’, in the sense that parental reactions that
reduce the likelihood of an aversive behaviour (such as aggression) in the
short term can serve to increase its likelihood in the long term. Reid et al.
(2002) have provided a detailed account of the voluminous output of the
OSLC.

Thus children can progressively learn that their own belligerent
behaviour ‘works’, either in securing attention of parents or in terminating
unwanted intrusions by them (Patterson and Yoerger 1993). This also
helps to explain why adolescents who regularly assault others have been
found to have significantly lower rates of positive communication with
their families than do other young people their age (Blaske et al. 1989).

Patterns of socialization and adult–child interaction of these kinds are
associated with the gradual development of aggression as a habitual way of
dealing with others. There are other features of upbringing expressly
associated with more pronounced aggressiveness. They include cruel and
authoritarian discipline; use of physical methods of control; and shaming
and emotional degradation of children. Findings collated by the Gulbenkian
Foundation (1995) are virtually unanimous with respect to this: research
‘emphatically confirms that harsh and humiliating discipline are implicated
in the development of anti-social and violent behaviour’ (p. 134). These
findings are concordant with others concerning the long-term impact upon
young people of childhood maltreatment, and the extent to which there is
inter-generational continuity in patterns of physical and sexual abuse.
While the results of some studies have been equivocal concerning these
connections, the balance of available findings suggests that ‘a childhood
history of severe abuse and of witnessing family violence is significantly
associated with ongoing violent behaviors in adulthood’ (Widom 1989:
710; Widom and Maxfield 2001).

Farrington (2002) has reviewed a number of long-term studies, includ-
ing the Cambridge-Somerville Youth Study, the Rochester Youth Devel-
opment Study and the work of Widom in Indianapolis, with follow-up
periods of up to 30 years. Clear links have been found between child abuse,
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neglect and the later emergence of delinquency in general, and of violent
offending in particular. This emerged even when other factors including
gender, race and socioeconomic status were controlled.

All of the above findings are consistent with a social learning model,
which posits a combination of direct experiences and observational learn-
ing processes as fundamental in the growth of tendencies towards anti-
social, and especially aggressive, attitudes and behaviour. The family is the
most powerful single agent of socialization in individuals’ lives. As Loeber
(1990: 17) has stated, ‘factors in the family are among the best predictors
of later delinquency in offspring’. Other important influences come from
adolescent peer groups and the media, but neither of these comes close to
family environment in the strength of its effects.

The role of the media in relation to violence has been a hotly debated
topic for many years. Social learning theory was influential in placing this
on the agenda as an object of study, through Bandura’s early studies on
modelling and imitation. However, disagreements have continued as to
whether viewing television violence arouses aggressive feelings and thereby
catalyses violent acts, or conversely it is the result of choices made by those
who would probably be prone to violence anyway. A recent study by
Huesmann et al. (2003) is interesting in that it was possible to examine the
strength of the former with the effects of the latter taken into account.
Huesmann and his colleagues re-interviewed a group of 557 participants in
a TV-viewing study they had originally begun in 1977. At that stage mem-
bers of their sample were in the age ranges 6–7 and 8–9 years; at the time of
follow-up they were young adults with mean ages of 21 and 23 years,
respectively. Data were collected on background characteristics; edu-
cational level; evidence of aggressiveness as children; perceived realism of
violence in TV programmes; and extent of identification with characters
seen in programmes containing violence.

The results suggest strongly that television is an agent of socialization for
developing children that may influence their likelihood of being violent as
adults. ‘For both male and female participants, more childhood exposure to
TV violence, greater childhood identification with same-sex aggressive TV
characters, and a stronger childhood belief that violent shows tell about life
“just like it is” predicted more adult aggression regardless of how aggres-
sive participants were as children’ (Huesmann et al. 2003: 216). Huesmann
and his associates also cite evidence from studies of the television marketing
industry to the effect that ‘prime time’ violent programmes are on average
cheaper to produce than non-violent ones. Each violent act in a TV drama
reduced its production cost by US$1,500, and the chances of a programme
being exported increased by 16% if it contained violence.

Situational factors and social signals

The research findings discussed so far demonstrate the existence of some
kind of continuity in socialization which is linked to the appearance of
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aggression and violence in young people. To obtain a fuller understanding
of this behaviour, we have to supplement this background with informa-
tion on the immediate precursors of aggression. This has come from
laboratory and field research in social psychology (Berkowitz 1993). That
work shows that there is an enormous range of situational influences on
aggression. They include basic stimulus conditions like levels of heat and
noise, a wide array of personal frustrations and stresses, as well as defining
events like provocations or threats.

Other factors superimposed on these include audience or self-image
enhancement effects, group norms concerning aggression, and wider cul-
tural values promoting violence, for example through glamorization of a
‘macho’ image. As noted earlier, a number of criminologists have expressed
scepticism concerning research on some of these issues, which is often
drawn from controlled experiments conducted in laboratory settings. They
argue that it is futile to attempt to distinguish a propensity to aggression
from other forms of criminality (Gottfredson and Hirschi 1993).

But certain kinds of events do appear to be potential precursors of
aggressive acts. They may be subtle exchanges of looks, glances, facial
expressions or other non-verbal signals that convey hostility, or are simply
interpreted as hostile by perceivers. Aggressive signals usually instil fear
and escape reactions in others. This was shown, for example, in a some-
what risky field study by Ellsworth et al. (1972). Researchers waited by
traffic lights, either sitting on a scooter or standing on the street corner.
When motorists or pedestrians stopped at red lights, the experimenters
either stared straight at them, or looked at them but without staring. They
then measured the time taken to cross the intersection when the lights
changed to green. Those who were stared at sped off significantly faster.
The stare constituted a ‘stimulus to flight’. Perhaps the authors did not
know that for some individuals a stare is interpreted differently, with a
threat being experienced as a challenge, so leading to escalation of aggres-
sion. Whether this occurred is not reported in the paper, and the
researchers (well the ones whose names we have) clearly survived to the
publication stage.

Cognition and violence

On a separate front, several other researchers have drawn attention to the
importance of social information processing in contributing to the likeli-
hood of aggression. According to this proposal, the emergence or mainten-
ance of aggressive behaviour depends on cognitive appraisal and other
internal processes (Dodge and Schwartz 1997).

Few external events lead uniformly to aggression. The meaning an indi-
vidual attributes to an event is a prime determinant of his or her
subsequent behavioural response. The components of this process were
elaborated by Crick and Dodge (1994) in an information-processing model
of social maladjustment and aggression proneness. In this model, reactions
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to an external event are analysed in terms of a sequence of cognitive events,
comprising six stages: encoding, representation, goal clarification, response
construction, response decision and enactment. Akhtar and Bradley (1991)
and Kendall (1993) have reviewed research comparing frequently aggres-
sive children with non-aggressive control groups. The following differences
have been found. Frequently aggressive children:

• encode a narrower range of environmental cues or sources of
information;

• selectively attend to aggressive cues;
• attribute hostile intent to others, especially in ambiguous situations;
• more readily label internal states of arousal as anger;
• generate fewer potential alternative solutions to problems;
• select action-oriented rather than reflective solutions;
• possess a more limited range of interactive skills;
• manifest an ‘egocentric’ perspective in social problem-solving.

The patterning of these differences varies between individuals. It is highly
unlikely that all of the above tendencies will be present in any one person.
The key point, as we saw earlier with reference to anger, is that whatever
the environmental or stimulus conditions, it is what is going on inside
someone’s head that often matters most: the things people say to them-
selves. This also includes expected outcomes of aggression. Young people
in their early teens say they are more likely to act aggressively if they think
this will be seen positively by peers. Aggression is also more likely if they
do not think it will make them feel bad; and if they do not care about
making a victim feel bad (Hall et al. 1998).

Further evidence for a role of cognition in aggressive behaviour comes
from a review of 41 studies (total sample size: 6,017) of the relationship
between it and the hostile attribution of intent: that is, the tendancy to infer
that others have a hostile attidue or are about to act in a malign way
towards you (Orobrio de Castro et al. 2002). Paralleling this, a review of
seven studies found evidence that violent offending is significantly correl-
ated with low cognitive empathy (Jolliffe and Farrington 2003); though the
possibility that this may have been a function of intelligence and SES could
not be ruled out.

Related to this, there is evidence that the process of neutralization is also
important in permitting engagement in violent behaviour or in enabling
individuals to excuse it afterwards. Agnew (1994) analysed data concern-
ing this from the National Youth Survey in the United States, conducted in
annual waves in the late 1970s with a large representative sample (1,600+)
of young people in the age range 11–17. Agnew found first that the
overwhelming majority (93%) of respondents stated that it is wrong to hit
people; only 0.5% took the view that it was not wrong at all. Even those
who admitted to having acted violently in the previous year expressed
disapproval of hitting. However, more than half (54%) of the sample
accepted one or more of a series of statements justifying the use of violence.
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Endorsement of these statements was a significant predictor of involve-
ment in violence cross-sectionally (at a specific moment in time) and also
longitudinally (one year later). Neutralizations were equivalent in their
effects to the influence of delinquent peers, and considerably more so than
attitudes generally approving of violence.

Some of these cognitive processes also possess the feature of auto-
maticity we encountered in Chapter 3. There are several channels through
which an individual’s non-conscious mental activity might be ‘primed’
with constructs associated with aggression. Todorov and Bargh (2002)
have reviewed evidence pertaining to this. For example, if individuals are
subliminally exposed to aggressive words – that is, they are shown the
words on a screen for such a brief period that they cannot enter conscious-
ness – they subsequently describe another person as more aggressive than
individuals similarly exposed to neutral words. In other studies priming
was shown to automatically predispose individuals to express more hostil-
ity when interacting with others, even where there was no immediate situ-
ational source of tension. With repeated use, aggression-related constructs
may become ‘chronically accessible’, perhaps disposing individuals to pre-
emptive aggression in the absence of any provocative event. The prob-
ability of aggression will be further heightened if the protagonist has been
engaging in repeated rumination, possibly centred on themes of resentment
or retaliation, perhaps even mentally rehearsing scenes of revenge (Caprara
1986; Collins and Bell 1997).

Overall, we have arrived at a view of violent offending that has a wide
range of components. There may well be evolutionary predispositions to
aggression in some interpersonal circumstances, for which we all carry the
potential. There are also individual differences in temperament at birth
that may be a product of inheritance. Socialization influences, notably par-
enting skills and styles, interact with these tendencies to affect the course of
development in the early years. The level of economic stress and adversity
to which parents or other caregivers are subjected will significantly influ-
ence the environment they create for their children. Basic learning pro-
cesses are overlaid with the transmission of attitudes and expectations that
growing children absorb, which, in turn, shapes their own perceptions of
their surroundings and their styles and habits when interpreting the actions
of others. All these factors will influence the way someone deals with
interpersonal conflict. Within each category of events, it is possible to iden-
tify specific patterns that are associated with tendencies to respond
with aggression, and ultimately physical violence, in conflict situations.
Anderson and Bushman (2002) have forwarded an integrative general
aggression model of how the foregoing variables interact.

Interpersonal aggression takes many forms and some have been
researched in greater depth. In the case of specific types of violence, such as
male non-sexual violence towards women, certain additional factors also
contribute. They include men’s culturally transmitted beliefs about the
position and roles of women, and in the use of physical coercion as a form

Pathways to offending behaviour 91



of power (Russell 1995, 2002; Harway and O’Neil 1999). O’Neil and
Harway (1999) have forwarded a complex, multivariate model of a wide
range of factors shown to contribute to battering of women by men. Their
model comprises six levels of variables:

• Macro-societal: for example, historical patterns supporting male
aggression; patriarchal, sexist and other ingrained attitudes.

• Biological: for example, evolutionary processes and events at a
hormonal or neuro-anatomical level.

• Socialization/gender-role: developmental and contextual influences on
male and female role development and pressures towards different
patterns of play, social interaction, and beliefs regarding gender.

• Psychological: differences in experience (e.g. exposure to observing vio-
lence) and individual differences, for example, in modes of expression,
self-esteem, ability to empathize, or skill in solving problems.

• Psychosocial: for example, age, employment and income, poverty,
social status, alcohol or drug use.

• Relational: for example, patterns of interaction, use of power,
communication difficulties, relationship stability, family dynamics.

Thus a wide range of elements contributes to the occurrence of domestic
violence if it is not specifically sexual in nature. With reference to sexual
aggression, as we will see later in the present chapter, yet other factors
appear to be involved.

Substance use and social learning

There are numerous types of drug-related offences, including some that
in all probability are essentially economic in motivation (Dorn et al.
1992). That is, as for other acquisitive crimes, the primary objective of the
perpetrator is to make money. This probably applies alike to primary
producers, international traffickers and smugglers, and local drug dealers.
It is estimated that this industry rivals some legitimate sectors of world
trade in its scale.

The focus here, however, is on the direct consumption of illegal or con-
trolled substances. Based on the 2001–2002 British Crime Survey, Aust
et al. (2002) estimated that in England and Wales, approximately four
million people aged between 16 and 59 used some illicit drug, with around
one million having used a Class A drug. Roughly 34% of those in the
16–59 age group have used an illegal drug at some time in their lives. For
young people in particular, drugs are relatively easy to access. For those in
the age group 16–24, the proportions reporting that drugs were ‘very or
fairly easy’ to obtain were: for cannabis, 68%; amphetamines, 45%;
cocaine, 33%; and heroin, 20%.
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On a worldwide scale, there appears to be a gradual upward trend in the
use of illicit substances. A survey of 92 countries by the United Nations
Office on Drugs and Crime (UNODC 2003) showed that while some coun-
tries reported decreased levels, the majority found levels of usage had risen
in 2001 compared with previous years. This survey yielded global figures
for the use of various illegal drugs as follows: cannabis, an estimated 162.8
million users; amphetamines, 34.3 million; opiates 14.9 million (of which
9.5 million used heroin); cocaine 14.1 million; and ecstasy, 7.7 million
users.

In most Western societies, the generally accepted position on these issues
contains some sharp internal contradictions. Two very powerful drugs,
alcohol and tobacco, are widely available for legal consumption, though
laws restrict their sale to varying extents in different countries. Some recent
curbs notwithstanding, they are extensively advertised both in direct mar-
keting terms and more subtle yet pervasive ways throughout many media.
Both are associated with major health problems, and cause large numbers
of preventable deaths. Other drugs that are used for medical purposes but
which also have desirable psychotropic effects are more strictly controlled,
but nevertheless widely abused. Still other drugs are entirely illegal and
their sale or use can result in imprisonment.

It is still widely believed that regular consumption of certain chemicals
such as alcohol, initially for pleasurable purposes, leads to a bodily reac-
tion that in due course can become an addiction. In this ‘medical model’,
the site of this addiction is thought to be a physiological one. This presup-
poses that there is an interaction between the substance and other chemical
events in the body, such that the user finds it intolerable to be without the
drug, or even to let its concentration in the blood fall below a certain level.
A more radical version of this theory is what is known as the disease theory
of alcoholism. This holds that inside some individuals there is a state of
susceptibility or vulnerability, caused by a chemical already present in the
body, which makes them more prone to become addicted to alcohol. It has
been argued that this is under the control of genes; that there is literally a
gene for alcoholism.

It is difficult to test a theory of this kind. But it is worth noting that,
while there may be some genetic contribution to individuals’ responses to
alcohol (Cook and Gurling 2001), no substances meeting the requirements
of the disease or gene theory have ever been isolated. Obviously, there is a
wide range of substances ingestion which leads to dramatic bodily changes,
sometimes in the long run causing severe damage to vital organs. However,
there is an alternative explanation of the observed phenomena of the
‘addictive’ behaviours, which locates the mechanisms of habitual use on a
psychological rather than a physiological level (Davies 1992).

The traditional behavioural model of addiction portrayed it, as with
other acquired habits, as a form of learned behaviour due to conditioning.
Over recent years, more elaborate models have been assembled, which
identify the modulating effects of substances on levels of mood arousal as
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the principal factor in the maintenance of substance dependence. The user
needs the substance not because of the inherent physiological reaction it
produces, but because of the cycle of mood changes that is experienced as a
result (Brown 1997; McMurran 2002). This conception accords well with
a social learning approach to the understanding of self-damaging
behaviour. Coincidentally, it has been found that symptoms of dependence
can occur in relation to activities other than substance use. They include
gambling (Peck 1986) physical exercise (De Coverley Veale 1987) and even
shopping (Glatt and Cook 1987). The last authors described a 24-year-old
woman with a six-year history of ‘pathological spending’. During this
period she accumulated debts to retailers or credit card companies totalling
£55,000. She felt compelled to buy numerous items she did not need and
including some she already possessed. There was evidence of tolerance, in
that over time she spent progressively larger sums of money; and continued
to do so in the face of mounting complications, including criminal proceed-
ings and acute personal distress. There also appear to be compulsive elem-
ents not unlike addiction in some types of sexual offending, and possibly
also in a small proportion of property offences, such as joyriding
(Kilpatrick 1987) and shop theft (McGuire 1997a), though such patterns
are probably extremely rare.

Many potentially ‘addictive’ substances can be used in modest quantities
without leading to habit formation and dependence. For the use of a sub-
stance or the involvement in some activity to be considered ‘addictive’ or to
have resulted in dependence, there is a consensus that the following
features should be present:

• Salience: frequency of the problem and its dominance over other spheres
of life including many aspects of thoughts, feelings and behaviour.

• Conflict: gradually increasing awareness of the negative consequences
alongside difficulties in addressing them.

• Tolerance: the need for increasing levels of the substance or activity to
produce the same desired effects.

• Withdrawals: marked discomfort, distress and other aversive feelings
during periods when the activity is discontinued.

• Craving and relief: longing for the activity in its absence and rapid
reduction in negative feelings after re-commencement.

• Relapse: reinstatement of the problem behaviour after attempts to desist,
after periods of cessation, even when these periods may have been lengthy.

The salience of illegal substance use when it takes hold of people’s lives is
illustrated by the finding that often, individuals will resort to other types of
crime to finance a drug habit. For example, in their work with frequent
heroin users, Jarvis and Parker (1989) found that acquisitive crime was the
principal means of securing funds to buy the drug. Of the 61 people inter-
viewed, 87% admitted to property offences committed for this reason;
within this shop theft was the most common type of offence, though in
other studies cited by these authors burglary was more frequently reported.
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The fundamental point to emphasize here is that to understand the
development of a pattern of illegal drug use by an individual, we need to
take several types of factors into account. For alcohol, they include aspects
of the social context in which drinking occurs, of the drinker’s personal
history, and of psychological processes that influence the interplay between
them (Collins and Bradizza 2001). Such social and cognitive processes may
be essentially the same whether we are focusing on dependence on legal
substances like alcohol, or controlled drugs such as heroin. In as far as
either of these may for some individuals be associated with committing
offences, either in terms of possession of the proscribed substance itself, or
of other actions taken to procure it, the role of psychological factors is an
indispensable component of any satisfactory explanatory model.

Most of the above comments refer to those kinds of offences in which
the use of a substance constitutes an offence in itself (as with controlled
drugs), or is defined by the context (as with driving while intoxicated).
There are many circumstances, of course, where substance misuse is
related to other types of crimes. This connection arises most frequently
with alcohol, which is implicated in a wide range of offences. For example,
a large proportion of recorded personal violence occurs following con-
sumption of alcohol. The links between alcohol and crime are very com-
plex. Graham and West (2001) have reviewed evidence concerning this,
and outlined a model of interactions between four main categories of vari-
ables. These are the cultural context, situational factors, personal charac-
teristics and the effects of alcohol itself. Walters (1998) has described how
frequent substance abuse and offending, in the context of person–situation
interactions and in combination with other behavioural, cognitive and
attitudinal parameters, may become the core of an entrenched lifestyle.

The model proposed by Graham and West (2001) depicts, in a manner
not dissimilar to the scheme outlined in Chapter 2, a set of interconnec-
tions between society-wide, situational and individual processes, in helping
to explain links between alcohol and crime. ‘How much people drink, how
they behave when they drink, the frequency of crime, and the forms of
social control over both drinking and crime, all vary across cultures’
(Graham and West 2001: 446). Thus people learn to drink alcohol and
follow a pattern of its use as practised in the groupings to which they
belong. But also, ‘characteristics of the individual, such as attitudes and
personality, are directly relevant to the relationship between alcohol and
crime’ (p. 446, italics in original). The substance itself is just one type of
influence and even where alcohol is involved, criminal acts cannot be
understood in terms of this alone (unless that constitutes the definition of
the crime, as in public drunkenness).

With specific reference to the relationship between alcohol and violent
offending, McMurran (2002) has synthesized evidence from research on
the various factors likely to contribute to the establishment of an intercon-
nected pattern of aggression, drinking and intoxicated violence. They
include difficult temperament in childhood; impulsivity and restlessness;
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aspects of parenting, including both poor management of troublesome
childhood behaviour, and modelling of acceptance of heavy drinking; low
commitment to school and consequent poor educational attainment;
delinquent peer associations; and hostile attributional biases. These inter-
act with the effects of inebriation (there are several mechanisms by which
alcohol and other drugs can increase the likelihood of aggression); and
with outcome expectancies concerning the effects of drinking alcohol, par-
ticularly in the social contexts in which heavy drinking occurs. McMurran
provides an account of the developmental processes involved, and sets out
an integrative model of the major pathways through which they interact.

Sexual offending

Though they are a constant focus of media attention, sexual offences con-
stitute a fairly small proportion of crime as a whole: only 5% of the violent
crimes and 0.7% of all crimes recorded by the police for England and
Wales in 2001 (Simmons and colleagues 2002). The concern to which these
offences give rise is a result of the physical and emotional damage that they
cause, but is probably also influenced by society’s general difficulties in
addressing a whole series of issues connected with sexuality, from ado-
lescent pregnancy or birth control to sexual diversity among adults. For
example, there is a recurrent focus on the dangers posed by those offenders
labelled as ‘paedophiles’. In 2001, a British newspaper caused considerable
sensation and controversy by publishing photographs of men with convic-
tions for serious sexual offences. The legal, ethical and social implications
of such publicity are in themselves exceedingly complex. But the dis-
proportionate focus on this specific problem can also be highly misleading.

First, most people who commit sexual offences against children, even
including indecent assaults, cannot be accurately described as paedophilic.
The latter is a diagnostic category within psychiatry, requiring the presence
of certain characteristics found in only a proportion, probably somewhere
between 25 and 40%, of offenders against children (Grubin 1998).
Second, most sexual assaults and even murders of children are committed
by people known to them. The latter sometimes includes close family
members, even parents. To put it simply, children are more at risk in their
own homes than from random molestation by a stranger in the street.
About 80% of assaults take place in the home of the victim or the offender
(Grubin 1998). It is extremely difficult to gain an accurate picture of the
extent of sexual abuse of children, as different sources of information pro-
duce widely discrepant estimates. Using different data sets, Grubin (1998)
calculated that the number of children abused in England and Wales lies
‘somewhere between 3,500 and 72,600 individuals each year’ (p. 11).

As with other types of crime, to obtain the fullest picture of sexual off-
ending we need to draw on factors from different levels of the explanatory
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framework introduced in Chapter 2, including some that illustrate import-
ant roles for social learning and cognition. Individual variations in the
patterning of this occur within a wider cultural context in which, contrary
to society’s officially proclaimed stance on these matters, there are many
pressures towards sexually coercive behaviour. While rape occurs in almost
all societies, there are reported exceptions. Sanday (2003) has described its
almost complete absence among the Minangkabau people of Western
Sumatra, which she ascribes to the pattern in that society of symmetrical
male–female status and relationships. In other societies, by contrast, cer-
tain forms of sexual violence are officially condoned. That was the case
until recently in England and Wales with regard to marital rape, and it
remains so in many other countries. For example in Bangladesh, a survey
has shown that 26.8% of women reported having been victims of sexual
violence by their husbands in the previous year. ‘Not only is forced sex
within marriage tolerated . . . but also the sociocultural contexts shape and
support such sexual coercion’ (Hadi 2000: 790).

In an American study, Baron et al. (1988) tested a cultural spillover
theory of the relationship between society-wide attitudes concerning sexual
aggression and the rates of serious sexual crimes. They developed a com-
posite measure, the Legitimate Violence Index, that combined various indi-
cators of the extent to which it could be inferred that there was social
approval of violence. The measure included the level of violent content
on television programmes; rates of readership of magazines with a high
violence content; existence of laws permitting corporal punishment in
schools; numbers of hunting licences issued; levels of National Guard
enrolment; and the numbers of lynchings per million population in the
period 1882–1927. Combining these data, the level of support for violence
was assessed in 50 US states.

Scores on the index were then compared with recorded rates of rape
in each state. Broadly speaking, mountain and central states such as
Wyoming, Montana, Mississippi, Utah and Idaho had high scores on
the index. Eastern and north-eastern states such as Rhode Island,
Massachusetts, New Jersey, Maryland and New York came at the bottom
of the scale. There was sizeable variability in the rate of rape between
the states: differences between the lowest and highest varied by a factor
of eight. A method known as path analysis was used to examine the
data. Several types of demographic information were also entered into
this analysis: each state’s level of urbanization; degree of income inequal-
ity; age distribution; and numbers of single and divorced males in the
population.

A parallel analysis was conducted using another measure, the Violence
Approval Index, based on an attitude survey in which citizens were asked
their views regarding the use of violence in certain situations. For example,
would it be permissible to punch an adult male stranger under certain
circumstances, such as a man who was drunk and bumped into you in the
street?
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In both analyses, demographic variables, including the level of urbaniza-
tion and percentage of divorced males in the population, were strong pre-
dictors of the rate of rape. But so also were the Legitimate Violence Index
and the Violence Approval Index; the former highly significant, the second
significant but less markedly. It is remarkable that these findings emerged
from such a complex analysis, providing support for the authors’ conclu-
sion that ‘the social approval of nonsexual and noncriminal violence has a
significant relationship to rape, independently of those effects contributed
by the control variables’ (Baron et al. 1988: 95).

In Western societies, sexually aggressive or coercive behaviour is almost
certainly much more widespread than official statistics suggest. Surveys of
adult women show that as many as 50% of them report some form of
sexual victimization at some point after the age of 14, while comparatively
few, less than 10%, report assaults to the police (Marshall 2001). Other
survey studies have shown that a sizeable portion of men hold attitudes
supportive of sexually coercive behaviour, though this appears to be modi-
fied by age, by levels of contact with women, and other factors (Bell et al.
1992; Dean and Malamuth 1997; Aromaeki et al. 2002). This calls into
question the view that ‘sexual violence is a psychopathologically isolated,
idiosyncratic act limited to a few “sick” men’ (Scully 1990: 161). Scully
advocates instead the feminist perspective, and ‘the assumption that
sexual violence is sociocultural in origin: men learn to rape’ (p. 162). The
route through which culturally embedded values and attitudes are
implanted in individuals involves social learning and cognitive processes.
This occurs both through socialization by caregivers during childhood, and
through the influence of images of women conveyed through the media and
advertising (Lanis and Covell 1995). However, there are also important
individual differences, and serious sexual offences are committed by only a
minority of males, and a tiny minority of females.

Several other processes are thought to occur in leading towards the
committing of a sexual assault. While there are important overlaps, differ-
ent sets of factors are thought to affect the occurrence of adult rape, sexual
abuse of children and sexual offending by adolescents, respectively. With
reference to the first of these, the following factors are thought to be
involved (Prentky 1995; Marshall 2001).

• Social interaction difficulties. Many research studies have shown that
adults who repeatedly sexually offend have difficulties in interacting
with, or forming close and lasting relationships with, others. This may
be partly a result of a lack of confidence or skill in ordinary social inter-
action. Alternatively (or additionally), the individual may manifest prob-
lems of intimacy or attachment, seeking inappropriate and ultimately
futile ways of achieving these goals: perhaps by the exercise of power
over others; by habitually confusing sexual contact as a means to fulfil
intimacy needs; or by forming romantic attachments to children. These
patterns are thought to arise from the individual’s own socialization
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experiences, during which there may have been limited opportunities to
acquire skills, or impairments in the formation of secure attachments.

• Empathy. The absence of feelings of empathy for a victim can be a
‘powerful disinhibitor’ for any type of violence (Prentky 1995: 161),
and this has been thought to be a key operative factor in sexual aggres-
sion. However, empathy is extremely difficult to assess and recent work
has suggested that sex offenders may not, as has been widely supposed,
lack general capacity in this respect. Rather, they do not empathize with
their victims. For example, they may show as much empathy for a
female victim of an accident as non-offending comparison groups, but
considerably less for victims of their own actions. It may instead be that
‘empathy deficits in sexual offenders are inextricably linked to cognitive
distortions’ (Marshall et al. 1999: 84).

• Cognitive distortions. This term refers to patterns of thinking which are
self-serving for offenders in that they create conditions in which illegal
sexual acts become permissible; or they are enabled to distance them-
selves from the negative aspects of their impact. For example, sexual
motivation may be wrongly attributed to victims, or their emotional
reactions to force misinterpreted. Men may entertain ‘rape myths’ such
as the view that women secretly want to have sex forced upon them.
Following the offence, perpetrators may deny responsibility for their
actions, or seek to minimize the level of harm they have done. Marshall
et al. (1999) list several types of distortion found in their research with
men who have committed serious sexual assaults. The concept of ‘cogni-
tive distortion’ shares parallel features with that of ‘neutralization’,
discussed above and in Chapter 2.

• Sexual preferences and deviant arousal. We might expect that this
would be a pivotal factor in differentiating persons who commit sexual
offences from those who do not. While most adults show a preference
for consenting sexual contact with other adults (of the opposite or same
sex), some have preferences for children and others for sexual contact
that is coerced. This is generally thought to be the result of a learning
process. Frequently, assaultive males maintain their sexual interests by
engaging in fantasy, reinforced by masturbation in a cyclical process.

• Self-esteem and anger. As with other types of offending, it has not
proved possible to find consistent differences in personality between
those who commit sexual offences and those who do not. However,
several other features have been noted to characterize sexual recidivists,
including low self-esteem and poor control over feelings of anger. These
patterns are not invariant and are more likely to be found among those
whose record of offending is more serious or persistent.

There are several advantages of this type of model. One is that, though
doing so may be difficult, it can be empirically tested, since each of
the above factors can be separately defined. Another is that it prescribes
a framework for assessment of the individual. The exact patterning of
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factors will vary from person to person, so this is not based on any pre-
sumption that individuals who commit specific offences are necessarily of
one ‘personality type’. But an individual’s functioning in the above areas
may influence his or her level of risk of future offending, a process that will
be illustrated in Chapter 5. The third related advantage is that the model
can then also act as a guide for the design of interventions to reduce those
risks, a point to which we will return more fully in Chapter 6.

The model just outlined was developed with reference to serious sexual
assaults committed by adult males and may not be applicable to other
groups. For example, as many as one-third of sexual assaults are commit-
ted by young people in the age range 12–17 (Grubin 1998). Again, an
overwhelming majority of such perpetrators are male. A different set of
factors needs to be invoked to understand this category of offending. An
explanatory model of sexual aggression by this age group was forwarded
by Becker and Kaplan (1988). This proposes that the teenager who engages
in acts of sexual coercion or assault is characterized by a number of other
emotional or developmental difficulties. He or she may feel socially iso-
lated and lonely, be lacking in assertiveness, be experiencing family prob-
lems, be doing badly at school, have low self-esteem, be depressed, show
cognitive distortions, have problems in the management or channelling of
anger and, in some instances, concomitant problems of substance abuse.
Such a young person may also be at risk of developing into a sexually
exploitative or aggressive adult. To date, however, only a few attempts
to test this model have been reported (e.g. Shields and Jordan 1995; and
see Becker 1998), and have furnished only partial support. Overall, the
volume of research in this area is limited and the key questions remain
‘critically under-explored’ (Hudson and Ward 2001: 367).

Further reading

Models of psychological factors and the roles they play in different types of
offence are presented by several of the contributors to the Handbook of
Offender Assessment and Treatment edited by Clive R. Hollin (Chichester:
Wiley, 2001). There are chapters devoted to specific types of criminal activ-
ity in books such as those by Ronald Blackburn (1993) The Psychology of
Criminal Conduct (Chichester: Wiley) and James McGuire (ed., 2002)
Offender Rehabilitation and Treatment: Effective Programmes and
Policies to Reduce Re-Offending (Chichester: Wiley).
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For some criminologists, the search for differences between offenders and
non-offenders, supposing we could meaningfully identify such groups, in
some elusive quality called ‘personality’ epitomizes everything that is
wrong with a psychologically based approach to crime. Attempts to
account for crime in terms of individual differences of the kind usually
denoted by that word have not met with much empirical support. Critics of
the assumptions on which such an approach is based might well feel vindi-
cated by that result. For the criminal statistics alone show that around one-
third of us will have been arrested at least once by the time we are 30. An
even larger fraction of the population admits to breaking the law at some
stage of their lives. On the face of it, the expectation that ‘offenders’ are in
any way different from anyone else looks somewhat misguided.



On the other hand, the idea that such differences might exist is not in
principle an unreasonable one. There are undoubtedly some features of
people that remain stable over time. Ordinary human interaction would be
quite perplexing if things were otherwise! We base our everyday dealings
with one other on the recognition and use of such consistencies. Even if
people are moody or changeable, there is enough regularity within the
variation to make their individuality recognizable. Were that not the case,
communal living would be unremittingly hazardous.

Perhaps it would not be too big a shock then to find that some personal
characteristics are associated with the tendency to act without thinking; to
be easily angered; to develop dependence on substances; or to have a habit
of disregarding or devaluing others. That, at least, is the hypothesis of
some psychological approaches to studying crime.

Yet it remains true that these differences have proved highly elusive when
comparisons have been made between groups designated as offenders and
non-offenders, respectively. Perhaps the critical theorists are right in saying
that such a division is spurious, and what matters much more is the way
these supposed definitions are constructed. Alternatively, maybe there are
genuine differences between those who mainly do, or who intermittently do
not, conform to society’s rules, but we have not yet discovered what such
qualities are, or any valid way to assess and record them.

These suggestions are plausible, but a third possibility seems distinctly
more likely. Amongst those who have been convicted of crimes, another
finding is obtained with a high degree of reliability. Individuals who break
the law do so with varying frequency. Ergo, at one end of the distribution,
there are people who do so more often than the rest. Could there be some
psychological factors that differentiate them from those who commit
offences with only moderate, or low, or very low frequency?

Numerous studies have confirmed the finding that a small segment of the
known offending population – so comprising only a small minority of the
population as a whole – is responsible for committing a disproportionately
large number of crimes. Evidence in support of this comes from many
sources. For example:

• In England and Wales, data submitted to the House of Commons Home
Affairs Committee (1993) demonstrated that there were small numbers
of young offenders who committed sizeable numbers of crimes. Among
17-year-olds, a mere 1% of those born in 1973 was responsible for 60%
of crimes committed by their age group.

• Parallel results were found in the Youth Lifestyles Survey, a study
of 4,000 people aged 12–30 conducted in the late 1990s. Roughly
10% of those with previous convictions were responsible for nearly 50%
of offences. They represented approximately 2% of males and 1% of
females in the sample as a whole (East and Campbell 2000).

• In the Philadelphia birth cohorts, two long-term studies carried out
across different generations, individuals with at least five police contacts

102 Understanding psychology and crime



(designated ‘chronic offenders’), though constituting only 6 and 7.5%
respectively of the samples, were responsible for 63 and 61% of the
recorded offences (Tracy et al. 1985).

• In a comparable study in Stockholm, ‘repeat offenders’, those with two
or more convictions, forming only 20% of the sample, accounted for
88% of recorded crimes (Guttridge et al. 1983).

• In another study in Copenhagen, males with convictions for two or
more violent offences, though forming only 0.6% of the sample,
accounted for 43% of the violent assaults committed by the entire male
cohort (Janson 1983).

Andrews and Bonta (2003) and Rutter et al. (1998) have collated other
data pertaining to this point. As we noted in Chapter 1, the exact propor-
tions and ratios vary from study to study. But the general pattern can be
summarized in the form of a ‘reverse-J’ shaped curve of the kind shown in
Figure 5.1.

What applies to individuals may, at least in this instance, also apply to
their families. In the Pittsburgh Youth Study, a large sample of 1,517 boys,
detailed information was sought concerning the criminal convictions of
relatives of the study group (Farrington et al. 2001). The researchers found
that small numbers of families accounted for a disproportionate number of
offences: ‘Four families (1% of families), containing 33 persons, totalled
448 convictions (18% of all convictions)’ (p. 580). Half of all the recorded
convictions were accounted for by 23 families (6% of the sample). Nearly
two-thirds (64%) of all convictions were accounted for by 10% of the
sample.

At the same time, a note of caution should be sounded. The con-
sequences of attaching pejorative labels such as violent, serious, persistent
or chronic to individuals who have broken the law are well known. Could
there, furthermore, be a risk that we might overestimate the percentage of

Figure 5.1 A reverse J-curve
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total crime that is attributable to a recidivistic minority? A study in Britain
by Hagell and Newburn (1994) highlighted some of the difficulties. These
authors examined a sample of 531 young ‘re-offenders’ arrested three or
more times during 1992, and attempted to identify the most ‘persistent’.
Three separate definitions of the latter were used: (a) simple frequency of
arrests over a one-year period; (b) frequency of known and alleged offend-
ing over a single three-month period; and (c) individuals aged 12–14 who
had committed three imprisonable offences, one of them while under
supervision. Focusing on 193 young people from a Midlands-based sam-
ple, comparisons were made for the extent of overlap between definitions.
While 36 young offenders were ‘persistent’ according to one or other of the
criteria, only three were common to all the definitions.

How can this apparent conundrum be resolved? On the basis of many
sets of official statistics, and numerous research studies, it appears as if a
small sub-set of offenders commits many more crimes and manifests a
pattern of repetitive law-breaking. Yet when we look more closely for
them, they all but disappear. The problem here may be partly one of belief
in ‘the law of small numbers’: the assumption that the pattern evident in a
large sample will be reproduced in any small sub-sample drawn from it. In
terms of the crime statistics, Hagell and Newburn’s (1994) sample size was
quite small, and the young people constituting it did commit proportion-
ately more offences than most other young people their age. The evidence
that some individuals are responsible for a high portion of recorded crimes
appears incontrovertible.

Loeber et al. (1998) attempted to produce more clarity in this area by
defining the words ‘serious’ and ‘violent’ in strict legally based terms, while
recognizing that labels such as ‘chronic’ and ‘persistent’ generate contro-
versy due to varying, sometimes almost arbitrary, cut-off points. Loeber
and his colleagues also noted that any definitions adopted in this field need
to be different for female and male offenders.

To investigate whether distinctions between serious, violent and persist-
ent/chronic young offenders could be empirically based, Snyder (1998)
analysed criminal history data for Maricopa County, Arizona for the
period 1980–1995. With a population of 2.4 million, Maricopa (which
includes the city of Phoenix) was then the sixth largest county in the USA,
and had rates of property and of violent crime 75 and 12% above the
national average, respectively.

Snyder classified offence patterns into several sub-groups. First, young
people who came into contact with the police for reasons such as running
away from home, truancy from school, underage drinking, curfew viola-
tions or traffic offences were excluded from the analysis. In the UK and
many other countries, many of these behaviours would not warrant police
attention. In the United States, they are called ‘status offences’. Exclusion
of these cases resulted in a figure of 151,209 young people aged under 18
who were referred to the juvenile court for delinquent offences during the
study period. Offences were grouped as follows:
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• Violent offences included murder and manslaughter, kidnapping,
violent sexual assault, robbery and aggravated assault.

• Serious non-violent offences included burglary, serious theft, vehicle-
taking, arson, possessing weapons and drug-trafficking.

• Non-serious offences included minor thefts, minor assaults, possessing
drugs, disorderly conduct, vandalism and non-violent sexual assault.

• Chronic offenders were defined as those with four or more referrals to
the juvenile court (before their eighteenth birthdays).

The majority of the sample (85.4%) was classed as ‘non-chronic’. That
is, they were the subject of fewer than four referrals, though some had
committed serious offences. Members of that group were referred for an
average of 1.39 offences. The remainder, whose offence pattern was
defined as ‘chronic’, were by contrast referred for an averaged of 6.56
offences. Of the latter group, 7.9% had committed at least one serious
non-violent offence, 0.9% had committed at least one violent offence and
3.3% had committed at least one offence of each type. A final smaller
group (2.5%) though also classed as ‘chronic’ had not committed any
serious offences. Cumulatively, the 14.6% of the sample defined as
‘chronic’ accounted for 44.6% of all the referrals for sample as a whole,
and for 58.2% of the serious and 60.0% of the violent crimes. More fre-
quent offending was associated with a greater likelihood of committing a
serious offence. The greater the length of a young person’s ‘officially rec-
ognized offending career’, the higher the likelihood of referral for a violent
offence. The relationship between the various categories as defined by
Snyder is shown diagrammatically in Figure 5.2.

Combining different studies, the bulk of the evidence suggests overall that
those who commit more than five serious offences while juveniles may be a
distinctive group. Going one step further, it is plausible that such repeated
offending may be associated with other features of individuals that are rela-
tively stable over time. This might be at least partly a function of their
personalities – what sorts of people they are. But it could also be that previ-
ous definitions or concepts of this have been too narrow, focused on
constructs such as traits that can be measured by self-report questionnaires.

Employing a broader framework, it is more likely that there is a cluster
of interconnected features that includes personality as traditionally con-
ceived, alongside other characteristics like daily habits, lifestyles, attitudes,
and typical modes of thinking or reacting when faced with problems. A
central idea of social learning theory is that, through development, people
acquire behavioural and cognitive routines, habitual modes of functioning,
that are a net product of their temperaments and of the social environ-
ments in which their learning took place. Through cumulative experience
they cultivate a mixture of skills, showing relative strengths in some areas,
while having recurrent difficulties in others.

Evidence that there are configurations of this kind comes from several
sources. For convenience we can consider it under three headings:
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• The principal one is a collection of longitudinal studies, conducted at a
number of locations in several different countries across roughly the last
three-quarters of a century. In research of this kind, cohorts of children
or adolescents are followed for varying lengths of time, sometimes all
the way from birth to adulthood. This is usually regarded as the most
powerful kind of evidence available, as it provides a picture of the tem-
poral sequence of cause and effect. Although discerning such links is far
from easy, without studying the life-course in this way any conclusions
would remain on much shakier ground.

• Another source consists of cross-sectional studies. Here, comparisons
are made between known offender samples and non-offending control
samples at a single point in time. The groups have to be equivalent
(‘matched’) on some variables to eliminate their effects, while
researchers investigate differences in other variables.

• A third source is evaluation research on the outcomes of attempts to
reduce recidivism rates by addressing some aspect of offenders’ func-
tioning. If we compare projects that succeed in doing this with ones that
fail, this can furnish evidence concerning what kinds of factors make a
difference to the outcome. While this approach in some ways is less
direct, it can provide supplementary evidence for an idea gained from
the first two types of studies.

Figure 5.2 Definitions of serious, violent and chronic offenders (from Snyder 1998)
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In recent years, studies of all these kinds have been scrutinized more
thoroughly than before employing the method of statistical review or
meta-analysis. Because this method is now of vital importance for inter-
preting data and trying to draw conclusions from it, we will devote some
space below to describing what it entails.

Longitudinal studies

One of the earliest examples of a longitudinal project focused on the devel-
opment and temporal patterning of problem behaviour was a study of
referrals to a child guidance clinic in St Louis, Missouri, in the late 1920s
(Robins 1974). A series of 524 children formed the sample; they ranged in
age from under 6 to 17 years (with a median of 13). Data were also col-
lected on a matched non-clinical comparison sample of 100 school-
children. Over 30 years later, in the years 1955–1960, Robins was able to
interview 82% of the original clinic sample. Subsequently, a second cohort
comprising 235 African-American boys from a primary (elementary)
school was also followed up over a 30-year period. Robins (1974)
describes earlier research along similar lines, conducted in Germany,
Norway and Sweden, involving children born as long ago as 1903.

Since then, projects of this kind, known as birth cohort studies or panel
designs, have been carried out at a number of sites around the world: in the
United Kingdom, the Netherlands, Denmark, Sweden, Finland, the United
States, Canada and New Zealand (Loeber and Farrington 1997; Andrews
and Bonta 2003; Thornberry and Krohn 2003). Early studies of this kind
were retrospective; that is, information concerning the participants was
collected by working backwards from a later time-point. An important
feature of the majority of the more recent studies is that data collection is
prospective; that is, planned in advance and directly recorded at pre-
arranged time-points as individuals develop. This produces more reliable,
higher-quality information than retrospective data collection. In some
studies, both approaches have been employed.

All such projects have multiple objectives. Researchers typically investi-
gate a wide range of areas, including child health, family functioning, edu-
cation, employment, income and lifestyle, as well as contacts with the
criminal justice system. Most also draw on several sources of information,
including participants themselves, parents, siblings, peers, teachers and
other professionals. They use varied methods of data collection such as:
interviews; school, health or criminal records; psychometric assessments;
or behavioural observations. Inevitably given the passage of time and the
occurrence of life-events (and in some cases death), there is attrition in the
sample sizes. In a review of nine long-term studies, Capaldi and Patterson
(1987) found an average retention rate of 53% for studies up to ten years
in duration; probably not surprising if a study spans that period of time.
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However, other studies have done remarkably well in keeping sample loss
to a minimum and have achieved follow-up contact rates of 85% or better
even over lengthy periods.

Table 5.1 lists some of the best known studies of this genre (including all
the ones cited anywhere in the present book) with information on the age
ranges covered and key background sources. Several of the projects listed
are still ongoing. While the basic design of these studies is essentially simi-
lar, there are also some notable differences between them. In some, a single
cohort was followed from the beginning to the last data-point of the study
period (e.g. the Cambridge study). In others, several overlapping sub-
groups, each a different mean age at the outset, were followed in parallel
for the same number of years (the Denver and Pittsburgh studies). That
format is known as an accelerated longitudinal design. In still others, data
have been collected from two or three successive generations of families
(the Houston and St Louis studies).

The projects also differ in the ‘unit of analysis’. While in most cases this
is the individual, in some (the Iowa study) it is the family. Most samples
contain both males and females in roughly equal numbers, though some
used stratified sampling so that males were over-represented (the Rochester
study), and a few focused on males only. Many, in particular those con-
ducted in the USA, include a variety of ethnic groups, with some samples
having a majority of African-American youth and sizeable numbers of
Hispanic or Mexican-American origin. The Kauai study consisted
predominantly of Japanese, Hawaiian and Filipino children.

Among these studies it has been consistently found that a relatively small
proportion of youths or adults is responsible for a comparatively larger
proportion of criminal offences. This has led to an emphasis on those
variables most regularly found to be associated with the ‘criminal career’:
an individual’s extended involvement in criminality for a significant
episode of the life-span. Such an approach is called developmental
criminology (Loeber and LeBlanc 1990; Farrington 2002).

Developmental pathways

On the basis of this accumulated evidence, it is possible to construct an
inventory of the factors within individual development that contribute to
the emergence and, where it occurs, the persistence of offending behaviour.
Farrington (1996) has catalogued the major classes of variables shown to
be important in influencing the pathways developing children follow in this
respect. They are:

• Prenatal and perinatal factors: child health and influences on it before
and during birth.

• Hyperactivity and impulsivity, elements of ‘difficult temperament’ that
pose a challenge to parents.

• Parental supervision, discipline and attitudes to child-rearing.
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Table 5.1 Selected longitudinal studies of the development of offending

Project Initial
sample, n

Age ranges
(years)

Illustrative source

London and Isle of Wight
studies (UK)

1,689
1,279

10–25
10–14

Rutter (1981)

Newcastle Thousand Family
Study (UK)

1,142 0–22 Kolvin et al. (1988)

Cambridge Study of Delinquent
Development (UK)

411 8/9–40 Farrington (2003)

Copenhagen Birth Cohort
(Denmark)

28,879 0–30 Guttridge et al.
(1983)

Stockholm Project Metropolitan
(Sweden)

15,117 0–30 Wikström (1990)

Finnish Longitudinal Study
(Finland)

369 8/9–26 Hämäläinen and
Pulkinnen (1995)

Montreal Birth Cohort
(Canada)

3,142
934

0–23 LeBlanc and
Girard (1997)

Montreal Longitudinal and
Experimental Study (Canada)

1,161 6–22 Tremblay et al.
(2003)

Christchurch Child Develop-
ment Study (New Zealand)

1,265 0–18 Fergusson et al.
(2000)

Dunedin Multidisciplinary
Health and Development Study
(New Zealand)

1,661 0–21 Moffitt et al.
(2001)

St Louis Child Guidance Clinic
(USA)

624
235

0–30+
0–35

Robins (1974)

Philadelphia Birth Cohorts
(USA) (1945) 9,945 0–30

Tracy et al. (1985)

(1958) 27,160 0–18

Kauai Longitudinal Study
(Hawaii, USA)

698 0–32 Werner (1987)

National Youth Survey (USA) 1,725 11–17 Matsueda and
Anderson (1998)

Nashville-Knoxville-
Bloomington Study (USA)

585 4–7 Dodge et al.
(1994)

Iowa Youth and Families Project
(USA)

378 12–14 Conger et al.
(1994, 1995)

National Institute of Justice
(USA)

1,575 <11–18/40 Widom and
Maxfield (2001)
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• Broken homes, where this is associated with marked emotional distress,
especially if prolonged.

• Parental criminality, most frequently of fathers but in some instances of
both parents or of older siblings; also of grandparents, uncles and aunts.

• Large family size, which reduces parental attention for each child and
may increase conflict.

• Socioeconomic deprivation and the internal pressures this exerts upon
families.

• Below-average intelligence and educational attainment, which reduces
the chances of success defined conventionally in terms of employment
and income.

• Peer influences, including both attitudes and behaviour, as we saw in
Chapter 4.

• School influences, most importantly the way a school is run and the
ethos created within it.

• Community influences, including crime opportunities and neighbour-
hood environments.

• Situational variables, for example the combinations of people present
and the interactions between them.

Risk and protective factors
The type of empirically driven approach favoured by Farrington (1995,
1996, 2002) and many others has led, as with the integrative models sur-

Table 5.1 – contd

Project Initial
sample, n

Age ranges
(years)

Illustrative source

Oregon Youth Study (USA) 206 10–18 Reid et al. (2002)

Denver Youth Survey (USA) 1,527 7–18
9–20

Huizinga et al.
(2003)

11–22
13–24
15–26

Houston Longitudinal Study
(USA)

7,618
6,414

12–40+
12–15

Kaplan (2003)

Pittsburgh Youth Study (USA) 503
508

5–14
8–17

Loeber et al.
(2003)

506 12–19

Rochester Youth Development
Study (USA)

1,000 13–22 Thornberry et al.
(2003)

Seattle Social Development
Survey (USA)

808 10–24 Hawkins et al.
(2003)
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veyed in Chapter 2, to a conceptualization of crime in which theories are
not expressed in terms of direct causal determinants. Instead, crime is
viewed as an outcome of an interaction or combination of a range of risk
and protective factors.

Risk factors are individual or environmental variables, such as those in
the above list, which have been shown to be associated with greater likeli-
hood of involvement in criminal activity (Blackburn 1993). The presence
of such factors seems to have a cumulative and interactive effect, though
the nature of this may not be simply additive. Risks almost certainly inter-
play with each other in ways that are not yet fully understood. Several
researchers, including Patterson and Yoerger (1993), have proposed inte-
grative models of such processes. They postulated that the causal patterns
detected in the longitudinal studies have a developmental impact on the
child’s cognitive appraisals, social-cognitive skills, and typical modes of
construing and problem-solving in personal relationships.

By contrast, working in the opposite direction, protective factors are
those which ‘enhance the resilience of those exposed to high levels of risk
and protect them from undesirable outcomes’ (Catalano and Hawkins
1996: 153). Thus even in unfavourable circumstances, a portion of those
individuals exposed to risk factors do not resort to antisocial behaviour.
Important protective factors identified in longitudinal studies have
included being first-born, coming from a small family, a high IQ, a high
level of caretaker attention and good maternal health. However, protective
factors are not always simply the inverse of risk factors, and the inter-
actions between the two can be quite complex (Lösel and Bender 2003).
For example, social isolation may be a protective factor against some forms
of offending, by reducing the influence of peer groups. But it may not
safeguard a young person against other kinds of dysfunction such as emo-
tional or mental health problems (Farrington 1995). Furthermore, the
route from risk factors to the actual occurrence of antisocial acts may not
be a uni-directional one: reversals can occur along the pathway (Rutter
1989; Lösel and Bliesener 1994).

Research by Wikström and Loeber (2000) has shown that there are
complex interactions between risk and protective factors and attributes of
neighbourhoods. At high levels of risk factors, young people were likely to
become involved in offending regardless of neighbourhood context. Pro-
tective factors such as good parental supervision, motivation at school and
experience of guilt reduced the likelihood of early onset of delinquency,
again regardless of context. However, in adverse neighbourhood condi-
tions, the risk of delinquency increased sharply with time, even for ‘well-
adjusted’ children. (This is an example of an interaction between personal
and situational variables of the kind outlined in Chapter 3.) Overall,
however, both Wikström and Loeber (2000) and Elliott et al. (1996) con-
cluded that individual risk and protective factors are better predictors of
involvement in delinquency than characteristics of communities.

Another important outcome from longitudinal studies is a clearer
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understanding of patterns of continuity and discontinuity within different
kinds of behaviour. In the overwhelming majority of cases, the acts that
come to be labelled as ‘criminal’ are linked to other patterns that existed
beforehand. Where offending becomes persistent, a focus on official stat-
istics alone tells only one part of the story. Frequent adolescent and adult
crime usually has its precursors in violence in families, school bullying or
serious conduct disorders. Thus Farrington (1994) has argued for examin-
ing officially recorded delinquency alongside other forms of troublesome
behaviour among the young.

Synthesizing research findings

The volume of data generated by the projects just described, and in this field
more generally, is enormous. Making sense of it all is a formidable task.
How can we discern patterns, if there are any, across potentially hundreds
of pieces of research, themselves differing in numerous ways? During recent
years, a particular approach to this problem has become widely applied
throughout the social sciences and is now regarded virtually as standard.

The process of building knowledge through research involves several
stages. Its building blocks are individual projects or primary studies. As
findings on a given topic accumulate, researchers periodically draw them
together to discover whether any distinct trend has emerged. This activity,
known as research review, takes two main forms. The traditional version
has a narrative format: the reviewer reads all the accessible literature
relating to a given question, and summarizes it in a review article. Well-
executed narrative reviews are very useful. But when the number of pri-
mary studies is large, it can be difficult to extract a clear picture from them.
To overcome this, an alternative approach has been devised, in which the
reviewer collectively analyses the statistical results across all the individual
studies. That process is called meta-analysis (to distinguish it from primary
analysis, the management of data within individual projects; and second-
ary analysis, where data are re-analysed to check them or extract other
information from them).

Although meta-analysis is not new, it only came into more frequent use
during the late 1970s (Glass 1976). For example, Glass et al. (1981) used
the method to resolve the long-standing question of whether there is a
relationship between class size (or more accurately, the pupil–teacher
ratio) and the educational attainment of young people. Glass and his col-
leagues used meta-analytic techniques to review 300 studies published over
a 70-year period, containing data from 12 countries, with a total sample of
900,000 participants. Their review showed unequivocally that, with other
variables controlled, there is a clear relationship between class size and
educational performance. For example, a reduction in class size from 40 to
15 is associated with a 20% average improvement in exam results.

In any field of research, the available primary studies will vary in many
ways. The following are some of the differences typically found:
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• their country and language of origin;
• their date of completion;
• whether they are published or unpublished;
• size and composition of the samples involved;
• the amounts of descriptive information provided on participants;
• the type of study design and its methodological quality;
• the level of detail given on procedures used;
• types of outcome measure employed;
• methods of data analysis.

It is hardly surprising that it is difficult to make sense of a batch of studies
when there can be so many variations between them. And sometimes, of
course, there just is no discernible trend among the findings. More com-
monly, there is a detectable trend that is concealed by the sheer volume of
studies and the other differences between them.

The findings of meta-analyses are usually reported in the form of a gen-
eral outcome variable called the effect size. As this is the whole object of
the enterprise, effect size matters. We will see in Chapter 6 that there are
several different effect size measures and numerous formats for reporting
them. The most commonly used statistic when examining the relationships
between variables is the correlation coefficient. This can be calculated in
several ways, but all yield a statistic that tells us how close the association
is between two variables. For example, we might ask whether there is a
relationship between numbers of previous convictions up to a given time-
point, and likelihood of a further re-conviction in the next two years; or
whether endorsement of hostile statements on an attitude scale is associ-
ated with aggression towards others. If these correlations have been com-
puted in a number of studies, by examining their averages we may be able
to arrive at systematic conclusions about the relative strengths of different
patterns of association.

Discovering risk factors through meta-analysis

The meta-analytic approach has now been extensively applied in efforts to
discover relationships between individual, family, social and other vari-
ables, and subsequent involvement in criminal or other antisocial
behaviour, especially where it has become repetitive or entrenched. For
example, Lipsey and Derzon (1998) used it to amalgamate findings from a
number of longitudinal studies. Their primary interest was in which vari-
ables would best predict serious or violent offending between the ages of
15 and 25. They combined data from 34 independent studies, each with a
sample of between 200 and 500 participants, yielding a total of 155 effect
sizes. The search for predictors was carried out based on two prior age
ranges: 6–11 and 12–14 years. The attrition rate, the reduction in the
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samples between the prediction and outcome points, was less than 5% in
each of the studies found. In any attempt to fuse primary research findings
together in this way, a portion of the variation in the results will be due to
methodological differences between the studies. It is therefore important
firstly to examine the extent of this and take account of it in the analysis.

Once this had been done, Lipsey and Derzon found that slightly different
factors served best as predictors from the two initial age ranges. For predic-
tion from 6–11 to 15–25, the best predictors were a history of any type of
offending, substance use, male gender, family socioeconomic status and
having parents who themselves had a history of criminal behaviour. For
prediction from 12–14, the best predictors were a lack of social ties,
involvement with antisocial peers and a history of previous offences.

Three other meta-analyses have been reported of predictors of re-
offending by young people. Simourd and Andrews (1994) reviewed
research, published and unpublished, conducted in the 30 years before
1994. They located 60 studies, conjointly producing a total of 464 correl-
ations between a wide range of factors and involvement in delinquency
(but excluding criminal history variables). The most potent predictors were
antisocial peers and attitudes (unfortunately, the authors did not test the
separate effects of these two factors); temperament and misconduct prob-
lems; poor educational performance; and difficulties in parent–child rela-
tionships. Other factors such as socioeconomic status and self-reported
personal distress were not associated with offending. A main objective of
the review by Simourd and Andrews was to determine whether there were
differences between the sexes in factors predictive of recidivism. How-
ever, no such differences were found: patterns of predictive power across
various factors were very similar for both males and females.

Cottle et al. (2001) reviewed 25 studies published between 1983 and
2000, comprising 22 independent samples with a combined total of
15,265 participants. Whereas a youth’s age on first commitment to court
and age at first contact with the law were the two strongest predictors of
recidivism, the number of previous commitments was only a moderately
good predictor, and number of previous arrests a comparatively poor pre-
dictor. Presence of delinquent peers was a relatively strong predictor; by
contrast, socioeconomic status was a fairly weak one. Cottle and her col-
leagues did not directly examine attitudinal, cognitive or personality
variables.

Hubbard and Pratt (2002) analysed predictors of delinquency among
girls. They surveyed all published studies of predictors of female delin-
quency; they do not give the number of studies but they contained 97 effect
size estimates from a combined sample of 5,981. Like Simourd and
Andrews, they found similar factors operating as for young males. These
included antisocial peers (effect size 0.53); prior history of antisocial
behaviour (0.48), antisocial personality (0.21), attitudes and beliefs (0.18).
However, some additional factors also emerged, including school relation-
ships (0.25), history of physical or sexual victimization (0.21), and family
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relationships (0.17). As in most other reviews, socioeconomic status was a
poor predictor (effect size 0.03).

For adults, the strongest predictors of offending have been elucidated in
a meta-analysis by Gendreau et al. (1996). This drew on a total of 131
studies published between 1970 and 1994, with an aggregate sample size
of just under 700,000, and yielding a total of 1,141 correlations between
predictor variables and recidivism. The review surveyed 18 ‘predictor
domains’ embracing demographic, family background, criminal history
and personal functioning variables. The most robust predictors were: hav-
ing a network of companions or associates themselves involved in offend-
ing; expressing antisocial attitudes or cognitions; antisocial personality
assessed by one of several psychometric scales or structured interviews;
and criminal history as an adult or adolescent.

A study by Simourd and Olver (2002) of 381 adult male Canadian
prisoners has underlined the importance of attitudes towards crime and
criminality, and illustrated aspects of their structure. The men in their
sample ranged in age from 19 to 60, represented several different ethnic
groups and had an average of over 13 previous convictions. They were
asked to complete a modified version of the Criminal Sentiments Scale, a
self-report questionnaire of attitudes, beliefs and values concerning the law
and crime. The results supported earlier findings that there are several
components of attitudes conducive to committing crimes. One aspect of
this was the individual’s general view of the law and its enforcement.
Another was belief in or tolerance of law-breaking as a means to get what
one wants. A third element was identification with ‘criminal others’. These
aspects of attitudes exhibited modest but statistically significant relation-
ships to several separate indicators of criminal activity (e.g. re-arrest,
violent re-arrest, violating supervision arrangements, reconviction and
re-incarceration).

Identifying risk factors through evaluation of outcomes

Another approach to testing the importance of different variables is to com-
pare the relative impact of interventions, focused on different aspects of
individuals’ functioning, on their risk of re-offending. Table 5.2 shows the
results of a series of meta-analyses reported by Dowden and Andrews
(2000) on factors associated with re-offending by young people. The items
are listed in descending order according to the mean effect size obtained.
The number of studies contributing to each calculation is shown in the right-
hand column. The topmost item in the table (criminogenic needs) refers to a
cluster of factors combining criminal peers and antisocial attitudes, which
as we have seen emerged strongly from other reviews outlined above.

The core proposition tested in this kind of work is that ‘individuals
varying in their criminal past (as documented by cross-sectional studies)
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and their criminal future (as documented in longitudinal studies) may be
differentiated at levels well above chance on a number of situational, cir-
cumstantial, personal, interpersonal, familial and structural/cultural/
economic factors’ (Andrews 1995: 36). Support for this proposition comes
from an integrative evidence base of 372 studies of variables associated
with offending (Andrews and Bonta 2003). Andrews and his associates
have analysed these studies both in combination and in separate groupings
defined by moderator variables such as gender, age and ethnicity; and
research variables including the specific way in which ‘crime’ was meas-
ured and the type of research design employed. The net conclusion from
these reviews is that the major factors with demonstrable links to risks of
crime are as follows:

• Antisocial or pro-criminal attitudes, beliefs and cognitive-emotional
states.

• Association with pro-criminal peers.
• A number of temperamental and personality factors, including impul-

sivity, restless aggressive energy, egocentrism, and poor problem-solving
and self-regulation skills.

• A varied history of antisocial behaviour.
• Family history of criminality, evidence of poor parental supervision and

discipline.
• Low levels of personal, educational, vocational or financial achievement.

Standing back for a moment to survey the assembly of reviews just out-
lined, we can see that there are some disparities among the findings
obtained. That is not surprising given the complexity of the influences that

Table 5.2 Criminogenic dynamic risk factors (adapted from Dowden and Andrews
2000)

Variable Mean effect size (r) Number of tests

General criminogenic needs +0.36 47
Family: supervision +0.35 17
Family: affection +0.33 24
Barriers to treatment +0.30 12
Self-control +0.29 40
Anger/antisocial feelings +0.28 41
Vocational skills + job +0.26 9
Academic +0.23 51
Pro-social model +0.19 19
Antisocial attitudes +0.13 17
Reduce antisocial peers +0.11 8
Vocational skills +0.09 17
Relapse prevention +0.07 7
Substances abuse treatment (any) +0.04 11
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are operating, and the mixture of studies done. All of this represents work
in progress, and there is a need for more research both to check and to
amplify the results obtained.

Nevertheless, the degree of consistency across the findings is sizeable
with regard to those factors that appear to differentiate young people or
adults at risk of involvement in a pattern of offending; especially one that is
more serious or protracted. Where criminal history variables are included
in an analysis, they emerge as strong predictors of future offending. That is
important information for prognostic purposes, but in itself it carries little
explanatory value. Studies and reviews that discriminate other factors,
such as aspects of social networks, lifestyles, attitudes, values or reported
problems, arguably take us beneath the surface of the criminal and demo-
graphic statistics and reveal more about discrete pathways towards or
away from offending.

In summary, there is now a sizeable body of information in this field.
The findings we have collected emerge from cross-sectional studies com-
paring individuals who have different levels of contact with the criminal
justice system. Other findings, from longitudinal studies within which it is
possible to capture the developmental sequences of events, highlight the
same sets of variables. Evidence that rehabilitative efforts focused on the
same factors can lead to reductions in re-offending further confirms their
influence. Together, these results build a strong case for the importance of
certain factors in the origins and maintenance of criminal conduct at the
individual level.

Static and dynamic
A useful distinction that emerges from analyses of this kind is between
static and dynamic risk predictors. The former generally consist of demo-
graphic or criminal-history variables, which at any given moment are fixed
or determined beforehand (by prior events). They include, for example,
gender, age when first convicted of an offence, having a parent with a
criminal record, present age, types of offences committed and total number
of previous convictions. Dynamic risk factors by contrast fluctuate more
rapidly over time, and reflect internal states or temporary circumstances of
the individual. They include, for example, attitudes and cognitions, every-
day companions or associates, impulsivity, self-management and control
(or its absence), and the pattern or extent of substance misuse. Research
suggests these play a pivotal role in the recurrence of offending (Zamble
and Quinsey 1997). When Gendreau et al. (1996) grouped together various
factors of this type in the meta-analysis cited earlier, they found they were
on average more closely correlated with recidivism than were demographic
and criminal history variables.

Criminogenic and non-criminogenic
Another distinction that is widely used is between criminogenic and non-
criminogenic needs. This terminology comes from the work of Andrews,
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Bonta, Gendreau and their co-workers. It refers to the difference between
those aspects of an individual’s functioning, which, if modified, will have
an impact on the likelihood of re-offending; as opposed to other attributes
that have been shown to be unrelated to that outcome. For example, if it
proves possible to alter an individual’s attitudes, or numbers of peer
associates involved in offending, this increases the chances of a reduction in
recidivism. Such established dynamic risk factors are then called crimino-
genic needs. It is necessary to make them targets of change if we wish to
reduce risk levels. Conversely, certain other targets are less promising as
the focus of change in efforts to reduce offending behaviour. They include
diffuse or vaguely defined emotional or personal problems, such as feelings
of anxiety or low mood; or an individual’s level of self-esteem. As we will
see in Chapter 6, when the latter have been made targets of intervention
programmes, in some cases this has led to increases in recidivism (Andrews
2001).

This is not meant to imply that we should disregard needs of the latter
kind, in some obstinate, single-minded drive to do what is most likely to
tackle offending behaviour and nothing more. Individuals are entitled to
have such needs met regardless of whether they have broken the law. The
argument on which this distinction turns is simply that in the light of the
evidence to hand, addressing these needs will not by itself be sufficient to
bring about adjustments in offending behaviour. This overturns what
was for many years a widespread assumption in working with offenders
and trying to ‘rehabilitate’ them. The distinction might also raise
important questions about what should be the role of criminal justice
agencies in meeting offenders’ needs, an issue to which we will return in
Chapter 8.

Specific risk factors?

None of the studies we have discussed so far permits us to draw clear
conclusions regarding whether there are particular developmental risk fac-
tors associated with any single type of offence as compared to others. Most
individuals who are repeatedly convicted of crimes are non-specialists in
that they commit an assortment of offences. In the Cambridge Study of
Delinquent Development, for example, ‘the causes of aggression and vio-
lence were essentially the same as the causes of persistent and extreme
antisocial, delinquent and criminal behaviour’ (Farrington 1995: 945).
This point has been further emphasized by Andrews and Bonta (2003),
who have reviewed sets of risk factors for general, violent and sexual
offending, as well as offending by persons suffering from mental disorders.
By and large, only minor variations are found in the sets of factors that can
be identified, although there are likely to be different processes at work, as
we saw in Chapter 4.

However, efforts have been made, and continue to be made, to isolate
risk factors for specific forms of offending. The research literature pertain-
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ing to this is voluminous, though very unevenly spread across different
offence types. Perhaps not surprisingly there is a tendency to focus on
various manifestations of violence. Three examples serve to illustrate the
kinds of work carried out.

Sexual offending by adolescents
Many studies have focused on adolescents who commit sexual assaults.
Cross-sectional comparisons appear to indicate that they may have experi-
enced more violence from parents than other groups of aggressive juveniles
(Ford and Linney 1995). They are also described as being more isolated
and having poor social relationships with both family members and peers
(Vizard et al. 1995), a picture quite different from that seen in the meta-
analyses for general offending where peer influence is a major factor.
Hudson and Ward (2001) have forwarded an account of this specific form
of assault by adolescents.

Worling and Långström (2003) reviewed the research on risk of
recidivism and concluded that several factors are quite firmly supported
by the work that has been done: deviant sexual interests; previous sanc-
tions for sexual assault; having two or more previous victims; selecting a
stranger as victim; social isolation; and incomplete participation in treat-
ment programmes. Other factors were thought to be promising as pre-
dictors: problematic relationships with parents, and attitudes supportive
of sexual offending. Several other variables were thought to be possible
risk factors but are not yet sufficiently supported by empirical findings.
Contrary to what is widely believed, there is no clear relationship
between experience of childhood sexual victimization and sexual assault
recidivism in either adolescence or adulthood. Similarly, denial of sexual
offending, frequently assumed to be an indicator of higher risk, is associ-
ated with lower subsequent rates of re-offending (Worling and Långström
2003).

Gang involvement
Being a member of a delinquent gang is associated with committing more
serious offences, including violence. Hill et al. (1999) used data from the
Seattle Social Development Project, one of the longitudinal studies listed
earlier, to investigate risk factors for involvement in a gang. Hill and his
colleagues searched for predictors from ages 10–12 of joining a gang
between the ages of 13 and 18. In their sample of 808 young people from
diverse ethnic backgrounds, roughly one in six reported having belonged
to a gang at some point. Several risk factors emerged as predictive of gang
membership. They included the number of young people in trouble in a
neighbourhood and the local availability of marijuana. Living in any
arrangement other than with both parents was associated with elevated
risk, as was doing poorly at school. At an individual level, young people
prone to externalizing behaviours, who reported having been violent
before the age of 12, who had tried marijuana by the age of 12, and who
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rejected conventional beliefs, were more likely to be in gangs. There was a
strong association between the numbers of risk factors at work and the
likelihood of being in a gang. Those exposed to seven or more risk factors
were over 13 times more likely to be gang members than those exposed to
none or just one.

Multiple murder in schools
There has even been an attempt to determine whether there are any specific
risk characteristics for ‘school shooters’, given the disturbing numbers of
multiple killings by schoolchildren in the USA. The Federal Bureau of
Investigation has published a ‘threat assessment’ document based on in-
depth examination of a series of 18 of these incidents by a multidisciplinary
expert group (O’Toole 2001). The objective of this study was to provide
senior educators and parents with a guide to interpreting any warning signs
that a student might be about to unleash such devastating violence.

This resulted in a ‘four-pronged assessment model’ requiring analysis of
the personality of the student, family dynamics, school dynamics and social
or community dynamics. No fewer than 28 features were identified as pos-
sible indicators at the individual level. Where individuals have made threats,
some attributes of them can be taken more seriously as indicating the threats
are real, for example where they are ‘direct, specific as to the victim, motiv-
ation, weapon, place and time’ (O’Toole 2001: 9). It is difficult to evaluate
the status of specific items in the lists generated. For example, one perpetra-
tor, who was taking a home economics class, baked a cake in the shape of a
gun. By itself that might be indicative of a fertile if slightly macabre imagin-
ation, or wacky sense of humour. The school writings and other work of
youth in question showed recurrent themes of violence. Hence the report
emphasizes the importance of looking across the totality of the indicators,
to avoid any risk of unfairly labelling a young person.

Two patterns of offending?

Drawing together the evidence found so far, there is sufficient consistency
to justify several conclusions. There are large individual differences in the
likelihood of criminal offending. While many – perhaps most – of us break
the law at some stage (usually in adolescence, and in minor ways), there are
some individuals with a far higher level of criminal activity. That array of
differences shows a sizeable amount of stability over time. Thus a person’s
past record of crime provides a reasonably sound basis for predicting the
likelihood of similar activity in the future. Individual differences in psycho-
logical or psychosocial variables provide an equally viable, even superior,
basis for predicting the extent of future offending.

Thus it appears fair to say both that there are many people who commit
offences just once or twice in their lives, and that there is a small group who
do so much more often. The latter group may, to recall the terminology
used by Shoda et al. (1994: see Chapter 3), have particular psychological
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‘signatures’ with respect to the ways in which they habitually respond to
certain situations.

In an attempt to make sense of the apparent lopsidedness of these
findings, Moffitt (1993) has offered a model of differential pathways
in development. The key to this is a distinction between two types of
delinquency each with its own characteristics and causes:

• Adolescence-limited. This refers to the bulk of offending, for which the
peak incidence occurs in the mid-to-late teenage years but which wanes
in frequency thereafter. ‘Actual rates of illegal behavior soar so high
during adolescence that participation in delinquency appears to be a
normal part of teen life’ (Moffitt 1993: 675). The roots of this are in the
differential rates at which young people mature physically, emotionally
and socially, and in the conflict between them and adults as they strive
for autonomy. It occurs in this way because ‘a secular change in the
duration of adolescence has generated an age-dependent motivational
state’ (p. 689). The sheer volume of this type of offending increased
considerably from the early part of the twentieth century onwards in the
world’s richer nations.

• Life course persistent. This refers to problem behaviour that is of earlier
onset, is usually more serious, and which continues on into adulthood.
Moffitt suggested that those manifesting this pattern might sometimes
serve as role models for the first group. She also estimated that they form
approximately 5% of the male population. In Moffitt’s view and that of
several other researchers, the behaviour of this group is probably indica-
tive of psychopathology. For example, she adduced evidence that it may
be due to some underlying neuropsychological difference between them
and the ‘time-limited’ majority.

The key proposal here, then, is that there are two forms of delinquent
activity that have dissimilar origins and require separate explanations.
However, it remains unclear whether the ‘persistent’ group is genuinely
distinct. There may be a sub-group within it that is characterized by fea-
tures such as neuropsychological damage, or other pervasive problems
including personality disorders (a possibility we will consider below). But
it may be more accurate to think of the generally observed pattern as a
continuum, rather than a typology, as has been suggested, for example, by
Thornberry et al. (2003). Brezina (2002) has forwarded several possible
reasons other than psychopathology why there may be individuals whose
illegal behaviour becomes more persistent. They include patterns of social-
ization such as those discussed in the preceding two chapters of the present
book.
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Offenders with mental disorders

Models such as the one proposed by Moffitt (1993) implicate psycho-
pathology as a likely cause of repetitive offending. Even criminologists
who are critical of psychology (e.g. Roshier 1989) acknowledge some
association, albeit extremely limited, between crime and mental disorder,
though also maintaining that the usage of any of these categories is prob-
lematic. The fundamental mistake attributed to psychology arises from a
perceived overstatement of the role of pathology in crime. This brings us to
the keenly disputed question of the extent to which, or whether, there is a
relationship of this kind. Can mental disorder be considered criminogenic
in the sense defined earlier?

This area is one in which myths and misconceptions abound,
unfortunately as enduring as they are pervasive. Labelling and stigmatiza-
tion remain common and individuals who experience particular combin-
ations of mental health problems are still widely regarded as ‘dangerous’.
Incidents in which people suffering from mental disorders commit serious
crimes are sensationalized, and lurid portrayals of such possibilities in
many media give a distorted picture of the personal experience and con-
sequences of mental distress.

A more systematic scrutiny of the evidence does not support the view
that people suffering from mental disorder pose a significant threat to
others. Taylor and Gunn (1999) have charted the numbers of homicides in
England and Wales committed by persons with serious mental disorders
over a 38-year period. Such incidents consistently form only a small pro-
portion of homicides overall, and their annual rate has steadily declined
since the 1950s. The frequency of other kinds of violence was monitored in
the MacArthur Violence Risk Assessment Study, a follow-up of a large
sample (n = 1,136) of patients discharged from psychiatric hospitals into
the community in three US cities. Data were collected at ten-week intervals
for a period of 12 months. The authors found that the rate of violence for
study groups was no higher than that for non-clinical comparison samples
in the same neighbourhoods (Steadman et al. 1998).

Problems of definition

As we saw in Chapter 1, the question of how to define crime is notoriously
difficult. No consensus has ever emerged concerning it; some writers query
the legitimacy of the whole exercise. Before discussing whether there is a
relationship between crime and mental disorder, it is important to clarify
the terms on which any such discussion is based. Sadly for those of us who
would prefer a simple life, definitions in the study of mental disorder are if
anything even more elusive and controversial.

The dominant approach to this is in the province of psychiatry, which is
a branch of medicine. As such it is founded upon the concept and everyday

122 Understanding psychology and crime



application of the process of diagnosis. This serves four main purposes
(Eastman 2000):

• description and classification of the observed phenomena;
• aetiology – provision of a causal model for understanding a disorder

and its origins;
• prognosis, or the prediction of the likely progress and outcome of a

problem;
• decision-making with regard to therapeutic interventions.

To accomplish these goals, elaborate taxonomic systems have been created
for mental disorder syndromes. The two most widely used are the Diag-
nostic and Statistical Manual of Mental Disorders (DSM-IV; American
Psychiatric Association 2000) and the International Classification of
Mental and Behavioural Disorders (ICD-10; World Health Organization
1992).

Some types of mental disorder have a clear underlying neural pathology,
even if its exact nature has not yet been ascertained. They include
degenerative brain diseases such as Alzheimer’s, seizure disorders such as
epilepsy, and traumatic brain injury caused by traffic accidents or assaults
(Lishman 1997).

However, for the overwhelming majority of mental health problems,
there is no known organic cause (Pilgrim and Rogers 1993; Mechanic
1999). Indeed, for most, it is unlikely that any direct physical substratum
will be found. In the absence of known aetiology, some researchers ques-
tion the very use of diagnostic frameworks for mental health problems.
This has led to disagreements among psychiatrists themselves; and as in
criminology there is a ‘critical’ tendency within the profession (Szasz 1961;
Breggin 1991). Similar disagreements also arise between psychiatry and
other professions including psychology and sociology. The use of diagnosis
is fraught with technical problems (Clark et al. 1995) and it has been
argued that its basis is more political than scientific (Kutchins and Kirk
1997). These reservations notwithstanding, most research on the links
between crime and mental disorder is conducted with reference to
diagnostic systems and categories.

Mental health problems in offenders

Individuals who have broken the law face personal problems of various
sorts, and a proportion may also experience symptoms of mental disorder.
Where that arises, it of course represents a healthcare issue in its own right. It
might partly explain the disturbingly high incidence of suicide and self-harm
in penal institutions. Surveys have been conducted to investigate the preva-
lence of mental disorders among prisoners in several countries. For example:

• United Kingdom. In a survey for the Office of National Statistics, Single-
ton et al. (1998) interviewed 3142 prisoners. They found that 7% of
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male sentenced prisoners, 10% of males on remand and 14% of female
prisoners met criteria for diagnosis of psychotic illness. The correspond-
ing figures for antisocial personality disorder were 49, 63 and 31%, and
for neurotic disorders 40, 59 and 76%. Levels of harmful or hazardous
alcohol and drug use were very high. Overall, fewer than one in ten
prisoners showed no evidence of the major diagnostic categories
examined in the survey.

• United States. Steadman et al. (1989) conducted a survey of 3,332
prison inmates in New York State. They found that 8% suffered from
severe psychiatric disorders, with an additional 16% being found to
suffer from disorders which, though less severe, nevertheless required
treatment. Among a random sample of 728 male admissions to a US
county jail, Teplin (1990) found that 6.4% met diagnostic criteria for
major mental disorders such as schizophrenia, mania or clinical depres-
sion. An analogous study with female prisoners showed an even higher
rate of 15% (Teplin et al. 1996).

• Canada. Among Canadian penitentiary inmates, both Hodgins and
Côté (1990) and Motiuk and Porporino (1991) found significant pro-
portions of prisoners suffering from major mental disorders. In Ontario,
for example, proportions of those fulfilling diagnostic criteria for vari-
ous disorders were: psychosis, 8.6%; major depression, 11.9%; general-
ized anxiety disorder, 27.9%; drug dependence, 36.7%; antisocial
personality disorder, 59.0%; and alcohol dependence, 69.1%.

Reviewing the North American literature, Lamb and Weinberger (1998)
concluded that the proportion of prisoners suffering from severe mental
disorders in local city and county jails in the USA ranged from 6 to 15%,
and in state prisons from 10 to 15%. Extrapolating from official statistics
for England and Wales, Peay (2002) estimated that in mid-2001 there were
likely to have been 4,648 prisoners suffering from some form of psychosis,
and who were in need of transfer to hospital. On the basis of a large-scale,
integrative review of 62 survey-based studies from 12 countries, Fazel and
Danesh (2002) deduced that, globally, the number of prisoners suffering
from mental disorders is likely to run into several millions.

Mental disorder and risk of offending

These data collectively suggest that there is a significant unmet need for
mental health services within the prison population. However, the presence
of serious mental health problems in imprisoned offenders does not in itself
demonstrate that they constitute a risk factor for criminal behaviour. For
that to be shown, we would need detailed information on the patterning of
symptoms and of offending for each individual. An alternative way to
approach this, coming from the opposite direction as it were, is to study
criminal offending in people diagnosed as suffering from mental disorders.

Several types of evidence converge to suggest two broad conclusions that
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can be drawn at present. First, contrary to a widely held stereotype, people
diagnosed with even relatively severe mental disorders are on balance no
more likely, and perhaps slightly less likely, to commit criminal offences
than the population as a whole. Second, some recent research has focused
on the question of whether there may be certain exceptions to this, associ-
ated with particular types of symptoms, or mental and emotional states.

Employing meta-analysis, Bonta et al. (1998) reviewed a series of long-
term follow-up studies to establish which factors were the best predictors
of criminal and violent recidivism among offenders with serious mental
disorders. The set of studies they compiled incorporated 68 independent
samples (a total sample size of 15,245). Predictors were classed into four
sets: demographic, criminal history, deviant lifestyle and clinical. The last
included psychiatric diagnosis. As Table 5.3 shows, the most accurate
predictors were demographic and criminal history variables; indeed, the
overall pattern obtained was a close parallel to that typically found with
non-mentally disordered offender populations. The weakest predictors of
recidivism were clinical variables. Most notably, although a diagnosis of
antisocial personality disorder (a category used within the DSM) was
associated with a greater risk of future criminality, no other diagnostic
category emerged as significant. Psychosis was in fact negatively correlated
with future recidivism.

Long-term follow-up research of the kind reviewed by Bonta and his
colleagues has been carried out in a number of countries, including the UK,
USA, Canada, Sweden and Italy (McGuire 2001b). For example, Bucha-
nan (1998) has described a 10½-year community follow-up of 425 patients
discharged from high-security hospitals in England. Broadly consistent
patterns of results have emerged from these studies. Factors associated
with greater likelihood of re-conviction include being younger, male,
unmarried and having a diagnosis of personality disorder, most import-
antly antisocial or psychopathic disorder. It has been consistently found
that the risk of violence is elevated when a diagnosis of major mental
disorder is conjoined with substance abuse (Swanson et al. 1997).

With reference to clinical variables, probably the best interpretation of
these findings that can be offered at present is that diagnosis by itself is too
rudimentary a description to provide much information concerning risk

Table 5.3 Predictors of recidivism among mentally disordered offenders (Bonta
et al. 1998)

Category of predictor General recidivism Violent recidivism

Demographic 0.12 0.12
Criminal history 0.08 0.15
Deviant lifestyle 0.07 0.08
Clinical −0.02 −0.03
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factors. When specific symptoms are examined more closely, some interest-
ing patterns emerge. However, as yet the picture obtained remains unclear
due to some ambiguities within them.

Important evidence bearing on this came from the Epidemiological
Catchment Area (ECA) study, a large-scale survey of psychiatric morbidity
in a community sample of 10,059 respondents from three American cities
(Swanson et al. 1990; Swanson 1994). Data collection included questions
concerning whether respondents had engaged in any act of violence in the
preceding 12 months. The rates reported by different sub-groups varied
considerably by diagnosis. For those not diagnosed with any disorder the
rate was 2.1%; for those diagnosed as suffering from schizophrenia it was
12.7%, and for those with drug dependence 34.7%.

More detailed examination of these findings showed that almost all the
difference in rates of violence between patient and non-patient samples
could be accounted for by certain psychotic symptoms (Link et al. 1992;
Link and Stueve 1994). The specific symptoms most closely associated
with violent acts were paranoid delusions, especially those in which indi-
viduals felt threatened because their own self-controls are being invaded
by external forces. Link and Stueve (1994) called these patterns
threat/control-override (TCO) symptoms. Other research has shown that
depending upon their content, and on aspects of the situation, command
hallucinations may also be associated with the occurrence of acts of vio-
lence (McNiel 1994). Here, individuals may hear voices issuing com-
mands, in some instances directly to themselves ordering them to commit
assaults.

However, in the most sophisticated study of its kind to date, the pattern of
results obtained differed somewhat from this. The MacArthur Violence Risk
Assessment Study employed complex statistical techniques to disentangle
the relative effects of different risk factors on the occurrence of violent
behaviour (Monahan et al. 2001). Some factors that emerged were familiar:
the impact of prior criminality, father’s criminality and substance abuse, and
the individual’s own history of drug and alcohol abuse. Others that emerged
as significant were engagement in violent fantasy and the behavioural
expression of anger. But there was no evidence that schizophrenia was a risk
factor for violence, and contrary to the ECA findings neither paranoid
delusions nor command hallucinations were predictive of it.

Our focus here and throughout this chapter has been on individual
attributes associated with a repetitive involvement in offending. However,
it is vital to reiterate that these links are moderated by social and con-
textual factors: a further example of interaction between the person and
the situation described in Chapter 3. In the MacArthur study, neighbour-
hoods at different levels of affluence also differed in rates of violence, and
this was an important predictor of violence rates in combination with
individual variables in an interactional model.
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Personality disorder

Probably the psychiatric category most consistently associated with repeti-
tive involvement in crime is that of personality disorder, which in the two
diagnostic systems mentioned earlier is further divided into various sub-
types (see McMurran 2001 for a side-by-side comparison). From a psychi-
atric standpoint, persistent offending may be attributable to the presence
of underlying personality disorder. As defined in DSM-IV, the type most
often found among male offenders is antisocial personality disorder, which
is also the most frequently studied, and in 12 separate reports was found to
have a median community prevalence of 1.2% (Mattia and Zimmerman
2001). In diagnostic terms, personality disorder is conceptualized as ‘an
enduring pattern of inner experience and behaviour that deviates markedly
from the expectations of the individual’s culture’ (American Psychiatric
Association 2000: 689), manifested in cognition, emotional responding,
interpersonal functioning, or impulse control. Antisocial personality dis-
order is characterized by a pattern of disregarding the rights of others,
which shows itself in such features as repetitive involvement in criminal
behaviour, deceitfulness, impulsiveness, irritability and aggressiveness,
irresponsibility and lack of remorse. The argument here is susceptible to
the charge of circularity: if a psychiatric disorder is partly defined by speci-
fied kinds of behaviour, then it is scarcely surprising if it is found to
correlate with that behaviour described in other ways. There are more
conceptual confusions, if not contortions, in this area, especially revolving
round the related word psychopath. This term has a curious history, from
its original German usage to mean a psychologically damaged person to
later, recurrent interpretative disputes regarding its clinical and scientific
status (Blackburn 1992, 1993). It is not part of any diagnostic system,
although it continued in use as a legal category in the 1983 Mental Health
Act of England and Wales, and in research on the prediction of violence.

Individual differences: practical implications

Discussing the evidence from longitudinal research, Laub and Sampson
(1993) pointed out that theoretical models in criminology are typically
based on aggregate samples, and so fail to take adequate account of the
heterogeneity of individuals. Consequently, there sometimes appears to be
an unbridgeable gap between theory construction and the more ordinary
task of making sense of particular offences or of the people who have
committed them.

The findings reviewed in this chapter arguably constitute a sizeable
advance in our understanding of the development and maintenance of
involvement in crime at the individual level. With respect to both the
accumulation of knowledge and the refinement of theory, they have

Individual factors in crime 127



brought us a long way. They have established the existence of fairly robust
individual differences in the likelihood of persistent offending. The
importance of many of the variables is confirmed by their concurrent val-
idation through studies that used different methodological perspectives. It
is only a short step from this set of findings to the proposal that the infor-
mation so produced is potentially useful for purposes of assessment and
prediction within criminal justice. If we find that certain aspects of indi-
viduals’ development or their functioning are convincingly associated with
their chances of re-offending, it should be possible to discover some
method of combining this information that will enable us to forecast that
event (Andrews 1989; Andrews et al. 1990a).

The crucial question of course is the accuracy with which this can be
done. The success of any approach in foretelling the likelihood of involve-
ment in further offending is called its predictive validity. For any given
method this should be rigorously tested in follow-up research and be
shown to achieve satisfactory levels before we apply it in practical settings.

An advantage of this approach, if it can be shown to work, is that it
holds out the prospect of helping to solve the problem posed by Laub and
Sampson (1993) of making links between large-scale theory and single
cases. While a general consensus on an integrative theoretical model may
continue to be elusive, employing a risk-assessment framework could
greatly facilitate the everyday practical task of understanding individual
offence patterns.

Risk assessment

This has led to the assembly, testing and dissemination of a number – some
would say a plethora – of risk assessment instruments. Strategies for under-
taking this have traditionally been classified into two principal types:

• Clinical approaches evolved from the accumulation of everyday experi-
ence of practitioners working with individual cases, and so are founded
on subjective judgements drawing on recollection of previous examples.
The word ‘clinical’ here does not refer exclusively to medical practi-
tioners such as psychiatrists, but may include psychologists, social
workers, probation officers, parole officers, case managers in youth
justice services, or psychiatric nurses.

• Actuarial approaches by contrast are empirically driven in the sense that
they involve systematic measurement of a specified set of factors derived
from a research database, which is then statistically analysed, yielding a
formula that will allow usage of the information to provide risk-level
scores. A steady stream of research has clearly demonstrated the
superior accuracy of this approach over clinical prediction.

If our focus is simply on prediction of average re-offence rates among
selected offender populations, a reasonably high level of predictive accur-
acy can be attained on the basis of static risk factors alone (Lloyd et al.
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1994). In the United Kingdom, this led to development of the Offender
Group Reconviction Scale (OGRS; Copas and Marshall 1998). This
employs seven pieces of information to generate a risk score: gender, pres-
ent age, age at first conviction, number of previous offences, number of
previous custodial sentences, presence or absence of a custodial sentence as
a youth, and type of current offence. Combining these data using a com-
puterized procedure yields a score representing the percentage of offenders
with any given set of characteristics likely to be re-convicted within the
next two years. Later research investigated whether social background fac-
tors are as closely associated with re-conviction as criminal history vari-
ables, but found that ‘their effect in improving prediction is only slight’
(May 1999: ix). The revised version of the scale (OGRS-2) has become a
standard assessment in offender management in prison and probation ser-
vices in England and Wales.

In recent years, the ‘risk factors’ framework has been used to construct a
number of more complex, in-depth assessment instruments for the predic-
tion of future involvement in crime. Several scales now exist for combined
assessment of static and dynamic risk factors. Probably the best-known
example is the Level of Service Inventory-Revised (LSI-R; Bonta 1996;
Andrews and Bonta 1995). However, there are now numerous specialized
methods of carrying out this work (for a valuable review of them, see
Hollin 2002b). This type of approach, based on amalgamation of vari-
ables, is widely perceived as having more practical value than any single
theoretical model, though the contents of such scales may be derived from
formal theoretical precepts. The content areas of the LSI-R are listed in
Table 5.4.

Other scales have been developed for the prediction of specific types of
offence, though primarily those of a violent nature as they give rise to
greatest concern. Thus there are frameworks for prediction of the risk of
general violence, sexual violence against adults, sexual violence against
children, and domestic violence. There are also specialized approaches for
assessment of younger offenders (Hoge and Andrews 1996; Hoge 2002).

To the two long-standing approaches (clinical and actuarial) out-
lined above, Melton et al. (1998) have suggested adding a third, entitled
anamnestic risk assessment. This entails compilation of a checklist of risk
factors on an actuarial basis, supplemented by clinical judgement. That

Table 5.4 Content areas of the Level of Service Inventory-Revised (Andrews and
Bonta 1995)

Criminal history (10 items) Leisure/recreation (2 items)
Education/employment (10 items) Companions (5 items)
Financial (2 items) Alcohol/drug problems (9 items)
Family/marital (4 items) Emotional/personal (5 items)
Accommodation (3 items) Attitudes/orientation (4 items)
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information is then combined with other material concerning the offender’s
environment. This entails the compilation of an inventory of situations in
which he or she may be at risk of re-offending, accompanied by a series of
estimates of the probabilities that such circumstances will occur.

Risk assessment and mental disorder

Assessing the risk that someone will re-offend is fraught with difficulty, but
nowhere more so than in regard to offenders with serious mental disorders
and a history of violence. Errors made in this area may have considerable
social cost. Although as we saw earlier a diagnosis of mental disorder is not
in itself associated with increased risk of antisocial behaviour, some permu-
tations of symptoms appear to heighten the possibility. In the United King-
dom, several notorious instances during the 1990s in which discharged
patients committed homicides generated considerable public concern and
media attention, and resulted in a statutory requirement that there should
be an official inquiry following such events (Reith 1998).

It is conventional to describe the history of the risk assessment enterprise
with this population as having travelled through several phases or ‘gener-
ations’ of activity. The first was based upon naturalistic follow-up studies
of patients discharged from secure hospitals, and clinical judgements con-
cerning them. The second entailed the use of more structured and shorter-
term predictions, and clearer specification of outcomes. A more loosely
defined third phase is roughly identified with the advent of the more highly
systematized approaches currently in use (Monahan and Steadman 1994;
Gendreau et al. 1996). All methods, unfortunately, produce an unaccept-
ably high rate of ‘false-positives’: that is, persons who were expected to re-
offend but did not. Nevertheless, this proportion has been reducing as the
prediction process has become more refined. Blackburn (2000a) provides a
clear introduction to the research background and the technicalities of risk
prediction.

Several methods predominate in risk assessments in this field. Given the
firm link between some kinds of personality disorder and interpersonal
aggression, the most widely used is the Psychopathy Check List-Revised
(PCL-R; see Hare 1996). An individual’s score on this is derived from a
semi-structured interview for which special training is required, though the
information can also be extracted from case files. The PCL-R takes account
of both criminal history and lifestyle variables, and personal and psycho-
logical factors. While this implement is widely regarded as the best cur-
rently available for the prediction of serious violence, Gendreau et al.
(2002b) have adduced evidence that the LSI-R achieves greater accuracy
for that purpose.

An individual’s score on the PCL-R can be entered into a more elaborate
system, the HCR-20 (Webster et al. 1997), so called because it requires the
combination of 20 areas of information: ten Historical, five Clinical and
five referring to Risk management issues. Items that are assessed and which
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form the basis of risk predictions within this scheme are listed in Table 5.5.
The additional value of methods such as the LSI-R and HCR-20 resides in
their usefulness for specifying intervention targets with individual
offenders, which may help to reduce the chances that antisocial behaviour
will recur.

The context of risk assessment

Professional judgement is still widely thought to have an indispensable
contribution to make to risk assessment (Monahan 1997). Integrating the
findings in this area, Monahan and his colleagues (2001) have urged that
risk assessment be carried out within an explicit, structured framework.
This should be informed by the use of well-tested actuarial instruments,
allocating factors that appear to affect judgements of an individual’s
risk level in a stepwise, systematic method which they call a classification
tree. They further advocate that when this is done it should be repeated

Table 5.5 Content areas of the HCR-20 (Webster et al. 1997)

Historical (past) Clinical (present) Risk management
(future)

H1 Previous violence C1 Lack of insight R1 Plans lack
feasibility

H2 Young age at first
violent incident

C2 Negative attitudes R2 Exposure to
destabilizers

H3 Relationship
instability

C3 Active symptoms
of major mental
illness

R3 Lack of personal
support

H4 Employment
problems

C4 Impulsivity R4 Non-compliance
with remediation
attempts

H5 Substance use
problems

C5 Unresponsiveness
to treatment

R5 Stress

H6 Major mental
illness

H7 Psychopathy

H8 Early
maladjustment

H9 Personality
disorder

H10 Prior supervision
failure
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several times using a slightly different approach each time. Only when
there is sufficient agreement between assessments carried out in different
ways can confidence be felt in the predictions made (Monahan et al. 2001).

The background to this cautious approach is the heavy burden of
expectation placed on the outcomes of risk assessment. Though improve-
ments in predictive accuracy have been quite impressive, whatever
advances are still to be made and however sophisticated any approaches
may eventually become, they are unlikely ever to be error-free. Such empir-
ical findings have then to be placed in the wider context of the ethical issues
raised by behavioural prediction. Risk assessment intrinsically involves
attempting to strike a balance between the rights and interests of persons
being assessed and of the community’s need for safety. We will consider the
challenges arising from this more fully in Chapter 8.

A framework for crime prevention

The findings reviewed in this chapter have a second practical application in
helping to inform direct work with offenders: the attempt to reduce rates of
crime. The identification of risk factors can enable practitioners to choose
between more and less effective methods of working, and to design and
deliver services accordingly. There is now a growing number of evidence-
based approaches to that task. The wealth of them is such that we need a
framework for organizing them. There are several schemes for doing this
(see, for example, MacKenzie 1997; Farrington 2002). The most straight-
forward, adapted from Guerra et al. (1994), classifies crime prevention
approaches into three principal types: primary, secondary and tertiary.

Primary prevention is an attempt to stop crimes from being committed.
One version of it, influenced mainly by criminological research, includes
situational or community-oriented initiatives, designed to remove criminal
opportunities or protect likely targets (Eck 2002; Pease 2002). These inter-
ventions are often based on the rational choice model of offending
behaviour and a detailed exposition of them is beyond the scope of this
book. Much of this is done through environmental or policing measures
(better street lighting, CCTV cameras, anti-theft locks, security coding) or
by heightening community awareness (neighbourhood watch, publicity
campaigns). In a different form, primary prevention also includes various
forms of long-term developmental prevention. Here, additional services
are provided on a population-wide basis for children and families in poten-
tially criminogenic environments, such as impoverished urban neighbour-
hoods (Schweinhart et al. 1993; Yoshikawa 1994; Farrington and Welsh
2002; Farrington and Coid 2003).

Secondary prevention has received much less attention in the research
literature. It entails provision of services to children or adolescents who are
manifesting other problems thought to place them at risk of involvement in
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delinquency, for example because of truancy from school. It may also
involve educational or community-based initiatives to tackle problems like
bullying or vandalism, by addressing them while at a low level before they
escalate to greater seriousness (Goldstein 1996, 2002).

Tertiary prevention denotes efforts to reduce recidivism among adjudi-
cated offenders: those already convicted of crimes and being managed by
the penal system (Gendreau and Andrews 1990). Crime prevention efforts
at this level are the central theme of the next chapter.

Further reading

A general review of concepts and background research on developmental
studies of criminal offending is given by David P. Farrington (2002) in his
chapter ‘Developmental criminology and risk-focused prevention’, in The
Oxford Handbook of Criminology edited by Mike Maguire, Rod Morgan
and Robert Reiner (2002, 3rd edn. Oxford: Oxford University Press). See
also the edited volume by Terence P. Thornberry and Marvin D. Krohn
(eds., 2003) Taking Stock of Delinquency: An Overview of Findings from
Contemporary Longitudinal Studies (New York: Kluver Academic/Plenum
Publishers). A useful general text which focuses particular attention on
developmental issues is Michael Rutter, Henri Giller and Ann Hagell
(1998) Antisocial Behaviour by Young People (Cambridge: Cambridge
University Press). For an introduction to meta-analysis, see Mark W. Lipsey
and David B. Wilson (2001) Practical Meta-Analysis (Thousand Oaks,
CA: Sage Publications).
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Further reading

For most of the last three decades, the possibility of reducing crime by
working directly with those who have committed it was regarded as an
elusive and probably unrealistic goal. In recent years, that position has
been quite dramatically reversed. There is currently a widespread, though
by no means unanimous view that ‘offender rehabilitation’ can be prac-
tical, achievable and cost-effective. For many years, research findings per-
taining to this were the subject of spirited and sometimes acrimonious
debate. Borrowing the title of a very influential article that helped to set it
in motion, this controversy is sometimes encapsulated in the phrase ‘what



works’. While the exact points at issue have changed over time, the debate
is still going on and seems likely to continue.

In this chapter, we will consider the kinds of methods used to generate
the evidence entered into that dispute. Next, we will survey the evidence
itself: particularly the conclusion that recidivism rates can be reduced, even
among firmly entrenched offenders. The chapter will continue with some
illustrations of the kinds of methods used to achieve these outcomes, for
young and adult offenders and for specific types of offence.

Background to the debate

The research literature relevant to evaluating the comparative outcome of
various forms of intervention with offenders was comprehensively
reviewed during the 1970s on both sides of the Atlantic. In the United
States, the government of New York State commissioned a report on the
effectiveness of rehabilitation with offenders. Although this work began in
1968, its final version incorporating the findings of 231 studies was not
published in book form until the mid-1970s (Lipton et al. 1975). At
approximately the same time, the Home Office in the United Kingdom
undertook a similar project to review the outcome of 100 studies on the
effectiveness of sentencing (Brody 1976).

The authors of these reports found the field to be characterized by rela-
tively poor-quality research from which, in the main, no clear conclusions
could be drawn. The most frequently cited overview is a journal paper by
Robert Martinson (1974), which was an early by-product of the US-based
review and is the origin of the phrase ‘what works’. Its pessimistic conclu-
sions regarding the ineffectiveness of rehabilitation are considered to
have had a significant impact on penology since that time. According to
Martinson, the results ‘give us very little reason to hope that we have in
fact found a sure way of reducing recidivism through rehabilitation’. He
surmised that ‘education at its best, or psychotherapy at its best, cannot
overcome, or even appreciably reduce, the powerful tendency for offenders
to continue in criminal behavior’ (p. 49).

The publication of Martinson’s article has been described as ‘a water-
shed event. In many ways, it ended a 150-year-old era of optimism about
the possibilities of reforming the offender’ (Gaes 1998: 713). Its conclu-
sions were vigorously rebutted by a number of researchers (e.g. Palmer
1975), mainly on the grounds that positive evidence had been ignored,
though others accepted the original conclusions (e.g. Plattner 1976). At a
later stage, Gendreau and Ross (1980) published a paper pointedly entitled
‘bibliotherapy for cynics’, and edited a volume containing a collection of
research studies with more favourable outcomes.

By that time, however, Martinson (1979) had already re-analysed some
of the data on which he had earlier worked. This led him to overturn his
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initial negative conclusions: ‘I have often said that treatment added to the
networks of criminal justice is “impotent”, and I withdraw this character-
ization’ (p. 254). Reaching for an account that would be ‘more adequate to
the facts at hand’ (p. 252), Martinson concluded instead that some inter-
ventions were beneficial, others not, and some were downright harmful:
‘The critical fact seems to be the conditions under which the program is
delivered’ (p. 254, emphasis in original).

The extent to which subsequent changes in penal policy and practice,
mainly towards more punitive sentencing, really can be attributed to the
impact of Martinson’s first paper, or were the manifestation of a trend that
would have occurred in any case, is difficult to discern. In the United States,
a report of the Committee for the Study of Incarceration (von Hirsch
1976), which was dismissive of treatment and advocated a justice policy
based on desert and deterrence, may have been influential. But that report
also strongly recommended ‘stringent limitations’ on the use of imprison-
ment. Whatever its origin, there was a widening endorsement of the ‘death
of treatment’. In the United Kingdom, for example, probation officers
were urged to demote it in their list of working priorities (Bottoms and
McWilliams 1979).

The ensuing period in criminal justice has been colloquially dubbed the
era of ‘nothing works’. It was not until the mounting volume of review
evidence of the 1980s and 1990s achieved some critical mass of persua-
siveness that, to repeat a widely used metaphor, the pendulum began to
swing back again in the direction of thinking that offender rehabilitation
was possible. Before we look more closely at the character of that evi-
dence itself, it will be useful to outline the methods by which it was
obtained.

Discovering ‘what works’ through meta-analysis

In the previous chapter, we encountered the method of meta-analysis as an
important tool for synthesizing research findings and making sense of data
from a range of sources. In the material described there, meta-analysis
was used to clarify the relationships between variables across a large num-
ber of studies. In asking ‘what works?’, the objective is slightly different.
The focus is on comparing outcomes. The main question of interest is
whether there are any methods that will serve to ‘rehabilitate’ or reduce the
recidivism of offenders.

In summarizing the trends that are found, the variable of prime interest
is once again the effect size. In intervention studies, it indicates the relative
impact of the experimental (treatment) and comparison (no treatment)
conditions on the dependent variable. In work with offenders, the most
frequently reported outcome is the rate of recidivism in the two groups,
though of course there could be other outcomes as well. If at the end of an
experimental study the effect size were zero, that would mean the two
groups did not differ in recidivism rates: the experimental intervention
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made no difference. Where experimental group effects are superior to
those for the controls, it is conventional to express the effect size in numer-
ically positive terms. If you are unfortunate enough to find the experi-
mental group has fared worse than the controls (meaning in this case, they
have committed more crimes), the effect size will be numerically negative.
As its name implies, the mean effect size is simply an average of the effects
found across all the studies included in a review, or across some sub-set of
them selected for a particular purpose.

There are several different effect size estimates. In reviews of outcome
research in criminal justice, three main types have been used (Lipsey and
Wilson 2001; Wilson 2001):

• The correlation coefficient. There are several forms of this, the most
widely used being Pearson’s r, used to compute a correlation between
two continuous variables, such as hours of contact and subsequent rates
of recidivism. If the variables are dichotomous (i.e. assigned to two
categories such as success versus failure, or improvement versus no
improvement), another version of this statistic, called the phi coefficient
(φ), is used instead. Correlation coefficients will be positive if the
experimental group has done better than the controls (in this instance,
has lower recidivism), negative if the reverse transpires and zero if there
is no effect (nothing works).

• The standardized mean difference (known in slightly differing forms by
various names including Cohen’s d, Hedges’s g). This is probably the
most easily interpreted way of grasping what a meta-analysis has found.
It compares changes in the respective means of experimental and control
samples from pre-test to post-test. So it will allow a conclusion to be
drawn such as ‘the re-conviction rate of the experimental group was
15% lower than that of the controls’.

• The odds ratio expresses the chances of one of two outcomes (such as
whether or not a person has been re-convicted) for the two study
groups (experimental and comparison) relative to each other. This,
too, is intuitively appealing, as it conveys a sense of the extent to
which one group out-performed the other (or not, as the case may be),
and membership of it increased the chances or odds of a successful
outcome.

There are formulae for converting one type of effect size into another,
so that different studies or reviews can be compared in terms of a
‘common metric’. One particularly useful tool is a tabular format known
as the binomial effect size display or BESD (Rosenthal and Rubin 1982),
which provides a kind of instant picture of the size of an effect. Both
standardized mean differences and correlation coefficients can easily be
converted into a 2 × 2 table showing respective outcomes for the
experimental and comparison groups. This success rate differential gives
a straightforward representation of the scale of an effect. Table 6.1
shows examples, using imaginary but plausible data, for three arbitrarily
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chosen effect sizes ranging from unabashedly small to disarmingly
moderate.

Meta-analysis has now been so widely employed as an approach to
integrating the results of outcome studies in social science that even by the
beginning of the 1990s there were over 300 such reviews in the behavioural
sciences literature alone (Lipsey and Wilson 1993). Petrosino (2000) has
compiled an annotated listing of meta-analyses in criminology and allied
disciplines including others addressing primary and secondary prevention,
and which focus on a wider range of outcome variables such as drug use,
school vandalism and sexual abuse.

Main features of the reviews

The first meta-analytic review to focus on offenders was published in 1985.
Between then and approximately mid-2003, a total of 42 such reviews
appeared. Let us now look at some of their key features:

• Sources. The majority of them, and the bulk of the primary research on
which they are based, originate from North America – although data
from many countries are encompassed within them, and several have

Table 6.1 Binomial effect size display for three measured effect sizes

No recidivism Recidivism Total

Experimental 52.5 47.5 100
Comparison 47.5 52.5 100
Total 100.0 100.0 200
Effect size (a): standardized mean difference = 0.10

correlation coefficient = 0.05
percent reduction in offending
(experimental relative to comparison) = 9.5% (5/52.5)

Experimental 55.0 45.0 100
Comparison 45.0 55.0 100
Total 100.0 100.0 200
Effect size (b): standardized mean difference = 0.20

correlation coefficient = 0.10
percent reduction in offending
(experimental relative to comparison) = 18.2% (10/55)

Experimental 62.0 38.0 100
Comparison 38.0 62.0 100
Total 100.0 100.0 200
Effect size (c): standardized mean difference = 0.50

correlation coefficient = 0.24
percent reduction in offending
(experimental relative to comparison) = 38.7% (24/62)
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been conducted in Europe. Most are published in the English language,
but in the largest review so far conducted (Pearson et al. 1997), contacts
were made with 14 non-English-speaking countries and more than 300
reports obtained in languages other than English.

• Gender. The overwhelming majority of the primary studies deals with
male offenders. In one of the largest meta-analyses, carried out by
Lipsey (1992, 1995), only 3% of published studies focused solely on
samples of female offenders. A later review by Dowden and Andrews
(1999a) was specifically designed to counterbalance this, and explored
whether similar patterns of effects as found with men would be obtained
from studies with women offenders.

• Age. About two-thirds of the reviews focus on interventions with ado-
lescent or young adult offenders in the age range 14–21. This covers the
peak age for offending in most countries. Several of the remainder are
concerned exclusively with adults, but a few include offenders across a
wide range of ages.

• Ethnicity. While many primary studies provide data on the proportions
of offenders from different ethnic groups, the pattern of this is variable
and it is not consistently recorded in the analyses. However, particularly
given the over-representation of African-Americans and members of
other minority communities under criminal justice jurisdiction in the
USA, and similar configurations in the UK and other countries, these
findings are based on populations containing a broad admixture in
terms of ethnicity. One review has focused explicitly on the question of
whether there are differences in outcome effects with different ethnic
groups (Wilson et al. 2003).

• Authorship. Research in this area is a genuinely multidisciplinary
enterprise. Some reviewers have coded the professional backgrounds of
those who undertook the primary studies. For example, Lipsey and
Wilson (1998) reviewed 200 reports on the outcomes of work with
serious and violent young offenders. Of these studies, they found that
29% of the senior authors were from psychology and 19% from crim-
inology. Other backgrounds represented included sociology (8%), edu-
cation (7%), psychiatry (4%), political science (3%) and social work
(2%), though for a further 28% of the studies no main discipline was
identifiable.

Ground covered

Table 6.2 lists the reviews, ordered chronologically according to date of
publication, showing the number of findings analysed and mean effect sizes
where available. To provide an overview of all this work at a glance as
it were, the following is a list of the areas covered in the reviews showing
the number carried out under various headings. (Note, however, that most
reviews include a range of studies and the principal focus could be defined
in different ways.)
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• Young offenders 9 • Therapeutic communities 2
• Sex offenders 5 • Family-based interventions 2
• Deterrence/sanctions 5 • Cognitive-behavioural methods 2
• Cognitive/non-cognitive focus 1 • ‘Principles of human service’ 1
• Violence 2 • Restorative justice 1
• Drink-drive 1 • School-based interventions 1
• Substance-abuse 1 • Gender effects 1
• European studies 3 • Ethnicity effects 1
• CDATE 1 • Age effects 1
• Educational/vocational 1 • Personality disorder 1

Table 6.2 Meta-analyses of outcome studies

Author(s) and date of
publication

Focus of review Number of
tests

Mean effect size
reported

Garrett 1985 Young offenders in residential
placements

121 +0.18

Gensheimer et al.
1986

Diversion schemes for young
offenders

31 +0.26

Mayer et al. 1986 Social learning-based
interventions

17 +0.33

Gottschalk et al.
1987a

Community-based
interventions

61 +0.22

Gottschalk et al.
1987b

Behavioural interventions 14 +0.25

Lösel and Koferl
1989

Sociotherapeutic prison
regimes in Germany

16 +0.12

Whitehead and Lab
1989

Young offenders: general 50 +0.13

Andrews et al. 1990b Test of model of ‘human
service principles’

154 +0.10

Izzo and Ross 1990 Cognitive versus non-
cognitive interventions

46 2.5/1

Roberts and
Camasso 1991

Young offenders: general 46 NA

Lipsey 1992, 1995,
1999

Offenders aged 12–21 397 +0.10

Hall 1995 Sexual offending 12 +0.12
Wells-Parker et al.

1995
Drink-driving offences 215 8–9%

Gendreau and
Goggin 1996

Deterrence and intermediate
punishment

138 0.00

Cleland et al. 1997 Impact of age as moderator
variable

659 NA

Pearson et al. 1997 CDATE Project:
comprehensive review

846 NA

Redondo et al.
1997

European programmes 57 +0.12
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Author(s) and
date of
publication

Focus of review Number of
tests

Mean effect size
reported

Lipsey and Wilson
1998

Serious violent and sexual
offending by youth

83, 117 +0.10, +0.14

Alexander 1999 Sexual offending 79 +0.10
Dowden and

Andrews 1999a
Programmes for women

offenders
24 NA

Dowden and
Andrews 1999b

Young offenders: general 229 +0.09

Gallagher et al.
1999

Sexual offending 25 d = +0.43

Pearson and Lipton
1999

Substance abuse treatment
and offending

30 NA

Polizzi et al. 1999 Sexual offending 13 NA
Redondo et al.

1999
European programmes 32 +0.12

Dowden and
Andrews 2000

Interventions for violent
offenders

52 +0.07

Petrosino et al.
2000

Scared straight programmes 9 −0.01

Wilson et al. 2000 Educational and vocational
programmes, adults

53 OR = 1.52

Wilson and Lipsey
2000

Wilderness challenge
programmes

22 +0.18

Gendreau et al.
2001

Intermediate punishment 140 0.00

Lipsey et al. 2001 Cognitive-behavioural
interventions

14 OR = 0.66

MacKenzie et al.
2001

Correctional boot camps 44 OR = 1.02

Wilson et al. 2001 School-based interventions 40 d = +0.04
Hanson et al. 2002 Sexual offending 43 OR = 0.81, 0.56
Lipton et al. 2002a Therapeutic communities 35 +0.14
Lipton et al. 2002b Cognitive-behavioural

interventions
68 +0.12

Redondo et al.
2002

European programmes 23 +0.21

Salekin 2002 Personality disorders 5 NA
Woolfenden et al.

2002
Family-based interventions 5 OR = 0.66

Andrews and Bonta
2003

Restorative justice 44 +0.03

Farrington and
Welsh 2003

Family-based interventions 40 +0.32

Wilson et al. 2003 Impact of ethnicity as
moderator variable

305 NA
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The first published meta-analysis of work with offenders was an
evaluation of the impact of institutionally based interventions for juvenile
offenders (Garrett 1985). Garrett surveyed 111 studies conducted in the
period 1960–1984, describing residential treatment programmes.
Altogether, 13,055 individuals with a mean age of 15.8 years were involved
in the studies. Since then, another eight meta-analyses have been conducted
covering a wide range of interventions with young offenders. Some authors
limited themselves to the earlier adolescent age range (Whitehead and Lab
1989; Roberts and Camasso 1991), while others covered up to age 21 and
so included young adults (Lipsey 1992, 1995; Dowden and Andrews
1999b). In addition, there have been reviews of community-based inter-
ventions with young offenders (Gottschalk et al. 1987a). The latter
research group have also evaluated behavioural or social learning based
interventions (Mayer et al. 1986; Gottschalk et al. 1987b) and the impact
of diversion schemes (Gensheimer et al. 1986).

Turning to offence types or offender classifications, five reviews have
been published on interventions with sex offenders, including both adoles-
cents and adults (Hall 1995; Alexander 1999; Gallagher et al. 1999; Polizzi
et al. 1999; Hanson et al. 2002; see also Marshall and McGuire 2003).
There is one meta-analysis on violent offenders (Dowden and Andrews
2000) and one on young offenders convicted of violent, sexual or other
serious crimes (Lipsey and Wilson 1998). The remaining specific offence-
focused review is of interventions for drink-driving offenders (Wells-Parker
et al. 1995). Finally, one review focused on offenders categorized as having
personality disorders (Salekin 2002).

Several reviews have focused on different types of punitive sanctions.
This includes two, though with many overlapping studies, on ‘intermediate
punishment’ (Gendreau and Goggin 1996; Gendreau et al. 2001). Another
dealt with ‘scared straight’ interventions (Petrosino et al. 2000), one with
correctional boot camps (MacKenzie et al. 2001) and one with outdoor-
pursuit, ‘wilderness challenge’ schemes (Wilson and Lipsey 2000). Bear in
mind, of course, that several other meta-analyses also included studies
evaluating punishment or deterrence-based procedures.

With regard to specific types of intervention, in addition to those for
young offenders already mentioned, one review is available on educational
and vocational programmes for adults (Wilson et al. 2000). There is one
review of the impact of specially designed socio-therapeutic prison regimes
in Germany (Lösel and Koferl 1989); its findings were also incorporated in
a later, wider-ranging review of therapeutic communities (Lipton et al.
2002a). There are two meta-analyses of the effectiveness of cognitive-
behavioural programmes, one using fairly liberal inclusion criteria and
subsuming 68 studies (Lipton et al. 2002b), the other applying much
stricter inclusion criteria, containing only 14 studies (Lipsey et al. 2001).
There are two reviews of family-based interventions (Woolfenden et al.
2002; Farrington and Welsh 2003), one of school-based interventions
(Wilson et al. 2001; see also Gottfredson et al. 2002) and one of the impact
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on recidivism of substance-abuse treatment (Pearson and Lipton 1999).
Meta-analysis has also been used to synthesize findings from evaluations of
restorative justice (Andrews and Bonta 2003).

The largest review of this kind so far attempted is known as the
Correctional Drug Abuse Treatment Evaluation (CDATE) Project, carried
out by National Development and Research Institutes (NDRI) in the USA.
This project ran for a four-year period and in the course of it reports were
collected from many countries. Altogether, researchers collected more than
10,000 documents. Approximately 1,600 of them were reports of interven-
tion experiments that included recidivism as an outcome measure. Sections
of the data were analysed and presented at conferences (Lipton et al. 1997;
Pearson et al. 1997). However, this precious collection of documents was
stored in NDRI’s headquarters office, located in the World Trade Center in
New York City. It was lost in its entirety when the twin towers were
attacked and destroyed on 11 September 2001.

Several reviews have been designed to test specific hypotheses. Given
that, as previously mentioned, most of the studies and reviews are North
American in origin, three successive reviews using a gradually expanding
database have evaluated studies conducted in Europe (Redondo et al.
1997, 1999, 2002). As also previously mentioned, given the preponder-
ance of studies with male offenders, one review has been undertaken to
determine whether similar patterns of effects would be observed with
females (Dowden and Andrews 1999a). Another tested whether ‘main-
stream’ forms of intervention used with white offenders are equally effect-
ive with ethnic minorities (Wilson et al. 2003). Using a sub-set of the
CDATE collection of studies, another review tested whether effect sizes
differ according to the age group of study participants (Cleland et al.
1997). A review by Izzo and Ross (1990) was designed to evaluate whether
structured programmes containing ‘cognitive training’ activities achieved
higher effect sizes than those without such elements.

Finally, possibly one of the most influential reviews (Andrews et al.
1990b) tested the hypothesis that interventions adhering to certain prin-
ciples (allocating offenders according to risk levels and factors, and
employing selected methods of working), would yield higher effect sizes
than other types of work. The thinking behind this developed in three
stages. First, on the basis of criminological and psychological literature,
Andrews and his colleagues generated a theoretical model of risk factors
for offending behaviour. Second, they then used the model heuristically to
formulate a set of hypotheses regarding elements of interventions that were
most likely to contribute to reducing recidivism. Third, a set of 154 out-
come studies was sub-divided into four groups according to the extent to
which they possessed those elements. These groups were designated
appropriate service, unspecified service, inappropriate service and criminal
sanctions, respectively. The observed effect sizes differed systematically in
the order predicted by the model. These findings provided a powerful dem-
onstration of the possibility of delineating a cluster of factors that could be
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shown to increase the likelihood of success in reducing recidivism
(Andrews et al. 1990a).

Limitations of the reviews

Meta-analysis has been subjected to some severe criticism, on a variety of
grounds. If the quality of the original research is poor, it will not really be
permissible to draw any neat conclusions, even from the most carefully
conducted review of it (the phrase ‘garbage in, garbage out’ comes to
mind). Adjudicated offenders – those who have appeared in court, been
convicted of a crime and sentenced – are managed by criminal justice agen-
cies. Given the circumstances in which most research of this kind takes
place, there are limitations on the design of evaluation studies. It can be
difficult to use random allocation to experimental and comparison sam-
ples, and the members of these groups are often not well matched, as
researchers may have little control over who is placed under what condi-
tions. There is all too often a comparatively short period of follow-up: six
months is by no means uncommon, though there are plenty of studies with
one-year or two-year follow-ups, and a few where data have been collected
for as long as four or five years. Sometimes sample sizes are small at the
start of a study, and the problem of drop-out (technically known as ‘attri-
tion’) makes them even smaller at the end. It has also been alleged that
positive outcomes are purely a product of selection effects: if offenders
participating in whatever is called the ‘treatment’ change, it is mainly
because they were motivated to do so (Simon 1998). The widely cited
review by Andrews and his colleagues (1990b) has been attacked on the
grounds that it is based on a circular or tautological argument (Logan
and Gaes 1993). That is, it entails identifying features that contribute to
positive outcomes, labelling them as ‘appropriate treatment’, and then pre-
tending to test a hypothesis that interventions with the identified features
are the ones most likely to work.

Another problem is known as ‘publication bias’: the possibility that
those research studies that appear in print are unrepresentative of the
research actually done. It is well known that studies finding nil effects
(statistically non-significant findings) are less likely to see the light of day.
So resting our conclusions on the ones that do may give a very distorted
picture. Finally, when attempting to review studies, anything other than
the most ‘broad brush’ conclusions can be difficult to draw. Although the
volume of research output in this field is quite large, approaching 2,000
separate primary studies, when looked at more closely the number in any
given category (or ‘cell’) might be fairly small (Lösel 2001).

Many of these factors can be corrected in meta-analysis, though there
are limits to how much it is possible to compensate for badly done primary
research. But studies with larger samples can be given more weight, and
well-designed and poorly designed experiments can be evaluated separ-
ately to see if they obtain broadly similar effects. Also, while the reviewers
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of the 1970s understandably deplored the dismal quality of much research
conducted before then, there is evidence that there have been sizeable
improvements in the research done in more recent years.

Publication bias cannot be eradicated, but it can be minimized by mak-
ing every possible effort to locate unpublished studies. It can also be taken
account of by computing what is known as the file-drawer number (also
called the fail-safe number). Imagine that you have conducted a review of
this kind and obtained a positive mean effect size. You suspect there may be
unpublished studies that have found zero or negative effects. The file-
drawer n is the number of unpublished studies with zero or negative effect
sizes that would be needed to annul your observed effect size. If the latter is
very large or your cache of studies is very large (or both), there would have
to be many unpublished zero-effect sizes to undermine it. You are entitled
to feel more confident that the finding is ‘real’. If, on the other hand, you
have located few studies and your effect size though positive is rather
weak, there could easily be enough studies out there to negate it. So calcu-
lating the fail-safe n allows researchers to express their findings with
greater or lesser assurance, depending on the strength of the different
factors involved.

The comments by Logan and Gaes (1993) on the meta-analysis by
Andrews and others (1990b) appear to be based on a misunderstanding of
the logic of that review. Extracting a pattern from a sub-set of data (in one
study or a set of studies) and then using it to test associated hypotheses
across the whole data array is an accepted confirmatory principle in
research. The criticisms also miss the point that there were independent
theoretical grounds for predicting the pattern that was observed. In any
case, the sheer weight of findings accumulated since 1990 undermines
the allegation that the findings were somehow manufactured by sleight
of hand.

General impact

What a journalist might call the front-page banner headline, scanning
results across all meta-analyses, is that the impact of intervention is on
average positive. That is, it is associated with a net reduction in recidivism
in experimental relative to comparison samples. This sharply contradicts
the commonly repeated assertion that ‘nothing works’ (Hollin 1999,
2001a; Lösel 2001; McGuire 2002a).

However, the average effect taken across a broad spectrum of different
types of treatment or intervention is relatively modest. Expressed as a
correlation coefficient, it is estimated on average to be approximately
0.10 (Lösel 1995). This can be represented in a different form using the
binomial effect size display described above. A correlation of 0.10 trans-
lates to an average difference of 10 percentage points between experi-
mental and control groups across all the intervention studies. The BESD
compares outcomes for the two groups against a hypothetical situation
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where the expected rate of recidivism across all groups is 50%. The aver-
age finding obtained from the meta-analyses corresponds to recidivism
rates of 45% for the experimental groups and 55% for the control groups,
respectively. That situation is shown in the central section of Table 6.1.
Cohen (1988) has proposed a broad classification of effect sizes, suggesting
that those in the region of 0.20 or less are small, those in the region of 0.50
are moderate and those in the region of 0.80 and above are large. While
this is a very rough-and-ready guide, many researchers refer to it as a useful
yardstick. According to Cohen’s scheme, then, this is a relatively small
effect.

Remember, however, that the effect we are discussing here is averaged
across all types of intervention. The experimental ‘treatments’ studied in
this research can consist of a huge variety of approaches. They include
criminal sanctions (punishment), which as we will see in more detail in
Chapter 7, have often been found to have zero and sometimes even nega-
tive effect sizes. If such effects were excluded from the overall calculation,
the average for the remaining treatments would be higher than 0.10.

But given that its overall scale is apparently unremarkable, the question
inevitably arises as to whether this finding tells us anything meaningful in
practical or policy terms. One way of putting this in perspective is to con-
sider the distinction between what Rosenthal (1994) has called statistical
and practical significance. The mean effect size obtained here, although
small, is statistically significant and compares reasonably well with those
found in other fields (Lipsey 1995). Some healthcare interventions that are
generally regarded as producing worthwhile benefits have lower mean
effect sizes. Others with mean effects only marginally higher are in receipt
of considerable public investment (Lipsey and Wilson 1993). McGuire
(2002a) tabulated a series of effect sizes from various sources and found
the following. For the impact of aspirin in reducing the risk of myocardial
infarction (a type of heart attack), the effect size was 0.034; for
chemotherapy reducing the risk of recurrence of breast cancer, 0.08; for
bypass surgery reducing the risk of coronary heart disease, 0.15.

But in any case, like all averages, the figure just discussed simplifies the
picture. As the old joke goes, it is possible to drown in a pool of water
averaging only six inches deep. Within various sub-groups of the studies
that have been reviewed, there are quite large differences in effect sizes. As
we will see below, the patterning of this has proved to be much more
informative than the grand mean. There are, of course, many sources of the
observed variation between studies, but when artefacts such as the study
design and other methodological influences have been discounted, some
consistent trends still emerge. In the following section, we will examine
some of the details within these trends.
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Patterns in effect sizes

Not surprisingly given the complexity of the research we are discussing,
even when methodological influences have been allowed for, there are
still many factors at work. The scale of effects is moderated by several
variables; some of the most important include the following:

• Age differences. On average, effect sizes are larger for adolescent and for
adult offenders than for those in what is usually called the ‘young adult’
age range. Cleland et al. (1997) analysed age trends in effect sizes across
a set of 659 studies, with a cumulative sample size of 157,038. All the
effect sizes obtained were positive and significant – that is, interventions
led to a net overall reduction in recidivism. The mean effect size for
offender samples below 15 years of age was 0.09, for those aged 15–18
it was 0.04 and for adults it was 0.05. When values for ‘appropriate
treatment’ were computed, defining this along the guidelines proposed
by Andrews et al. (1990b), the corresponding mean effect sizes for
the three age groups were 0.16, 0.11 and 0.17, respectively. The largest
single effect sizes reported to date have been with intensive,
multi-faceted interventions for serious young offenders (see below).

• Institution versus community. While the prison is often accorded cen-
tral place in many images of the dispensation of justice, several reviews
indicate that, on balance, community-based interventions have larger
effect sizes than those delivered in institutions (e.g. Andrews et al.
1990b; Redondo et al. 1997; Lipsey and Wilson 1998). When similar
programmes have been compared in their relative effects in institutional
or community settings, the latter out-performed the former in terms of
reduced recidivism. The ratio of relative effect sizes obtained has ranged
from approximately 1.33 : 1 to as high as 1.75 : 1. But there are some
complex interactions between settings in which interventions are pro-
vided, the types of methods used, and the ‘quality of delivery’ or the way
in which the work is done. The best-designed services are of greatest
benefit when provided in a non-custodial setting. By contrast, badly
designed, inappropriate forms of intervention will probably be ineffect-
ive regardless of the context (e.g. institution versus community). But
even well-designed intervention programmes may have zero and
possibly even negative effects if the quality of delivery is poor.

• Offence type. Another trend noted in some meta-analyses is that effect
sizes for property offences (theft, burglary, robbery) or for drug-related
offences are typically lower than those obtained for personal (violent
and sexual) offences (e.g. Redondo et al. 1999). The number of studies
for which this kind of comparison can be made is, however, relatively
small. Were this finding consistently replicated, we might speculate that
it is partly a function of the potentially larger role played by social and
environmental factors in the occurrence of property crimes. That issue
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was discussed to some extent in Chapter 3. More research is needed
before it can be resolved (McGuire 2001a).

Factors contributing to effectiveness

We have seen that the average effect size across all interventions is not
especially large. That may leave us feeling disappointed – though the situ-
ation is not dissimilar to one found in several other fields. But we noted,
too, that some rather poor outcomes deflate the observed mean effect. This
points to potentially the most striking aspect of the findings, and in some
respects the most revealing one: the heterogeneity among the effect sizes
obtained. There are many sources of this variability. Meta-analysts have
expended considerable energy in attempting to detach those parts of it that
are due to methodological attributes of the primary studies, from those
which tell us something about the area we are investigating.

Once discrete sources of error and other types of variation between
studies have been accounted for, the remaining effect size patterns should
enable us to draw conclusions about different aspects of interventions
themselves. What can then be described as the most effective kinds
of intervention are those which achieve the largest effect sizes with the
greatest consistency.

There is now a broad consensus that it is possible to maximize effect
sizes by combining a number of elements in offender programmes
(Andrews 1995, 2001; Gendreau 1996a; Hollin 1999). Effective interven-
tions are thought to possess certain common features, which Andrews and
his colleagues (1990b) called ‘principles of human service’. Taking this a
step further, if we can empirically identify those features from past out-
come studies, it should be possible to design interventions that can be
tested in future studies. If the results conform to the same pattern as found
before, this provides confirmation of the value of the approach, and builds
up confidence both in the methods being employed and in the theoretical
model underpinning them. When Andrews and his associates pinpointed
those features that contributed separately to enhancing effect size, they
found that the combination of them produced an additive effect, corres-
ponding to a reduction in recidivism rates of 53%. That figure, alongside a
selection of others illustrating the range of findings in the meta-analyses, is
displayed graphically in Figure 6.1.

First the down side

But before we examine more positive findings, the meta-analyses also pro-
vide some useful indications regarding interventions that seem not to
work. Counter to the expectations of many people, one of them is punish-
ment or deterrence, an issue we will probe more fully in the next chapter.
There are some other approaches, too, that receive little or no support as
effective methods of working. The main types include:
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• Vocational training activities that do not lead to genuine prospects of
employment. In other words, people are prepared for employment, or
shown how to look for a job, including interview practice and so on,
but there are no real jobs available for them at the end. This appears
to result in increased recidivism (Lipsey 1992, 1995; Lipsey and
Wilson 1998), though the number of studies pertaining to it is fairly
small.

• Outdoor pursuit or ‘wilderness challenge’ programmes. These have
yielded mainly weak or non-existent effects, unless they are accom-

Figure 6.1 Illustrative variations in effect sizes
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panied by sessions of high-quality training or therapeutic elements
(Lipsey 1992, 1995; Lipsey and Wilson 1998; Wilson and Lipsey 2000).

• So-called ‘scared straight’ programmes. Here, youthful or novice
offenders are taken to meet serious ‘heavy-end’ criminals in high-
security prisons. On average, these lead to a slight increase in recidivism
(Gendreau et al. 2001) and some researchers have declared them to be
potentially damaging (Petrosino et al. 2000).

• There is very little evidence that interventions based on psychodynamic
approaches or allied models, unstructured counselling, milieu therapy,
or other methods based on the assumed promotion of insight, lead to
positive effects on the reduction of re-offending. Each of them may be
valuable for other therapeutic purposes. But in terms of leading to
reductions in offending behaviour, they receive very little support.

Finally, given the well-established linkage between drug abuse and crime,
we might expect that treatment for substance abuse problems would have
an indirect effect on the rate of recidivism. Not so: evidence in support of
substance abuse treatment or drug abstinence programmes as a means of
reducing recidivism among young offenders is unexpectedly weak. Two
meta-analyses have addressed this point. The effects obtained were only
slightly positive and not significantly different from zero (Lipsey and
Wilson 1998; Dowden and Andrews 1999b).

Structured programmes

Returning to the more positive findings of the reviews, probably the most
widely disseminated innovation flowing from the above findings has been
the synthesis of methods and materials into a number of prearranged for-
mats known as programmes. This word sounds sinister to some people.
Perhaps it conjures up images of a rigid and highly prescriptive method of
working, or carries undertones of authoritarian, Orwellian interference in
people’s lives, tampering with their thinking to keep them under control.

To dispel these suspicions, it may help to note first that the word ‘pro-
gramme’ has several interrelated meanings. McGuire (2001c) has dis-
tinguished three. In the first, strictest sense, a programme can be defined
simply as consisting of a planned sequence of learning opportunities. Used
in criminal justice settings, its general objective is to reduce participants’
subsequent criminal recidivism. Within that context, the typical pro-
gramme is a circumscribed set of activities, with an appointed objective,
and consisting of a number of elements interconnected according to a
planned design. The closest parallel to it in other settings is that of a curric-
ulum in a college or school. In essence, this is a psycho-educational or
training enterprise, with an emphasis on change through positive
reinforcement rather than punishment. Gendreau (1996b), for example,
has indicated that in a criminal justice programme, positive reinforcers
should out-number punishers in a ratio of not less than 4 : 1.
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However, in criminal justice the word ‘programme’ is also used in a
second, broader and more flexible sense. For example, mentoring schemes
for young offenders, or therapeutic communities for substance-abusing
offenders, are also referred to as programmes. In the core sense of the
preceding definition, the term is here a misnomer. Yet it is possible to
specify the objectives of both these processes and to define operationally
what is intended to happen within them.

Taking a still broader perspective, MacKenzie (1997) conceptualized all
criminal justice interventions as programmes, consisting of six overlapping
groups: incapacitation; deterrence; rehabilitation; community restraints;
structure; discipline and challenge; and combined rehabilitation and
restraint. This constitutes, potentially, a third definition of the word ‘pro-
gramme’, encompassing the full range of responses society makes to those
who have broken the law.

The largest single part played by psychology has been in designing struc-
tured programmes that conform to the first of these definitions. Most such
programmes currently extant in the criminal justice system use methods
derived from cognitive social learning theory (one reason for its central
place in this book). Programmes originating from this source carry the
label cognitive-behavioural. While this is by no means the only theoretical
option available, to date it has proven particularly valuable in shaping
intervention designs. Programmes of this type are usually supported by a
manual. This provides details of the methods to be used and the contents of
sessions.

Features of ‘likely to succeed’ services

Regarding the impact of programmes, some informative and reassuringly
reliable patterns have emerged from the meta-analyses concerning the
approaches with the largest effect sizes in reducing offending. The most
influential interpretation of the findings is probably that forwarded by the
Carleton/New Brunswick group of researchers, whose work we first
encountered in the preceding chapter (Andrews et al. 1990a,b; Gendreau
and Andrews 1990; Andrews 2001; Gendreau et al. 2002a; Andrews and
Bonta 2003). A second major influence has been the work of a group of
researchers based at the universities of Maryland in the USA and Cam-
bridge in the UK (Sherman et al. 1997, 2002). Segments of the latter work
were commissioned by the US National Institute of Justice. Conclusions of
the meta-analyses or illustrative accounts of primary studies have been
presented and discussed in detail in a number of other volumes (McGuire
1995a, 2002b; Ross et al. 1995; Harland 1996; Bernfeld et al. 2001; Crow
2001; Hollin 2001b).

The principal conclusion drawn, on which there is a reasonable con-
sensus, is that there are certain features of criminal justice interventions
that maximize the likelihood of securing a practical, meaningful impact in
terms of reduced re-offending. The major findings include the following:
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• Theory and evidence base. Intervention efforts are more likely to suc-
ceed if they are based on a theory of criminal behaviour that is
conceptually sound and has firm empirical support. This provides a
rationale for the methods that are used and the ‘vehicle of change’
hypothesized to be at work when an individual participates in the pro-
gramme. For example, will this be accomplished by learning new
skills, changing attitudes, improving ability to communicate, increasing
self-knowledge, solving problems, overcoming bad feelings?

• Risk level. It is widely regarded as good practice to assess risk levels and
allocate individuals to different levels of service accordingly. Risk
assessment is usually based on information about an individual’s crim-
inal history, using methods of the kind described in the previous chapter
that assess ‘static risk factors’. The most intensive types of intervention
should be reserved for those offenders assessed as posing the highest risk
of re-offending; those at a much lower risk level should not be allotted to
such services. This has been called the risk principle (Andrews and Bonta
2003) and it appears to apply equally well to young and adult offenders.
But while most of the data runs in this direction, the pattern has not
emerged unfailingly from all reviews (Antonowicz and Ross 1994).

• Risk factors as targets of change. In the previous chapter we saw that
certain patterns of social interaction, social or cognitive skills, attitudes
and other factors are associated with an elevated risk of involvement in
crime. If work with offenders is to make a difference to their prospects
of re-offending, it is best focused on those factors, many of which are
amenable to change. They are therefore called dynamic risk factors and
there are clear reasons for prioritizing them in rehabilitation services.
Such factors are also known as criminogenic needs, meaning that chan-
ging them is a prerequisite of broader behavioural change. (As we shall
see in Chapter 8, interpretation of this point has been the subject of
some dispute.) In our intervention efforts, then, these facets become the
intermediate ‘targets’ of change that will contribute to bringing about
the longer-term change of reduced re-offending.

• Breadth. Given the multiplicity of factors known to contribute to crim-
inal activity, there is virtual unanimity among researchers that more
effective interventions will comprise a number of ingredients, addressed
at a range of the aforementioned risks. Interventions that successfully do
this are called multimodal. For example, working with a group of young
people might involve training in social skills, learning self-control of
impulses, and providing support for these changes through a mentoring
scheme. Palmer (1992) called this idea the ‘breadth principle’.

• Responsivity. This refers to the finding that there are certain methods or
approaches that have a superior track record in engaging, motivating
and helping participants in criminal justice interventions to change
(Gendreau and Andrews 1990; Andrews 2001). There are two aspects
of this. One is general responsivity. Rehabilitative efforts will work bet-
ter if they have clear, concrete objectives, their contents are structured,
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and there is a focus on activity and the acquisition of skills (as, for
example, in a training course to learn an occupational skill or a foreign
language). Personnel involved in providing this should possess high-
quality interpersonal skills and foster warm, collaborative relationships
within clearly explained boundaries. The other is specific responsivity.
This refers to adapting intervention strategies to accommodate differ-
ence and diversity among participants (with respect to age, gender,
ethnicity, sexuality, language, learning styles).

• Integrity. Lipsey (1995) and other meta-analysts have noted that inter-
vention services appear to work better when they are ‘researcher moni-
tored’. There is a cynical view that this happens because said researchers
have manipulated the results. Having discounted this scurrilous imput-
ation, the best interpretation of the finding is that regular collection of
data on how an intervention is delivered sustains its clarity of purpose
and adherence to the methods it was intended to deploy. This feature is
called integrity or fidelity of an intervention (Hollin 1995; Bernfeld
2001). It is sometimes divided into two sub-types. Programme integrity
is preserved when, in providing rehabilitative services, managers of an
agency ensure that adequate resources are available; including
appropriately trained staff, who have access to suitable accommoda-
tion, sufficient time, supervision and other supports. Treatment integrity
refers to the quality of delivery of the programme sessions or other
direct contacts between staff and offenders, proper application of the
theoretical model, and exercise of interpersonal skills according to the
specifications set out by the designers.

• Community base. Building on the frequently obtained finding that
community-based interventions have higher effect sizes, Andrews
(2001) and others recommend the use of community-based services
where possible, in natural settings such as the family. Where custodial
settings are required for other reasons, primarily to restrain those
thought to pose a danger to others, they should be as community-
oriented as possible.

To optimize the delivery of the above kinds of services, many other
ingredients should be in place. All of the assessments carried out, and
procedures for integrating their results, should be founded on the best-
validated methods currently available. This applies equally to processes for
monitoring integrity and continuity of provision, and evaluating outcomes.
It applies also at a strategic level, in the management and coordination of
the portfolio of programmes and allied services that a criminal justice
agency seeks to provide (Andrews 2001).
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Methods of working

The remainder of this chapter is devoted to examining in a little more detail
some of the methods that have been shown to reduce rates of further
criminal acts. Where possible this is based on the results of meta-analyses,
but in some instances details of primary studies will be given to illustrate
the kinds of work done. Here and there, in the absence of large-scale sys-
tematic evaluations, we will draw on findings of smaller-scale studies and
occasionally single case reports. We will look briefly at the contents, and
also the results, of some of the most promising programmes.

Many studies in the field of offender rehabilitation report on mixed
samples, in the sense that programme participants have typically commit-
ted a range of offences. The focus on overall recidivism as an outcome
variable often precludes more detailed reporting of the relative recurrence
of different types of offence. This may also reflect the finding, obtained
from longitudinal studies, to the effect that most offenders are ‘versatile’,
or ‘generalists’ who commit a variety of different types of offence
(Farrington 1996). For example, even among those found guilty of assaults,
the majority have only one conviction of this type; the remainder of their
criminal record consists of various other offences (Levi and Maguire
2002). Similarly, among 1,087 offenders attending specially designed car
crime projects, 75% had previous convictions for theft, 60% for burglary
and 30% for violence against the person (Sugg 1998).

The volume and variety of material is such that this could be organized
in a number of ways. Let us first take a broad brush look at the most
effective work documented to date with young and adult offenders,
respectively. After that we will look a little more closely at outcomes for
specific types of offence: property, driving-related, violence, drug abuse
and sexual assault. To conclude the chapter, attention will turn to address
the problems of offenders with mental disorders.

Young offenders

For young offenders who have committed serious violent or sexual
offences, interventions in the ‘most consistently effective’ category have
been shown to have an average impact in reducing recidivism of 40% in
community settings and 30% in custodial settings (Lipsey and Wilson
1998). Lipsey (1995) recommended that intervention programmes for
more serious young offenders generally need to be provided for a period of
not less than six months, with contact at least twice weekly.

Successful programmes in this category for the most part employ the
following types of methods (Lipsey and Wilson 1998; Dowden and
Andrews 1999b):

• Interpersonal skills training. This consists of a series of exercises
designed to improve participants’ skills in interacting with others.
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Working in a small group, individuals identify situations in which they
are not sure how to act or sometimes mishandle, for example giving into
pressure applied by others. Suitable ways of behaving in the situation
are discussed, then practised using role-play, plus practice and feedback.

• Behavioural interventions. A wide range of methods can be grouped
under this heading (McGuire 2000b). In work with offenders, this has
included contingency contracts, where individual offenders and their
supervisors compose a list of problem behaviours and a system of
rewards for progress in modifying them. Behavioural training pro-
cedures such as modelling and graduated practice form part of many
other types of interventions.

• Cognitive skills training. There are several programmes of this type.
Most consist of a series of structured sessions, each containing exercises
designed to help participants acquire or develop their abilities in the
domain of thinking about and solving everyday (usually interpersonal)
problems. Typical material includes work on putting a problem into
words, gathering information, generating ideas, linking means and
ends, anticipating consequences, perspective-taking and decision-
making. While this sounds very abstract, materials and methods are
usually directed towards tackling real-life, concrete problems faced by
those taking part.

• Structured individual counselling. Counselling takes numerous forms
and is used in many settings, including education, employment, health-
care and personal development. In what is probably its most familiar
format, it is a relatively unstructured activity, in which the counsellor
acts in a person-centred, non-directive manner, allowing the client to
take the lead. While this can be invaluable for a number of purposes, as
we saw earlier it has not emerged as an effective means of reducing
offender recidivism. For it to work in that context, research suggests
it needs to be more directive and structured, and based on a ‘reality
therapy’ or ‘problem-solving’ framework.

• Teaching family homes. These are residential units or group homes in
which specially trained adults work in pairs as ‘teaching parents’. Their
role is to develop positive working alliances with residents, impart a
range of interactional or self-management skills, and provide counsel-
ling and advocacy services. Young people can continue to attend school
and return to their homes-of-origin at weekends.

A more comprehensive list of the kinds of interventions found by Lipsey
and Wilson to be most effective, together with reported effect sizes, is
shown in Table 6.3. With particular reference to youth violence, an exten-
sive report by the United States Department of Health and Human Services
presents a wide range of evidence bearing on the most effective methods for
its reduction (Surgeon General 2001).

One of the earliest examples of a study using a structured programme
of skills training is the work of Chandler (1973), who examined the
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social-cognitive skill of perspective-taking in a group of persistent young
offenders aged 11–13 years. Using specially designed role-playing and
story-telling techniques, he found first that the young offender group was
significantly more ‘egocentric’. That is, they appeared less able to adopt
other people’s perspectives than a comparison group of non-offenders.
Forty-five youths were then randomly assigned to one of three conditions.
The ‘experimental’ group undertook a series of training sessions involving
videotaped role-reversal and perspective-taking exercises. The ‘attention
placebo’ group used video cameras to make tapes of other activities,
while the ‘no-treatment’ group had neither intervention nor attention. On
completion of the sessions, evaluation showed that the treated group
improved significantly in their role-playing and perspective-taking abilities.
Moreover, an 18-month follow-up showed a significant reduction in the
recidivism rate of the experimental group alone.

Chandler provided a very clear account of the intervention methods that
he used. Other interventions are more difficult to define but have been
shown to be moderately effective. In work with young offenders, there is
support for a range of activities loosely described as multiple services or
service brokerage, though their effect sizes are not as high or consistently
found as for the approaches mentioned above. In these programmes, pro-
ject managers assemble an array of different types of provision or access to
community services designed according to young people’s individual
needs. This might include a wide range of opportunities, including

Table 6.3 Summary of effect size patterns for non-institutionalized and institutionalized
serious young offenders (Lipsey and Wilson 1998)

Non-institutionalized offenders (117 studies) Institutionalized offenders (83 studies)

Treatment type Midpoint of
estimated
effect sizes

Treatment type Midpoint of
estimated
effect sizes

Positive effects, consistent evidence

Individual counselling
Interpersonal skills

0.46
0.44

Interpersonal
skills

0.39

Behavioural programmes 0.42 Teaching family
home

0.34

Positive effects, less consistent evidence

Multiple services 0.29 Behavioural
programmes

0.33
Restitution, probation/

parole
0.15

Community
residential

0.28

Multiple services 0.20

156 Understanding psychology and crime



academic, employment, behavioural, therapeutic or other ingredients (Lip-
sey and Wilson 1998).

Some studies have found mentoring to be a valuable and beneficial
form of intervention. Mentors are volunteers assigned to work individu-
ally with young people, and to provide support, advice or practical help in
obtaining other community services. It is important that there is careful
matching of young people and mentors on key background variables.
Positive outcomes from this are, however, not always easy to interpret for
two reasons. First, the term ‘mentoring’ is very broadly defined and is
applied to a quite diverse range of activities and roles on the part of the
mentor (Thornton et al. 2000). Second, as a process mentoring is often
the main aspect of intervention, but occasionally it is combined with
some other ingredient. As an accompaniment to participation in struc-
tured programmes, it can have considerable ‘added value’ in reducing
recidivism.

The interpersonal context
The primary objective of the foregoing kinds of interventions is to address
aspects of offenders’ difficulties with reference to attitudes, peer influences,
behavioural or cognitive skills, or attainment in terms of education or
employment. All of this sounds very individualistic in its flavour; and as we
have seen, that is one of the points of keenest disagreement between psy-
chology and criminology. The use of interventions based on such models
makes it appear as if persons have somehow been extracted from their
natural environments; and all the factors that influence their offending
have been located within them.

This issue has been addressed in a number of more complex models of
intervention. While this conclusion is not derived from any single meta-
analysis, there is a general trend in which as services touch on more areas
of an individual’s life, so the possibility of securing and maintaining change
increases commensurately.

An initial way to achieve this is to involve a significant other person in
the young offender’s life in working alongside him or her; that person also
attends any individual programmes of the types cited above that are being
provided. The third party may be a close relative with whom they have a
positive relationship, or a mentor who is also familiar with the nature of
the programme. This innovation improves the effect size over that
obtained from attendance at the programme alone (Goldstein et al. 1994;
Goldstein and Glick 2001).

Effect sizes reaching 60% reduction in recidivism have been obtained
from functional family therapy, parenting wisely, family empowerment
and affiliated therapeutic approaches that involve working with young
offenders and their families. For the most part, such programmes have
been provided for young people who have committed fairly serious
offences. Some have been followed up for lengthy periods (Gordon et al.
1995; Dembo et al. 2000; Gordon 2002). For functional family therapy,
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reductions in delinquency were found not only among participating youths
themselves, but also for their siblings, in follow-up periods of between 2½
and 3½ years after the therapy (Klein et al. 1977). Positive effects have also
been obtained from studies evaluating the usefulness of multidimensional
treatment foster care with high-risk young offenders (Chamberlain and
Reid 1998; Chamberlain 2003).

Effective programmes involving young offenders and their families usu-
ally entail a specific focus on selected aspects of the family’s functioning.
Notably, they address areas such as parental supervision, training in nego-
tiation and conflict resolution skills, and affectional bonds (Dowden and
Andrews 1999b). There are strong indications that services of this kind will
not be effective if they simply revolve around the provision of general
family support. Approaches that involve diffuse, poorly defined work with
families have been associated with increased recidivism (Dowden and
Andrews 1999b).

Meta-analytic reviews have found that family, parenting and related
interventions produce positive and significant effects. Woolfenden et al.
(2002) confined their review to randomized controlled trials of interven-
tions for 10- to 17-year-olds. Farrington and Welsh (2003) integrated
findings from 40 well-designed studies, 30 of which involved random
allocation. Some of these studies focused on very young children where
the objective was to reduce behavioural problems rather than re-
offending. For the latter, the mean overall effect found was equivalent to a
recidivism rate for the experimental group of 34% as opposed to 50%
for controls.

The family is, of course, not the only social context of young people’s
lives. Encouraging results have also been obtained in direct work with
offender peer groups. This was done in a specially devised programme
called Equipping Youth to Help One Another, or EQUIP (Leeman et al.
1993). First, staff members of one residential unit in a young offender
institution were trained to foster an ethos of mutual support, ‘positive peer
culture’. In addition, residents attended a 30-session programme, aggres-
sion replacement training, consisting of intercalated modules on social
skills, self-control and moral reasoning. The respective recidivism rates for
EQUIP participants and comparison groups were 15% and 40.5%,
respectively, at a one-year follow-up.

As multi-faceted programmes reach out into different spheres of young
offenders’ lives, still higher effect sizes can be obtained. Possibly the most
notable to date has come from evaluation of multi-systemic therapy (MST),
which comprises work with the young person, his or her family, and school
staff (Borduin et al. 1995; Henggeler et al. 1998). A reduction in serious/
violent recidivism of 72% was obtained at a four-year follow-up, though
this effect has not been matched when the programme was replicated else-
where. Understandably, services of this type are comparatively resource-
intensive. As we shall see in Chapter 8, however, the comparatively heavy
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investment that a programme like this requires can be more than compen-
sated for by savings that result later, from crimes prevented and consequent
reduced costs to criminal justice, health and social services.

Adults

For adult offenders, as we saw earlier, average effect sizes are generally
lower than for those of younger age groups. Nevertheless, results are mean-
ingful in practice, and comparable patterns emerge with respect to the
types of intervention most likely to work. With this age group, interven-
tions involving families are (understandably) less likely to be used. At an
individual level, the methods most frequently associated with the highest
reductions in recidivism include the following:

• Structured cognitive-behavioural programmes focused on risk factors
for criminal recidivism (Andrews et al. 1990a; Lipsey et al. 2001; Lipton
et al. 2002b). Variants of the approach have been well validated primar-
ily for individuals with patterns of violent, sexual and substance-related
offending (Hollin 2001b; Motiuk and Serin 2001; McGuire 2002b).

• Specially designed programmes with additional components have been
developed for adults who have committed violent offences. This may
include a focus on anger control, modulation of moods, and recognition
and self-management of risk. For men who have committed domestic
violence offences, further sessions are included examining perceptions
of male and female roles, responsibility for actions, or concepts of
masculinity (Russell 1995, 2002; Dobash and Dobash 2000).

• Still further ingredients are added in work with individuals who have
committed sexual offences, the vast majority of whom are male. In addi-
tion to cognitive and social skills training and similar activities, these
interventions usually also include a focus on deviant sexual arousal,
cognitive distortions, empathy training and other sessions designed to
address the established risk factors for this kind of offence. The precise
contents may vary further according to specific types of offence, dif-
ferentiated mainly by whether victims are children or adult women
(Marshall et al. 1999; Marshall 2001).

• For offenders with lengthy histories of substance abuse, therapeutic
communities have been shown to be beneficial. These may be located in
institutions or in the wider community and there are several different
models on which they can be based (Lipton et al. 2002a).

• Education and vocational training is also associated with positive out-
comes. Wilson et al. (2000) reported a meta-analysis of 33 studies yield-
ing 53 tests of the impact of education, vocational training and allied
programmes with adult offenders. The mean effects size expressed as
an odds ratio (OR) was 1.52, with the highest effect sizes for
post-secondary education programmes (OR = 1.74), corresponding
to recidivism rates for intervention and comparison groups of 37%

Preventing and reducing crime 159



and 50%, respectively. Effect sizes were lowest for a mixed group of
multi-component studies (OR = 1.33).

In what could be described as the ‘prototype’ of the kinds of pro-
grammes now in widespread use, Platt et al. (1980) described results of
the Wharton Tract Program, based in a 45-bed, open-door prison satellite
unit. Residents of the unit were in transition from prison to the com-
munity; all participants were adult male offenders with lengthy histories
of criminal behaviour and of heroin use. Platt and his colleagues com-
bined two elements in a structured group intervention programme. The
first was a form of guided group interaction, a specified pattern of activity
in which the group leader took an active role to emphasize the develop-
ment of the group and to create a supportive atmosphere. Members were
enjoined to think of themselves as agents of change for others. The second
was a focus on the learning of a series of communication and problem-
solving skills. These included recognizing problems, generating alternative
ideas, consequential thinking, means–end thinking, decision-making and
perspective-taking. At the end of a two-year follow-up period, group par-
ticipants were reported by parole officers to be significantly better
adjusted than the comparison sample. They had a significantly lower re-
arrest rate (49% versus 66%), and if re-convicted had a lower rate of
re-commitment to institutions, implying their re-offences were of a less
serious nature. Also, if they were re-arrested, this occurred after a longer
average arrest-free period (238 versus 168 days) than for the control
group members.

Driving offences

There is one meta-analysis of remedial interventions for offenders con-
victed of driving while intoxicated (Wells-Parker et al. 1995). This
incorporated findings from 215 studies and reported an average reduction
in recidivism of 8–9%. Multimodal interventions combining education
with psychotherapy or counselling, and probation follow-up, had the most
positive effects in reducing drink-drive recidivism and alcohol-related acci-
dents. On the other hand, some single modalities (psychotherapy and
attendance at Alcoholics Anonymous) when used alone had negative effect
sizes, though the number of studies under those headings was very small.

Research has also been reported on interventions for other motoring
offences, for example driving while disqualified. Bakker et al. (2000)
described the evaluation of a multimodal cognitive-behavioural package
(The Driving Offender Treatment Program; see Bakker et al. 1997)
provided in a New Zealand prison. Participants (n = 144) were followed
for up to three years after discharge and compared with a matched control
group. There was a significant reduction in licence revocation misdemean-
ours and in general offending, but no difference in drink-driving
convictions.
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Property offences

Available research devoted exclusively to property offending is rather
limited in scope and design. Much of it is small-scale or based on single
cases; although as a means of informing practitioners, such research can be
very useful. There are several studies of individual young offenders, or case
series employing methods such as contingency contracts, training parents
in behaviour modification, and self-control training (Stumphauzer 1976;
Reid and Patterson 1977; Hollin 1990). Henderson (1981) summarized
work with ten children who were provided with individually adapted
combinations of self-control methods, coupled with the involvement of a
significant adult. A follow-up of between two and five years showed that
only two of the children had resumed stealing.

There is slightly more research on shoplifting by adults, though much of
it has been done with first-time offenders, or where there was a compulsive
element in offending. As with stealing by children, most interventions have
entailed the use of behaviourally based methods such as contingency con-
tracts, activity schedules or desensitization (Marzagao 1972; Guidry 1975;
Gauthier and Pellegrin 1982; Glover 1985; Aust 1987). All of these studies
used single-case designs and, in every instance, successful outcomes were
obtained. But in addition, other studies have been carried out using vari-
ations on cognitive therapy, or semi-structured counselling, provided in
group settings (Edwards and Roundtree 1982; Solomon and Ray 1984;
MacDevitt and Kedzierzawski 1990; Kolman and Wasserman 1991). Two
studies have evaluated diversion programmes for first-offence shoplifters
(Casey and Shulman 1979; Royse and Buck 1991). The outcomes of all of
these studies are again positive; but design limitations would rule out their
inclusion in a meta-analysis.

Turning to vehicle theft, again very little evaluative work has been done,
and the pattern of outcomes is very uneven. During the early 1990s, several
evaluations appeared that suggested specially constructed ‘motor projects’
resulted in reduced re-offending among individuals with histories of
repeated vehicle-taking. For example, while 80% of those sent to prison
for car theft re-offended within two years, the corresponding figure for
participants in motor projects who continued to attend for a three-month
period was 30% (McGillivray 1993). Offenders completing such projects
run by probation services in the West Midlands were compared with non-
completers, yielding re-conviction rates of 54% and 100%, respectively;
the corresponding re-conviction rates specifically for motoring offences
were 27% and 61%, respectively (Davies 1993). However, none of these
studies included properly matched comparison samples. A subsequent
review of 42 such projects by the Home Office concluded that they were
ineffective, with the poorest results for those that consisted of activities
such as ‘banger’ racing (Sugg 1998).

Slightly stronger evidence came from evaluation of the Ilderton Motor
Project, based in London, where a follow-up evaluation demonstrated
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significant reductions in re-offending (Wilkinson 1997). Over a three-year
follow-up period, the re-offence rate among programme participants was
62%, while that among a comparison sample was 100%. There was also a
significant difference in the proportions receiving custodial sentences (15%
versus 46%), though the sample sizes were relatively small.

Substance abuse

Therapeutic communities for offenders have been used primarily with two
somewhat loosely identified groups: (a) offenders with lengthy histories of
substance-abuse; (b) offenders assessed as ‘high-risk’ and typically con-
victed of serious crimes and serving lengthy sentences. For offenders with
substance abuse problems, a number of well-designed studies have shown
positive effects of prison-based therapeutic communities on both sub-
sequent substance abuse and criminal recidivism (MacKenzie 2002).
Benefits are further enhanced by continuation of treatment and support
efforts into the community.

Using studies from the CDATE meta-analysis, Lipton et al. (2002a; Pear-
son and Lipton 1999) conducted a meta-analytic review of 42 therapeutic
community interventions with offenders; 35 with adults and 7 with juven-
iles. The effect sizes obtained were positive, and although not large
(10–18% reduction in recidivism) it is worth remembering that these ser-
vices are directed predominantly at persistent, high-risk offenders with
concomitant substance-abuse problems, a group whom many people
regard as intransigent.

From a separate batch of CDATE studies, Lipton and his colleagues
(2002b) have also adduced evidence of the value of the cognitive-
behavioural approach for relapse prevention in substance abuse treatment.
A combination of these interventions with adaptations of interviewing
designed to increase individuals’ motivation to change could prove particu-
larly valuable, given emerging evidence concerning the effectiveness of the
latter in reducing alcohol and drug misuse (Burke et al. 2002). Springer
et al. (2002) provide practical details on a range of other individual, family
and group interventions for substance-abusing offenders.

Misuse of controlled drugs is by definition a legal problem. But in most
respects, and especially in its consequences, it is primarily a healthcare one.
Effective interventions in this area are likely to entail a combination of
medical and psychosocial approaches (J. Brown 2001). This has been
shown, for example, in the National Treatment Outcome Research Study
in the United Kingdom, in which a sample of 418 users of a range of drugs
including heroin, non-prescribed methadone, cocaine and benzodiazepines
was followed up for an average of 4.4 years (Gossop et al. 2003). Residential
and community rehabilitation services that were evaluated within this had
an impact not only in terms of reduced substance use, most notably of
heroin, but also on rates of acquisitive crime, reducing it to averages of
36% and 23%, respectively, of the levels found at intake.
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Violent offences

Two meta-analyses have helped to narrow down the features likely to con-
tribute to success in reducing violent re-offending. One is the review by
Lipsey and Wilson (1998) of interventions for serious and persistent young
offenders, discussed in some detail above. The other is a review by Dowden
and Andrews (2000), who integrated a series of 34 evaluations of interven-
tions to reduce violence, yielding 52 effect-size tests. The target offence
behaviours included general violence, sexual and domestic assaults. Most
(70%) of the studies that were included focused primarily on work with
adults. The overall mean effect size was +0.07, though again there was
enormous heterogeneity with effect sizes ranging from a low of −0.22 to a
high of +0.63. The effect size for interventions based on punishment was
just below zero (−0.01). By contrast, the corresponding figure for ‘human
service interventions’, based on combining the principles defined by Gen-
dreau and Andrews (1990), was +0.12. Using the BESD, this corresponds
to recidivism rates of 44% for experimental and 56% for control groups.

Anger management
Novaco’s model of anger, outlined in Chapter 3, or variations of it have
been applied with a wide range of groups, not solely in criminal justice
settings. It has been used with adolescent offenders and psychiatric patients
(Feindler and Ecton 1986), and with adult offenders (Howells et al. 1997;
Novaco 1997).

Tafrate (1995) reviewed a series of 30 studies using different approaches
to anger management. Very positive effects were found with most methods;
however, most of the studies cited did not use offender samples. In a more
detailed review, and taking fuller account of methodological differences,
Edmondson and Conger (1996) carried out a synthesis of 18 studies. Most
had small samples and the total time (session length multiplied by number
of sessions) was fairly limited, usually six to eight hours of contact. The
effect sizes were remarkably high, though they varied according to the
outcome target. The authors suggested that the choice of anger treatment
should depend on the specific types of anger problems experienced by
participants. More recently, DiGuiseppe and Tafrate (2003) have reported
a meta-analysis of 50 studies (total sample, 1,841 participants) and found
positive effects of interventions on both expression of anger and on aggres-
sive behaviour; and the maintenance of gains over time. Two other reviews
by Sukhodolsky et al (2004) and Del Vecchio and O’Leary (2004) have
found similarly encouraging results for children, adolescents and adults
respectively.

In penal settings, one of the most extensive applications of anger control
programmes has been carried out in Canadian prisons. The programme
consisted of 25 two-hour sessions, offered between two and five times per
week, for groups varying between four and ten prisoners. Dowden et al.
(1999) reported a three-year follow-up of 110 programme participants and
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matched controls. For lower-risk cases, there was no impact on levels of
re-offending. For high-risk cases, however, there was a 69% reduction
in general (non-violent) recidivism and an 86% reduction in violent
re-offending. Hollenhorst (1998) has discussed usage of the approach in
US correctional services, and Serin and Preston (2000) have reviewed other
studies showing positive outcomes from the use of specially developed
programmes for violent prisoners in Canada.

Not all the evaluations in this area have proved to be successful, how-
ever; and in some instances treatment gains have been very small.
Howells et al (2002) carried out a large-scale evaluation of anger manage-
ment programmes in several prisons in Australia. On the basis of their
results, the authors made a number of recommendations. They proposed
that anger management interventions should be continued, but advocated
moving away from ‘blanket delivery’ of programmes. The same authors
have also drawn attention to the importance of ‘readiness for change’ in
assigning prisoners to anger control sessions (Howells and Day 2003).

Cognitive skills programmes
‘Cognitive skills’ programmes are so called because their objectives and
the methods they employ are directed towards helping participants to
acquire new capacities for thinking about and solving their problems, par-
ticularly in the interpersonal domain. They draw on earlier work such as
that of Chandler (1973) and Platt et al. (1980) discussed above.

Programmes of this type are derived from the cognitive model of
offender rehabilitation proposed by Ross and Fabiano (1985), a variant of
social learning theory with a particular accent on cognitive skills. Solving
real-life problems requires a set of particular skills or habits of thinking
(McGuire 2002c). They include, for example, the capacity, when faced
with a personal difficulty, to:

• identify and tell yourself exactly what the problem is;
• control the impulse to act on the first idea that comes into your head;
• generate alternative solutions – consider other things you could do;
• think in a flexible rather than a rigid way about the problem;
• look ahead and anticipate the possible consequences of your actions;
• understand the perspective of other people affected by the problem.

Acquiring skills of this kind usually occurs naturally during development
(Spivack et al. 1976). It takes place not through direct instruction (as hap-
pens, even though in an informal way, when we learn to swim or ride a
bike), but through implicit social learning. But unless individuals are
exposed to opportunities to observe and assimilate such skills, they are
unlikely to acquire them. They may even learn to act in ways that cause
problems, such as resorting to the use of force. Ross and Fabiano suggested
that individuals who lack or do not apply problem-solving skills are at
risk of involvement in crime, using it as a means of resolving everyday
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difficulties with which they are faced. Some of the processes by which this
happens were described in Chapters 3 and 4. Such skill ‘deficits’ are not in
themselves direct causes of criminality. However, they may interact with
other risk factors and with opportunities in the environment to increase the
likelihood of criminal acts.

Probably the most widely disseminated programme based upon this,
Reasoning and Rehabilitation, consists of a series of 36 two-hour sessions
delivered on a group basis and led by specially trained tutors. Its constituent
materials are organized into a sequence of interlinked modules focusing on
problem-solving, social interaction, self-management, negotiation and
conflict resolution, critical thinking, and related kinds of skill. The pro-
gramme was first piloted in probation services, with very positive short-term
outcomes (Ross et al. 1988).

In a large-scale evaluation for Correctional Services Canada, with a size-
able sample of federally sentenced prisoners (n = 1,444), there was a reduc-
tion in recidivism of 36.4% among those completing the programme as
compared with controls (Robinson 1995; Robinson and Porporino 2001).
Effects were moderated, however, by offence type: prisoners with records
of violent, sexual and substance-related offending were less likely to be
re-convicted than those with histories of property crimes. Since then the
programme has been applied extensively in both prison and probation
settings in the United Kingdom and other countries (McGuire 1995b;
Williams 1995; Raynor and Vanstone 1996). However, results of three
recent evaluations of its delivery in prisons in England and Wales have been
mixed, and predominantly negative (Friendship et al. 2002; Cann et al.
2003; Falshaw et al. 2003).

Other multi-modal cognitive skills group programmes that have demon-
strated success in reducing violence include the Montgomery House
Violence Prevention Project in New Zealand (Polaschek and Reynolds
2001), and the Controlling Aggression Programme run by probation staff
in the UK (McGuire et al. submitted).

Cognitive self-change
Cognitive skills programmes are designed to impart to their participants a
series of cognitive, interpersonal and self-management skills, limitations or
deficits in which are thought to have contributed to the occurrence of acts
of crime. An alternative approach is to consider such acts as arising from
cognitive distortions held by the offender: beliefs or assumptions that are
directly conducive to antisocial acts.

A programme of this type was developed within an adult prison estab-
lishment in the Vermont Department of Corrections, USA. Bush (1995) has
described the rationale for the programme and its mode of delivery. Sessions
were run within a separate unit inside the prison; groups of between five
and ten prisoners met three to five times per week. In each session, one
prisoner was asked to describe an incident in which he had been involved,
and to furnish a thinking report. This is a detailed record of thoughts and
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feelings before, during and after an offence incident. Groups collaborated
in identifying criminogenic thought patterns and generating new thoughts,
or practising skills that would make a criminal act less likely.

Henning and Frueh (1996) have reported a two-year follow-up of 55
prisoners who attended this programme for an average of 9.8 months,
compared with an appropriately matched sample of 141 non-attenders.
There was a significant difference in the respective recidivism rates of the
two groups (50% versus 71%). Follow-up analysis also showed that
members of the experimental group survived significantly longer in the
community before committing new offences.

Specific patterns of thinking concerning relationships, power and
responsibility have been associated with acts of domestic violence, and
there are positive reports of group-based interventions designed to reduce
rates of it using a combination of methods. A central element of this
includes addressing abusive beliefs. Dobash et al. (1996) describe the work
of the Change programme and the Lothian Domestic Violence Project in
Scotland. In a one-year follow-up, partners of men who took part in these
projects reported further violent incidents at a much lower rate than those
of men subject to other criminal justice disposals (7% versus 37%).

Sexual offences

There are numerous designs for intervention programmes for those (over-
whelmingly male) offenders who have committed sexual offences, with
different emphases according to the exact type of offence, age of offender
and age of the victim. Concerning sexual abuse of children, Ward et al.
(2001) suggest the main components of intervention should include norm-
building; understanding offending through cognitive restructuring; arousal
reconditioning (a behaviourally based approach for modification of sexual
preferences); understanding victim impact and developing empathy; mood
management; training in relationship skills; and ‘breaking the chain’ of
offending through relapse prevention. For offenders against adult women,
broadly similar ingredients are recommended: Marshall (2001) includes
among the necessary targets of treatment the enhancement of self-esteem;
reducing cognitive distortions and rationalizations; improving social skills
with particular focus on empathy and intimacy; modifying deviant sexu-
ality; and relapse prevention. However, as new findings emerge there is
continuing debate concerning the exact components required in these
interventions. For example, Marshall et al. (1999) questioned whether
altering sexual predilection is an essential ingredient of treatment pro-
grammes for men who have committed rape.

Although there have been no fewer than five meta-analyses of this area,
some have been criticized for poor methodology (see Marshall and
McGuire 2003). The most thorough is the review by Hanson et al. (2002);
in Table 6.2, two effect sizes from that work are given, for sexual recidiv-
ism and general recidivism, respectively. Hanson and his colleagues found
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that cognitive-behavioural methods yielded reductions in sexual recidivism
from 17.4% to 9.9% and general recidivism from 51% to 32%. Several
UK studies have reported positive long-term benefits of sex offender
treatment programmes in both prison (Friendship et al. 2003) and proba-
tion settings (Beech et al. 2001); though effects were much less marked
with offenders assessed as high-risk and showing higher levels of sexual
deviance. Beech and Mann (2002) consider some of the issues arising from
the pattern of findings obtained in this area.

Treatment approaches for offenders with mental disorders

The predominant form of treatment for persons diagnosed with serious
mental health problems is medical. This consists of pharmacological ther-
apy: for example, the administration of drugs such as neuroleptics for
those diagnosed with psychoses, or of anti-androgens to reduce sexual
libido (Hodgins and Müller-Isberner 2000). However, psychosocial
methods have also been used and have met with a fair measure of success.
Often, individuals prefer them as they do not have unwanted side-effects,
avoid the risk of dependence and involve a more collaborative ethos. How-
ever, for the majority of offenders with mental disorders, the most common
pattern remains a mixture of pharmacological, psychological and social
interventions.

Though to date relatively under-researched, psychological methods have
been shown to be valuable in the treatment of delusions. In Chapter 5 we
saw that certain positive symptoms of psychosis, such as paranoid threat/
control-override symptoms, have been associated with violent acts. Several
studies have shown that psychological interventions such as cognitive ther-
apies can be effective in reducing the intensity and frequency of delusional
beliefs. There are reports of successful outcomes from both single case
studies and the application of the methods in groups (Fowler et al. 1995;
Chadwick et al. 1996).

Community management
In general, however, by comparison with the work that has been done in
criminal justice settings, for offenders with mental disorders there is much
less outcome research to draw upon. It is difficult, therefore, to give any-
thing other than preliminary indications of what might contribute to ‘suc-
cess’ with this population. To address the question of criminal recidivism,
one implication of the work that has been done is that the most likely-to-
succeed interventions will be broadly similar to those applied with other
offender groups.

Currently, the most favoured approach to the provision of community
services for those clients thought to be at risk of antisocial behaviour is
assertive case management or assertive outreach. Evidence concerning
its usefulness has come from follow-up studies of hospital in-patients
discharged into the community, and made subject to supervision varying
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in levels of intensity (e.g. Bloom et al. 1988; Tellefsen et al. 1992;
Wiederanders et al. 1997). However, the findings so obtained are often
very difficult to interpret, as studies are carried out in different jurisdictions
(American states) where the rules regarding whether someone is coping
well, or needs to be returned to hospital, may be applied differently.
Nevertheless, the general conclusion drawn some time ago was that ‘the
keys to reducing the risk of violence by persons with mental disorder in
the community are aggressive case management and a comprehensive
array of support services’ (Dvoskin and Steadman 1994: 684).

The support services provided should have two features. First, they need
to be well coordinated; second, each element in the package needs to be of
high quality in itself. There are several well-documented studies of projects
in which considerable extra resources were invested in services with the
principal aim of improving integration between them (Lehman et al. 1994;
Morrissey et al. 1994; Bickman 1996). This did not, however, necessarily
lead to better outcomes for service users. Reviewing these innovations,
Morrissey (1999) held that enhanced case management and allied service
improvements were ‘a necessary but not sufficient condition for positive
outcome effects for clients’ (p. 462).

In the absence of clear and interpretable research findings that can
inform the design of interventions in this field, Heilbrun and Peters (2000)
have forwarded a set of principles for effective community-based forensic
services. These combine guidelines for sound ethical practice with such
recommendations as can be extracted from the limited evidence base. They
include:

• an emphasis on the importance of communications between agencies;
• an explicit balance between individual rights, the need for treatment, and

public safety;
• an awareness of the range of treatment needs of clients;
• the use of demonstration models in assessing risk of harm and

treatability;
• clarification of legal requirements such as confidentiality and duty to

protect;
• application of sound risk management procedures;
• the practice of principles for promoting healthcare adherence.

Personality disorders
Until recently, there was a widely held assumption that people classified as
having personality disorders are resistant to change and may even be
‘untreatable’. This was thought to apply particularly to the cluster of indi-
cators used to diagnose or classify recidivist offenders as ‘psychopathic’.
Some recent studies have begun to shift the balance of expectations about
what can be achieved with this group.

Serin (1995) questioned the validity of the idea of ‘treatment resistance’.
Long-term follow-up of ‘psychopathic offenders’ showed that, with the
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passage of time, decreasing proportions of people who are diagnosed in
this way retain features of the disorder. This has been amplified in a review
by Sanislow and McGlashan (1998) of 44 studies of the ‘natural course’ of
personality disorders. Rather than finding a fixed, immutable pattern as
virtually everyone expected, this review showed a pattern of fluctuation
over time.

Other researchers have collated available evidence concerning the possi-
bility of effective treatment with this group (Perry et al. 1999; Bateman and
Fonagy 2000). Most studies focused on borderline or avoidant personality
disorder where the average treatment effect sizes are much higher than
anticipated. However, with reference to antisocial personality disorder,
which is the diagnostic category closest to psychopathy, very few
controlled evaluations have been done.

Nevertheless, there are tentative suggestions from these initial reviews
that some behavioural, cognitive-behavioural and therapeutic-community
programmes may be successful in reducing antisocial behaviour among
individuals classed as personality disordered. While to date positive results
are few, this is an absence of evidence rather than a firm finding that noth-
ing works. Lösel (1998) accordingly recommended that services for this
group could be based on a similar set of principles to those guiding
offender services in general. Similarly, Blackburn (2000b) reviewed several
studies suggesting that those designated as psychopathic are capable of
forming therapeutic alliances, and are amenable to a number of psycho-
social interventions; such that short-term improvements in mental health
status have been obtained.

Salekin (2002) has reported a meta-analysis of 42 outcome studies. Only
eight included control groups and many were single cases, so any conclu-
sions must remain tentative at present. A few, however, could be regarded
as more robust: for example, five studies of cognitive-behavioural therapy
incorporated a cumulative sample of 246 individuals. There were high
effect sizes for several therapeutic approaches, including cognitive-
behaviour therapy, personal construct therapy and other approaches that
‘. . . addressed patients’ thoughts about themselves, others and society.
Thus, they tended to directly treat some psychopathic traits’ (Salekin 2002:
93). Salekin also observed that there was a strong association between
effect size and time in treatment: interventions lasting less than six months
were less likely to produce benefits than longer ones. Where attendance
was maintained for more than a year, a considerably higher fraction of the
samples benefited. In opposition, therefore, to what has been called ‘thera-
peutic nihilism’ (Reid and Gacono 2000), evidence suggests that gains can
be made with populations of offenders generally considered at highest risk,
and whose problems of antisocial conduct have hitherto been regarded as
intractable.
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Further reading

Two recent volumes that provide details of the interventions described in
this chapter, and much other background material, are: Lawrence W.
Sherman, David P. Farrington, Brandon C. Welsh and Doris L. Mackenzie
(eds., 2002) Evidence-Based Crime Prevention (London: Routledge); and
James McGuire (ed., 2002) Offender Rehabilitation and Treatment:
Effective Programmes and Policies to Reduce Re-Offending (Chichester:
Wiley). Another valuable source is Clive Hollin’s (2001) Handbook of
Offender Assessment and Treatment (Chichester: Wiley), which has recently
(2004) been issued in a briefer form containing key chapters as The Essen-
tial Handbook of Offender Assessment and Treatment (Chichester, Wiley).

Details of research concerning young people involved in persistent,
serious offending can be found in Rolf Loeber and David P. Farrington
(eds., 1998) Serious & Violent Juvenile Offenders: Risk Factors and Suc-
cessful Interventions (Thousand Oaks, CA: Sage Publications). Also useful
are Clive R. Hollin (ed., 1996) Working with Offenders: Psychological
Approaches in Offender Rehabilitation (Chichester: Wiley); and James
McGuire (ed., 1995) What Works: Reducing Re-offending. Guidelines
from Research and Practice (Chichester: Wiley). For a discussion of the
penal context related to these findings, see Ian Crow (2001) The Treatment
and Rehabilitation of Offenders (London: Sage Publications).

For an outline of an integrative approach to offenders with drug prob-
lems, see David W. Springer, C. Aaron McNeece and Elizabeth Mayfield
Arnold (2002) Substance Abuse Treatment for Criminal Offenders: An
Evidence-based Guide for Practitioners (Washington, DC: American
Psychological Association). On work with sexual offenders, see William
L. Marshall, Dana Anderson and Yolanda Fernandez (1999) Cognitive
Behavioural Treatment of Sexual Offenders (Chichester: Wiley).
Approaches to work with offenders who have mental disorders are
addressed in Sheilagh Hodgins and Rüdiger Müller-Isberner (eds., 2000)
Violence, Crime and Mentally Disordered Offenders: Concepts and
Methods for Effective Treatment and Prevention (Chichester: Wiley). For a
volume focused on long-term developmental prevention, see David P.
Farrington and Jeremy W. Coid (eds., 2003) Early Prevention of Adult
Antisocial Behaviour (Cambridge: Cambridge University Press).

170 Understanding psychology and crime



chapter seven

Crime and punishment: a
psychological view

Key concepts in sentencing and punishment
Retribution
Incapacitation
Deterrence

Evidence for deterrence effects
The impact of sentencing
Imprisonment and crime rates
Enhanced punishments
Meta-analytic reviews
Deterrence on (controlled) trial
Self-report surveys
The death penalty

The failure of punishment
Strategies and methods of behaviour change
Behavioural analysis of punishment
Cognitive factors
Deterrence effects

Ineffective – but indispensable?
Further reading

The evidence surveyed in the previous chapter, to the effect that psycho-
logically based interventions have been shown to be effective in reducing
criminal recidivism, probably forms the single most important reason for
the current resurgence of interest in psychology in criminal justice. In that
chapter, we also saw that the most frequently used strategy when respond-
ing to offenders, so widespread and firmly established that it could be
called the standard or mainstream approach to criminal conduct, is the use
of punishment. However, the outcomes of its use are far from satisfactory.
There are few instances in which it has been shown to ‘work’ in the sense of
serving to ensure that those who have committed criminal offences do not
do so again. Almost certainly, professionals working in various criminal



justice settings may be able to cite anecdotal instances where that occurred.
But they tend to be the exceptions; and for the most part punishment of
offenders singly fails to achieve its publicly appointed objectives. The
bulk of the findings available indicate either that its effects are virtually
non-existent, or that in some instances it actually makes matters worse.
Put another way, it is on balance unproductive, and it can often be
counter-productive.

In the present chapter, we will examine this issue in more detail. To do so
the chapter is divided into four sections. First, it is helpful to make some
conceptual distinctions, as there are different rationales underpinning pun-
ishment, and confusing them with one another can make it difficult to
judge both arguments and evidence. Second, we will survey and scrutinize
a range of findings that call into question the value of punishment as an
effective way to achieve the goals that the law proclaims for it, and citizens
notionally expect of it. Third, the assumption that punishment ought to
work appears to be deeply embedded in many people’s thinking; it is
almost a part of the taken-for-granted fabric of social life. It is important
then to propose an explanation of why people’s expectations of it are
tantamount to an illusion. This will draw on relevant findings from psycho-
logical research. Finally, given the confounding state of affairs in which
one of society’s chief weapons in the ‘war on crime’ abjectly misses its
intended target, we will briefly discuss why, despite the evidence, it goes on
being applied.

Our habit of thinking that punishment is the answer to crime is so
deeply ingrained that, whenever bad news concerning crime hits the streets
(and most news concerning crime tends to be bad), there are near-
ubiquitous demands for even more of it. For example, in the wake of the
publication of the annual Criminal Statistics for 2002 showing an increase
in crime rates (Home Office 2003), there were once again calls for greater
use of severe sanctions against offenders. The phrases used are familiar
and well-worn: ‘crack down’, ‘get tough’, ‘show less understanding’,
‘teach the culprits a lesson’, ‘turn up the heat’. Debates concerning ‘law
and order’ seem to exist on a single dimension along which opinions are
expressed. The language typically casts the issue in terms of a polarity
between ‘hard’ and ‘soft’ in our basic disposition towards crime and
criminals.

The ‘hard’ end of the scale is purportedly grounded in a more realistic
picture of what people are like. Those who commit crimes are bad; they are
unlikely to change unless compelled to do so. They need to be dealt with
more strictly, and the only way to do it is to make the costs of crime higher,
or its consequences as unpleasant as possible. At the ‘soft’ end, there is
perhaps a belief that people who commit crimes are no different from
anyone else; they have the capacity to live decent lives and to reform them-
selves, but they have grown up in adverse surroundings, and need to have
better opportunities given to them. Such liberalism is discredited when it is
discovered that some offenders reportedly ‘get away with it’ by being dealt
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with in ways that are thought too lenient. Evidence that even prison
sentences do not deter is interpreted by many as proving that prisons are
too much like ‘holiday camps’ and punishments should be more severe.
Worse still, some offenders seem to be virtually rewarded for their crimes,
for example when staff of residential centres take them on outdoor pursuits
trips, in one infamous instance overseas. Within this debate, while the
precise phraseology changes slightly over time, the underlying arguments
remain the same.

Key concepts in sentencing and punishment

The pivotal agent in the dispensation of justice is the criminal court, and
the main means of doing so at its disposal is the sentence it is able to
impose. Sentencing is a complex process with several interlinked aims
(Walker and Padfield 1996). This is the field of penology, and one with
which traditionally, psychology has had little connection. There are several
reasons for punishing offenders (Hudson 1996) but they are generally
condensed into three principal justifications for its use: retribution,
incapacitation and deterrence.

Retribution

The concept of retribution is also a complex one, and different approaches
to it emphasize different elements.The fundamental principle at stake is
that when an individual offends against society (by breaking its laws),
this causes harm to society, giving us an automatic right, even a duty, to
inflict pain on the offender as a result. The basis of this comes from within
the philosophical tradition of deontology, a theoretical framework that
achieved its fullest development in the thought of the eighteenth-century
German philosopher Immanuel Kant (1724–1804). Within this, morality
is codified in a set of prescripts, which, in turn, are derived from higher-
order abstract rules that are viewed as virtually axiomatic. This is not
concerned with outcomes at an individual level, but with the principled
administration of justice. One facet of it is the idea of censure, in which
society through the agency of the court utters a statement of disapproval,
and acts on it through its treatment of the offender. This is contained in the
popular notion of ‘just deserts’. It takes its crudest form in the lex talionis,
the law of retaliation, where the punishment corresponds to the crime
(‘an eye for an eye’). A subtler and more analytic version is subsumed in
the concept of proportionality (von Hirsch and Ashworth 1998). This
approach is not primarily concerned with instrumental effects or out-
comes; the cycle of crime and societal retribution is, as it were, complete
in itself.
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Incapacitation

Incapacitation refers to the possibility of crime control by removing from
offenders the ability to commit crimes. This entails punishing them by
imposing restrictions on their freedom to act. The most obvious means of
doing this is incarceration in prisons or other secure residential settings
(from children’s homes to high security hospitals). Thereby, offenders are
removed from society and from situations in which they have opportun-
ities to steal cars, break into houses or commit assaults. Liberty can be
restricted to varying degrees within community penalties, too, for example
by prohibiting individuals from attendance at football matches, or placing
them under home curfews monitored by electronic tags. These measures
almost certainly prevent crimes those individuals would have committed in
the short term. And undoubtedly, there are sound justifications for the
restraint or incapacitation of persons who are inflicting serious or repeated
harm upon others (or, in some instances, themselves). However, the extent
of incapacitation effects is limited. One aspect often overlooked is that
many crimes are ‘displaced’ into prison where, for example, substance
abuse and assaults are by no means uncommon.

With regard to the crime-preventive effects of incapacitation, criminolo-
gists have constructed elaborate models for its evaluation. Doing so entails,
for example, projecting from data on the numbers of dwellings broken into
by the average burglar in a year, and estimating the number of crimes then
prevented by sentencing larger numbers of house burglars to imprison-
ment. While the logic of this appears straightforward, it turns out to be a
proportionately very expensive method of reducing crime. For example,
applying such a model to England and Wales, Tarling (1993) concluded
that even if the prison population were to be increased by 25%, the net
effect on the rate of crime would be a reduction of just 1%.

Deterrence

A third declared intention that underpins the sentencing process, and our
main focus here, is that it should alter criminal behaviour by attempting to
manage its consequences. This is the core of what is entitled the utilitarian
or consequentialist rationale for punishment as a response to crime
(Walker 1991). It is founded on the idea that legal sanctions will have an
impact on those made subject to them. Punishment is thought to be one
route towards rehabilitation of the offender. This set of expectations is
sometimes referred to as deterrence theory.

Deterrence effects can be sub-divided into different kinds of intended
outcomes. Gibbs (1986) defined and clarified some of the terms used in this
area, noting first the conventional distinction between specific and general
deterrence. The former refers to the influence of punishment on the indi-
vidual made subject to it: if you are punished for committing a crime, you
will be less likely to do it again. The latter refers to the wider impact this is
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assumed to have on others and in the community as a whole: if you are
punished for committing a crime, many other people will be less likely
to commit one, because we don’t want the same thing happening to us.
Stafford and Warr (1993) argued that the distinction between specific and
general deterrence is difficult to sustain in other than broad and abstract
terms. In everyday reality for most actual and potential offenders, there is
likely to be a complex interplay between individual and general deterrence
effects. The convicted prisoner is aware of both the sentence imposed upon
him or her, alongside a wider knowledge that these are the penalties likely
to be incurred by anyone else who commits these crimes. Conceptually,
however, in analysing deterrence effects, it can be useful to keep these
anticipated outcomes separate in one’s mind.

A second and less familiar type of distinction outlined by Gibbs (1986) is
between absolute and and restrictive detterence. The former refers to a
situation in which an individual contemplates a crime but does not commit
it for fear of being punished. Note that this refers to more than just the fact
that no crime has been committed: for deterrence to occur, individuals
must have considered the crime but not proceeded with it. The latter refers
to the possibility that highly active offenders reduce their frequency or
severity of offending to lower the likelihood of being caught. Gibbs gives
the example of a driver exceeding the speed limit, but only by a certain
amount so as to keep the risk of detection to a minimum. Wright and
Decker (1994) carried out an ethnographic study of highly active house
burglars. They found that their respondents were not susceptible to deter-
rence to the extent of simply not committing their crimes. But while inside
premises they sometimes left without taking too much, sacrificing higher
rewards in order to reduce their time at risk of discovery. They were wary
of the possibility of ‘getting greedy’ in the course of a burglary and being
tempted to stay longer than they otherwise would. Something similar may
happen with drink-driving offences, where many drivers are over the legal
alcohol limit but perhaps only marginally so. It may help to explain why
those committing armed robberies in building society offices select one
target per location then move elsewhere; or some patterns of sexual offend-
ing, where despite strong urges to offend perpetrators confine themselves
to situations in which they can best control access to their victims.

Gibbs (1986) also set out in detail a theory of the hypothesized linkages
in deterrence theory between ‘objective’ features of sentences on the one
hand, and ‘subjective’ or ‘perceptual’ features on the other, together with
their hypothesized causal relationships to rates of crime. Objective proper-
ties are those that might be measured by a government statistician or a
researcher in criminology, showing for example rates of detection or arrest
for different types of crime, or the numbers of offenders successfully pros-
ecuted who are then sent to prison. Subjective or perceptual properties
are those which are visible to an individual offender, who may be unaware
of statistics of police detection rates but well aware of friends who have
escaped arrest for specific misdemeanours. The real operative factors in
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decision-making by would-be offenders are likely to be the latter rather
than the former.

The characteristics of deterrence measures include their certainty, celer-
ity, severity and scope. Certainty refers to the likelihood of legal punish-
ment as a result of committing a crime; celerity to the amount of time that
lapses between an offence being committed and an official sanction being
imposed; severity to the magnitude of a punishment or the estimated
amount of pain or discomfort a convicted offender would endure; while
scope refers to the relationship between types of crimes defined in statute
books and types of punishments imposed by the courts. In each case, these
features may be objective, certainty for example being the proportion of
crimes of a specific type that result in formal punishment; severity being
measured as the amount of a fine or length of a prison sentence. Alter-
natively, they may be perceptual, reflecting individual offenders’ estimates
of the chances of being caught or of just how bad it would be for them if
they were.

Evidence for deterrence effects

Returning to our central theme, in general terms it is a traditional
expectation of sentencing practices that they should deter individuals
from committing crimes. Outside the realm of penology and legal phil-
osophy, this is also an expectation of the citizenry-at-large. Much has
been written about whether the public believe that the courts are too
lenient or too punitive, and it is widely thought that the news media play
a pivotal role in shaping perceptions of this, for example by giving more
publicity to sentences that are thought too lenient than those that seem
unduly harsh. These influences notwithstanding, more soberly conducted
opinion surveys do not show the public to be as punitive or as vengeful
as is often alleged (Cullen et al. 1988); on the contrary, they are often
firmly in favour of rehabilitation (Moon et al. 2000). It is nevertheless
commonly assumed that there is a widespread, fundamental belief that
crime and punishment belong together; that the latter brings home to the
individual what he or she has done and thereby engenders appropriate
change. If that exepectation is indeed widespread, how well-founded
is it?

There are seven types of evidence that are potentially relevant to the
question of whether deterrence measures in criminal justice have an impact
on recidivism. In what follows we will examine each of them in turn. They
are:

• the effects of sentencing, as judged from criminal statistics;
• relationships between imprisonment and crime rates;
• effects of enhanced punishments;
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• meta-analytic reviews of outcome studies;
• controlled trials of deterrence measures;
• self-report surveys;
• research on the death penalty.

The impact of sentencing

A first source of doubt regarding the impact of punishment arises from
official statistics of offender re-convictions. In the United Kingdom, the
effectiveness of sentencing has traditionally been assessed by employing
large-scale criminological data on the sequelae of different court ‘dis-
posals’. During the 1990s, this exercise achieved a higher level of sophisti-
cation by applying the tools of statistical prediction. It is now fairly well
established in criminology that rates of criminal recidivism among groups
of offenders can be predicted with a reasonable degree of accuracy on
the basis of a combination of certain key variables. They include gender,
age at first offence, current age, number of previous convictions, number
of previous incarcerations (including any youth custody sentences) and
type of current offence. This process of prediction is limited to aggregate
data and cannot be extrapolated for use at the individual level. In the
United Kingdom, the Home Office, through its Research Development and
Statistics Directorate (RDS), developed an instrument of this kind, the
Offender Group Reconviction Scale (OGRS). The original version of this
scale (Copas 1995; Copas et al. 1996) was employed for the prediction
of discretionary conditional release and also to enable comparisons to be
made between different types of court sentences. A second, refined version
(OGRS-2) has since been developed, which allows prediction over a wider
age range and for specific offence types (violent and sexual offences),
though only in very broad categorical terms (Copas and Marshall 1998;
Taylor 1999).

The advent of this measure thus allowed comparisons to be made
between custodial and community penalties, respectively. One long-
standing problem is that simple comparisons between raw rates of
re-conviction following different types of court disposals are not valid or
meaningful, due to prior differences in risk levels between groups. For
example, if people sent to prison are regularly found to be poorer risks
for re-conviction, it is hardly surprising if larger numbers of them are later
re-convicted than those subject to other disposals. Thus ‘any attempt to
compare the effectiveness of sentences through the simple comparison of
reconviction rates is likely to produce very misleading results’ (Lloyd et al.
1994: 43). These difficulties were resolved by Lloyd and his associates
(1994), who reported on a carefully controlled comparison of the four
main types of sentence used by the criminal courts for more serious
offences. In England and Wales, when this study was done, these were
imprisonment, community service orders, probation orders and probation
with additional requirements. The actual rates of re-conviction over two
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years following release from prison or discharge from community penalties
were compared with the predicted rates: those which would be expected on
the basis of offenders’ previous criminal histories.

Lloyd and his colleagues found some interesting differences between
the groups given different types of sentence. But the real import of their
data lies in the side-by-side comparison of predicted with actual rates
within each sentence type. In no case was this difference larger than 3%.
‘When account was taken of background variables and pseudo-
reconvictions, most of the differences between the disposal groups
disappeared’ (Lloyd et al. 1994: 43). In other words, the rate at which
individuals re-offended was very close to the rate at which they were prob-
ably going to re-offend, regardless of the type of sentence imposed upon
them. The sentence of the court had no clear differential impact on the
outcome. It could be argued that it is a virtual irrelevance. Walker and
Padfield (1996) expressed similar dismay at the result: ‘the differences
between expected and actual percentages are disappointingly small’
(p. 93).

When similar analyses are done across successive years, fairly consistent
patterns emerge. Figure 7.1 shows one such set of officially published data,
based on large samples. This powerfully bears out the trend originally
found by Lloyd and his colleagues. Summarizing these trends, Kershaw
(1999) concluded that ‘After taking into account all relevant factors, there
is no discernible difference between the effect of immediate custody and

Figure 7.1 Predicted and actual re-conviction rates for four types of sentence
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community penalties on reconviction rates’ (p. 1). We might reasonably
have expected that some suppressant effect of the more punitive sanction,
imprisonment, would emerge from these figures, especially given almost
unanimous acceptance of a necessary and desirable link between ‘crime
and punishment’. On the contrary, the findings imply that the sentencing
system has a virtually negligible impact on criminal behaviour, certainly as
far as the perspective of utilitarian justice is concerned.

Imprisonment and crime rates

At any one time, only a fraction of those committing crimes in society is
apprehended and punished. Yet the public visibility of this process is held
to act as a general deterrent for the remainder of the population, including
those likely to offend. If general deterrence operates to an extent that
justifies its central position in society, there should be some association
between the activity of the criminal justice system and the total amount of
crime.

The broadest, though possibly weakest, kind of evidence pertaining to
this comes from studies of the relationship between the numbers of persons
incarcerated in a society and its general rate of recorded crime. For
example, where opportunities have been available to monitor recorded
levels of crime across periods when rates of incarceration were steadily
changing, no clear relationship materializes, even allowing for possible
time-lags (Zimring and Hawkins 1994, 1995). This emerges particularly in
studies of, and projections based upon, the increased use of incarceration
in parts of the United States (Greenwood et al. 1996). Reviewing the evi-
dence bearing on this point up to 1997, Nagin (1998) described the con-
ceptual and other difficulties posed in researching this question, but could
find no study that can be taken seriously as demonstrating a deterrence
effect of imprisonment on general rates of crime.

Furthermore, recent research has failed to establish any relationship, in a
direction that would be predicted by deterrence theory, between lengths of
prison sentences and rates of recidivism. Gendreau et al. (1999a) have
systematically reviewed this area in a report for the Solicitor General of
Canada. The research group reviewed 23 studies yielding 222 comparisons
of groups of offenders (total sample size, 68,248) who spent longer (an
average of 30 months) versus shorter (an average of 17 months) periods in
prison. The groups were similar on a series of five risk factors. Contrary to
what would be predicted by deterrence theory, offenders who served
longer sentences had slight increases in recidivism of between 2 and 3%;
there was a small positive correlation between sentence length and sub-
sequent rates of re-conviction. Incidentally, even Robert Martinson
(1974), in his widely cited and highly influential paper which gave ‘very
little reason to hope that we have in fact found a sure way of reducing
recidivism through rehabilitation’ (p. 49), also concluded that there was no
evidence of an association between recidivism and sentence length.
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The foregoing review integrated information from many sources and
was conducted on a mammoth scale. But smaller-scale research, for
example on the comparative impact of fines and short jail sentences
on rates of drinking and driving, have not unequivocally shown that the
deterrence effect of the latter is necessarily any more powerful than
that of the former (Evans et al. 1991; Martin et al. 1993). Another fre-
quently heard claim regarding deterrence is that it is more likely to work
with ‘white-collar’ crimes, committed by mainly middle- or upper-class
offenders. Weisburd and Chayet (1995) followed the criminal careers of
742 offenders convicted of such crimes. The sample, which was divided
into those who received and those who did not receive prison sentences,
was followed up for a total of more than ten years. There was no observable
effect that could be attributed to specific deterrence.

Enhanced punishments

During the 1970s, the proclaimed failure of education, training or psycho-
therapy to have their intended impact on criminal recidivism has been
associated with a shift towards a more punitive stance in a number of
legislatures. Particularly in the United States, from that decade onwards
there was a progressive move towards harsher punishments and ‘turning
up the heat’ on offenders (Byrne et al. 1992; Shichor and Sechrest 1996).
At an institutional level, such sentences included the use of boot camps and
shock incarceration. In the community, intensive supervision, electronic
surveillance, random drug testing, curfews and various permutations of
each were tried and tested.

Primary studies and evaluations of ‘enhanced’ and intermediate punish-
ment therefore flourished during the 1980s and 1990s as the use of these
types of sanction became more widespread. This created opportunities
for controlled trials, in which more severe punishments were compared
with standard punishments or ‘business as usual’ within the criminal
justice system. Participants in the stricter forms of treatment were some-
times allocated randomly, on other occasions selected on a voluntary basis.
Analysis of outcomes in such studies is made difficult by the fact that
although the harshness of punishment was intensified, in many cases addi-
tional elements of education, counselling and other types of rehabilitative
activity were also introduced.

Petersilia and Turner (1993) reported an evaluation of intensive supervi-
sion in probation and parole conducted in 14 American states. A sample of
nearly 2,000 individuals across numerous sites was allocated randomly to
experimental and control groups. Follow-up evaluation found no impact
of the more intensive and restrictive supervision, which in some agencies
included close surveillance, electronic monitoring, random drug testing
and other innovations, on recidivism. The only positive result along these
lines to emerge was an association between clients’ participation in drugs
and alcohol counselling and subsequent reductions in re-offending rates of
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the order of 10–20%. However, the possibility that this was due to a selec-
tion effect could not be eliminated (Petersilia and Turner 1993). Neverthe-
less, Petersilia (1998) was led to conclude that ‘The empirical evidence
regarding intermediate sanctions is decisive: Without a rehabilitation com-
ponent, reductions in recidivism are elusive’ (p. 6). Examining this and
other evaluations of intermediate punishment, Gendreau et al. (1993) con-
cluded that none of the hoped-for goals of reduced prison numbers,
reduced costs or reduced recidivism were delivered by these programmes.
A more recent evaluation of the effectiveness of electronic monitoring
in Canada (Bonta et al. 2000), taking account of participants’ risk levels,
also drew negative conclusions. Bonta and his colleagues judged that the
effectiveness of electronic monitoring ‘as a true alternative to incarceration
and reducing recidivism has yet to be demonstrated . . . If one is interested
in reducing recidivism, then offender treatment, rather than sanctions, is
the most promising approach’ (Bonta et al. 2000: 71, 72).

For institutionally based sanctions, a similar large-scale evaluation was
undertaken of the impact of shock incarceration or ‘boot camps’ for the
US National Institute of Justice (MacKenzie and Souryal 1994; MacKenzie
et al. 1995). Here, boot camp inmates were compared with other prisoners,
prison parolees or probationers at a number of sites in eight states.
Again, however, the results were not supportive of deterrence theory. The
impact on recidivism was concluded to be ‘at best, negligible . . . based
on the totality of the evidence, boot camp programs did not reduce
offender recidivism’ (MacKenzie and Souryal 1994: 28, 41). This overall
finding is very close to that obtained from evaluation of detention centres
designed to deliver a ‘short, sharp shock’ in the United Kingdom in the
early 1980s. Evaluation of this initiative concluded that ‘the introduction
of the pilot project regimes had no discernible effect on the rate at which
trainees were reconvicted. A number of ways in which effects on reconvic-
tion might have been masked were considered and discounted’ (Thornton
et al. 1984: 243).

In a further test of deterrence effects, MacKenzie et al. (2001) have
recently reported a review of 29 evaluative studies of correctional boot
camps. The authors found that there was ‘an almost equal odds of recidi-
vating between the boot camps and comparison groups’ (p. 130). On the
basis of their review, they therefore concluded that, ‘in our overall meta-
analysis of recidivism, we found no differences between the boot camp and
comparison samples . . . the results of this systematic review and meta-
analysis will be disappointing for many people . . . boot camps by them-
selves have little to offer as far as moving offenders away from criminal
activities’ is concerned (pp. 137, 139).

In both institutional and community settings, then, while the innova-
tions being researched here were ones designed to impose stiffer penalties
on offenders, no useful effect of this escalation in toughness was found.
Where positive outcomes were observed, they were usually associated with
an investment of time and effort in rehabilitative activities.
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Meta-analytic reviews

The findings from large-scale reviews of ‘offender treatment’ were sur-
veyed in Chapter 6. Some of the meta-analytic reviews described there
included studies of criminal sanctions. We noted that the estimated ‘grand
mean’ across all reviews, of the order of an approximately 10% reduction
in recidivism levels, was probably diminished to some extent by the
incorporation of studies that reported predominantly zero or negative
effects. The average effect size was, in other words, dragged down by these
particular results.

Reviews that have examined criminal sanctions separately within a wide
range of approaches to intervention have typically found deterrence-based
programmes to have zero or negative effect sizes (Andrews et al. 1990b;
Lipsey 1992, 1995; Pearson et al. 1997). One meta-analysis specifically
designed to dissect the relevant literature on community-based intermedi-
ate punishments yielded negative conclusions regarding the impact of the
initially much-lauded enhanced punishments. In their reviews of 135 out-
come studies of surveillance, ‘smart sentencing’ and other measures of
this type, Gendreau et al. (1993, 2001) found a mean effect size just
below zero.

Deterrence on (controlled) trial

The studies just discussed involved evaluation of changes in sentencing
practices in criminal justice services where many other factors that were
operating could not be easily or satisfactorily controlled. A possibly more
robust approach is to examine deterrence effects when these have been
directly manipulated, though published reviews of this field are hard to
find. Sherman (1988) has reviewed studies in which the effect of deterrence
practices has been evaluated using randomized designs. The use of ran-
domization in this context clearly raises ethical issues. The focus here
is upon those circumstances where it has been feasible to evaluate the use
of criminal sanctioning because offenders were randomly allocated to
experimental and control conditions.

Of 21 studies included in Sherman’s review, 14 found no differences in
recidivism between experimental and control samples. In five studies,
increased severity of penalties resulted in increased recidivism. Only two
studies showed any impact of punitive sanctions. In one, this effect was
observed only in some sub-samples and not across the experimental group
as a whole. (There were also indications that a proportion of the experi-
mental group had been treated more roughly by the police.) The remaining
report, by Sherman et al. (1984), focused on the effect of arrest and
brief incarceration on perpetrators of domestic violence in Minneapolis.
However, subsequent extension and replications of this study at other sites
obtained mixed results, so much so that the question of whether arrest
should be mandatory for spousal abuse has been re-opened by other
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authors. For example, in another study responding to 1,200 cases of
domestic violence in Milwaukee, criminal justice intervention in some
cases precipitated further harm. Short-term arrest had an initial deterrence
effect, but had a criminogenic effect in the following 12 months; full arrest
with many more hours detention made no difference either way (Sherman
et al. 1991). On that basis, alongside other factors, it has been argued that
the nature of legal decisions made should be tailored to the circumstances
and demands of each individual case (Schmidt and Sherman 1993).

The most comprehensive attempt to catalogue the potential impact
of punitive sanctions as specific deterrents was undertaken by Weisburd
et al. (1990), who compiled a ‘Registry’ of randomized experiments.
The Registry provides details of a series of 68 studies published between
1951 and 1984 involving random allocation to different levels of criminal
justice sanction. The definition of the word ‘sanction’ was very broad, and
encompassed both heightened levels of strictness in terms of prison, proba-
tion or parole, as well as other experiments in which rehabilitative activ-
ities were included in traditional sanctioning procedures. Of the 68 studies
available, 44 reported no differences between experimental and control
samples. Only two showed apparently better outcomes for interventions
that could be construed as more punitive. In neither case did the authors
report statistical significance and the conclusions they drew were based
solely on apparent trends in the data.

In the remaining 22 experiments, rates of recidivism, parole violation
or other similar outcomes favoured experimental over control groups.
However, in all the latter studies, the increased ‘sanction’ consisted of pro-
vision of individual counselling, participation in group treatments such as
social skills training, or other forms of intervention that entailed sanction-
ing only in the respect that participation was non-voluntary. Though
defined as sanctions for the purpose of the Registry, and involving some
coercion in terms of limits on an offender’s freedom, these interventions
contained few if any elements that would ordinarily be considered directly
punitive. In another context, that of work with substance-abusing
offenders, coercion into treatment has been shown to have effects equiva-
lent to voluntary participation, and the provision of services within such a
framework may not be intrinsically punishing (Farabee et al. 1998).

Another type of research though in a similar vein has more direct bearing
on the question of general than of specific deterrence. Sherman (1990)
reviewed a series of 18 studies of the impact of police ‘crackdowns’ on
rates of crime. Crackdowns were defined as combinations of three tactical
elements: increased police presence, greater use of sanctions and threats
of increased sanction certainty, conveyed through the media. That is, the
police announced to the public that they would be working more inten-
sively on certain types of crime, that people were more likely to be arrested
and would be more severely dealt with by the courts. In six of the studies,
crackdowns were short-term (a period of less than six months), and most
of these experiments focused on illegal parking, drink-driving and other
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‘distinctly middle-class’ vehicle-related offences (Sherman 1990: 36). In
five studies in this group, residual effects of deterrence were observed; in
other words, the effect continued after police ‘back-off’ or lifting of the
crackdown. The remaining experiments were longer-term, and focused
on offences such as drug sales and trafficking. However, only two of the 12
studies in this category obtained residual effects. In another two studies,
there was disturbing evidence that other kinds of crimes had increased (for
example, rates of homicide associated with illegal drug markets).

Self-report surveys

This category of evidence could be regarded as relatively weaker than some
of the others discussed here, since it involves reliance on the verbal reports
of people already convicted of crimes, some of whom may be dishonest,
and indeed have convictions for offences involving dishonesty. However,
there is no reason to believe that participants have anything to gain or lose
according to how they respond to questioners in research of this kind.
Some investigators have focused on the reactions of individuals arrested
and then punished for crimes, inviting them to comment on the extent to
which their experience of the process might be likely to deter them from
future offending. Other researchers have focused more closely on patterns
in individuals’ thinking in the period immediately before committing
offences. Some of this work has been based on interviews with offenders
during which they have been asked to describe their offending behaviour in
some detail. The types of offences committed by those taking part in these
research studies varied considerably in seriousness, from shop theft and
vehicle-taking to drug-trafficking and armed robbery. We will return to
these studies a little later in the chapter.

In a series of surveys, Klemke (1982) and his colleagues collected
self-report information on shoplifting by teenagers. Young people were
interviewed at two points several months apart. Researchers found little
evidence of deterrence in preventing repeated acts of shoplifting by this age
group. While only a small proportion of those arrested was apprehended
a second time, a far higher proportion admitted to further acts of theft.
Thus the experience of arrest appeared to have had little impact on their
behaviour. Conversely, although we cannot rule out the possibility that
another proportion was deterred, other factors such as increasing age and
maturation could also have explained their desistance.

The impact of arrest has also been investigated in some of the longi-
tudinal studies outlined earlier in Chapter 5. In the Denver Youth Survey,
Huizinga et al. (2003) collected data on the relationship between ongoing
involvement in offending and experience of being arrested by the police.
First, they found that the majority of offenders whatever their level of
seriousness were not arrested at all. Second, for those who were, their
delinquent behaviour did ‘not appear to be well described by their arrests’
(p. 80). That is, the more serious offenders were rarely apprehended for
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their gravest offences: they were more likely to be detained for a fairly
minor offence. Third, the majority of cases showed either no change
in behaviour or an actual worsening of behaviour following arrest; and
‘in only 8% of the cases was the serious offending rate of the arrested
juvenile less than the matched control . . . being arrested is not a very
strong deterrent against future delinquent behavior’ (p. 81).

The death penalty

Research on the most extreme of sanctions, capital punishment or ‘judicial
execution’, self-evidently has no bearing on the question of specific deter-
rence, but may provide evidence on the effectiveness of this extreme meas-
ure as a general deterrent. The presumption that it is a deterrent is certainly
invoked as a rationale for imposing it. Among the 71 countries that still
retained its use up to the year 2001, ‘the most common political justifica-
tion is the belief that it has a unique general deterrent capacity to save
further innocent lives or reduce significantly other capital offences’ (Hood
2002: 209). Of course, the issue of the death penalty is a highly emotive
one and attitudes towards it are primarily influenced by a range of ethical
and political beliefs, rather than by evidence bearing on its outcomes. But
as this evidence has nevertheless been collected and is relevant to the
present discussion, it is included in this survey.

Such research as is available has failed to find that the availability of the
death penalty as a sentencing option has any clear suppressant effect on
rates of the most serious crimes, such as homicide, including the murder
of police or prison officers. Some researchers (most notably Ehrlich 1975)
claimed to have found deterrence effects in the United States for the period
1935–1969, to the extent of calculating a ratio of executions to numbers of
lives saved (in Ehrlich’s case, seven or eight homicides averted for each
additional person executed). But other researchers who have analysed the
same data or attempted to replicate the analyses with other data sets have
ultimately dismissed such claims.

In a global survey conducted on behalf of the United Nations, Hood
(2002) compared different countries (or their composite member states)
allotted to discrete categories according to their pattern of usage of capital
punishment over a 40-year period. Some countries or states were retention-
ist – they had retained the use of the sentence throughout that period.
Others were abolitionist – they either had not used it throughout the same
period, or had at some point halted its use. Others, most notably all states
of the USA, had a period when execution was not used (1967–1976; as a
result of a moratorium and subsequent rulings by the Supreme Court), but
following which its use was reinstated (except in 13 jurisdictions which do
not have capital punishment on their statute books).

Analysis of the data for rates of serious crimes such as homicide under
these different jurisdictions yielded no evidence that capital punishment
was associated with reductions in their frequency. The assumed effects of
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capital punishment in suppressing rates of homicide or violent crime have
proved similarly elusive even when side-by-side comparisons are made
between roughly equivalent localities differing only in their usage of it
(Cheatwood 1993). They also fail to appear in other circumstances pre-
dicted by general deterrence theory, for example where effects might be
amplified through the publicity given to executions (Stack 1993). Even in
the state of Texas, ‘by far the most active death penalty state’ (Sorensen
et al. 1999: 483), analysis of crime statistics for the period 1984–1997 has
found no relationship between the execution rate and the murder rate.

One other kind of evidence might seem only tangentially relevant to the
points at issue here but is nevertheless worth considering. Does the poten-
tial threat of sudden death at the hands of a fellow citizen dissuade indi-
viduals from committing crimes? McDowall et al. (1991) tested the widely
held view that possession of lethal weapons acts as a general deterrent to
crime. Such an argument is often forwarded in defence of widespread gun
ownership in the United States. McDowall et al. (1991) analysed five sets
of crime data covering periods before and after significant changes in levels
of gun ownership. In two of these cases, following an apparent upsurge in
serious crimes (rape and robbery), police forces offered training to citizens
in the use of firearms, and levels of ownership increased. In one instance
in the town of Kennesaw, Georgia, a law was passed making it a legal
requirement for every household to maintain a firearm. In two other
cases, new laws were passed in local communities prohibiting the sale
or ownership of handguns. Extended time-series analysis of rates of the
target offences showed no impact (either upwards or downwards) of
these changes. This was despite widely publicized claims that guns made a
difference; based, as McDowall and his colleagues showed, on misleading
analyses of data over short and unrepresentative periods of time.

The failure of punishment

We have probed among several sources for evidence of the deterrence
effects supposedly associated with the administration of official punish-
ment. Those effects seem to be absent or so weak as to be invisible, though
the evidence is perhaps not conclusive enough to say they simply don’t
exist. But given the centrality and assumed importance of the crime–
punishment connection, are we not entitled to expect a pattern rather
stronger than we have found? The most appropriate overall conclusion
from this search appears to be that punishment just does not work. Such an
assertion may be thought to require firmer support. In most people’s
minds, the aphorism of ‘crime and punishment’ is so firmly embedded that
one seems to follow the other as a near-necessity. Two kinds of psycho-
logical evidence can be adduced that help to elucidate the failure to realize
suppressant effects from punitive sanctions in the criminal justice system.
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The lack of evidence concerning their effectiveness can be understood on a
behavioural and a cognitive level.

Strategies and methods of behaviour change

Punishment can be effective as a means of changing behaviour, and it is
people’s everyday appreciation of this – supposed clear-cut ‘common
sense’ – that perhaps leads them to expect that a similar outcome will be
obtained in the larger setting of the criminal justice system. The evidence
surveyed above suggests the latter is not what happens. This apparent
contradiction can be resolved when we look at other research showing that
punishment only works when certain conditions are met in its application.
Behavioural psychologists have traditionally drawn a distinction between
two broad strategies for altering patterns of behaviour, with particular
reference to the reduction of some type of activity agreed to be socially
undesirable – in this case, criminal recidivism (Goldiamond 1974).

Eliminative strategies are based on the expectation that problem
behaviour can be suppressed or even eradicated by linking it to negative
consequences for the individual. In behaviour modification, examples of
such procedures include punishment and aversive conditioning. In criminal
justice, this consists instead of deterrence-based sentences or punitive
sanctions. As we have seen, they include financial penalties and restriction
of liberty to varying degrees, including the use of custody, surveillance,
shock incarceration or the imposition of demanding physical regimes.

Constructional strategies, by contrast, are based on the proposal that a
reduction of socially undesirable behaviour can be achieved more effi-
ciently, and more ethically, through the building of new ‘repertoires’ of
action. Rather than making the immediate consequences of an act unpleas-
ant, in a constructional system effort is directed towards increasing the
frequency of alternative behaviours through which goals can be achieved.
If the new behaviours are designed to be incompatible with the problem
behaviour, they can even wholly replace it. This can be done through a
variety of methods, such as behavioural skills training, attitude change,
education, employment and other forms of intervention.

Punishment and other eliminative strategies have consistently been
shown to be a much weaker method of behaviour change than con-
structional techniques involving positive reinforcement and variations
upon it. The provision of rewards for increasing certain types of behaviour,
or developing skilled responses, proves to be a much more dependable
method of behaviour change than aversive conditioning or other measures
designed primarily to reduce the rate of a behaviour.

Behavioural analysis of punishment

In behavioural research, there is a large number of studies with a direct
bearing on the issue. In the mid-1990s, Gendreau (1996b) estimated that
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cumulatively, the pertinent research literature amounted to more than
25,000 source references. Its findings, obtained primarily but by no means
exclusively from laboratory studies, establish fairly firmly a number of
features of punishment. The conditions necessary to make it ‘work’ or
achieve its optimum effects have been reviewed by a number of authors
(Axelrod and Apsche 1983; Sundel and Sundel 1993), as have aspects of
the ethical implications of using it (Matson and Kazdin 1981).

The first is that for punishment to achieve maximum effectiveness it
should first be inevitable or unavoidable; escape should be impossible, or
the chances of it very remote. Second, it should be administered immedi-
ately following the ‘target’ behaviour, or at least with maximum possible
speed or celerity. Third, for best effects it should be applied at a high
level of severity. Fourth, even when these conditions are satisfactorily met,
punishment may still fail to be effective when the individual being punished
cannot resort to alternative behaviours for pursuing a desired goal.

It is extremely difficult, if not actually impossible, to fulfil these require-
ments sufficiently well in the complex real-world environment of the crim-
inal justice system, or in the lifestyles of those who regularly come into
contact with it as offenders. First, only a surprisingly small fraction of
criminal behaviours results in punishment, if the latter is taken to mean
significant loss of liberty. The objective chances of being arrested, con-
victed and then punished for a crime are, from the standpoint of the
well-informed offender, reassuringly low. With reference to the United
Kingdom, Home Office figures have suggested that on average only 2% of
all offences committed (taking official statistics and victim surveys into
account) result in a conviction. Following conviction, only one in seven
indictable offences leads to a custodial sentence (Home Office 1993). This
yields an approximate probability of being sent to prison for a crime of one
in 300. That means, with no need whatsoever to resort to a calculator, the
other 299 offences go virtually unpunished. Similar figures can be cited for
the United States: based on the National Crime Survey, Felson (1994)
estimated that only ten burglaries per 1,000 result in a custodial sentence,
with the corresponding figure for larceny even lower at three per 1,000.
Using the terminology borrowed earlier from Gibbs (1986), the certainty
factor is a long way from being operative.

Second, when punitive sanctions are administered, this usually occurs
after a gap of weeks or months following the occurrence of the offence.
During that period, many other behaviours occur, from among which the
individual’s offence behaviour cannot be extracted and linked to punitive
consequences (Blackman 1996). You may know that being locked up today
is a consequence of the burglary you committed six months ago, but it is
now rather late for this punitive consequence to set up a conditioned reac-
tion in your nervous system. To reduce this period to any meaningful
degree would require a massive expansion of police, court and penal
services. So much so that, for the government treasury, there would be no
money left over for anything else.
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Third, court sentences are graded on a loose scale of severity known
colloquially as the ‘tariff’. Yet this bears only a fairly lax and uncertain
relationship to the seriousness of crimes (Fitzmaurice and Pease 1986).
The vagaries of sentencing decisions have been much lamented within
penology, and for many offenders it is not until sentence is finally pro-
nounced that they know for sure what their fate will be. But despite calls
from some segments of society for heavier sentences, including the restor-
ation of corporal punishments and the death penalty, many citizens have
reservations about the use of exclusively severe sanctions. For example, the
implementation of ‘three strikes’ policies in the United States has been
surrounded by considerable controversy.

The use of draconian methods may well have a dramatic impact. It has
been reported that ‘the most effective drug control policy of modern times’
was that practised by the Taleban militia during the latter part of their
reign over Afghanistan in 2000–2001. The use of harsh punishments
against poppy farmers, which included blackening their faces, parading
them in the streets, imprisonment and the threat of ‘eradication’, reduced
the global supply of heroin by 65% (BBC News World Edition 2004). Even
in the context of widespread abhorrence of heroin use, it is doubtful
whether many people would see such extreme measures as justified.

Finally, given the goal-directed nature of much crime and the limited
personal resources and life circumstances of many persistent offenders, it
is unlikely that many alternative courses of action are readily available to
them; though certainly efforts can be made to increase the range of such
options. In all these respects, official punishment departs markedly from
the required parameters, in behaviourist parlance, of an effective ‘aversive
conditioner’.

Some time ago Moffitt (1983) posed the question of whether findings
from laboratory research can be extrapolated to the more complex,
uncontrolled circumstances of criminal justice services. Examining evidence
pertaining to the principal dimensions of this (temporal proximity, inten-
sity of the aversive stimulus, availability of reward, availability of alternate
responses), Moffitt concluded that while significant gaps remained in the
existing research, ‘awareness of the principles of punishment may be of use
to the deterrence theoretician’ (p. 154). Some might hope that such an
awareness could allow application of deterrence-based on learning theory
principles. ‘Achieving such optimal conditions in real-world correctional
settings, however, is problematic’ (Cullen et al. 2002: 282). The cumula-
tive evidence merely attests to the difficulty of applying punishment in
correctional settings in ways that would approximate to those needed for it
to accomplish its stated objectives.

Cognitive factors

One of the gaps identified by Moffitt (1983) in respect of punishment
effectiveness was ‘the role of human cognitive and verbal abilities in
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attenuating delay of punishment’ (p. 154). Evidence from other sources
suggests that in this respect, too, there are major obstacles to ensuring that
deterrence can be applied effectively through the criminal justice system.
Perhaps reflecting the actual nature of the circumstances in which they
operate, for most individuals contemplating an offence the perceived or
subjective chances of being punished are probably very low. Research on
perceptual characteristics of sentencing policies supports the validity of the
triad of conditions identified by Gibbs (1986) – certainty, severity and
celerity – as key elements in deterrence (Paternoster 1987; Howe and
Loftus 1996). On the other hand, most research suggests that deterrence
plays only a fairly weak part in suppressing potentially criminal behaviour
(Paternoster et al. 1983) as compared with positive attachments to social
norms and institutions. Using data from a sample of 298 inner-city youths
in the age range 13–17, Foglia (1997) found that there was no relationship
between self-reported delinquency and perceived risk of arrest. However,
involvement in delinquency was related to ‘internalized norms’ assimilated
through contact with peers, and experiences of parental discipline.

To make these generalizations more concrete, let us draw an everyday
parallel. Most people are presumably aware in general terms of the possi-
bility of being arrested and eventually punished should they break the law.
Why does this not have the effect of stopping some individuals from com-
mitting crimes? Imagine that each morning you commute to work in your
car. You appreciate, at some level of consciousness, the possibility that you
could be involved in a collision. You may even know that in an average
year in most European countries, several thousand people die in road
traffic accidents, and many more are seriously injured. However, you drive
off because you don’t think it will happen to you. If the thought does enter
your mind, other ideas will counter it, reflecting your confidence that you
are a careful driver, you do not take risks, you have a car with good safety
features (and besides, you need to get to work). The divergence between a
kind of ‘blanket’ versus a ‘here-and-now’ awareness, between long-term
and short-term risks or satisfactions, arises in many types of situation. It
occurs when we attempt to lose weight, to quit smoking or drinking, to
comply with an exercise regime, to revise for an exam . . . or write a book.

Now transpose this to a situation where someone is poised to commit a
crime. He or she is perfectly aware, in what we might call loose or distant
terms, of the possibility of being caught: arrested, charged, convicted, pun-
ished, even imprisoned. For crimes of any notoriety, there might be stories
in the local newspaper, perhaps the added humiliation of being photo-
graphed by the press, or filmed by a TV news team going into court.
In metaphorical terms, you could say this is at the back of everyone’s
collective mind. But for it to have a decisive influence on behaviour, it
would need – continuing the metaphor – to come more to the forefront.

Studies of several different types of offence indicate that the prospect of
arrest is not in the foreground of people’s thinking in the moments before
embarking on a criminal act. This clearly applies in the case of offences
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that result from strong feelings of anger or aggression leading to acts of
violence; and also where offending is associated with addictive substance
abuse. In these instances, people are not in control of themselves and they
are not looking very far into the future. They are dominated by ‘here-and-
now’ thinking. Findings from a number of studies based on in-depth inter-
views, or in vivo observational work, suggest that prior to committing an
offence, most individuals are preoccupied with the implementation of the
act, rather than deliberating upon the consequences should they be caught.

There is comparatively little research on this issue, but what is available
suggests that in the period immediately preceding a criminal act, such regu-
latory mechanisms as might activate a self-deterrent process are not engaged
or are deliberately ‘switched off’. Studies of property offences of varying
levels of seriousness indicate that the prospect of arrest is not salient during
these crucial moments. They include the project by Carroll and Weaver
(1986) described in Chapter 4, in which high-frequency shoplifters walked
around Chicago stores, thinking aloud and recording their thoughts on tape
via a lapel microphone. Their cognitions were exclusively focused on the
immediate situation, with no evidence of ongoing concern over the possibil-
ity of arrest. By contrast, the thoughts of a group of aspiring (‘novice’)
shoplifters were pervaded by apprehensive images of arrest, shame and
other negative repercussions. Light et al. (1993) interviewed young people
involved in vehicle-taking on a deprived Bristol housing estate. Their
accounts of their offences and motivations contained little indication
that the prospect of being caught was a manifest feature of their thinking.
Turning to other types of offence, when Bennett and Wright (1984) invited
professional burglars to describe the factors that influenced their decision-
making and selection of suitable targets, again no obvious thoughts of
deterrence consequences were uppermost. While minimizing risk was one
factor in their decisions, their cognitive processing had gone beyond a stage
where the possibility of punishment carried any meaningful force.

This parallels the findings of Wright and Decker (1994) with house
burglars in the city of St Louis, Missouri. Most of their interviewees ‘con-
sciously refused to dwell on the possibility of getting caught’, a process
which effectively ‘robbed the threatened sanctions of their deterrence
value’ (p. 137). All were aware of this potential outcome, though they
perceived the objective chances of it as slim. Some denied that such
thoughts were active at the time of committing an offence. Most, however,
engaged in a kind of self-discipline to dismiss such ideas from their minds.
For a few, there was even a belief that thinking about getting caught made
it more likely: a superstition they called ‘burning bread on yourself’ (p. 130).
One efficient way to banish all these doubts was simply to focus on the
task and the success that awaited at the end. Similarly in their interviews
with a series of 88 prisoners convicted of armed robbery, Morrison
and O’Donnell (1994) found their thinking pre-occupied with planning
and executing the offence, despite the real danger, having launched on
this particular path, of being confronted with armed police. Comparable
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findings were obtained by Corbett and Simon (1992) in their study of atti-
tudes towards a variety of road traffic offences (speeding, running red lights,
drink-driving). Whether their self-disclosed offence frequency was high or
low, all offenders were more or less equally eager to avoid getting caught.
But high-rate offenders ‘dwelled upon their beliefs about the relatively low
risk of apprehension to facilitate their decisions to break the law’ (p. 543).

These results are complemented by others from a study by Zamble and
Quinsey (1997) of the processes involved in recidivism. The researchers
interviewed and obtained detailed information from a series of 311 male
repeat offenders returning to prison following a further re-conviction.
Offences were typically preceded by personal crises, difficulties in coping
and poor self-management. These men’s problems had accumulated to
intolerable levels, yet they rarely applied a positive problem-oriented
approach. For some an offence was a by-product of stressful events, for
others a bungled attempt to escape their ongoing problems. Again there
was little evidence that the potential legal consequences of criminal activity
played any significant part in determining the paths they took. The overall
and compelling message from all of these findings is that, hovering on the
brink of a criminal act, would-be law-breakers are not for the most part in
what Walker (1991: 15) called ‘deterrable states of mind’. Rather, they are
in what Wright and Decker (1994, borrowing a phrase from Lofland)
called a state of ‘psychosocial encapsulation’: a ‘qualitatively different state
of mind’ inside which ‘the potentially negative consequences of their
actions become attenuated’ (p. 133).

Carroll and Weaver (1986) discussed their own findings and others in
the context of a model of bounded rationality in which individuals apply
reasoning processes, but within a narrow and circumscribed frame of
reference which maps onto only one segment of the situation in which they
are acting. Similarly, research on aggression typically shows that for affect-
ive or angry aggression, the type likely to manifest itself in most fights,
individuals are influenced by very short-term motivations and lose sight of
longer-term consequences (Berkowitz 1993). That increased severity of
penalties does not have the deterrence effect of instilling fear is additionally
demonstrated by research on drug-trafficking (Dorn et al. 1992). As law-
enforcement strategies have become progressively more intensive and pun-
ishments more severe, offenders have simply redoubled their efforts and
increased the flexibility of their methods.

Finally, it is likely that for punishment to have an influence on
individuals it must also appear comprehensible to them. Criminological
researchers have shown that many individuals can account for their illegal
actions in terms that make them acceptable. This entails employing elabor-
ate cognitive mechanisms such as the techniques of neutralization that we
encountered in Chapter 2. These function to isolate individuals from the
consequences of their actions, to help them avoid responsibility, and to
perceive the experience of punishment as unfair (Sykes and Matza 1957;
Vold et al. 1998).
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As mentioned earlier, it may be that many people’s expectations that
punishment will serve its purpose are based on inferring from ‘common
sense knowledge’ that suffering pain as a result of our actions will stop us
from doing something. That may be derived partly from the experience of
growing up and being chastised by parents; source of the ancient adage
‘spare the rod and spoil the child’. Ironically, however, punishment does
not appear especially effective on that level either. Research suggests that
the main elements of parenting that contribute most to whether children
are well or badly behaved are expressions of warmth and support, parents’
levels of interest through monitoring what children are doing, and their
use of inductive reasoning when exercising discipline and explaining rules.
In the absence of warmth, or at lower levels of it, the use of corporal
punishment is associated with an increased risk of delinquency among
young people. This was shown, for example, in a cross-cultural study
of American and Taiwanese families by Simons et al. (2000), using as a
measure the proportion of disciplinary encounters that involved physical
punishment. While the patterns found were slightly different between the
two cultural settings, overall ‘our analyses provided little evidence that
corporal punishment serves to deter adolescent conduct problems’ (p. 74).

Deterrence effects

It appears to be widely accepted that the existence of punitive sanctions in
society contributes to the maintenance of order through the suppression of
criminal activity among the population. It is equally plausible, of course,
that the continuation of law-abiding behaviour by most citizens most of
the time is a function of other factors such as positive reinforcement
or reward for socially approved behaviour, and informal social controls
exercised within proximate social groups. Conversely, for those who have
become marginalized as a result of previous involvement in crime, punitive
sanctions may have become diluted in their effects.

These dimensions of deterrence may be illustrated by comparing the
outcomes of studies reporting success and failure among deterrence-based
interventions. In some circumstances, certain kinds of sanctions can be
shown to work. This applies, for example, to the use of random drug-
testing in conditions in which there is a great deal at stake for those found
using drugs. Borack (1998) has described the impact of such procedures
in the US Navy. This study employed baseline estimates of frequency of
drug use obtained from general population studies. In the Navy, a positive
drug test results in dismissal. Under conditions in which a randomly
selected 20% of the personnel were subjected to urinalysis per 30-day
period, a suppressant effect of 56.5% was obtained. When the variable of
uncertainty is manipulated in circumstances where potential offenders may
risk significant loss, similar findings emerge. Extensive studies in Australia
concerning the suppressant effect of random breath-testing on rates of
vehicle accidents have also yielded evidence firmly supportive of its efficacy
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(Henstridge et al. 1997). In a follow-up of 700 men arrested for domestic
violence, Thistlethwaite et al. (1998) found that even if imprisoned, only
those with a high ‘stake in conformity’ were less likely to re-offend. ‘Con-
formity’ for this purpose was measured by a complex scale taking into
account aspects of employment, education, residence and marital status.

By contrast, little effect of deterrence was observed in a study by Baron
and Kennedy (1998) of the sentencing of homeless street youths. As these
authors noted, ‘perceptions of sanctions differ depending upon one’s
position in the social structure’ (p. 30). These very different studies illus-
trate the polarities of deterrence effects. While the naval recruits described
by Borack had much to lose by testing positive for drugs, the reverse was
true for the homeless, impoverished youths studied by Baron and Kennedy.

Perceptual deterrence appears to have some fairly enduring character-
istics. In a study using data from the US National Youth Survey, Massoglia
and Macmillan (2002) found evidence of considerable steadiness in the
perceived certainty and severity of sanctions across a three-year period
between late adolescence and early adulthood. Massoglia and MacMillan
called this ‘legal subjectivity’ and concluded that it is ‘reasonably reliable
over time and highly stable’ and is ‘developed in the early part of the life
course through childhood socialisation and experience and then likely
remains part of one’s psychological toolkit for the remainder of the life
course’ (p. 335).

The totality of evidence cannot then support the claim that deterrence is
never effective, or that no-one has ever been prevented from further offend-
ing by criminal sanctions. ‘Glimmers of a deterrence effect pop up once in a
while’ (Cullen et al. 2002: 283). In all likelihood there is a proportion of
any sample of offenders who will be deterred by official punishments.
Similarly, as Gibbs (1986) has asserted, it may be that deterrence works
widely in its restrictive form (defined earlier), in which some offenders
hold back from unmitigated indulgence in crime, so as to reduce possible
exposure to arrest. The extent of any such effect is probably unmeasurable.
The question posed is whether specific deterrence effects are of sufficient
reliability or generalizability to form the basis for a systematic policy, let
alone one that is accorded the cardinal place in society’s overall response to
criminal behaviour.

Considering ways in which deterrence effects might be manipulated, the
available evidence points to certainty as the most promising instrumental
variable. Complete certainty is of course impossible to ensure. Even
increased probability of arrest is difficult to attain, but comparatively small
increases in the perceived risk of arrest may be sufficient to deter. This
direction may present the likeliest route for increasing the efficacy of
deterrence. Von Hirsch et al. (1999) have reviewed evidence that changes
in the perceived uncertainty of punishment can have marginal deterrence
effects. When studies have been conducted on the relationship between
probability of conviction and rates of certain crimes (robbery, assault,
burglary and vehicle theft), most have found a negative correlation. By
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contrast, evidence of achieving effects by varying the severity of punish-
ment remains exceedingly weak, making it all the more ironic that this is so
commonly advocated as the solution to the ‘law-and-order problem’.

Other evidence showing some initial deterrence effects of sanctions has
been reviewed by Nagin (1998). The most suitable interpretation of these
findings is that they are due to manipulation of the perceptual certainty
variable. For example, the passing of the British Road Safety Act in 1967
and the introduction of the ‘breathalyser’ test had an immediate impact on
rates of fatal road accidents at night (Von Hirsch 1976). The effect was,
however, temporary and, as in the other studies reviewed by Sherman
(1990), was followed by a phenomenon he called deterrence decay. The
introduction of similar legislation in Norway and Sweden had no parallel
effect, though as we saw above the Australian experiments with random
breath-testing proved more positive. One suggestion for building on the
results obtained is to maintain ambiguity and uncertainty by the constant
creation of novelty (if that is not a contradiction in terms). This would
place an onus on the police and other justice agencies to be ceaselessly
inventive and innovative in finding new ruses through which to convince
the public that the probability of arrest was higher than it objectively is.
But even this might only work with certain types of offences or offenders.
Such deterrence effects as have been found have been harder to reproduce
with more serious types of crime (Sherman 1990) and are less likely to be
obtained with more experienced offenders (Nagin 1998). Paradoxically,
the results of some studies suggest that ‘the criminally uninitiated had
unrealistically high expectations of sanction risks and . . . experience with
offending caused them to lower their unrealistically high expectations’
(Nagin 1998: 13). In other words, when deterrence works it appears most
likely to do so with the people who need it least, and least likely with the
people who need it most!

To boost certainty on any meaningful scale, however, would entail an
injection of resources that few societies if any could afford. Take the
example given by Felson (1994) of the policing of Los Angeles County,
California, which then had a population of nearly nine million (the greater
LA conurbation has a population of 16 million). Based on the area of the
city, the number of properties to be protected and the availability of police
on foot patrol, Felson calculated that the average house, shop, restaurant
or office in LA is under visible police protection for an average of 29
seconds per day. This throws into perspective the idea that crime will be
reduced if police numbers can be expanded. Usually, calls for the latter
are proportionately quite modest; so let us imagine that the number of
‘Bobbies on the beat’ is suddenly doubled. That would mean each property
in LA could now be offered not quite one minute of police coverage each
day. ‘Doubling the number of police in a U.S. metropolis is like doubling
a drop in the bucket’ (Felson 2002: 5). Felson regarded the possibility
of protecting property through increased policing as a fairly grotesque
illusion, which he dubbed the ‘Cops-and-courts fallacy’.
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In the previous chapter, we saw that a commentary published by
Martinson (1974) has been widely considered to have played a seminal
part in casting doubt on the value of rehabilitation, and of ushering in an
era of greater punitiveness. Martinson’s conclusion was that treatment
added nothing to what he called ‘the networks of criminal justice’ (p. 254).
The only conclusion that can seriously be sustained by all the available
data is surely just the opposite. Legal frameworks and networks are essen-
tially ineffective for their proclaimed purposes with regard to convicted
offenders. Perhaps it is only by the addition of services that entail active,
constructive interventions that criminal justice personnel will be likely to
achieve the avowed aims of the entire process.

Ineffective – but indispensable?

In summary, the evidence reviewed here cumulatively suggests that punish-
ing offenders simply fails to achieve what is informally assumed, and
officially pronounced, to be one of its central goals. On the surface, this
might at first be thought to be a purely sociological question. Here are
several sets of data – on rates of conviction or imprisonment, rates of
crime, and the like – which are aggregate social statistics, and which can be
studied closely to test ideas about whether one might have a causal effect
upon the other. I hope that this chapter has clarified why, to make sense of
any such connection, or as it transpires the absence of one, psychological
variables need to be taken into account.

That a supposedly intelligent society continues to employ a method
that so singly fails to accomplish its goals, causes other kinds of pain,
and incidentally entails considerable monetary cost, could be seen as
irrational. To put it bluntly, when we say it will deter offenders from
crime, we are simply kidding ourselves. But from a sociological stand-
point it may well be that punishment serves other symbolic functions for
society, related to group cohesion, shared morality or civil governance.
From that perspective, it is viewed as imperative to avoid falling into what
Garland (1990) called ‘the trap of thinking of it solely in crime-control
terms’ (p. 20).

Nevertheless, some philosophers have argued that whether or not pun-
ishment can be justified is at least partly an empirical question (Farrell
1985). Crime-control and the creation of a ‘safer society’ is one of the
stated roles of government, and a keenly debated theme in the manifestos
of most political parties. Punishment is usually perceived as one of the key
implements in delivering it. Hence, the incongruity of its continued use
alongside evidence that it fails to serve that purpose merits systematic
inquiry. It is difficult to imagine that in other fields of policy, such as
health, education or employment, so ineffective a procedure could be so
avidly pursued in the face of so much evidence of its futility. The argument
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that punishment is somehow an intrinsic feature of human symbolic
relations, and therefore cannot be changed, is similarly unimpressive.
Because something always has been so in society is no guide to whether
it should continue to be so. Were that the case, the power of monarchs, the
subjugation of women, the right to enslave the conquered, would all have
remained unchallenged.

The philosopher Ted Honderich (1976) argued some years ago that pun-
ishment could be justified if it were, among other things, ‘economically
preventive of offences’ (p. 176). We would have moral grounds for con-
tinuing to use it if it secured ‘the reduction of distress at an economical
rate’ (p. 181). Based on all the findings reviewed earlier, punishment does
not reduce and may well worsen the problem which it is designed to cure.
The following conclusion reached by Gibbs (1986) appears as accurate
now as when first written: ‘The bulk of findings indicate that offenders are
not deterred when punished. More precisely, numerous researchers have
reported either that recidivism is greater for offenders who have been pun-
ished the most severely or that there is no significant relation between
punishment severity and recidivism’ (p. 122). Summarizing evidence from
controlled trials of sanctions outlined earlier, Sherman (1988) endorsed the
same viewpoint: ‘The prevailing wisdom that punishment deters the future
crimes of those punished is contradicted by the majority of the experi-
mental evidence . . . the most frequent finding from randomized experi-
ments is that sanctions make no difference’ (p. 86). Note that the latter two
statements were both written some time ago, and before the publication of
considerably larger volumes of evidence reinforcing the same essential
point, and subsumed in the meta-analytic reviews. More recently, consider-
ing the relationship between punishment and motivation to change, Hollin
(2002c) has acknowledged that punishment can be shown to serve the
purposes of retribution and incapacitation. However, viewing it as a deter-
rent, he concludes that ‘examination of the evidence with regard to general
deterrence suggested that there is very little consistent support for the
proposition that punishing offenders inhibits the antisocial behaviour of
other members of society . . . Moving from general to specific deterrence, it
is also doubtful whether punishment motivates long-term behaviour
change at the individual level’ (p. 246).

Further reading

Key concepts in penology are discussed by Nigel Walker (1991) Why
Punish? Theories of Punishment Re-assessed (Oxford: Oxford University
Press) and Barbara A. Hudson (1996) Understanding Justice: An Introduc-
tion to Ideas, Perspectives and Controversies in Modern Penal Theory
(Buckingham: Open University Press). For a mammoth volume devoted
to these and related issues, see Michael Tonry (ed., 1998) The Handbook
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of Crime and Punishment (Oxford: Oxford University Press). Further
discussion of the ineffectiveness of punitive sanctions can be found in
Donald A. Andrews and James Bonta (2003) The Psychology of Criminal
Conduct (3rd edn. Cincinnati, OH: Anderson).
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chapter eight

Applications and values

Psychology and the criminal justice process
Police investigation
Gathering evidence: the testimony of witnesses
The sentence of the court
Implementation: organizational and social contexts
Costs and benefits of interventions
Integrating psychology and law: therapeutic jurisprudence
Professional organizations

Psychology and crime: the social context
Individual and community
Ethical dilemmas: risk assessment, prediction and change
Professional codes of ethics
Augmenting models: risk factors and good lives
Desistance: the whole person

Psychology, science and politics
Polemics of criminal justice
Psychology and the sociology of science

Further reading

This book carries the sub-title Perspectives on theory and action and this
concluding chapter has three objectives. The first is to survey some of the
kinds of action to which the application of psychology can contribute in
addressing problems of crime and the administration of justice. The second
is to consider some critical issues, notably ethical ones, in working with
offenders on an individual basis. The third is to discuss psychology’s status
in the broader context of the politics of criminal justice and the sociology
of knowledge.



Psychology and the criminal justice process

In a large and steadily expanding field, any book must be selective in its
focus. The present one has considered certain core questions in a psycho-
logical approach to crime. There are many other topics that could be
covered in companion volumes. Let us therefore first embark on a brief
survey of some adjoining branches of the field. As psychology can poten-
tially contribute to every stage of the criminal justice process, that chain of
events provides a framework for organizing this account.

Police investigation

If individuals differ in ways we can understand and even predict, such
patterns may also be reflected in variations in their modus operandi
when committing offences, and in the kinds of traces they leave behind
following a criminal act. That is the key assumption underpinning an
influential development in crime investigation called offender profiling. It
in turn is now part of a specialized field of research known as investigative
psychology (Canter and Alison 2000).

The first well-known case of profiling, the capture of George Metesky,
the ‘mad bomber’ of New York City in the 1950s, was the work of psy-
chiatrist Dr James Brussel. As subsequently used by the Behavioral Science
Unit of the Federal Bureau of Investigation, profiling involved detailed
analysis of the scenes of serious crimes to extract information that revealed
characteristics of the perpetrator. Hence the basic premise is that ‘the crime
scene reflects the personality of the offender’ (Holmes and Holmes 2002:
41). For example, one distinction that emerged among serial murderers
is between disorganized asocial and organized non-social offenders. The
former is typically a ‘nonathletic, introverted white male’ (Holmes and
Holmes 2002: 72), who is likely to be anxious, socially inadequate, of
below average intelligence, working in an unskilled job, with a very dis-
organized lifestyle and poor personal hygiene. The latter by contrast is
socially adequate and skilled, sexually competent, highly intelligent, living
with a partner, with a well-controlled lifestyle and a high level of spatial
and occupational mobility. Both types may be solitary people; but for the
former, it is because of their strangeness; for the latter, it is because no-one
else is good enough for them. They also differ in their post-offence
behaviour and in how they respond when interviewed by the police. If
individual qualities can be reliably inferred from the traces left behind at
a crime scene, such information will be valuable in enabling police to
channel the direction of an inquiry or narrow their range of suspects.

Given the types of the offences usually involved, this is a field in which
specific cases have attracted sensationalist press coverage, influencing pub-
lic perceptions of what the work involves and giving rise to a number of
myths. Profiling also raises grave ethical questions, particularly from one
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notorious instance in which a profile was used in what practically
amounted to an attempt at entrapment of the suspect (Ainsworth 2001).

While initially profiling was used mainly for serious violent crimes,
more sophisticated versions are now being researched that show spatial
and psychological characteristics of property offenders (Canter and Alison
2001). There are several approaches to the task (Ainsworth 2001). Some
place greatest reliance on the analysis of the crime scene, and on evidence
from victims where they have survived attacks. Others focus on the
environmental range and hypothesized routines of likely offenders and
entail detailed statistical analysis to detect any regularities in offences. Still
others are closer to a process of clinical diagnosis and involve using case
information to estimate the offender’s motives.

The question of whether psychological profiling ‘works’ has remained
controversial. If this is taken to mean that the information produced is so
precise that it enables detectives to track a serial attacker to his front door,
the chances of such an outcome are remote. A survey conducted within the
Metropolitan Police suggested that the process did not add a great deal that
should not already be there in good detective work, and profiles proved
helpful in only 16% of cases (Copson 1995). However, many investigating
officers describe psychological profiles as useful in guiding their inquiries
and clarifying the options worth pursuing (Ainsworth 2001).

Separately, other psychological research has exposed some of the
sources of error in cases of mistaken identification and wrongful convic-
tion, the numbers of which are alarmingly high. This has included work on
the usage of face-fits or photo-spreads, ‘wanted’ posters, and identification
parades or line-ups (Wrightsman et al. 2002; Wells and Olson 2003).

Gathering evidence: the testimony of witnesses

The second phase on which psychology has applications occurs after
someone is arrested. Police officers investigating a case interview and
record the statements of suspects, victims and witnesses. For evidence to be
admissible in a court of law, it should be gathered according to specified
rules. If it is to allow a jury to make an impartial decision, it should be
reliable and accurate. But given the confusing circumstances of many
offences and the fraught processes that ensue, numerous factors affect the
outcome of crime investigations.

Witness testimony is often the most powerful type of evidence given in
court. Regrettably it is far from infallible. Observing events, and storing,
retrieving and communicating information about them, are all imperfect
cognitive processes. Hence psychology has copious applications in this
area, through studies of attention, perception, memory, motivation and
social interaction. The degree of witness confidence does not necessarily
correspond to the accuracy of testimony; the quality of the evidence to
a court is influenced by many variables. They include the time interval
since the incident occurred; aspects of the crime scene, such as the level of
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lighting; the emotion induced by the event; weapon focus, which may cause
a witness to pay less attention to other details; and differences between the
witness, defendant and victim in gender, age or ethnicity (Bartol and Bartol
1994; Wells and Olson 2003). Taking account of the factors that lead to
forgetting, or that produce errors, there is evidence that the recall of wit-
nesses can be improved using certain techniques such as the cognitive
interview (Memon 1998).

In addition, it has been shown that some witnesses are suggestible or
acquiescent when interviewed by the police, and may make what in due
course transpire to be misleading statements. This can happen to the extent
that some individuals will confess to crimes they did not commit. Some
false confessions may be given under the pressure of interrogation, while
others are actuated by internal states such as emotional needs (Gudjonsson
2002). Colloquially, some forms of this are known as ‘faking bad’. Psycho-
logical evidence concerning this has proved vitally important in a large
number of cases.

Special care needs to be taken when victims or witnesses of a crime are
emotionally or socially vulnerable. This may apply when interviewing
children or adults with learning or communication difficulties, and psycho-
logists have helped prepare and evaluate recommendations for good prac-
tice, including frameworks for how to conduct such interviews (Bull 1995,
1998), or testing the use of courtroom video-links (Davies and Noon
1991). This is allied with other developments for evaluating the status of
children’s testimony in allegations of sexual abuse, employing methods
such as statement validity assessment (Vrij and Akehurst 1998).

Finally, and not surprisingly, given what is at stake when charged with
a serious crime, people in that predicament are not always honest: they
may tell lies to protect themselves or others. Colloquially this is known
as ‘faking good’. Is it possible to gauge when someone is doing this?
Many people think they can. Unfortunately research in social psychology
shows that the cues that most of us believe are indicators of lying are not,
whereas other features that we usually discount are better for this purpose
(Zuckerman and Driver 1985). There is now a significant volume of psy-
chological research on the detection of deception (Canter and Alison 1999;
De Paulo et al. 2003).

The sentence of the court

Society’s response to someone convicted of a crime is determined by those
passing sentence (judges, magistrates, sheriffs) who interpret and act upon
the statutes of the criminal law. The main factors steering the imposition of
any given sentence are the relevant legislation, previous judicial decisions,
tariffs or sentencing guidelines, aggravating or mitigating features, and a
range of informal influences (Walker and Padfield 1996; Ashworth 2000).
But given the accumulating evidence that some approaches to working
with offenders can reduce criminal recidivism, there has been a growing
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interest in the inclusion of such methods as an element in prison and com-
munity sentences. Many of the directions this has taken are informed by
psychological research of the kinds reviewed in Chapter 6.

In 1996, the provision of programmes designed to reduce recidivism was
made a key performance indicator of the Prison Service in England and
Wales. In 1998, the British government announced a major policy initia-
tive, the Crime Reduction Programme, under which resources were made
available for a series of innovations in criminal justice services. This
departure drew on the findings of the meta-analytic reviews of tertiary
prevention, and Home Office research studies summarized portions of that
research (Vennard et al. 1997; Nuttall et al. 1998).

Aspects of the work focused on the design and systematic delivery of
structured programmes. Before these can be accepted as suitable for use,
they have to be scrutinized and validated by an independent expert group
appointed within the Home Office, the Correctional Services Accreditation
Panel. The Panel has devised and published a set of accreditation criteria
that inform the selection of appropriate interventions (Joint Prison/
Probation Services Accreditation Panel 2002). For a programme to be
approved under this procedure, it must be accompanied by a set of docu-
ments describing the theory and research on which it is based; alongside
manuals specifying how it should be delivered, and how staff should be
trained and supervised.

Programmes accredited in this way have been widely disseminated
through prison and probation services, and similar quality-control mech-
anisms have been established in several countries. In the Probation Service,
a set of rehabilitative programmes given the title ‘Pathfinders’ was intro-
duced from 2000 onwards. Some are included within Community Punish-
ment projects (Rex et al. 2004); others address the resettlement needs of
short-term prisoners (Lewis et al. 2003); while still others entail the deliv-
ery of structured offending behaviour programmes (Hollin et al. 2002).
Among the third group, some approaches are generic and include scope
for working on multiple types of offence, as the focus is on dynamic risk
factors that may contribute to different criminal acts. Other approaches
are offence-specific and are designed for individuals with a pattern domin-
ated by one type of offence. There are specialized programmes focused
on alcohol-impaired driving, substance abuse, general violence, domestic
violence and sexual offending.

The magnitude of this change in policy and practice is unprecedented.
Some observers have criticized the pace and scale of the innovation (Ellis
and Winstone 2002). Others have expressed fears that the focus, mainly
deploying cognitive-behavioural interventions, was too limited and neg-
lected social factors in crime (Rex 2001). Outcome evaluations from the
prison-based programmes have so far yielded mixed results. At the time of
writing, outcome evaluations from the probation programmes were about
to appear.

As Ogloff and Davis (2004) have commented, there is a great deal at
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stake in such large-scale, government-sponsored investment in rehabilita-
tive activities. If the outcomes of the enterprise prove to be disappointing,
pressure could mount for a return to more punitive approaches. Such a
turn of events would be derisory, given that evidence for the effectiveness
of those approaches is to all intents and purposes non-existent (as we saw
in Chapter 7).

Implementation: organizational and social contexts

The advent of criminal justice programming on the scale just described has
raised other important issues, and identified omissions, in the outcome
research. Many researchers now acknowledge that the process of imple-
mentation was badly neglected when drawing lessons from the literature
reviews (Gendreau et al. 1999b). Fortunately, this issue has begun to
receive more of the attention it requires (Harris and Smith 1996; Bernfeld
et al. 2001).

Bernfeld et al. (1990) argued that programme implementation was only
likely to be successful if attention was paid to issues grouped under four
headings: clients, programmes, organizations and society. It may be that
in recent policy developments in some countries, there have been dis-
proportionate amounts of attention given to the second, at the expense of
the other three ingredients. The most effective agencies, therefore, will
locate rehabilitative efforts within wider organizational arrangements,
paying attention to local variations in context, and adapting services
accordingly.

Andrews (2001), too, has proposed that successfully embarking on
evidence-based initiatives necessitates attention to more than the outcome
studies alone. Other elements should also be in place. First, agencies should
begin by developing and making available a service plan, or set of policies
and guidelines regarding application of new knowledge. Second, steps
should be taken to ensure that managers genuinely understand background
principles, and possess the ability to coordinate processes of quality con-
trol or accreditation. Third, there should be a concerted focus on staff skills
and extensive portfolio of training, including competence in developing
relationships and motivating others, as well as in delivering programme
sessions. Finally, it is vital to foster multi-level ownership and to avoid
simply imposing decisions ‘top-down’. This includes identifying and clari-
fying areas in which staff may exercise personal discretion within the
agreed policy frameworks.

Costs and benefits of interventions

An impressive addendum to the outcomes research, and one with poten-
tially considerable policy significance, is a set of findings to the effect that
intervention programmes with offenders can be relatively cost-effective.
Some years ago, Prentky and Burgess (1990) reported an econometric
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study of the Massachusetts Treatment Center (MTC), a specialist facility
for the treatment of men who had committed serious sexual offences. The
background to this was a sardonic recognition that if the state treasury was
reluctant to invest in treatment facilities on purely humane grounds, its
views might change if such interventions yielded monetary savings.

This type of research involves calculating and comparing two sets of
costs. One consists of victim-related expenses, which include a range of
expenditures such as repairing damage to a car or home, hospitalization
costs in cases of injury, supportive counselling, compensation and associ-
ated legal costs. The other is offender-related expenses, which include the
costs of police work, prosecution and court hearings, imprisonment or
community supervision. When the two sets of figures are placed side by
side in a balance sheet, it is possible to compute the ratio of one to the other
and test whether there is any return on the investment made in a particular
course of action.

The MTC study showed that for each individual allocated to it, not only
was there a reduced risk of further victimization (on average 15%) but a
net saving of US$68,000 to Massachusetts taxpayers. A similar study in
Australia used an average treatment impact of 8% (based on prior evalu-
ations). This showed that for every 100 sexual offenders treated there were
net benefits to the treasury of between AU$258,000 and AU$1.85 million
(Donato and Shanahan 1999).

There are now several reviews pertaining to this question. One analysis
of seven studies of tertiary intervention found benefit–cost ratios ranging
from 1.13 : 1 to 7.14 : 1 (Welsh and Farrington 2000, 2001). Another
wider-ranging review has adduced evidence of significant cost-efficiency in
evidence-based criminal justice programmes, as compared with negative
economic returns for punitive sanctions (S. L. Brown 2001). Using a differ-
ent approach, McDougall et al. (2003) attempted to compare the relative
costs and benefits of different types of sentences, but the small number of
studies they found and some major differences between them prohibited the
drawing of any clear conclusions. In the largest review to date, Aos et al.
(2001) reported on a series of comparisons between different interventions
in their benefit–cost ratios. They identified numerous interventions that
achieved a ‘win–win’ outcome; that is, they lowered crime and reduced
costs. Monetary savings could be made even when reductions in crime were
relatively small. While the savings from many programmes were moderate,
several approaches emerged very positively, including multi-systemic ther-
apy, multidimensional treatment foster care, functional family therapy and
aggression replacement training. For example, the benefit-to-cost ratio for
aggression replacement training was US$45.91 for every dollar spent.

Integrating psychology and law: therapeutic jurisprudence

Either directly or symbolically, the law affects and regulates many other
sectors of life (to the extent that it has been called ‘imperialist’: Hudson
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1996). Legal decisions, concerning guilt or innocence, type of sentence,
detention or discharge from security, have profound and far-reaching
repercussions for those subject to them. We may not be accustomed to
thinking of it in this way, but the operation of law is essentially a process of
social influence, though until recently very little attention was paid to that
aspect of it. However, a new approach to this has emerged within law itself,
advocating a more careful scrutiny of the meaning of events for everyone
affected.

Therapeutic jurisprudence (Wexler and Winick 1991, 1996; Stolle et al.
2000) is a specific approach to thinking about the law in which the central
focus of interest is the impact of legal processes and decisions. It is defined
simply as ‘the study of the role of law as a therapeutic agent’ (Wexler and
Winick 1996: xvii) and is based in part on a convergence between the law
and behavioural sciences (Carson 2000). Its key principles originated from
studies of the operation of mental health law, hence these effects are
expressed in terms of whether they are therapeutic or anti-therapeutic for
various parties involved. If a decision or process is therapeutic, that means
it helps a person to recover or improve; if it is anti-therapeutic, it produces
negative or adverse reactions.

Since their inception, these ideas have been successively applied to analy-
sis of other legal specialisms. Wexler (1996) examined some aspects of
criminal court activities and decisions. The traditional model of a court-
room depicts the central decision-maker as a ‘dispassionate, disinterested
magistrate’. Some writers on criminal courts, for example, see sentencing
as in certain respects being an ‘expressive ritual’. It entails ‘denunciatory
justification’, the effect of which is to ‘signify disapproval in a particularly
dramatic way’ (Walker and Padfield 1996: 117). In therapeutic juris-
prudence, ‘What is at issue . . . is the extent to which the law itself causes or
contributes to psychological dysfunction’ (Wexler 1991: 19). For example,
one area of application may be in relation to persons who have committed
sexual offences. With particular reference to factors such as cognitive dis-
tortions, we might ask whether the law impacts therapeutically or anti-
therapeutically on them, and whether it could operate in such a way as
to promote processes of cognitive change. Another issue may be whether
principles of treatment adherence that operate in healthcare settings could
be invoked in the interactions between courts and individuals being con-
sidered for conditional release or placement on probation. This requires
fostering a closer dialogue between court personnel and offenders.

Wexler (1998) has also explored the potential import of findings con-
cerning psychologically based interventions with offenders. If courts of law
were acquainted with and able to act on the evidence concerning outcomes
of that work, they might be able to facilitate it directly through a number
of adjustments in procedure. First, training could be provided for sen-
tencers to familiarize them with the relevant research literature. Putting
the research into practice would entail making the defendant central rather
than peripheral in proceedings, and courts would engage more actively
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with the process of motivating change. This could be accomplished
through individuals’ participation in the preparation of supervision or
parole plans; the involvement of significant others where appropriate; and
setting conditions or providing support through which agreed plans were
to be implemented. Courts might additionally make use of some of the
principles and methods that have played a prominent part in effective
programmes, such as problem-solving training and relapse prevention
(Wexler 1998).

Scholars in the field of therapeutic jurisprudence have pointed to a num-
ber of developments in court procedures and practice that open up routes
through which legal decision-making could become more therapeutic both
in its process and its effects. They include, for example, the development of
specialized courts that address the complexities of domestic violence; and
other departures such as drug courts, teen courts, mental health courts
and problem-solving courts. There are evaluations of the impact of some of
these procedures on both client participation and recidivism, with very
encouraging results (Minor et al. 1999; Peters and Murrin 2000; Springer
et al. 2002). McGuire (2003) has discussed ways in which concepts derived
from psychological therapy or behaviour change are potentially applicable
in legal settings.

Professional organizations

The development of psychology since its appearance as an independent
discipline has been such that the numbers of people studying, researching
and practising it has shown an almost exponential growth. Like other
groups of workers, psychologists have progressively formed themselves
into associations that represent their interests, set standards, regulate entry
and perform other functions that sociologists describe as characteristics of
a profession (Johnson 1972; Torstendahl and Burrage 1990). Such bodies
also serve the purpose of communicating with external groups including
the public, other professions and government.

Professional psychology associations have been established in many
countries. The American Psychological Association (APA), founded in
1892, is the oldest and the largest, with more than 120,000 members. The
British Psychological Society (BPS), founded in 1901, is the oldest in
Europe, though the Colegio Oficial de Psicologos of Spain is numerically
larger. Every European country has a national association, and several,
such as the Berufsverband Deutscher Psychologen (BDP) of Germany,
have sub-divisions dedicated to psychology and law (Section Recht-
psychologie). Within the BPS the corresponding group is the Division of
Forensic Psychology; in the APA it is the American Psychology-Law Society
(APLS). Beyond national boundaries, there are also international networks
that perform various liaison roles. The European Federation of Psycholo-
gists’ Associations (EFPA) coordinates issues of common interest for its
31 member associations; there are similar networks in other continents. In
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addition, there are specialist international organizations such as the
European Association of Psychology and Law (EAPL) and the Australia
and New Zealand Association of Psychiatry, Psychology and Law
(ANZAPPL).

Psychology and crime: the social context

Rates of crime, its seriousness, and the frequency of different types of it,
all vary considerably from one country to another (Newman et al. 2001;
Barclay and Tavares 2002). That could of course be a reflection of varying
definitions and recording methods rather than underlying differences. But
large-scale studies suggest that in England and Wales in recent years, there
have been in the region of 12–17 million crimes per annum. Those figures
come from successive sweeps of the British Crime Survey (Kershaw et al.
2001). The subjectively experienced fear of crime also shows sizeable
variations (Mayhew and White 1997), but they are only circuitously
related to the patterns of crime recorded in official statistics.

Whatever the exact details, the upshot is that directly or indirectly,
crime touches the lives of nearly everyone. Given that context, it is
rarely out of the media spotlight. Research shows that crime events take
the largest single share of stories in every news medium (Carrabine et al.
2002). Furthermore, the proportion of news devoted to crime has been
rising over the last 50 years (Reiner 2002). The level of saturation is
such that almost everyone has an opinion, and a theory, and some evi-
dence to back them up. Yet discussion of law-and-order inexorably
reveals what could be described as an attitudinal minefield. Individuals’
perspectives are more likely to be shaped by their prior attitudes and
beliefs on a range of social issues than by systematic evidence concerning
crime itself.

Can an approach that claims to be scientific really be applicable to what
most people think of as moral or political questions? In the prevalent
imagery, science aims towards detachment and objectivity. Surely that
prohibits an appreciation of subjective experiences, meanings, ideals,
values and other elemental qualities of the human condition. On the con-
trary: psychology is very much concerned with those spheres. Moreover, a
scientific outlook can be perfectly compatible with exploring them, and
with a system of values.

If psychology is to inform social action or public policy, it needs to take
account of ethical and political dimensions. Nevertheless, there is a view
that its methodological aspirations and close connection with biological
sciences render it unsuitable for addressing social problems. If it does have
a stance, its focus on individual differences leads some writers to perceive
it as affiliated, intrinsically, to the conservative end of the political
spectrum.
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Individual and community

Let us examine these issues first at the individual level. Working with
persons who have broken the law raises a number of complex ethical
questions. There is an inherent tension between providing services to meet
individual needs while also attempting to serve collective or community
interests.

Recalling the terminology used by Garland (2002), many of the activities
described earlier might make it sound as if psychology has switched its
historic allegiances. While traditionally it looked like part of the Lombro-
sian project in criminology, perhaps it has now been assimilated into the
governmental project. Psychologists help the police with their inquiries,
assist courts of law in evaluating evidence, assess risk levels of offenders,
and develop methods of managing them inside the penal system. Their
basic agenda is to help explain crime and find means of controlling it.
In Garland’s (2002) view, such a ‘science of causes’ is a ‘deeply flawed’
undertaking (p. 8). And all of it is done in the service of the state!

But before the idea takes off that this is one-sidedly part of a totalitarian
agenda, note that much of it can also help individual citizens. It may safe-
guard them from being wrongfully convicted; reduce severity of punish-
ments if they are; and protect potential victims from genuine risks of
exploitation or assault (reducing recidivism means reducing victimization).
Outside criminal justice, psychology has many further uses in health,
education and the workplace.

Furthermore, it is possible simultaneously to meet the needs of both
society and of the individual who has broken the law. The behaviour of
those who frequently offend is evidently troublesome for the community.
But much research suggests that often, members of that group are them-
selves very troubled people. Helping such individuals re-orient their lives
can be of immense value both to them as well as to others if it effectively
reduces offending.

For the 1,527 young people followed in the Denver Youth Survey, there
was a strong association between numbers of self-reported problems and
seriousness of offending. ‘Amongst those facing only one problem, 7% are
serious offenders, but among those facing four problems, 85% are serious
offenders’ (Huizinga et al. 2003: 62). This pattern emerged for both males
and females. The experience of personal difficulties across several areas of
life is unfortunately sometimes accompanied by a lack of skills for address-
ing those problems and solving them in an effective way. For example,
Wesner (1996) found poorer problem-solving skills among offenders than
in a non-offending comparison sample.

Whitton and McGuire (submitted) gave a series of questionnaires
designed to assess aspects of problems and styles of coping to young
people under the supervision of youth offender teams in the Manchester
conurbation, and to a matched sample of non-offenders in a secondary
school. Young offenders reported a significantly higher frequency of
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serious problems in their lives, and this was correlated with their numbers
of previous convictions. However, in depicting the ways they coped, they
showed higher rates of using fairly futile, unproductive methods, and
lower rates of more active, problem-focused coping.

In a study we have encountered before, Zamble and Quinsey (1997)
interviewed highly repetitive adult offenders, with an average of 25 previ-
ous convictions, concerning factors that appeared to contribute to new
offences. The crimes for which they were re-arrested were often preceded
by difficulties in coping and by poor self-management, characterized by an
absence of a positive problem-oriented approach. For example, indi-
viduals ignored problems they were experiencing, so allowing them
to accumulate to intolerable levels, then adopted drastic solutions. In
other research on how adult prisoners cope with problems, Zamble and
Porporino (1988) found that more poorly adjusted prison inmates had
more limited problem-solving skills. Morrison-Dyke (1996) found that
having limited skills for solving problems was associated with homeless-
ness among offenders with mental disorder. Exploring the factors that were
associated with giving up offending in an adult community sample, Farrall
(2002: 212) observed that ‘as the total number of “problem” social
circumstances facing the probationer increased, so desistance became less
likely’.

Many structured interventions are expressly designed to impart skills in
solving personal problems (McGuire 2002c) but focus in addition on
difficulties posed by the situations in which participants live. Programme
materials often emphasize the importance of finding solutions that are
most likely to work given certain constraints; depending on circumstances
that may generate courses of action that involve changing external situ-
ations. Participants in this form of exercise are not extracted or dislodged
from their environments (as is sometimes alleged). Training enables them
to locate the sources of their difficulties, which does not automatically
imply that problems reside solely within themselves.

Ethical dilemmas: risk assessment, prediction and change

The ethical tension alluded to above becomes particularly sharp in relation
to assessment and prediction of risk, and different writers have taken
conflicting stances on whether such a task can be performed ethically
(Grisso and Appelbaum 1992; McGuire 1997b; Zinger and Forth 1998).
Whether that is feasible depends on the predictive accuracy of the methods
used. Some authors have designated a level of accuracy that should
be reached before predictions can be ethically acceptable. Whatever that
standard might be, it is important only to use the outputs from such
assessments in conjunction with various other sources of information, and
to inform decisions rather than dictate them. Writing reports and making
recommendations are not value-free processes. The principal objective of
a psychological report is to change the beliefs and influence the actions
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of the person who will be reading it (Ownby 1997). It is incumbent upon
psychologists to pay attention to ethical dimensions arising in such work.

Other dilemmas arise when contemplating the process of change. This
has several interconnected aspects. The paramount question is whether
participation in ‘change-related activities’ should be entirely voluntary, or
can somehow be required by criminal justice staff. Even if we believe that
someone would change if compelled to do so, is it ethical to enforce com-
pliance? From one perspective, the right to decide whether to participate
resides solely with individuals themselves. From another, society can over-
rule the offender and is entitled to impose change. Having disregarded the
rights of others, it is argued, he or she has forfeited the right to be left
alone.

We would expect that for people to make meaningful changes, for
example of the immensity required when learning to control substance use,
it is a prerequisite that they should participate in services on a purely
voluntary basis. That is certainly the optimal arrangement. But some find-
ings show that there are also circumstances in which a compulsory frame-
work can be conducive to change. Farabee et al. (1998) reported a review
of 11 evaluation studies of treatment programmes for drug-abusing
offenders. The programmes varied in the extent of legal pressure applied,
but in all of them participation was coerced to some extent. Of the 11
studies, ‘five found a positive relationship between criminal justice referral
and treatment outcomes, four reported no difference, and two studies
reported a negative relationship’ (p. 5). The authors challenged the ortho-
dox view that the existence of external pressure implies that individuals
lack any internal motivation to change. On the contrary, change often
results from a complex interplay of internal and external factors. The
authors concluded that the findings supported ‘the use of the criminal
justice system as an effective source of treatment referral, as well as a
means for enhancing retention and compliance’ (p. 7). The importance of
the latter was underpinned in further work by Fiorentino et al. (1999).

But change might not need to be coerced; it can be induced. With
reference to high-frequency behaviours such as occur in substance abuse, it
is possible to influence people towards change by a refined form of counsel-
ling known as motivational interviewing (Miller and Rollnick 2002). This
involves the use of a number of interactive strategies on the part of counsel-
lors. They include, for example, encouraging clients to make statements
that attribute to themselves the capacity to change, and drawing to their
attention discrepancies between the things they say and the things they do.
While this is not blatantly coercive, it nevertheless raises ethical difficulties.
Subtly influencing someone in this way is done without their full, informed
consent and is open to the charge of being manipulative (Miller 1994).

Blackburn (2002) has discussed whether there are circumstances in
which coercion could be ethically justifiable. This is based on a recognition
that psychologists and other professionals working with offenders in
criminal justice services are in a dual role, ‘simultaneously helper and agent
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of social control’ (p. 143), a conflict that can cause considerable strain.
Evidence that coercion achieves desirable ends does not in itself excuse its
use. But given certain types of offence or risks of harm, ‘total rejection of
compulsion does not seem a viable option’ (p. 149).

Professional codes of ethics

The need to address complexities such as these has led the national psycho-
logical associations of most countries to develop and publish professional
codes of ethics. Such codes are usually based on the deontological
approach to moral reasoning: the doctrine (as we saw in Chapter 7, eman-
ating from the work of Kant) that actions have immanent properties of
rightness or wrongness independently of their consequences, and that fun-
damental moral values can be deduced from first principles. It is contrasted
with a utilitarian approach in which the morality of actions is decided by
their consequences or net outcomes (Bersoff 2003).

Although the precise contents of ethics codes vary, most enunciate
several basic precepts:

• Beneficence: the acceptance of a responsibility or obligation to do good.
• Non-maleficence: the acceptance of a responsibility to avoid doing

harm.
• Autonomy: observing individuals’ freedom of thought and action, and

their right to self-determination.
• Justice: basing actions on justice and fairness between individuals.
• Integrity: trustworthiness and faithfulness to commitments; acting

within one’s competence.

The American Psychological Association first published its code of
ethics in 1953. It has since undergone several revisions (Canter et al. 1994).
In 1995, the constituent members of the European Federation of Psycholo-
gists’ Associations formulated a joint meta-code of ethics (published on the
EFPA website, 2004). Codes are binding upon members of the respective
regulatory bodies, and violations of them may lead to disciplinary action.
However, they cannot possibly cover all the concrete situations in which an
ethical problem might surface. Some psychologists have developed prob-
lem-solving and decision-making sequences to apply in circumstances like
these (Pryzwansky and Wendt 1999), an approach known as practical
ethics.

Augmenting models: risk factors and good lives

Many current developments in criminal justice programmes are derivatives
of the risk–needs model propounded by Andrews and Bonta (2003). Some
critics contend that dissecting persons in this way represents them solely as
a package of risks, a ‘dissolution of the subject into a cluster of factors’
(Hudson 1996: 155), so denigrating their individuality and completeness.
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While that misconstrues the approach in important ways, recently a few
researchers have proposed major revisions to risk–needs analysis. Some
revive a long-standing assumption that in helping people to change, it may
be necessary to alter the ‘whole person’.

Based on such a critique, Ward and Stewart (2003) have forwarded an
alternative to the risk factors model, which they contend provides a
sounder basis for integrating what have been called criminogenic needs
within a wider analysis of motivation and change. They argue that what
Andrews and Bonta term needs are not ones that offenders themselves
would recognize. Rather, they reflect factors that other members of society
would wish to change if (as Andrews and Bonta claim, and the evidence
confirms) doing so will lead to lowered rates of recidivism.

Ward and Stewart (2003) propose instead that we can enrich and
strengthen our understanding of need by locating it within a general
model of human motivation. Within this they outline certain basic motives
and ‘primary human goods’. These include, for example, health, self-
directedness, freedom from turmoil, and relatedness to or intimacy with
others. This leads to a framework for providing offender services that
Ward and Stewart call the good lives model, in which the objective is
promotion of general psychological well-being. Bonta and Andrews (2003)
have retorted that risk–needs assessment encompasses a very broad range
of areas, and offenders should have access to high-quality services to meet
all their needs. The question is whether it is the appointed role of criminal
justice services to address ones not demonstrably linked to offending.
Arguably, criminal justice personnel have no clear mandate to probe
factors in an individual’s life other than his or her criminal acts, and
to attempt more than that is invasive. Davison and Stuart (1975) dis-
tinguish minimal goals, the reduction of problematic behaviour, from
optimal goals, the enhancement of other aspects of individual functioning.
The relative weight given to each may have to be negotiated afresh in
every case.

Desistance: the whole person

One of the most consistent findings in criminology, the age–crime
curve, shows lucidly that as age increases from approximately 20 onwards,
there is a substantial decline in the portion of the population committing
crimes. Until recently, comparatively little was known about this process
(Laub and Sampson 2001). However, several researchers have explored
the reasons individuals give when they have successfully reduced their
involvement in crime. One important discovery is that this is far more
like a journey than a sudden event. As with the pathway into offending,
it involves changes of speed and reversals of direction, as individuals’
priorities and lifestyles unevenly evolve.

Jamieson et al. (1999) found that many of the young people they
interviewed talked straightforwardly about growing up, maturing, and
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making other transitions in terms of jobs, education, partners, breaking
away from offending peers, taking on responsibilities and ‘settling down’.
Maruna (2001) reported a series of in-depth interviews explicitly focused
on desistance processes, and found that (like anyone else) offenders need to
make sense of their lives, and in doing so they construct life stories or
personal narratives developed around specific themes. These generative
scripts helped them to forge evolving identities within which, metaphoric-
ally speaking, they gradually become different people, or new versions of
themselves, capable of acting in different ways. In a study of the impact of
probation supervision, Farrall (2002) found that the process of desistance
bore relatively little relation to the efforts of supervising officers, and was
much more a function of life events and circumstances. Externally, pro-
gress in desistance was associated with getting jobs, meeting partners
and other key events. Others who were stuck in a pattern of offending
attributed this to a ‘lack of change’ in their lives, meaning unsatisfactory
circumstances with regard to jobs and relationships.

These studies have in common an emphasis on what might be called the
‘whole person’ approach. While to some extent it challenges the more
analytical risk factors model, the two can be complementary, as Maruna’s
(2001) work amply illustrates.

Psychology, science and politics

The preceding sections have surveyed applications of psychology to crime,
illustrating ways in which findings can be useful to criminal justice services
and to individuals, and the intricacies that arise in attempting to choose
between or to balance these sometimes competing demands. Even if all
these issues were somehow resolved, there are larger questions to address
concerning the role of psychology in the study of crime. In the final section
of the book, I would like to consider the extent to which psychology pro-
vides a perspective for political action on crime and justice, and the status
of psychological knowledge alongside other approaches in social science.

From some standpoints, the very act of talking about individual
offenders as if they posed a problem is an ideological stance. We saw in
Chapter 1 that psychology’s focus on individual diversity and how to
understand it is sometimes taken to imply that social environments, struc-
tural inequalities, power relations and other contextual influences are
unimportant. But on a different conceptual plane, the very idea itself of
locating causes or effects within persons appears suspect. The model
presented in this book does not invoke concepts of madness or disease.
Nevertheless, from some standpoints, any reference to individual differ-
ence conjures up just those ideas. They are shifting apparitions of a ghost
that haunts the on/off alliance between criminology and psychology: the
ghost of pathology.
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At various points in this book we have discussed the existence of prob-
lems, meaning states of distress within individuals, or discord between
them; and analysed processes that could have better or worse outcomes.
According so some commentators, this carries the implication that some
aspect of the situation has been pathologized. Siegal (quoted by Hollin
2002a) comments that while psychological theories may be useful for
understanding the behaviour of deeply damaged or destructive people,
they are of no use for explaining crime in general. Since crime is wide-
spread, that would imply that more or less everyone is disturbed. Similarly,
the use of a psychological approach is thought to lead ineluctably to the
notion of the ‘criminal mind’, caused by warped socialization and
adjustment.

The Sage Dictionary of Criminology (McLaughlin and Muncie 2001)
defines pathology in terms that make almost any attempt to comprehend
the uneven patterns of harm in society, and their possible links to other
individual or social processes, a form of biomedical discourse. The latter
is almost self-evidently pernicious. ‘The psy-sciences employ the nexus
of power/knowledge to produce – and offer to control – pathology, as
they have done with madness, crime and sexual dissidence’ (pp. 202, 203).
These criticisms are closely tied to the idea that any form of thinking in this
vein feeds into a process of censure. This is a partially unconscious process
by which psy-scientists deem certain practices in society as normative, and
make disapproving judgements of others that diverge from them. It carries
the implication that attempting to explain why one person harmed another
creates a condition in which ‘the interests of the state have been inserted
into most dimensions of private morality’ (p. 266).

This keen sense of repugnance also arises regarding biology. To cite
Rutter et al. (1998: 156), some criminologists ‘dismiss biological findings
on the grounds that, because crime is socially and legally defined, it could
not have its roots in biology . . . any considerations of possible biological
influences necessarily “medicalizes” crime, misleadingly transforming a
social phenomenon into a disease’. Perhaps this aversive attitude originates
from British criminology’s initial phase of consolidation in the late
nineteenth and early twentieth centuries. During that era, what might col-
lectively be called the mental sciences were represented more or less
exclusively by psychiatry (Garland 2002).

Polemics of criminal justice

Nevertheless, it may be no surprise that as part-producers of the afore-
mentioned power/knowledge, psychologists are not best known for
challenging criminal justice policy-makers or mounting robust protests
against ideologies of control. Critical voices are more frequently heard
from other sources. Taking the advent of intermediate, community-based
punishments as an example, Petersilia (1990) researched the fears and mis-
givings aroused among those on the receiving end. Von Hirsch (1990) drew
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attention to ethical dimensions of decisions to use these sanctions. Worrall
(1997) analysed the historical and political context of these departures in
England and Wales. Similarly, the front line in arguments for abolitionism
(minimizing the use of imprisonment, advocating prisoners’ rights, elimin-
ating custody for juveniles, and other goals; see Hudson 1996) tends to be
occupied by professionals other than psychologists.

In the wake of meteoric rises in prison populations in the United States,
Haney (1999; Haney and Zimbardo 1998) castigated his fellow psycholo-
gists for having failed to raise vocal objections to the trend. Ironically,
Andrews and Bonta (2003) have noted that the steady swing towards
more punitive measures in several countries from the 1970s onwards was
not the doing of the political right, which consistently supported punish-
ment before then. Responsibility lies with the ideological left, which
was absorbed in cultural analysis and deviance theory and abandoned
rehabilitation both as an ideal and as on ongoing project.

Psychologists may not have had the highest profile in opposing abuses or
inequities in justice administration, but they have certainly not remained
silent on crucial issues. James (1995) discussed at length the repercussions
of British government policies in the early 1980s for deprived families,
and the long-term impact on youth offending. Allen et al. (1998) have
researched and exposed the impact of jurors’ attitudes to the death penalty
on the likelihood that a defendant will be convicted. Steinberg and Scott
(2003) have confronted the use of the death penalty for young people in the
United States. Haney (2003) has marshalled evidence and arguments con-
cerning the uses of solitary confinement in American ‘supermax’ prisons,
and the implications for mental health. On a broader front, Joseph (2003)
has disputed the alleged evidence concerning the role of genes in mental
disorder and criminal conduct.

Perhaps psychologists hesitate to volunteer opinions on criminal justice
issues because our training makes us ‘slaves to data’ (in a manner remin-
iscent of Lombroso, though that is not an embracement of positivism!).
Advancing any argument, there is a constant wish to back it up – the more
profusely the better. My conclusions regarding punishment given in Chapter
7 of this book are based on an appeal to empirical evidence about effects.
That may look utterly utilitarian, a point amplified by Boone (2004) in a
scrutiny of the ‘what works’ literature. But it is motivated by an ethical
value-base of the kind outlined above. There is a gratifying concordance
between the research findings and basic beliefs.

Psychology and the sociology of science

This book has been written within what philosophers of science call a
critical realist paradigm (Searle 1995; Klee 1997; Norris 1997), not dis-
similar to the text by Andrews and Bonta (2003), which adopts a rational
empiricist stance. This involves certain epistemological assumptions. Some
of the events, processes or other phenomena we seek to understand possess
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a reality that is independent of human minds. Others are socially con-
structed through human development, interaction and the use of language.
It is possible to gain systematic knowledge of both, and using a scientific
approach to psychology, this is permissible by a variety of means, adopting
the outlook of methodological pluralism as described in Chapter 1. The
form of inquiry chosen is tailored to the question asked. There is a long-
standing distinction in psychology that may help to make sense of this.
Approaches to investigation, and their conclusions, may be:

• Nomothetic: this refers to knowledge about what is recurrent across
situations; states of affairs that are replicated across time and place,
allowing us to make generalized statements. In a side-by-side com-
parison, Hedges (1987) found that the level of consistency and cumu-
lativeness of such research findings in psychology was commensurate
with that found in an archetypal ‘hard’ science (particle physics).

• Idiographic: this refers to knowledge of experiences or patterns that are
found only within a single person, cultural group, language, religion,
legal system or other entity in a given place at a given time. The focus is
on understanding the diversity, complexity and uniqueness of individual
lives, personal situations, belief structures or other aspects of experi-
ence within their local contexts, through self-reports, subjective
accounts and life histories.

These words come originally from the German philosopher William
Windelband (1848–1915). In his writing, he characterized the former as
‘what always is’, and the latter as ‘what once was’ (Lamiell 1995).

Hence some psychologists embark on controlled experiments, measure
quantifiable variables and try to make inferences about cause and effect.
(This can be done with single cases as well as large samples.) Others pursue
qualitative, social-constructionist studies of previously marginalized
aspects of human experience. Separate research projects address discrete
though intersecting questions. Each provides a different kind of under-
standing; they are not in competition, each tells us something new. The
assembled result is accumulated knowledge and theoretical understanding.

To critics of the scientific paradigm, however, those are illusory gains.
There are several current antagonisms within social sciences, between
positivist and constructionist, essentialist and idealist, modernist and
post-modernist approaches. Some contemporary cultural theorists will
call the above formulation ‘modernist’, a label that may render this book,
ipso facto, out of date in their eyes. Cultural theorists assert that the
Enlightenment idea of applying ‘science’ to ‘social problems’, yielding
projects such as ‘offender rehabilitation’, is ideologically driven (Hudson
1996). Its adherents might not be malevolent, but they are probably
naïve, and do not appreciate how their unwitting participation in the
power/knowledge complex constitutes an endorsement of it, thereby
sustaining it.

Going beyond this, some contemporary thinkers assert that all
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discourses or ‘texts’ are equally valid. Science has no more claim upon our
attention than any other sphere of activity. It is just that historically and
culturally, it became a privileged or dominant discourse. This critique has
been extended to include physical science, as shown in the Strong Pro-
gramme in the sociology of knowledge (Klee 1997). Sometimes science is
equated with its own worst excesses. That is, the exploitative, technocratic
manifestations of science are taken to signify all of it (Norris 1997). The
same intellectual currents also run through psychology (which like other
disciplines has a ‘critical’ strand).

The predicament such extreme relativism leaves us with, however, is
that if we accept it, then Principia Mathematica, The Origin of Species, the
Oxford Handbook of Criminology, the Bible, the Koran, Mein Kampf,
and a leaflet distributed by some neo-fascist cell, are all equivalent docu-
ments. As indicated above, there are many potential sources of understand-
ing. But we need a standard by which claims regarding human beings can
be evaluated, in relation to which ideas can be anchored. Our best hope of
obtaining it is through the kind of reflective reasoning and systematic
empirical testing of ideas that characterize scientific inquiry.

Further reading

There is a useful and relatively concise overview of different approaches to
offender profiling by Peter Ainsworth (2001) Offender Profiling and Crime
Analysis (Cullompton: Willan Publishing). For source texts on issues of
witness testimony, see Amina Memon, Aldert Vrij and Ray Bull (2003)
Psychology and Law: Truthfulness, Accuracy and Credibility (2nd edn.
Chichester: Wiley); Gisli H. Gudjonsson (2002) The Psychology of Inter-
rogations and Confessions: A Handbook (Chichester: Wiley). Broader
accounts of forensic and legal psychology are given by Gisli H. Gudjonsson
and Lionel Hayward (1998) Forensic Psychology: Practitioner’s Guide
(London: Routledge); by Ronald Roesch, Stephen D. Hart and James R. P.
Ogloff (eds., 1999) Psychology and Law: The State of the Discipline (New
York: Kluwer Academic/Plenum Publishers); and Lawrence S. Wrights-
man, Edie Greene, Michael T. Nietzel and William H. Fortune (2002)
Psychology and the Legal System (5th edn. Belmont, CA: Wadsworth).

For an invaluable series of discussions on aspects of implementing pro-
grammes in criminal justice services, see Gary A. Bernfeld, Alan Leschied
and David P. Farrington (eds., 2001) Offender Rehabilitation in Practice:
Implementing and Evaluating Effective Programs (Chichester: Wiley); and
for a similarly useful review of issues surrounding the question of offender
motivation, see Mary McMurran (ed., 2002) Motivating Offenders to
Change: A Guide to Enhancing Engagement in Therapy (Chichester:
Wiley).
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Glossary

Affect General term for feeling or emotion, an internal state and personal
experience associated with specific ideas or events.

Aggression The intentional infliction of physical or psychological harm; usually
divided into an angry, hostile or expressive form and an instrumental or
incentive-motivated form.

Aggressiveness Recurrent readiness to act in an aggressive manner in a range of
different situations.

Alternative thinking The cognitive capacity or skill of generating a variety of ideas
that may be useful for solving an everyday practical or interpersonal problem.

Attribution Hypothesized cognitive process in which individuals represent to
themselves assumed explanations for (or conclusions concerning) motives for
action, or cause-effect relationships in the behaviour of others and of
themselves.

Anger control training An intervention that combines relaxation with the learning
of new self-instructions, applied in provocative situations to reduce levels
of angry feelings or behaviour; sometimes called anger management
training.

Assertive case management, assertive outreach A pattern of services in work with
offenders with mental disorders thought to pose a risk to themselves or others;
involving a high level of contact and support and frequent monitoring, usually
requiring collaboration between agencies.

Automatic process, automaticity Cognitive activity, usually outside awareness, for
management of information in large quantities, and coordination of highly
routinized, habitual responses essential for the performance of frequently
repeated tasks.

Automatic thoughts Rapid, almost instantaneous cognitive events or patterns,
usually outside awareness, with an important role in the patterning of current
behaviour.

Behaviour modification An approach to altering patterns of behaviour based on
learning theory, notably on the operant conditioning model of B.F. Skinner
and his associates.

Behaviour therapy A psychotherapeutic approach to behavioural and emotional



problems employing methods derived from learning theory, based on the
Classical conditioning model.

Behaviourism One of the major ‘schools’ of psychological thought throughout the
twentieth century, which asserted that a scientific approach to psychology
required focusing exclusively on externally observable events. In later versions,
this was altered to include inferences about cognitive and other hypothesized
internal processes.

Binomial effect size display In an intervention/outcome study or collection of
studies, a 2 × 2 table showing the respective proportions of success/failure
or improvement/no improvement in experimental and control conditions,
respectively.

Birth cohort study A type of research in which a sample (cohort), usually of
children or adolescents, is followed prospectively over time and data are
collected on the subject-matter of interest to facilitate understanding of
the temporal and causal patterning of developmental change; a type of
longitudinal study.

Cognition, cognitive process Psychological processes entailing the gathering,
storage and use of information about the external or internal environment,
enabling an organism or individual to adapt accordingly. It is usually
taken to include attention, perception, memory, reasoning, problem-solving,
creativity and language use.

Cognitive-behavioural A form of psychological therapy that emerged from an
integration of behavioural and social learning theory with the study of cogni-
tive processes. There are several varieties of this approach, each founded on a
variant balance or relatively different emphasis on behavioural or cognitive
change.

Cognitive distortion Patterns or contents of thinking at odds with expectations or
reactions of others with regard to norms for behaviour, particularly in per-
sonal relationships. The term is most frequently employed with specific refer-
ence to self-serving thoughts or beliefs of offenders that allow or encourage
sexual activity between adults and children.

Cognitive therapy A form of psychological therapy based on the view that the
origin of many kinds of distress lie in the way individuals think about them-
selves and the world, or in their belief systems regarding them. Therapy is
designed to help individuals self-assess and, if necessary, alter their recurrent
thoughts and beliefs.

Conditioning A mechanism of learning that occurs in the central nervous system
through which new stimuli can elicit responses previously elicited through
reflex action. Initially thought to occur through temporal association only, it
was subsequently shown to be strengthened by repetition and reinforcement.

Constructional strategies In behaviour modification, an approach to change
that emphasizes the development and establishment of new ‘repertoires’ of
behaviour that can replace previous dysfunctional or damaging patterns, and
avoids the use of aversive techniques.

Constructivism An approach within psychology that places particular emphasis on
individuals’ unique perspectives and capacities for making sense of themselves
and their surroundings, and on the meanings they attach to or derive from
experiences and events.

Control theory A collection of theories in criminology with the basic premise
that individuals will pursue their own self-interest unless constrained either
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by external social forces (sociological control theory) or internal restraints
(psychological control theory).

Controlled process Cognitive activity that entails reflective review of plans or
actions in conscious awareness; includes activities such as self-observation,
problem-solving, self-regulation and decision-making.

Criminogenic need An alternative term used to describe dynamic risk factors,
specifying features of individuals that are associated with the risk of involve-
ment in crime but which change over time. They are susceptible to change by
direct effort and where that is achieved risks of criminal activity are reduced.

Criminological psychology A specialized division of applied psychology focusing
on the links between psychology and the study of crime.

Desistance Among persons who have been involved in offending for some time, a
gradual reduction in the frequency or seriousness of, or eventual cessation of,
criminal activity.

Deterrence In penology, the doctrine that the costs of committing crimes will have
a suppressant effect on the frequency or severity of criminal activity. General
deterrence refers to the effect of visible punishments on the population as a
whole. Specific deterrence refers to the impact on the subsequent behaviour of
individuals convicted and sentenced. Restrictive deterrence refers to an effect
in which individuals who do offend limit the seriousness of crimes to avoid
more severe penalties.

Differential psychology A major branch of psychology concerned with all aspects
of difference between individuals, including variations in ability, aptitude, per-
sonality, attitudes, or self-image, and the causes and consequences of this
variability.

Dynamic risk factor An aspect of an individual’s functioning that is associated
with his or her risk of involvement in crime but which fluctuates over time and
is also susceptible to change by direct effort. This includes variables such as
numbers of criminal associates, antisocial attitudes, impulsiveness, limited
social or problem-solving skills, anger or other mood states, and involvement
in substance abuse.

Effect size In a research study, an outcome measure indicating the scale or degree
of either (a) the relationship between two variables, or (b) the impact of
an intervention. In meta-analysis, statistics of this kind are combined across
several studies to produce a mean effect size.

Emotion The experience and manifestation of feeling, an internal state or subject-
ive experience associated with specific ideas or events; entailing physiological,
personal/experiential and expressive/behavioural components.

Empathy In psychology, the capacity to experience and resonate with the emo-
tional state of another person, with important consequences for attitudes and
behaviour. Used more widely, it can also refer to the ability to project oneself
into an ‘object of contemplation’ such as a work of art.

Forensic psychology Application of psychology to study the provision of and pro-
cess of using evidence in courts of law or other legal settings; including the
study of witness testimony, credibility, methods of gathering evidence, use of
photo-fits, line-ups and other procedures involving cognitive and psychosocial
processes. More recently the term has been extended to include the work of
psychologists in prison, probation and related settings.

Idiographic An approach to knowledge in psychology as an attempt to understand
experiences or patterns that are found only within a single person, cultural
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group, language, system of beliefs or other phenomena in a given place at a
given time.

Impulsiveness, impulsivity The tendency to act immediately, or quickly, with-
out deliberation or consideration of the impact or consequences of one’s
actions.

Interactionism An integrative model in which behaviour is understood as a net
product of personal and situational factors operating in conjunction.

Interpersonal skills training A set of methods for helping individuals to improve
their abilities in interaction with others in social encounters: a widely used
component of intervention programmes designed to reduce recidivism; also
known as social skills training.

Investigative psychology The use of psychology to assist criminal investigation by
the police, in particular the study of psychological factors influencing patterns
of crime by repeat offenders.

Legal psychology The application of psychology to the process of law, focused on
psychological factors in legal decisions, including the admissibility of evidence,
fitness to stand trial, decision-making by juries and sentencers, and related
issues.

Longitudinal study A research design in which a cohort of individuals is followed
over an extended period of time and data collected concerning life events and
patterns, and social, psychological or other variables of interest.

Means–end thinking A cognitive skill involved in formulating realistic connections
or sequences of action between a problem and a proposed solution to it.

Meta-analysis A method of integrating the quantitative findings from a number of
primary studies, using statistical analysis to detect trends among the results
obtained.

Motivational interviewing A stategic counselling approach, involving a range of
interactive techniques designed to influence an individual’s state of readiness
and capacity to change entrenched or repetitive patterns of behaviour, such as
dependent substance abuse.

Multi-modal programme Type of intervention programme with a number of
targets of change, each associated with a separate risk factor, including
appropriate methods for addressing each.

Neutralization A term used in both criminology and psychology to describe a
cognitive event or process in which individuals make statements (to themselves
or others) that will negate unpleasant feelings or other reactions they might
have to their own behaviour.

Nomothetic An approach to the accumulation of knowledge in psychology as a
task centred mainly on discovering patterns that are recurrent across situ-
ations, or states of affairs that are replicated across time and place, so allowing
the formulation of generalized statements.

Observational learning In social learning theory, acquisition of new patterns of
behaviour without the direct experience of reinforcement or punishment,
through the observation of actions of others and of the consequences that
result.

Odds ratio The odds of a successful outcome (such as reduction in recidivism) for a
given group is defined by the probability that that event will occur, relative to
the probability that it will not. The odds ratio is then a statistical expression of
the relationship between the two odds – that is, those for experimental and
control samples, respectively.
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Offending behaviour A generic term for actions or sequences of action codified as
unlawful in the statutes of a given society.

Personality Usually conceptualized as a relatively stable, slowly evolving and
complex configuration of features including cognitions, affects and
behaviours that gives coherence to an individual’s life. It marks the uniqueness
of individuals, while allowing them to be known and understood within a
shared framework of their culture. Note that there is no universally accepted
definition, but most formulations contain the foregoing items as common
elements.

Personality disorder There is currently no consensus regarding how this can be
defined. However, it is generally taken to refer to an enduring configuration of
character or personality that repeatedly induces distress or causes harm to self
or others, without symptoms of and not explicable in terms of other forms of
mental disorder.

Perspective-taking The cognitive capacity for imagining or considering the nature
of a situation from a standpoint of another person or persons, and taking
account of this in action.

Positivism A word with a range of meanings, most commonly taken to refer a
philosophy of science with a focus on the description of facts or factual rela-
tions that can be confirmed or disconfirmed by empirical test, and a sceptical
attitude towards the value of theorizing about phenomena that are not directly
observable. In its most radical version, logical positivism asserts that the only
meaningful statements are ones that can be anchored in observations about
external states of affairs. In a looser sense, it is another word for empiricism
and the idea that knowledge is derived through the senses.

Problem-solving training A set of methods for enabling individuals to improve
their skills in addressing and managing everyday problems in living, aspects of
which may contribute to risks of involvement in crime.

Programme A specially designed series of methods and exercises to provide
opportunities for learning and change: most familiar in the form of structured,
‘manualized’ intervention programmes used in criminal justice services for the
reduction of offending behaviour.

Programme integrity The extent to which a structured programme adheres to the
model on the basis of which it was designed, in terms of the methods of
intervention used and the quality and style of delivery of its sessions.

Protective factor Variables that counter the influence of risk factors and enhance
the resilience of those exposed to them; associated with a decreased likelihood
of personally or socially undesirable outcomes.

Punishment In behavioural psychology, an aversive or unpleasant consequence
of a behavioural response that reduces the probability of its recurrence. In
criminal justice, a set of procedures for conveying society’s disapproval of a
criminal act and applying sanctions that will induce change in the offender.

Realism, scientific A philosophy of science that takes for granted the existence of
an external, mind-independent reality that is potentially knowable by human
minds through systematic inquiry.

Recidivism Usually taken to refer to repeated involvement in crime or offending
behaviour. However, this can be defined in specific ways, with reference to self-
reported crime, arrests or police contacts, appearances in court, convictions,
or in the case of persons with mental disorders, re-admission to hospital.

Reciprocal determinism In social learning theory, the proposal that there is a two-
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way, bi-directional process of influence between individual and environmental
variables.

Reductionism In philosophy of science, the assumption that events or phenomena
at a given level of description can be accounted for by the study of other events
or phenomena at a simpler level.

Reinforcement In behavioural approaches, a process in which environmental
events whose occurrence is contingent on behavioural responses alter the
frequency of those responses.

Relapse prevention A term derived from research and practice in people with alco-
hol or other substance abuse problems. It entails a set of self-management and
allied methods for enabling individuals who have participated in treatment or
training to avoid repetition of the problem behaviour.

Resilience A pattern in which individuals exposed to high levels of risk factors for
occurrence of a problem nevertheless do not do so; usually associated with the
presence and operation of protective factors.

Responsivity A design feature that contributes to effectiveness of intervention pro-
grammes with offenders. General responsivity refers to an overall approach in
which activities have clear objectives and structure, and entail active engage-
ment of participants in processes focused on behavioural or attitudinal change.
Specific responsivity requires taking into account factors that reflect diversity
among participants in terms of age, gender, ethnicity, language, ability level or
learning style.

Risk factor An individual or environmental variable that has been shown through
empirical research to be associated with greater likelihood of involvement in
criminal activity (or other type of problem).

Risk–needs assessment A combined approach to working with offenders, the first
stage of which is collecting information concerning the probability of future
offending and the factors likely to influence it.

Schema A hypothesized set of relatively enduring relationships between ideas
and beliefs, usually outside awareness, that influence individuals’ patterns of
thinking, feeling and action across many situations.

Self-control In criminology, a theory that holds that variations in the likelihood of
offending are influenced mainly by individual differences in a psychological
construct reflecting the extent to which people can restraint the tendency to act
on impulse. In cognitive social learning theory, the finding that individuals can
self-consciously acquire mastery over habitual, automatic modes of thinking
or responding that are dysfunctional for themselves or others.

Self-efficacy Individuals’ general expectations or beliefs concerning their capabil-
ities to take action, achieve goals, solve problems or in other ways act as
effective agents in their own lives.

Self-instruction A statement or series of statements individuals can use to alter
previously established patterns of thinking, feeling or reacting.

Self-regulation An acquired or learned capacity in developing children, usually
involving the use of automatic processes and language, in which individual
patterns of thoughts, feelings and behaviour become less dependent on the
immediate environment.

Situationism The assumption that environmental determinants are of paramount
importance in influencing a person’s actions or reactions.

Social constructionism In philosophy of science and in psychology, an approach
that asserts that experience of the social world, and thereby understanding of
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the self, results from a process of interaction and exchange involving the use of
language and other symbols. Such a process and its products are viewed as
more important than the ‘objective’ features of the situation.

Social learning theory A generalized account of human learning based on
behavioural principles, but proposing that a large proportion of learning occurs
through indirect experience or observational processes in the interpersonal
environment.

Socialization The totality of experiences of a developing child as he or she interacts
with and responds to the behaviour and communications of parents or other
caregivers, within a wider familial, social and cultural context, and acquires
patterns of acting, feeling and thinking that are acceptable in that context.

Standardized mean difference In meta-analysis, a type of statistic that expresses the
extent of change in the experimental group relative to that of the comparison
group.

Temperament A collection of patterns or propensities to feel or act in certain ways,
evident from shortly after birth onwards, and exhibiting relatively stable dif-
ferences between individuals. Usually considered to have psychophysiological
features, this interacts with socialization to influence the early development of
individuality.

Theory integration A process with criminology, psychology and other social sci-
ences, as an alternative to competitive elimination, in which theoretical con-
cepts from different sources are combined in appropriate ways to construct
and test models with greater validity or breadth of reference.

Therapeutic jurisprudence An approach within law by which legal processes and
decisions are studied in terms of their potential therapeutic or anti-therapeutic
effects on the individuals involved; representing a combination of ideas from
law and behavioural sciences.

Trait A description of how people typically behave that also helps to account for
individual differences between them; sometimes used on a purely descriptive
level, at other times to denote hypothesized underlying causal patterns that
account for relative stability across situations or over time.

Under-determination of theory A principle in the philosophy of science, referring
to circumstances in which the available data are compatible with two or more
theoretical accounts, with insufficient information to choose between them.
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