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Preface

Agency Theory is a new branch of economics which focusses on the roles
of information and of incentives when individuals cooperate with respect
totheutilisation of resources. Basic approaches are coming from microeco-
nomic theory as well as from risk analysis. Among the broad variety of ap-
plications are: the many designs of contractual arrangements, organiza-
tions, and institutions as well as the manifold aspects of the separation of
ownership and control so fundamental for business finance.

After some twenty years of intensive research in the field of information
economics it might be timely to present the most basic issues, questions,
models, and applications. This volume Agency Theory, Information, and
Incentives offers introductory surveys as well as results of individual rese-
archthat seem to shape that field of information economics appropriately.
Some 30 authors were invited to present their subjects in such a way that
students could easily become acquainted with the main ideas of informa-
tion economics. So the aim of Agency Theory, Information, and Incentives
is to introduce students at an intermediate level and to accompany their
work in classes on microeconomics, information economics, organization,
management theory, and business finance.

The topics selected form the eight sections of the book:

Agency Theory and Risk Sharing
Information and Incentives

Capital Markets and Moral Hazard
Financial Contracting and Dividends
External Accounting and Auditing
Coordination in Groups

Property Rights and Fairness
Agency Costs.

AN R WD -

More details are listed in the Table of Contents. The editors hope that the
sequence of presentation permits an organic and sensible view of the whole
topic.

Such a task could never be completed without the support and the advice
given by other scholars and by anonymous referees. In addition, financial
support was granted by Stiftung Volkswagenwerk and by the Landeszen-
tralbanken in Bayernand in Baden-Wiirttemberg. That permitted a scienti-
fic meeting of the contributors to be held at SchloB Reisensburg in the sum-
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mer of 1986. Ideas, views and individual values could be exchanged among
the scholars such that words, letters, and symbols communicated reflect,
in some sense, ‘‘aggregated perspectives’’ of the subject under
discussion.

Especially we want to extend our thanks to Birgit Emmrich for her patience
during the different stages of manuscript preparation. Last but not least,
we are indebted to Werner A. Miiller from Springer Publishing Company
for his readiness to present Agency Theory, Information, and Incentives
with the same care he already published our volumes ‘‘Risk and Capital’’
(1984) and ‘‘Capital Market Equilibria’’ (1986).

Giinter Bamberg Klaus Spremann
University of Augsburg Ulm University
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Prologue

Giinter Bamberg and Klaus Spremann

If Economics can be correctly defined to be the science of cooperation
with respect to the utilization of resources, economic analysis has to
focus on arrangements, contracts, organizations, and institutions that
set the rules according to which cooperation is taking place among in-
dividuals. Above all, such rules define ways of both co-ordination and
participation, that is, the ways each individual is expected to con-
tribute and how each individual participates and shares success or

failure of the joint effort.

Although reality shows a broad variety if not a continuum of such
arrangements, contracts, organizations,and institutions, it is useful
to distinguish a few and characteristic types. Four such idealised
types of organizations and institutional arrangements are represented

through
e Competition (the decentralised co-ordination of markets)

®» Regulation (enforcing contracts, centralised planning, control

exercised by bureaucracies or government, penalties if rules are

violated)

e Motivation (performance-oriented reward and incentives as they

are common within private business enterprises)

e Socialization (the mutual adjustment, close observation, and help

as provided in families and clans).

In all four types of organizations the scheme of cooperation has the
same structure in so far as each individual is expected to give some-

thing and gets something in return.

To make sure, the market is the economists' favourite type of organi-
zational design. Markets, however, will not work well in the pre-
sence of externalities. A second reason of market failure may be un-
certainty about the qualities of the commodities, services, or rights
exchanged. An important kind of uncertainty results from imperfect

information, in particular, from asymmetric information.



Thus, whenever externalities and/or imperfect information prevail
it might be necessary to replace pure competition by a mixtum com-
positum of competition and of the other three organizational designs:
regulation, motivation, socialization. Since external effects and
imperfect information are more the regular than the irregular case
in real life, many economists extended the theory of pure competi-

tion into the directions indicated.

Agency Theory, in most general terms, can be viewed as the economic
analysis of cooperation in situations where externalities, uncertain-
ty, limited observability, or asymmetric information exclude the pure
market organization. In fact, some scholars who focussed on incentive
compatibility in the allocation of public goods (as an extreme case
of external effects) meant to contribute to the theory of agency. The
same is true for other researchers who analysed risk sharing in the
presence of moral hazard. Likewise, those who studied the design of
self selection schemes to induce individuals to reveal their utility
function through choice, contributed to the theory of cooperation

under asymmetric information.

Agency Theory, Information, and Incentives consequently covers a field
of economic research much broader than the simple relation between two
individuals, called principal and agent. Nevertheless, this principal-
agent relation can serve as an elementary and basic cooperative unit.
It is true that the economic theory of agency provides insights into
the functioning of hierarchies, but is not restricted to these forms
of cooperation. Though many important applications can be found in

finance, Agency Theory deals with non-financial applications, too.

As always, many scholars contributed and have formed and constructed
that field of economic knowledge. If it were to give reference only
to a few selected scientists that expressed some of the major in-
sights at an early stage of time, one could recall two papers that

have nothing lost in their meaning and actuality:

ALCHIAN, ARMEN A. and HAROLD DEMSETZ: Production, Information Costs

and Economic Organization. American Economic Review 62 (1972) 5,
777-795,

ARROW, KENNETH J.: The Limits of Organization. W.W. Norton, New York
1974.




Section 1 Agency Theory and Risk Sharing

Agent and Principal

Klaus Spremann

Summary :

In most general terms, agency theory focusses on cooperation in the
presence of external effects as well as asymmetric information. To
have a look on external effects first, consider two individuals.
One of them, the agent, is decision making. He is thus affecting
his own welfare and, in addition, that of the other individual
called principal. These external effects of the agent's decisions
or actions are negative: modifications of the agent's action which
are preferred by the principal yvield disutilities to the agent. A
common example 1s a situation where the principal is assisted by
the agent and the agent is deciding on level and kind of his
effort. The principal is thus ready to pay some kind of reward to
the agent in return for a certain decision/action/effort.
Unfortunately, and this is the second characteristic of situations
in agency theory, the principal cannot observe the agent's actions
in full detail. The asymmetric information with respect to the

agent's decision excludes simple agreements concerning pairs of
action and payment.

External effects and asymmetric information prevail in very wide-
spread situations of economic cooperation. The variety of examples
include such important relations as those between employer and

employee, stockholder and manager, or patient and physician.

From a methodological point of view, the principal-agent relation
is closely related to risk sharing, hidden effort, monitoring,
hidden characteristics, screening, and self selection. The purpose
of this essay is to model and analyse these different features of
agency theory in one unified approach. This formal approach is
based on linear reward schemes, exponential utility functions, and
normal distributions, and it will therefore be called LEN-Model.
The LEN-Model allows for explicit presentation of endogenous

parameters which determine the agent's decision on effort, the

Agency Theory, Information, and Incentives
ed. by G. Bamberg and K. Spremann
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chosen reward scheme, and the incorporation of monitoring signals.
Hence several insights into how the pattern and design of cooper-
ation depends on exogenous parameters such as the agent's risk

aversion and the variance of environmental risk can be provided.
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1. A GENERAL VIEW

1.1 Cooperation

Economics may be viewed as the science of cooperation with regard
to the utilization of resources. The basic pattern of cooperation
is the exchange of goods, services, information, risk, or rights.
If two or more individuals agree to cooperate, each of them will
and has to contribute something and is going to receive something
in return. Because of this pattern of exchange, the market is a
very important organization or set of rules according to which

cooperation takes place. Though the market mechanism is not the



only design to organize cooperation, markets are efficient if the
commodities exchanged have no external effects and if all relevant

information is public.

More complex arrangements, however, are required in the presence
of external effects or imperfect information. External effects
prevail'in such cases as that of non-separable labour inputs and
that of public goods. Likewise imperfect information, in the sense
of uncertainty about the quality of the commodities (skill and
effort of labour input, reliability in financial contracting),

require a more sophisticated design of the rules of cooperation.

Both external effects and imperfect information are predominating
in many situations of economic cooperation. Usually these effects
will be mutual. Each of the cooperating individuals affects by
her/his decisions the welfare of the others directly, and each
individual has some limits to observe the actions of others in
full detail. Reciprocally given externalities and common limits to
observe explain why cooperation is so complex in real life and why
so many different types of arrangements, forms of contracts,

institutions, and organizational designs have evolved.

Many approaches have been made to analyse the variety of arrange-
ments. Among the first papers on agency theory are A.A. Alchian

und H. Demsetz (1972), S.A. Ross (1973), J.E. stiglitz (1974),

M.C. Jensen and W.H. Meckling (1976). The economics of the principal-
agent relationship were further developed, among others, by S. Sha-

vell (1979), B. Holmstrom (1979, 1982), S.J. Grossman and 0.D. Hart
(1983). Recent surveys were presented by R. Rees (1985), by J.W.

Pratt and R.J. Zeckhauser (1985), and by K.J. Arrow (1986). Many
financial impacts of agency theory can be found in A. Barnea,

R.A. Haugen and L.W. Senbet (1985).

1.2 External Effects

For analytical purposes one has to restrict the view on a simple,
single~directed case of external effects and asymmetric information.
So, instead of many, consider two individuals only. One of them,

the agent, makes his decision x & X. This decision, in some sense,
is made on the quantity/quality of what the agent is going to con-
tribute to what could be called the team. By this decision making
the agent does not only influence his own welfare (more effort in



team work is connected to individual disutility, for example) but
also that of the other individual called principal. (The principal
participates in the result of team work which is a consequence of
the agent's effort). Agent and principal have different values
associated with the agent's actions. In other words, the external
effects of the agent's decision making are negative: those modifi-
cations of his action which are preferred by the principal yield
disutilities to the agent.

Under such conditions, the principal is likely to start negotiations
with the agent and offer some compensation, perhaps in form of a
payment, if the agent refrains from choosing an action the principal
dislikes. This way, both individuals could reach an agreement (x,p)
that commits the agent to a certain decision X € X in exchange for a
certain pay p to be made by the principal. It will be easy for them
to arrive at an efficient agreement, which therefore could be termed
first-best design of cooperation. Note that the agent's welfare or

utility U(x,p) depends on pairs of action x and pay p (he prefers
both lower levels of effort and higher payments). Likewise, the
principal's welfare V(x,p) depends on pairs of action x and pay p
(she prefers more effort of her partner as well as to give a lower
pay). The situation of bargaining on pairs (Xx,p) can best be illus-
trated in an Edgeworth-Box.

1.3 Asymmetric Information

Externalities alone cause no deviation from first-best designs of
cooperation. Simple bargaining on pairs of actions x and payments
p are excluded, however, if external effects occur in combination
with asymmetric information. Assume that, for some reason or the
other (one reason is presented in Section 2.1) the principal is
unable to observe and to verify exactly which action x the agent
is or was realising. Information is asymmetric because the agent,
of course, knows which decision he is going to make. But now, if
there is no unlimited trust, it does not make sense for the prin-
cipal to negotiate on pairs (x,p). The agent could make any prom-
ise with respect to his action and depart from it later on just
because the principal is unable to control or to monitor the agent's
decision making.



Although there is asymmetric information with respect to the agent's
decision x by assumption, there might exist some variables which

are correlated to x and the values of which can costlessly be ob-
served by both agent and principal. Such variables provide some or
partial information on the agent's decision x. Denote variables

that partially inform on action x by v,z,... Depending on the
particularities of the situation, examples for such variables are
firstly the resulting output y of team work and secondly the

monitoring signals z resulting from some control devices. Since

the values of y and z can be observed by agent and principal with-

out disagreement, reward schemes p(.,.) can be defined that make

the amount of pay p(y,z) a function of these variables y,z. More

details are presented in Section 2.5.

Now suppose the principal, unable to observe the agent's decision
X in an exact and direct way, offers a certain reward scheme

p(.,.) € P, taken from a set P of feasible functions of variables
v,z. The principal makes this offer without expecting any pretense
or promise of the agent with respect to decision x. The principal
just invites the agent to accept the scheme p(.,.) and to make,
then, a decision X in his own interest. Consequently, there will
be no shirking. The agent, realising that the actual pay p(y,z)
depends on the values of the variables y,z which are related to
his action x, will make his decision as a response to the scheme p.
Formally, the agent is now choosing an action x = ¢(p) that depends
on the reward scheme p. The agent's response is described by the
function ¢: P> X. In other words, the reward scheme sets an incen-

tive, or, the agent's decision x is induced by the reward scheme p.

1.4 Induced Decision Making

One consequence of information asymmetry is that only designs of
cooperation are possible where the action x = ¢(p) is induced by
payment p. This is a fundamental difference between the first-best
situation discussed in Section 1.2, where agent and principal

could negotiate on pairs (x,p) of action and payment without further
restriction. Under imperfect or asymmetric information, there is the
additional constraint that the agent's action must be induced by
payment.



Denote by E the set of pairs (x,p) that are efficient with respect
to the welfare U of agent and the welfare V of principal. Thus E is
the set of first-best designs of cooperation. Further, let I be

the set of pairs (¢(p),p) of action and payment, where the action
is induced by payment. The set I contains all designs that are
feasible under information asymmetry. The information asymmetry
would cause no problem at all if both sets E and I were identical.
Any first-best design of cooperation could then be realized through
induced decision making. One could already be satisfied in some
weaker sense if the sets E and I had one or some elements in
common. In such cases, at least one or some first-best designs of
cooperation could be reached through induced decision making. Situa-
tions where E and I coincide or have some common elements are

usually referred to as incentive compatibility.

In all other cases, the fact that some of the relevant information
is not public causes a deviation from first-best and efficient de-
signs (set E). Then all designs in I are dominated by designs in E
and, for that reason, are second best only.

Few attempts have been made to measure the disadvantage between first-
best and second-best designs in terms of a real number. Such meas-
ures are called agency costs in the tradition of M.C. Jensen and
W.H. Meckling (1976). In figurative terms, agency costs measure the
distance between the set E of first-best designs, which are an
utopian fiction in the presence of asymmetric information, and the
set I of designs where the agent's decision is induced by a payment
scheme. The distance between two sets, however, can be measured in
many different ways such that a particular definition of agency
costs can easily be criticised with regard to appropriateness. In
particular, one has to be very careful when using agency costs to
compare and evaluate alternative second-best arrangements.

Another and presumable less ambiguous way is to define agency costs

as the decision-theoretic value of perfect information: How much

would the principal at most be willing to pay for becoming able to
observe the agent's decision correctly? Agency costs as value of
perfect information provide an upper bound for monitoring costs.

If there were the possibility to introduce a perfectly working moni-
toring device it would be rejected if the costs of the device sur-

mount the information value, see Section 2.4.



1.5 Hierarchy and Delegation

Note that no hierarchy was assumed so far. Neither was the principal
assumed to be the boss nor the agent to be her subordinate as one
might associate from the designations of the two cooperating part-
ners. Consequently, the expression of a team seems to be much more
appropriate. Agent is simply that member of the team who can vary
his action/effort/behaviour/input. Principal is that member of the
team who cannot costlessly observe the agent's action/effort/behav-
iour/input. Therefore, team members are bounded to schemes that set
incentives. If person A buys insurance from company P, company P can
hardly observe the care person A shows to avoid the accident, and
nevertheless there is no hierarchical cooperation between A and P,

see M. Spence and R. Zeckhauser (1971).

The relations between employer and employee as well as between stock-
holder and manager are very important examples for an agent-principal
relation. Although most approaches are based on the identifications
of principal and employer or principal and stockholder, resp., some
aspects of these relations require to see the subordinate as prin-
cipal and the superior as agent, see P. Swoboda (1987). In fact,

the reward systems of hierarchical organizations sometimes provide

more incentives for bosses than for subordinates.

Further, no formal contract was supposed to legalize the relation
between agent and principal. Moreover, not necessarily it is the
case that "the principal delegates some decision making to the
agent", though the delegation of decision making provides a reason-
able explanation of why the principal cannot observe the agent's
doing in full detail. But there are many other situations different
from the "delegation of decision making" where it is easy to see
that the principal has some difficulties in controlling the agent's
action/effort/behaviour/input. One example is the situation of

insurance mentioned above.

1.6 Hidden Effort, Hidden Characteristics

The elaboration of Agency Theory requires a closer look to a number
of different issues. One major task is to present a variety of

different situations where a principal cannot completely observe an
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agent. In addition, reasonable argumentations have to be given for
this information asymmetry. One should distinguish two situations
which were termed by K.J. Arrow (1986): hidden efforts and hidden
characteristics.

In many cases agent and principal cooperate within an organization
and they know each other quite well. Each of them might provide
some inputs to the team, but the principal's inputs are not under
discussion here. The input provided by the agent are labour or
management services and what can hardly be observed by others is
the agent's effort. Effort is not only diligence and sweat but
could also refer to the agent's renunciation of consumption on the

job. Hidden effort and managerial discretion thus refer to the same

situation.

The total team output and hence the principal's welfare depend on
the agent's effort, but additionally also on some exXogenous risk
(state of nature). Although the principal knows the probability
distribution of this risk, she might be unable to come to know
which state nature was actually realizing. Consequently, she is
unable to separate low effort from bad luck. If results turned out
to be poor, the principal cannot conclude that the agent's effort
must have been low. So it is the environmental uncertainty that
explains why the principal is unable to deduce the agent's effort
from the resulting team output.

As stated, the team members know each other. In particular, the
principal knows the characteristics of her agent such as his skill
and his attitude toward risk. Although the principal is unable to
observe her agent's effort, she can predict the way in which the
agent will behave under certain conditions. She can calculate the
agent's response (function ¢: P+ X) to a certain reward scheme.
The principal can thus study the impact of reward schemes on her
own wealth, and, determine a reward scheme that is best with re-
spect to her own interest and subject to the constraint that the

agent's effort is induced by the reward scheme.

In the basic situation of hidden effort the reward will be a func-
tion of team output y. This can be generalized if there is a

monitoring signal z, i.e., a statistic that is correlated to the



agent's effort. The issue of monitoring is thus related to the
situation of hidden effort.

A situation quite different from hidden effort is that of hidden

characteristics. Here cooperation occurs across markets and the

principal is unable to observe the agent's decision in time. A
principal on the cne side of the market gets into contact with
many individuals, potential agents, on the other side. The
principal has to make an offer in the moment of getting into
contact with one of these agents. The agents, however, differ in
their characteristics. Although the principal might know the
distribution of characteristics, she usually will be uncertain
about the particular type of agent. How to make an offer that is
appropriate without knowing the individual characteristic?

In such cases of hidden characteristics the principal will look

for sorting devices or installadditional instruments that par-

tially reveal hidden characteristics through screening. An im-
portant screening device consists of a set of payment schemes

which allow for self selection through agents. Self selection

schemes should be designed such that each agent has an incentive
to reveal his type and his characteristics through choice. Such

a scheme is presented in Section 2.6.

2. A CLOSER LOOK

2.1 Risk Sharing

A common situation of hidden effort is one in which the principal
seeks help from the agent because her wealth depends on services
the agent can provide. The agent can offer these services in
various quantities and qualities upon which he alone decides.
Formally, the agent chooses an element x from a set X of feasible
actions. This decision, in its manifold aspects, is called effort.
So far the external effects are outlined. On the other hand, the
principal's wealth is not only affected by the agent's effort.
Another factor is some kind of exogenous risk the probability
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distribution of which neither principal nor agent can control.
Describe this state of nature by the random variable 6. Thus the
principal's gross wealth, denoted by vy, can be viewed as a func-
tion of effort x and risk 8,

(1) vy = £(x,6)

It might be indicated to visualize this situation as one of pro-
duction although sometimes this notion must be interpreted in a
broad sense. Anyway, the principal's gross wealth § will be called

output or result. The only input upon which a decision can be made

is the agent's effort x. If there were any other inputs, their
quantities and qualities will be supposed to be either fixed or
settled beforehand.

Of course, the principal wants to buy some input from the agent
but, unfortunately, she cannot observe how much the agent is
providing and how good he is performing. In other words, the
principal is assumed to be unable to observe the agent's effort
decision x & X. One implication of the exogenous risk 8 is that

it gives a reason for the assumed information asymmetry. If the

principal is not completely ignorant, she will usually know the
production function f (how her gross wealth is affected by her
agent's effort and the exogenous risk), and she will know the
probability distribution of § . Later she will also observe the
realization y of her gross wealth y. But, to speak in figurative
terms, she might be too distant from the location of production

in order to see which state 6 nature realized. Consequently, the
principal cannot infer the agent's effort from the knowledge of
both technology f and result y. The information asymmetry rules
out negotiations with the aim to close with an agreement on effort.

Assume that the realization y of the output can be observed by
both agent and principal correctly and without costs. Hence the
principal can offer a payment scheme p(.) where the actual payment

p(y) to be made to the agent depends on the realization y of out-
put. Clearly, the principal will then keep the residuum y - p(y)
as her net wealth. Denote by P the set of such schemes p(.) from
which the principal is choosing one in order to offer it to her
agent.
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So far the agent need not make any committing declaration or
contract in any legal sense. He will just realize the principal's
offer, consider it in his decision-making calculations, and accept
the money later when the realization y becomes known. Note, how-
ever, that for some reward scheme it could happen under a particu-
lar realization of output that the actual payment is negative. In
such a case, the agent were to pay the corresponding amount to the
principal. In order not to exclude such schemes from further con-
sideration, the right will be assigned to the agent to decide
whether or not to accept a payment scheme. If the agent accepts a
payment scheme p(.) he declares himself willing to make an eventual
transfer in the case p(y) is negative. But the agent is never sup-
posed to make any promise with regard to his effort decision which

could not be checked by the principal anyway.

Let c(x) be the agent's disutility of effort in terms of a money

equivalent. So to speak, c(x) is the cost the agent has to pay by
himself for the services he is going to provide as input. If the
agent was offered and had accepted the payment scheme p & P and is
now going to decide upon his effort x € X, he is confronted with
net wealth

(2) wix,p) = p(f(x,8)) - c(x)

Since the result (1) is uncertain at that moment of decision making,
the wealth w will be uncertain, too. In the particular case the
scheme p(.) is constant in y such that the agent receives a fixed
wage rather than sharing the result, his wealth is free of risk.

The welfare derived from wealth w can be formalized by the expected
utility E(u(w)), or, what is done here, the agent's welfare U is

expressed in terms of the certainty equivalent
(3) Ulx,p) := u Y(E[u(w)])

Thereby, u denotes the Neumann-Morgenstern utility function of the
agent. He 1is supposed to be risk averse (u is concave), and hence
the certainty equivalent U of wealth is below the expected value
E[w]. The difference between the two entities was called risk
premium by J.W. Pratt (1964).
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A second implication of the exogenous uncertainty § introduced in
(1) is that it raises the issue of risk sharing. The more a pay-
ment scheme lets the agent share the uncertain result §, the more
risky becomes his wealth (2). Suppose the principal wants to set

an incentive to her agent by offering a considerable result sharing.
The agent is not only requiring a compensation for his disutility
of effort c(x). Because of his risk aversion, the agent needs also
a higher risk premium in order to maintain a certain level of
welfare.

That risk premium may turn out to be inefficient from a risk-sharing
point of view. Suppose the principal is risk neutral so she could
bear all the risk without requiring a premium. The principal keeps
all the risk with her residuum y - p(y) if the scheme p(.) is
constant such that the agent receives a fixed wage independent of
the uncertain result. Such a fixed-wage payment, however, will set

no incentives.

2.2 1Induced Effort

How will the agent respond to a payment scheme p(.)? He will choose
his effort such that his welfare (3) is maximized. Let x* & X denote
an optimal decision,

(4) U(x*,p) = max {U(x,p) | x & X}

The effort choosen depends, among other things, on the payment
scheme and hence we write xX* = ¢(p). Omit questions of existence
and uniqueness (for some of the problems involved see S.J. Grossman
and 0.D. Hart (1983)), and solve (4) for each p € P. This yields
the response function ¢: P » X that describes the way in which the
agent responds to reward schemes. In other words, ¢ describes how
effort is induced. Note that under scheme p the agent can and will
attain the welfare U(¢(p),p)

The decision on effort is not the only choice to be made. Distin-
guish four consequential choices. The first choice is made by the
principal who selects a payment scheme p & P and suggests it to
the agent. The second decision is made by the agent when he either
accepts or refuses the scheme suggested. The agent makes his



decision on acceptance in view of some other opportunities he might
have and the best of which guarantees a certain reservation wel-
fare m. Evidently, the agent is accepting a payment scheme p only

if the welfare attained is not below the reservation level.

(5) U(¢(p),p) 2 m .

For that reason, the inequality (5) is called reservation constraint.

If the agent refuses, the principal will presumably suggest another
payment scheme. So there might be some bargaining and the first two
decisions turn out to be interrelated. To make here a clear state-
ment, we proceed on the assumption that the agent accepts a scheme
p if and only if the reservation constraint (5) is satisfied. The
reservation level m is thereby either belonging to the data or is
resulting from negotiations. In short, m is considered as an exoge-

nous parameter.

The third decision: If the agent accepted a reward scheme p he is
going to choose his effort x* = ¢(p). The fourth and final step
of that sequence is the realization of the state of nature, more
precisely, the realization y of y becomes known to both principal
and agent. Only now the actual payment p(y) can be made. This ends
the cooperation.

Nothing was said hitherto about the first decision in that chain
of four choices. How will the principal choose a scheme p from
set P? The principal's wealth is the residuum § - P(§), and her
welfare (again expressed in terms of a certainty equivalent) is

(6) vix,p) = v NEVGE - p(3)]) ,

where v denotes the Neumann-Morgenstern utility function of the
principal. The welfare (6) depends on the agent's effort x since
the result y depends on x.

One of the stronger assumptions in the hidden-effort situation is
that the principal knows all relevant characteristics of the co-
operating agent. The relevant characteristics of the agent are:
utility function u, disutility c(.), set of feasible effort deci-
sion X, and the reservation level m. With that knowledge the prin-
cipal can calculate the way ¢ in which the agent will respond
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x*¥ = ¢(p) to reward schemes p ¢ P. This assumption simplifies the

principal's decision to

(7) maximize V(¢(p),p) with respect to p & P

subject to the reservation constraint (5).

A solution of (7) will be denoted by p;. As was indicated by the
subcript m, the reservation level usually has a major impact on
the scheme selected. Of course, the optimal scheme also depends on
data such as the technology f, the agent's risk aversion -u"/u',

and the variance Var(®) of the exogenous risk.

A final remark is made on the assumption according which the prin-
cipal knows the agent's characteristics and is thus in the position
to predict her agent's decision making although she is, due to the
information asymmetry, unable to verify her calculations by obser-
vation. What makes then the difference between the ability to pre-
dict and the ability to observe? Suppose the principal selects the
scheme p and predicts, by herself, that the agent will respond
with effort x* = ¢(p). What the agent will do in fact is to choose
exactly that effort x*. The problem is not that there could be any
difference between what the principal predicts and what the agent

really does. The principal's prediction is always correct.

Rather than that the true problem is: both individuals cannot freely
negotiate in order to agree upon any pair (x,p) of effort and pay-
ment. Suppose, for a moment, both individuals would agree to realize
a particular pair (x,p) where x # ¢(p). Then the principal, unable
to observe the agent, can predict that the agent will realize the
effort x* = ¢(p) in disaccord with the agreement. And the selfish
agent will, in fact, make his decision x* as predicted. Conse-
quently, both individuals are restricted in their cooperation to
those specific pairs (x*,p), where effort is induced by the payment
x*¥ = ¢(p). For that reason, there is no need and no sense to discuss
on effort at all. Agent and principal just speak on payment schemes
p and none of them has doubts about the corresponding effort in-

duced. Since they do not settle effort, there is no shirking.

The discussion between agent and principal on the payment scheme

was modelled here in that way: The principal selects, from all



payment schemes which guarantee the agent a certain welfare U 2 m,
that scheme p which maximizes her own welfare V. The resultlng
design of cooperatlon is characterlsed by the pair (x P ) of in-
duced effort x ¢(p ) and payment p By variation of the param-
eter m one gets the elements of the set I of second-best designs
defined in Section 1.4.

2.3 The LEN-Model

The hidden-effort situation as outlined in the last section cannot
be solved in its general form. In order to study how the induced
effort and the selected payment scheme depend on the data and

parameters of the model, we further specify functions and variables.

The set of specifying assumptions suggested here is called Linear-

Exponential-Normal-Model, since

(L) output y is a linear function of risk 8, and feasible pay-
ment schemes p(+) € P are linear functions of output,
(E) the utility function u of the agent is exponential; like-

wise the principal has constant absolute risk aversion,
(N) the risk 6 is normally distributed.

Specifications (N), (L) imply that both the agent's wealth and the
principal's residuum are normally distributed. That, in conjunction
with (E), implies that the certainty equivalents (3), (6) can be
expressed as expected value minus half the variance times risk
aversion (G. Bamberg and K. Spremann (1981)). A simple version of
the Len-Modell is:

x € X
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p ¢ P if and only if p(y) = r + sy
u(w) = -exp(-a w), o > 0
v linear (principal is risk neutral)

c(x) = x2
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The agent's effort has one dimension only and the result § is the
sum of effort x and the one-dimensional random variable & . The
agent has constant risk aversion denoted by a = -u"/u' > 0 and the
principal is risk neutral -v"/v' = 0. In order to describe in-
creasing marginal disutility of effort, the function c(.) is sup-
posed to be quadratic.

Two parameters r,s determine feasible payment schemes: r will be
called fee and s will be called share. So far there are no re-
strictions on r,s & R although the share may be viewed as con-
strained to 0 ss<1. In the case s = 0 the principal pays a fixed
fee r for the services provided by the agent, independent of team
profit. In the case s = 1 it is the agent who bears all the risk,
while the principal's wealth will be risk free under such an agree-
ment. The fee r can be negative, too, which could be indicated in
particular if the agent receives a positive share s > 0 of the
result. One could then refer to r as a rent paid to the principal,
and we will use the term rent independent of whether r is positive,
negative, or equal to zero. From now on, we write the scheme as

pair (r,s) of rent and share.

Analysis and results presented in the sequel depend, as always,
on the specific assumptions made. In particular, the class of
linear payment schemes has a major impact. We just mention that
non-linear schemes have been suggested. Quite often arrangements
can be found where the agent's reward is not a linear function of

team output. Sometimes, the agent participates in gains but not in
losses.

(8) ply) =r + s - max {0,y}

such that the risk premium demanded will be reduced. Denote the
set of payment schemes (8) by P+. Not only is the question which
are the parameters r,s chosen in the situation where P+ is the set
of feasible arrangements. Another issue is whether or not the best
schemes in P+ are superior to linear profit-sharing arrangements
in P. In other words: which arrangements would be chosen in the
set P U P+? Another common arrangement is a bonus-penalty scheme:
a fixed fee r is applied as long as the profit is not below a
certain critical level Y combined with a fine t 2 0 for too poor
results:
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r if vzvy .,
(9) ply) =
r-t 1if y < Yy,

For an analysis of penalty schemes see also J. Mirrlees (1975).

Our version of the LEN-Model has three exogenous parameters:

the agent's risk aversion o > 0, the reservation level m, and the
variance 02 > 0 of the environmental risk. There are three endog-
enous variables: the agent's effort x, and rent r and share s which
determine the payment scheme. The purpose is to study how the in-
duced effort and how the payment scheme (r,s) depend on the exog-

enous parameters.

* *
The pritcipal will find an optimal payment scheme (rm, sm) in three

steps which answer three questions. The first question is: in which

way will the agent respond x* to a payment scheme (r,s)?

In the LEN-Model the agent's wealth (2) is equal to

(10) w(x;r,s) = r + (x + 8)s - x2

and the derived welfare (certainty equivalent (3)) is

U(x;r,s) E[w] - % var{w] =

= r+sx-x"-3s" 0"

Maximization of U with respect to effort x yields the agent's
response

(12) x* = ¢(r,s) = 3

Note that 0 £ s £ 1 implies x* € X. This proves:

THEOREM 1: Neither the rent r nor (the result of negotiations on)
the reservation level m have an impact on the agent's effort. In
particular, a fixed-fee arrangement, s = 0, induces the agent to
the lowest feasible effort, x* = ¢(r,0) = 0, however large the

rent r may be.

The second question is: which payment schemes (r,s) will be ac-

cepted by the agent in view of the reservation constraint (5)?
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Equations (11), (12) imply that the attained welfare is

2
(13) U(x*;r,s) = r + %r (1 - 2a02)

such that the reservation constraint is satisfied if the rent r

has the size

2
(14) r=m—%—(1—2ao),

at least.

A common hypothesis is that the fee or rent r can be reduced in an
arrangement if the share s is increased. As (14) indicates, how-
ever, that is correct only if both the agent's risk aversion a and
the variance 02 are small enough, i.e., if 2a02 < 1. To see the
reason, recognize the difference between expected value and cer-
tainty equivalent of the agent's wealth (10)as a risk premium. The
risk premium is equal to (a/2) 5202. Thus a rising share s has
three effects. (i) A higher bonus simply increases the expected
income. (ii) A higher share induces the agent to more effort and
he is participating in a better result. (iii) The agent is demanding
a higher risk premium because he is going to bear more of the risk
as the share is increased. If the third effect outweighs the first
and the second effect, the overall result is that the fee r has to

be increased instead of decreased as a higher share is envisaged.
THEOREM 2: If the agent's risk aversion a and/or the variance
020f the environmental risk are lage (in the sense of 1 < 2a02),

an increase of the share s requires an increase of the rent r.

The rationale of this result is that the agent will not only share
in "profits" § > 0 but in "losses" § < 0, too.

The third guestion is: which payment scheme (r,s) maximizes the

principal's welfare given the agent's response (12) and subject

to the reservation constraint(in the form (14))?

The principal's wealth is the residuum

(15) v -(r+sy) = (1L -sg8)(x+28)-r

and her welfare, because of her risk neutrality, is the expected
wealth

(16) V(x;r,s) = (1 -s8) x - r.
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Considering induced effort (12), the principal wants to maximize
s
(17) V(x*;r,s) = (1 - s) >-r

with respect to rent r and share s such that the reservation con-
straint (14) is satisfied. Insert (14) into (17) and see that it

means to maximize

2
-m+ %T (1 - 2a0

2

(18) v o= (1 - s) )

N

which turns out to be a function of s alone. The share that maxi-

mizes (18) is easily determined,

(19) - — L1
S =
m 1 + 2002
From (14), (19) follows the rent selected,
2
(20) r; - - 1 - 2a02 -
4(1 + 200°)

whereas (12) gives the induced effort

* * 1
s,) = ————
2(1 + 2a0%)

(21) X = o(r

Remember that the agent's welfare is U* = m whereas the principal
attains the welfare
(22) VA - m

4(1 + 2a0%)

* * * o
The agent's share Sh effort X expected output E[f(xm,e)], and the
principai's welfare V* are inversely related to acz.
One implication of (20) is that the principal's welfare is inver-

sely related to her agent's risk aversion a.

THEOREM 3: 1If the principal could choose between two agents who
differ only with respect to risk aversion, she prefers the agent

with the lower risk aversion.

To comment on (19), the principal finds it best to reduce the share
s* as the agent's risk aversion' a and/or the variance 02 of exogenous

risk increase. This is because the agent will then aék a higher risk
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premium. However, the agent will never get a fixed-fee salary.

THEOREM 4: No fixed-fee agreement (r,0) will be made, however

large the agent's risk aversion is.

On the other hand, the principal prefers to keep a residuum almost
free of risk, s* * 1, if the agent's risk aversion a or the variance
02 are small. In such situations it is cheap to motivate through
profit sharing since the risk premium required by the agent is small.
An extreme situation is that of a risk neutral agent a = 0. A risk
neutral agent bsars all the risk, s; = 1. The effort x; = 1/2 induced
by that share Sy = 1 can be seen as first best as will be shown in
the next section. The welfare attained by the principal assumes the
largest value ever possible V¥ = 1/4 - m. One can therefore conclude:

THEOREM 5: It is the connection of unobservability (of the agent's
effort) and of risk aversion (of the agent) that excludes first-best
arrangements.

2.4 Agency Costs

In the seminal paper by M.C. Jensen and W.H. Meckling (1976) agency
costs were proposed to be a key tool in evaluating alternative de-
signs of a principal-agent relation. The authors defined agency
costs as the sum of (i) the monitoring expenditure by the principal
(no such expenditures are modelled here), (ii) the bonding expend-
itures by the agent, and (iii) the residual loss, i.e. the monetary
equivalent of the reduction in welfare experienced by the pricipal
due to the divergence between the agent's decisions and '"those
decisions which would maximize the welfare of the principal" (1976,
p. 308). The latter formulation, however, is not clear and ambiguous
if taken literally, see D. Schneider (1987), R.H. Schmidt (1987).

In Section 1.4 agency costs were defined as an index that measures
the distance between the set E of first-best designs and the set I
of second-best designs. In order to determine agency costs along
this line, we have to specify what measure of distance between E
and I should be used. In addition, one has to explore for what pur-
poses that index termed agency costs can serve. Agency costs as
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measure of distance can be presumed to give an estimation of how
much the given second-best design could be improved if there were
a monitoring device informing on the agent's effort. In fact, the
nature of agency costs will be seen as a decision-theoretic value
of perfect information. But one should be very careful when agency
costs are suggested as a tool to evaluate alternative second-best

designs.

Formally, we consider two particular designs, one belonging to the
set E, the other to I. Both designs assign the same level m of
welfare to the agent. Agency costs, in the sense of a distance
measure, are the difference of the principal's welfare in these
two designs. In the LEN-Model it turns out that this difference

is independent of the parameter m. This rather abstract definition

will now be made more concrete in terms of the information value.

The rationale of the principal-agent relationship is that the
agent's effort cannot be observed by the principal. A rigorous
approach has thus to define agency costs as a value of information:
how much will the principal offer, at most, if he could observe
the agent's effort?

If the principal has perfect information on the true effort of
the agent, both team members can bargain and agree upon any effort
in exchange for any payment. No longer has effort to be induced by

a payment scheme. Under perfect information the principal would
thus address to

Maximize V(x,p)

m

[\

(23) subject to U(x,p)

with respect to p € P and X & X

if the agent is willing to enter into cooperation as long as his

welfare reaches the level m. Denote a solution of problem (23) by
(xg, pg). This design (x;, p;) is the first-best design chosen to re-
present E.

* *
From the set I we choose the design (xm, pm) that solves the problem
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Maximize V(x,p)

subject to U(xX,p) 2 m
(24)
with respect to p §P

where X = ¢(p) is induced.

Agency costs are now defined as difference

o] o

(25) AC, = V(x., P

* *
) - V(xm, pm)

For the LEN-Model it is easy to see that

(26) x° = 1/2

This is the efficient effort upon agent and principal would agree
if effort could be observed. The payment they will agree upon is

r., = m,

(27)
= 0

30 80

The results (26), (27) and (22) yield agency costs in the LEN-Model
as

2
(28) ac = —&

4a02 + 2

independent of the agent's welfare m.

Since AC is increasing with a02 we get

THEOREM 6: The unobservability of the agent's effort becomes as
more a drawback the larger the agent's risk aversion and the larger

the variance of the environmental risk are.

Another insight provided by (28) concerns the output variance 02
The theory of finance tells that diversification is not an issue

for the single firm because all unsystematic risks can be elimi-
nated in well diversified portfolios. This result, however, remains
no longer true in the context of agency theory. Diversification

Dy . . . . . 2
within a single firm implies a lower variance g

and thus reduced
agency costs. Consequently, the dependency of agency cost on the
variance 02 may suggest to form teams, where the team output has,

because of diversification, lower variance compared with the output
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variances of separated units. The reward of team members is then
made as depending on the output of the whole team, rather than
making reward a function of individual output.

The literature on teams, see A.A. Alchian and H. Demsetz (1972),
often presents this rationale for the existence of teams: the team
output can be observed but not be separated and presented as sum
of what each of the team members contributed. The analysis pre-
sented here suggests another rationale for the existence of teams:

the team output is diversified (lower 02) and hence, taken as a

basis to reward team members, reduces the required risk premiums.

A final implication of (28) concerns the question of what happens in
cases where the variance 02 is quite large and cannot be reduced
through diversification. It may thus happen that agency costs are

so high or, equivalently, that the principal's welfare (22) is such
low that she prefers no cooperation with an agent at all. The prin-
cipal, perhaps, has other opportunities which determine a certain
reservation level also for herself. Three ways to overcome such a

situation of too high agency costs can be outlined.

Firstly, one could enlarge the set P of feasible payment schemes.
Consider nonlinear schemes of the form (8) or bonus-penalty schemes
of the form (9). If such schemes were feasible it could be the case
that second-best designs come closer to first-best results. In a
particular setup J. Mirrlees (1975) demonstrated the superiority

of payment schemes that impose heavy penalties on a suitable range
of outputs.

Secondly, one could consider monitoring devices that give additional

information, though not perfect in every case, on the agent's effort.
Costless monitoring signals were introduced by M. Harris and A. Raviv
(1979), B. Holmstrdm (1979), S. Shavell (1979), F. Gjesdal (1982),

N. Singh (1985). An analysis of monitoring signals within the LEN-
Model follows in the next section, and extension of these results
with respect to costly monitoring was done by M. Blickle (1987).

Thirdly, society could encourage trust. If nowhere cooperation is
starting, society can be supposed to develocp and to reward behavior

such as honesty, reliability, and altruism. In the literature oOn
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organization, such forms of behavior are induced through the pro-
cess of indoctrination: the member of the organization internalizes
cooperative criteria, which replace selfishness even within the
reign of managerial discretion.

2.5 Monitoring Signals

Both the general model (Sections 2.1, 2.2) and the special LEN-Model
(Section 2.3) on the hidden-effort situation can be extended in
order to incorporate organizational instruments which monitor the
agent and measure his effort. Generally speaking, there might be a
(multidimensional) signal Zz which, more or less exactly, reveals

the agent's (multidimensional) effort x. Such a monitoring signal

z must thus be a function of x, though not a function of x alone.
More or less exactly means that some additional uncertainty in-
fluences the value z of the signal z,

(29) z = h(x) + ¢ .
Such a monitoring signal may be seen as a sufficient statistic.
Both principal and agent are supposed to know the observation func-

tion h as well as the probability distribution of the observation

error £. Nature will realize the random variable € at the same time

when § is realized. Like 6, the principal will not learn the reali-
zation € of €. Nevertheless, the principal can find it better to
make the reward not only depending on output y but also on the
monitoring signal z. When cooperation is started, the principal is

thus suggesting a payment scheme p(y,z) as a function of output y
and the monitoring signal z.

In its simplest form, the observation function h and the parameters
of the probability distribution of the observation error & are given
beforehand. The principal has thus to decide whether to utilize the
signal z in the reward scheme or not, and if yes, in which way the
payment should depend on z. Such an extension will now be studied
within the framework of the LEN-Model.

In more complex cases, the form of the observation function h or
distributional parameters of the observation error ¢ might belong



to the principal's decisions. Even more, alternative monitoring
devices can imply different monitoring cost. To give an example,
let effort x and signal z be one-dimensional variables, z = x + E,
E[€] = O, and the variance Var[¢] = oi being a decision variable.
Thereby, monitoring costs increase in some way as a smaller error
variance 1is chosen. The gquestion is then not only how to make the
reward depending on z but also: how much wealth should be devoted

. . , . 2
to make monitoring more precise, i.e., to reduce o

Now, a costless monitoring signal is considered and introduced into
the LEN framework. A straightforward extension of the simple ver-
sion of the LEN-Model presented in Section 2.3 is

output y = f(x,8) = x+ 8,

signal z = h(x) + & = x + ¢ ,

§=N(0,03), £xN(0,0%) , cov(§,E) =0,

effort x e X = 1[0,1/2]

payment scheme p &€ P iff pl(y,z) = r + sy + tz,
agent's risk aversion -u"/u' = a ,

principal risk neutral ,

disutility of effort c(x) = x2

The analytical solution follows the steps presented in Section 2.3.
The principal wants to choose a reward scheme given by the triple
(r,s,t) such that her welfare, the expected resiudal wealth

v - (r + sy + tz), is maximized. As before, the principal knows

the agent's characteristics «,X,c,m and can thus predict the agent's
response x* = ¢(r,s,t) to a reward scheme (r,s,t).

The agent's wealth, similar to (10), is normally distributed,

(30) W(x:r,s,t) = r + s(x + 8) + t(x + &) - x2

and the welfare (certainty equivalent) is equal to

(31) U(x;r,s,t) = r + (s + t)x - x2 - g(520§ + tzci)

27
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Maximization of (31) with respect to x yields

(32) x* = ¢(r,s,t) = ’

which is the induced effort.

Further, the agent is assumed to accept a reward scheme (r,s,t) if
and only if the reservation constraint U(x*,r,s,t) 2 m is satisfied.
A remark on the reservation level will be made below. The constraint
requires a rent r which has the level

2 2 st

_ s~ 2 t 2 _ _ st
(33) r = m+ > (Zaoe 1) + —Z{ZaoE 1) >

at least. Given the response (32) and the reservation constraint

(33), the principal's welfare is

V = E[Yy- (r+sy+tz)] =
s+t s 2 t2 2
(34) = T— m - T(ZOLOG - 1) - T(ZOLOE - 1) +

st _ (s+t)2
2 2

This welfare, taken as a function of s and of t is, for a sufficient

small, concave and will be maximized for

s*=_L:_,’_C*_2
1+ 2aoe
(35)
t*zg_*_i
1+ 2cxoE

The linear system (35) has the explicit solution

s* = 3
1+ Zaoe + oe/oE
(36)
1
t* =
2 2,2
1+ ZaOE + og/oe

Equations (36), together with (33), provide the reward scheme

(r*,s*,t*) selected. Some of the properties are noteworthy.



At first t* > O, in particular, t* # O. This means that the prin-
cipal prefers to make the reward depending on the monitoring sig-
nal z however inaccurate it is, i.e., however large the variance
og of the observation error may be. If that variance becomes larger
and larger, ceteris paribus, t* is chosen smaller, and the share

s* selected increases and tends to the value (19).

Another result of (36) concerns the question whether a wage should
be paid for labor input (time of presence) or for labor output
(result of work). Consider again a varying exactness of the moni-
toring signal as measured by the variance cé. As og becomes smaller,
the share s* decreases. If og tends to zero, which means that the
effort (labour input) can almost accurately be observed, the optimal
share vanishes, s* = 0. At the same time, t* tends to 1 where 1 is
the marginal value of effort to the principal. If effort were observ-
able, the optimal reward scheme i1s just a price for units of effort,
and each effort unit is rewarded according to its marginal value.
The rent r has a distributional effect only. So understand the share
s as a wage paid for labour output and t as a wage for labour input.

The formula (36) indicates how to mix a payment for output with a

payment for input in cases of observation errors.

A further comment is made on the bias to signal effort instead of
really working. Extend the LEN-Model such that the agent's effort
X = (xl,xz) is now a two-dimensional decision variable. Symmetry is

achieved through assumptions

output § = f(x,6) = %4 + %, + 5,
(37) 5
disutility c(x) = ] + x% .

This makes all efforts (xl,xz) with X F X5 inefficient, since the
X+ Xy X+ X
effort 5 , 5 vields the same result at reduced dis-

 q 2 2 2
utility: x] + x5 > 2((x; + x,)/2)

.

Now assume there is a monitoring signal which informs on X but not
on x,,
(38) signal z = x. + € .

The principal will then choose a reward scheme were the agent's

29
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salary depends on the monitoring signal,t* ¥ 0, although the agent
will respond with an inefficient action X > X5 So to speak, the
principal is aware and predicts that the agent utilizes working

time to signal effort rather than to work. Nevertheless, the prin-

cipal prefers to have the signal be part of the reward.

A final remark concerns the question whether or not the agent re-
fuses cooperation when the principal is going to introduce an
additional monitoring device. As an homo economicus, the agent
would be indifferent if his welfare was unchanged. Might be the
principal is willing to increase that reservation level m and is,
nevertheless, better off. A principal prepared to modify m can
expect that the agent looks by himself for signals that inform on
his effort. Another point is that some kinds of monitoring devices
cause additional disutilities to the agent which need compensation.
Consequently, there are three reasons why the introduction of moni-
toring signals can be costly. One of course is that the technology
of monitoring requires resources. The second reason is that the
agent asks for new negotiations on the level m of his welfare. The
third reason is that a disutility caused by monitoring must be com-
pensated.

2.6 Screening

So far, the principal has been assumed to know all the agent's
characteristics such as risk aversion and so forth. The analysis
presented in Sections 2.1 through 2.5 focussed on hidden effort
and monitoring. As outlined in 1.6, another issue of agency theory
is screening. Sorting and screening devices become necessary in
situations where some of the agent's characteristics are hidden.
Perhaps the most important class of screening devices is that of
self selection schemes. This is because everybody prefers free
choice to inquisition even if the final outcomes are the same.

This section presents basic ideas in the design of self-selection
schemes, see K.J. Arrow (1986). To be designed is a set of con-
tracts such that each individual chooses the contract which is
designed to fit his or her type. Thus, the individual's character-
istics are revealed through choice.
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Here, the hidden characteristic is supposed to be the agent's risk
aversion. All results are derived within the framework of the LEN-
Model. But no monitoring signals are considered in order not to

burden the notation.

Consider a labour market with job searchers (possible agents) on
the one side and the principal in search of an agent on the other
side. This time, the issue is cooperation happening across the mar-
ket. The principal is ready to offer reward schemes (r,s) with

(39) share s(a) = ___l___f
1 + 2a0
- S 2
(40) rent r(a,m,s) = m - —Z-(l - 2007) ,
see (19), (14). However, the principal does not know a job searcher's

risk aversion a this time.

Note that (39) is the optimal share as a function of risk aversion
a, whereas (40) denotes the smallest rent an agent with risk aver-
sion o and reservation level m would accept, if the share were equal
to s, independent of whether or not this s is optimal in the sense
of (39). Another result that should be recalled is the certainty
equivalent of an agent's wealth under contract (r,s), now denoted
by Ua(r,s):

2

s 2
(41) Uu(r,s) = r + jr(l - 2a07) ,
see (13). Suppose the principal knows there are two types k = 0,1
of job searching agents who differ only with respect to their risk
aversion Aproqe The principal knows further that low-risk-averse
job searchers k = 0 are, to simplify notation, risk neutral and
that type-1 job searchers have risk aversion a,
(42) ay = 0 and @ = a
Both types of agents may have, so far, the same exogenous reserva-
tion level m and identical disutilities of effort. As has already
been demonstrated, the principal prefers type 0 job searchers to
type 1 agents. According to (22), the principal's difference in
welfare of getting a type-1 or type-0 agent is
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1 a02

2(1 + 200

(43) Vo - V =

o
Q
N

4(1 + 2002 2"

But, in order not to conclude with a search model, assume the prin-
cipal's aim is not to refuse type 1 agents. She just wants to offer
to each job searcher a contract which she, the principal, finds
best.

Everything were easy if the principal could costlessly find out a
job searcher's type. He would then offer

contract O

share Sg = s(0) = 1

rent ry := r(0,m,sy) =m - %
to type 0 agents, and

contract 1

1
2

share s, = s(a) = ———
1 + 200

rent r, := r(a,m,sl) according to (40)

to individuals type 1.

What will happen if the principal cannot identify an agent's type
and is going to allow all job searchers to choose among contracts 0,1?

The answer is that the set of contracts 0,1 breaks down as a self-

selection device: Agents of any type decide for contract 1. The

proof is twofold. Firstly agents type 1 understand that

ag

2
(44) Ua(rO’SO) = m- == <m = Ua(rl’sl)

and consequently prefer contract 1 to contract 0. Secondly, an indi-
vidual type 0 realizes that welfare under contract 1 is

2

2 0.0

(45) U (r,,s,)=m+2a02 (s./2) = m+———7
011 1 2(1 + 2a02)2

which exceeds the welfare under contract 0,

(46) Uo(ro,so) = m< Uo(rl,sl)



In other words: As long as there are type-1 job searchers in the
labour market and type-0 agents cannot be excluded from choosing
contract 1 (which is designed to type-1 individuals), the reser-
vation utility of type 0 agents is endogenously increased from m
to the level (45).

Both comparisons (44), (46) demonstrate that a self-selection

device made up of contracts 0,1 will break down.

Fortunately there is a straight-forward revision. Realizing that
type 0 agent's reservation level Mg is now endogenously given
through (45),

OL02

(47) m. = m+4 —20
2(1 + 2002)2

while the reservation of type 1 agents is still at the old level

m, the principal could modify contract 0 correspondingly. This

modification is called

contract 2

share s, := s, =1

0t02
+

N

rent r, := r(0,m,,s,) = m - _—
0r72 2(1 + 200%)2

While the share remains unchanged, the rent refers now to m, rather

0
than to m.

Is the set of contracts 1,2 working as a self-selection device? The

answer is vyes.

To prove this answer one has to consider the choice between con-
tracts 1,2 for each type of individuals. Firstly, contract 2 was
constructed in such a way that type-0 agents are indifferent bet-
ween contracts 1,2. So increase the rent of contract 2 by one

dollar or so to induce type-0 agents definitely decide for con-
tract 2. Secondly, type-1 agents still prefer contract 1 when having
the choice among contracts 1,2. This follows from

(48) Ua(rz,sz) = m+ 5 S— <m Ua(rl’sl)
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One should not forget, however, to ask the principal what she
thinks about the self-selection device of contracts 1,2. The final
question reads: is the principal really better off under this self-
selection device where each agent reveals his type through choice?
Comparison is made with respect to the situation before, where

everybody just got contract 1.

Let us see the answer: If a type-0 agent decides for contract 2
instead of contract 1, there are two changes of the principal's
welfare. Firstly, there is an increase of welfare V according
to (43). Secondly, there is the cost my - m associated with the
endogenous reservation welfare of type-0 agents. The net effect
turns out to be positive.

(49) (V, = V) - (my - m) = /—L)zw
0 o 0 \l + 2a02

Consequently, the principal prefers to offer the self-selection
device. Her incentive to replace the uniform contract 1 by the
device of self-selection between contracts 1,2 becomes the greater,
the more different job searchers are with respect to their hidden

characteristic risk aversion.

Finally, the principal can further increase her net gain (49). She
realizes that the costs of the self-selection device,mO - m,are

due to the fact that type-0 agents cannot be excluded from choosing
contract 1. So the trick is to modify contract 1 such that the in-
duced increase of type-0 agent's reservation level will not be as
much. This is possible, indeed. Since contract 1 maximizes the
principal's welfare, a small variation from Sq to Syi= 81 - § and
from rent ry to ry:= r(a,m,s3) causes a welfare loss of second order
only. On the other hand, the difference Uo(rl,sl) - Uo(r3,s3) of
type-0 agent's welfare is of first order in 6. This means that the
principal improves herself when offering self-selection between

contracts 2,3 rather than self-selection between contracts 1,2.

As was pointed out by K.J. Arrow (1986) it is typical for problems
of hidden characteristics that not all types of searching indi-
viduals can find exactly that offer they would get if their charac-
teristics were known by the other market side. This result can be

cast in those words: Consider, on one side of the market, "weak"as
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well as "strong" individuals, characteristics that are hidden to

the other market side. Usually, weak individuals need help and

must be treated with care. In order to induce strong people to re-
nounce on care and to help themselves, they must get an extra bonus:
not for justice, but to set incentives. The size of the bonus de-
pends on the weakness of the weak, or to be more precise, the amount
of care devoted to the weak. Sometimes, the weak are not treated
with the proper care, just to make the strong peoples' bonus a bit
smaller.
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Managerial Contracting with Public and Private Information

Hellmuth Milde

Summary

This paper is concerned with the relationship between a principal and an
agent. The principal-agent problem is a special case of the more general moral
hazard problem. The basic issue is to design contracts that share risk and
simultaneously preserve incentives. The source of moral hazard is the principal's
inability to perfectly monitor the agent's actions. These actions together with
the state of the world determine the company's cash flow. Moral hazard can be
diminished by designing incentive compatible contracts. 1In order to simplify the
analytical solutions we make explicit assumptions regarding the utility function,

the density function, and the sharing rule. As a result, the application of mean-

variance analysis is possible.
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1. Introduction

The theory of decison making with informational asymmetry examines two closely
related problems: adverse selection and moral hazard. Adverse selection is an
identification problem. Sometimes commodity markets and financial markets are
characterized by asymmetrically distributed quality information. In his founding
paper, Akerlof (1970) considers a market in which buyers are unable to ascertain
the quality of a used car before the purchase while sellers are aware of the true
quality. There is no possibility to transmit reliable quality information from
insiders to outsiders. It is easy to demonstrate that this inability might prevent
mutually advantageous transactions from taking place. In Akerlof's special case
only the lowest quality cars ("lemons") are actually traded. To put it in more
general terms, "lemon" markets typically result in serious market failures.

Moral hazard, on the other hand, is an incentive problem. 1In one of the
founding papers, Ross (1973) considers the relationship between a principal and an
agent. The basic informational asymmetry is generated by the principal's inability
to perfectly (or costlessly) observe and monitor the agent's actions. The
importance of moral hazard has been emphazised in the managerial theory of the
firm. In modern corporations, there is separation between ownership and control.
As owners (or principals) of the firm, stockholders delegate decision-making
authority to managers. Managers are the stockholders' agents and their
responsibility is to run the company in the stockholders' best interest. However,
due to imperfect observability, managers have the opportunity to pursue their own
goals, which are in conflict with the goals of stockholders. It is important to
note that imperfect observability of managers' actions is the basic source of the
moral hazard problem. Even the observable end-of-period cash flow (or wealth) of
the corporation does not give a clue about the agent's true contribution. This is
because the corporation is operating in an uncertain environment. Consequently,
the observable end-of-period value is a mixture of a random term and the manager's
input, thus implying the inability to isolate the manager's true contribution. In
order to induce the manager to act in the owner's best interest a specific design

is required for the manager's compensation schedule. The purpose of this design is



to achieve incentive compatibility. A contractual arrangement, which is incentive
compatible, guarantees the highest possible manager input and the best possible
result for the principal by acting as a self-enforcing mechanism.

This paper is about incentive compatibility of managerial compensation
schemes. The next section outlines the major assumptions of the basic model. 1In
section 3 we focus on a model with public information. 1In the public information
case the contract, which is endogenously derived, is called a first best solution.
We give a detailed discussion of this case in order to have a benchmark to evaluate
models with differing informational assumptions. 1In section 4 we assume that
information is private. We shall discuss the structuring of a contract which is
denoted as a second best solution. We also compare both contracts and demonstrate
the effects of asymmetric information on managerial contracting.

Basically we shall follow the framework of Ross (1973), Holmstrom (1979),
Stiglitz (1983) and Chapter III of the 1985 book by Barnea/Haugen/Senbet (BHS).
While Ross, Holmstrom, and Stiglitz do not make special assumptions regarding the
underlying functions, it is well known that analytical solutions are simplified
under explicit assumptions regarding the utility function and the density function.
In this paper we follow BHS's advice (p.29 ) and use a CARA utility function
(Constant Absolute Risk Aversion) in combination with normally distributed cash
flows and linear sharing rules. This allows the application of the mean-variance
approach, and guarantees explicit solutions for some of the contracts discussed in

this paper.
2. Assumptions

2.1 Risk Preference Function

When we analyse decision making under uncertainty we think in terms of
expected utility. 1In order to specify the underlying utility function we usually
assume that the average decision maker is risk averse. Risk aversion implies a
concave utility function. In most of the literature dealing with portfolio
problems or agency problems the only assumption made is that utility is an

increasing and concave function of the end-of-period wealth. However, imposing
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more structure on the utility function provides the possibility to derive explicit
solutions. Following BHS we assume that both principal and agent make decisions
according to a CARA utility function. In this case, the manager's utility U is
given by

U(R) = 1 - exp (- A R) (1

and the principal's utility V is given by

V(Q) =1 -exp (-BQ), (2)
where
® = manager's stochastic(end-of-period)income and R is the realization,
Q= principal's stochastic(end-of-period)income and Q is the realization,
A = manager's coefficient of absolute risk aversion (A > 0),
B = principal's coefficient of absolute risk aversion (B > 0).

One reason that CARA utility functions have proved popular in practical examples is
the absence of wealth (income) effects. Using the definition of the Arrow-Pratt-
measure of absolute risk aversion it is easy to show that A and B are the constant

risk aversion parameters:

- Upg(R)/UR(R)

A,

B.

- Vgq(Q)/¥g(@)

2.2 Sharing Rules

Next we explain the definitions of the manager's income R and the principal's
income Q. Consider a firm with separation of ownership and control operating in a
single period framework. The end-of-period cash flow (or wealth) is'i, where X,
the realization of the random variable i: is unknown to both principal and agent.
The analysis is presented in three steps: Firstly, managerial effort is assumed to
have no impact on the realization of i, thus making the distribution of X an
exogenously given function. Moreover, we assume that the distribution is
symmetrically known to all parties. Secondly, following the standard agency
literature the expected value of Y is affected by the agent's effort. The effort

is assumed to be observable by the principal. Thirdly, as before the distribution
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of X is governed by the agent's input, however, the true input is not observable.
Details regarding the density function of X are discussed in the next subsection.

Given that both principal and agent are risk averse, it is obvious that the
two parties cannot both achieve certainty situations. Consequently, some
proportion of the social risk will be borne by each party. In this paper we shall
discuss possible arrangements of risk sharing. As indicated, effort is introduced
step by step. The impact of different assumptions regarding effort on the optimal
solution of risk sharing is analysed.

As to the sharing rule we assume the simplest possible case. Only linear (or
proportionate) sharing rules are considered. If the sharing rule is linear, the
manager will get a constant fraction o of the company's cash flow. The residual
fraction (1-0) will be left for the principal. In general, a linear sharing rule
is not an optimal strategy in the Pareto sence. However, Pareto optimality can be
achieved if side payments from one party to the other are taken into account. 1In
our model the side payment is the manager's fixed income component F. Both o and F
are the owners' decision variables. Any scheme of the manager's compensation is

completely described by a pair { o, F}.
Given alternative pairs of o and F the manager's stochastic income is given by
Rz o X+F, (3)

and the principal's income is given by

Q= (-0)%X-7F, ()

>
where 0 < a <1 and F < 0.

2.3 Density Function

In this paper we assume that the firm's cash flow X is normally distributed.
Thus, the density function is given by

NX;ou, 02,

where both moments Efﬁ] = U and Var[Y] = 02 are exogenously given in the basic risk
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sharing model (subsection 3.1). Later (subsection 3.2 and section 4) we shall
drop this assumption and introduce a functional relationship between the expected
value of ; and the managers' input. The properties of the "production" function
are discussed in the next subsection.

As is well known, the combination of a CARA utility function with a normally
distributed random variable results in a mean-variance model. The popularity of
the mean-variance approach is due to the property that risk is fully described by
the variance of the random variable. According to our assumption, ; is normally
distributed. However, X is not the relevant argument in the utility functions. As
argued in (1) and (2) the utilities are functions of R and Q, respectively. On the
other hand, it is well known that any linear combination of a normally distributed
random variable is also normal. Thus, the linear sharing rule discussed in (3) and
(4) guarantees that the normal distribution of ; is preserved for the cash flows i

as well as §. Without the introduction of the linear rule ﬁlandfﬁ would not be

normally distributed in general.

Given the normal distribution of R and @, the combination with (1) and (2)
results in the following proposition: The maximization of expected utilities
E[U(R)] and E[V(Q)] is identical to the maximization of the associated certainty
equivalents G and H (for details see Parkin/Gray/Barrett (1970) or Bamberg (1986)),
where

G

E[R] - A var[Rl/2, (5)

H = E[Q] - B Var[Q1/2. (6)

From (3) and (4) we derive the following moments:
E[R] = ap + F, Var[R] = o? 02, (1)

E[Q) = (1 -a)u - F, vVar[@] = (1 -=a)202. (8)

2.4 Production Function

In our earlier discussion we argued that the expected cash flow will be a
function of the manager's effort. Following the standard agency model we assume
that effort affects the random variable according to the criterion of first-order
stochastic dominance. As it is well known one random variable is dominated by a

second random variable in the sense of first-order stochastic dominance if the second
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random variable differs from the first random variable by a positive additive arount;
cee ladar/Russel (1971) for details. Thus, introducing a gtanmdard production function
we assume that more effort e generates a "better" random variable where "better"
means dominance in the first-order sense.

The production function is assumed to have well-known properties, i.e. the
expected cash flow is increasing with increasing effort but shows diminishing
marginal returns:

u = ufe), with (9)

Mg > 0, Hgg < O.

Having specified the production function we proceed by decomposing the random cash
flow i: In order to simplify the analysis we assume that U enters the definition

of the new (standardized) random variables ; additively:
Y = X -u . (10)

As a result, glis distributed normally with N(Y; O, 02), i.e. the expected

value of ?lis zero and the variance of Y is the same as that of X.

3. A Model with Public Information

3.1 The Nature of Risk Sharing

In this section we discuss a model with public information. The first
subsection ignores managerial effort completely. In the second subsection effort
is assumed to have an impact on the expected cash flow. Moreover, the effort ;s
observable by assumption. Analyzing the risk sharing problem in isolation, a
contract is fully described by alternative combinations of the decision variables
a and F. Note that A, B,u and 0 are exogenously given data. The objective
functions of the principal and the agent, respectively, are derived from (5) to (8)
and (10). The agent's function is given by

G=ou +F- A o° 0°/2, (1)

with
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the principal's function is given by

H=(1-0)u-F-B( -2 2, (12)
with

>
-u+Bo2(1-0) 20, H _=-B0°<0,

H oo

o

Hp = - 1, Hpp = Hpy = 0.

We proceed by analyzing the preference maps of a representative principal and
an agent. Starting with the agent's situation we can derive and show the
following proposition: In an o - F space the agent's indifference curve is
convex with a unique turning point (minimum) at G, = 0. To see this, note the

following properties of the indifference (iso-G) curve:

22
dF == G/Gp=-u + Aoo <0, (13a)
da | G
4%F| = <G, /Gp = + Ao2 > 0. (13b)
da2| G

As to the indifference curve of the principal we show the following proposition:
In an o- F space the principal's indifference curve is concave with a unique
turning point (maximum) at H, = 0. To see this, note the following properties of

the indifference (iso-H) curve:

>
dF | = - H, /Hp = —u+Bo2(1 -0)% 0, (14a)
da H
dZF' = - H, /Hp = -Bo2<o. (14b)
- o
do? | H

The terms (13a) and (14b) are marginal rates of substitution between o and F. The
marginal rate of substitution is the maximum or minimum amount of F required to
compensate for a marginal change in o in order to keep G or H at an exogenously
given level. Any o- F combination is characterized by a specific level of H and
G. Alla- F combinations with non-negative H and G levels are acceptable for both
parties. Thus, the set of feasibleoa - F combinations is bounded by the zero-H- and

zero-G-indifference curve.



Next we ask which of the possible o - F combinations are optimal in the Pareto
sense. As is known from basic propositions of welfare economics a Pareto efficient
solution is characterized by identical marginal rates of substitution of the
parties involved. Thus, we are looking for all a- F combinations at which the
indifference curves of principals and agents are tangential (contract curve). The

condition satisfying Pareto efficiency is given by

gg| = g_s:‘ (15a)
da | G da | H
or

-u+ A @ o = -y + B (1 - a*)- (15b)

»
From (15) we derive the agent's optimal fraction o and the principal's optimal
fraction (1 -a‘):
»
o = B/(A + B), (16a)

1-a" = a/(a + B). (16b)

According to (16a) and (16b) the fractions depend on the exogenously given and
publicly known coefficients of absolute risk aversion. If both partners have
identical coefficients, i.e. A = B, we find o' = (1 -a") = 1/2. On the other
hand, if the manager is risk neutral, A = 0, we derive a* = 1. This means that
the manager performs the role of an insurance company which takes over all risk.
In this situation the owner sells the risky firm to the managers. More generally,
we derive the following comparative static results: An increase in B or a decrease
in A will increase the optimal fractiona * Indicating elasticities by e we obtain

eQx., A) = - A/(A +B) <O, (17a)

e® B) =+ /(A + B) > 0. (17v)
Note that a simultaneous change of both A and B by the same rate will not change a*:

e:(oc', A) + e(a*, B) = 0.

The reader will no doubt have noticed that F does not occur in (15) and (16).

This result is intuitively clear if we recall the definition of Pareto optimality.
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A Pareto optimum is a situation with a maximum of social welfare (or total gain,

G + H). From (11) and (12) we get

G+ H=u- (a2 +B(1 -a)?) 6272, (18)

which shows that the term F drops out. One more implication can be obtained from
(18). The substitution of (16a) and (16b) into (18) results in the highest

possible social gain

¢ + H® =u- ABo2/2(A + B) > 0. (19)

In (19) we assume that the highest possible social gain is a positive number. This
implies

W > ABo2/2(A + B), (20)
which imposes some constraints on the choice of the parameters of the model.

Not surprisingly, we can obtain the fractions u* and (1 - u*) also from
maximizing the social gain function (18) with respect toa. The first and second

order conditions are given by

(G+H), = - ao® - B1 -a") o2 =0, (21a)

(G+H) = - (A + B2 < 0. (21b)
ao

The first order condition (21a) confirms the results in (16a) and (16b). The
second order condition (21b) is automatically satisfied.

Given u*, the optimal amount F* is obtained from either (11) or (12) depending
on the assumptions regarding the degree of competition among the managers.
Following the agency literature we assume that the manager market is perfectly
competitive which implies G = 0. The market entry and exit of managers drive the
long run income and the associated certainty equivalent down to zero. The optimal
amount of F turns out to be negative which means that the side payment goes from

managers to owners. From (11), (16a), (20) along with G = 0 we obtain

* B [ ABo2

= - 2 _AD0T ) k(ox
Foy AvB\ " 2(A+B)) ¥ (G¥+ 1Y) <O .



On the other hand, if managers are in a strong position the owner's income is
driven down to zero which implies H = 0. In this situation the managers receive

the highest possible amount of fixed income

* A < ABo 2
u

P s (2t ) O >0

In Figure 1, the possible cases are depicted. Moreover, the reader may wish to
refresh his memory by comparing the propositions derived in this subsection with

the features in Figure 1.

FIGURL 1:  Preforevce HMaps of Principals and Agoents
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In order to demonstrate that the solutions (16) and (21) are based on a common
approach we briefly discuss the more general Lagrangean method. According to an
alternative definition a Pareto optimum is a situation with the property that one
individual cannot be made better off without making someone else worse off. We
continue to consider the choice in terms of certainty equivalents. The principal's
choice is to maximize H, but to maximize subject to a constraint G = G. The
decision variables are o« and F. The Lagrangean expression L is given by

L=Hla, F) + rA(G(a, F) - G), (22)
where A is the Lagrangean multiplier which is an additional endogenously determined

variable. The first order conditions are given by

La = Hot + A ch = 0, (23a)
Lp = Hp + AGg = 0, (23b)
L, =G - G = 0. (23¢)

which is exactly (15a) using (13a), (14a). Taking the results G and Hp from (11)
and (12) explicitly into account we obtain the result already known from (15b),
A=1 and -G =H .
a o
Using x= 1 in (22) we obtain
L = H(a ,F) + G(a ,F) - G.
which is identical to (18) up to the constant term G. The maximization of L gives

the same results as the maximization of G + H, see (21).

3.2 Risk Sharing and Observable Effort

This subsection assumes that managerial effort e has a measurable impact on
4 . Moreover, suppose that effort is observed by all parties. In this case, a
managerial contract will relate the manager's compensation to his actual (and
observable) effort. The effort is determined‘by the principal. 1In order to
guarantee correct managerial incentives, the contract might include penalties if

the actual effort is below the agreed-upon optimal effort.



The principal's objective function is a combination of (9) and (12):

H=(1-a) ule) - F - B(1 -a)2 o272 (24)
Note that p is no longer an exogenously given parameter. According to (9) the
input of managerial effort e determines u .

The manager's objective function requires additional modification. It is
important to take the manager's opportunity cost explicitly into account. If the
manager is not working in the risky company under consideration, he has the
alternative to invest his effort in a riskfree job earning the riskfree (and

exogenously given) wage rate w. Thus, his opportunity cost is we. The manager's

stochastic profit P is given by

;=O&+F-we, with

E[¥l =ou+ F -we , Var[F] = «® o2,
The certainty equivalent of the manager's expected utility of profit, denoted by S,
is given by

S = E[F] - A Var[P1/2 =ap+ F - we - A a2 o272,
Alternatively, we can derive S from (5) or (11). Thus, we obtain

S=G-we = +F - Aa202/2 - we.
Taking (9) into account the manager's objective function is given by

Szaule) +F -we-A o o2/2. (25)
In order to find the Pareto optimal contract we solve the principal's optimization

problem. The three endogenous variables are o, F and e. Formally, the problem is

given by
max H=(1-0a)p(e) -F-B(1-0)2 o622 (26a)
a, F, e
subject to S =gu(e) + F - we - A o o272 > o. (26b)

The constraint guarantees the manager a non-negative certainty equivalent. If S is
negative the contract is not acceptable for the manager. As a result, he will
choose the alternative employment with the riskfree income w e. We proceed by
following the standard agency literature and assume that the contraint (26b) is
binding: S = 0. This means competition in the manager market drives long run

profits down to zero.
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As was pointed out, the general method to solve a constrained optimization
problem is the Lagrangean approach. However, to simplify the procedure we shall
employ the "substitution" method. We solve the constraint (26b) for F and
substitute the result into the objective function (26a). The modified objective
function is given by

2

H=ple) - we - (Aa? + B(1 -a)?) a2z, (27)

Note that F is eliminated as a result of the substitution. The remaining
endogenous variables are e and o . The first-order conditions are given by

H

e = ugleh) - w =0, (28)

H -(aa® -B(1-a") % =0. (29)

[+

Second-order conditions are satisfied:

Hee = Uge < 0y (30a)
2 . 2
Hee Hw - Hgo = - Vgg (A + B) 6> 0. (30b)

The results are straightforward. According to (28) the manager's effort has an
optimal level e* if the marginal expected return L, is equal to the marginal cost
Ww. This condition is known from the theory dealing with firm behavior under
certainty. The second optimality condition (29) which determines a' is known from
(21a) or (15b). Thus, the results (16) and (17) hold as well.

The optimal amount F* is calculated from (26b). Although we continue to
assume perfectly competitive manager markets as in subsection 3.1, we obtain a
result different from F'N. The reason is that opportunity cost is now expliecitly
taken into account. The important insight derived in this subsection is given by
the following proposition: Observable effort does not change the optimal fraction

a* of the risk sharing contract.

4. A Model with Private Information

4.1 The Manager's Decision Problem

We now depart from the assumption of observable effort and assume instead that

the principal is no longer able to observe the manager's effort. Given the
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inability to monitor or observe the agent's actions there is no way to assign
responsibilities. A low end-of-period cash flow of the company is either the
result of insufficient manager input or of a bad state of the world. A distinction
is impossible. Furthermore, it no longer makes sense to relate the manager's
compensation to his actual but unobservable effort. 1In contrast to the setting
discussed in the last subsection, effort is no longer a variable determined by the
principal. Any contract is fully described by { o, F}. Thus, we return to
contracts discussed in subsection 3.1 although now effort does influence the
expected value of %.

In the present context the manager (and not the principal) decides what is the
optimal amount of effort. The manager-determined optimal effort, denoted e°, is
the result of the manager's maximization process. The manager's objective function
is given by (25). For the first and second order conditions we obtain

S o g (e®) - w = 0, (31a)

e

S.. = (e%) < 0. (31p)

ee = “Hee
According to the first order condition (31a) the optimal effort depends on both w
and o . The wage rate is given by the market. On the other hand, the fraction
a is a choice variable of the principal. Changes in & will result in systematic
reactions of the optimal effort e°. The relationship between o and e is

described by the reaction function

e° = e° (o). (32a)
The property of (32a) is derived as the result of a simple comparative static

exercise. From (31a) and (31b) we obtain

e = - g (e®) /o Hee %) > o. (32b)

The result in (32b) is intuitively clear. An increase in the fraction a will
increase the manager's effort. The reaction function (32a) and the property (32b)

are assumed to be publicly known to all parties.

4.2 The Principal's Decision Problem

As was pointed out, effort is no longer a decision variable of the principal.
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However, knowing (32a) and (32b) a "sophisticated" principal will not ignore this
information when it comes to setting the optimal values of o and F. As
demonstrated in subsection 4.1 the choice of o implies a specific level of eoy
which, according to (9), determines the expected value u of the density function.
Consequently, an increase of & generates a "better" density function (where
npetter” is defined in the sense of first order stochastic dominance), thus
shifting the density function to the right:

ot e € > 0. (33)
Without going into details we infer from (33) that the fraction o now performs two
different economic functions. In contrast to section 3, o is not just an
instrument to allocate a given level of social risk among the two parties. 1In
addition, o now generates incentives to modify the riskiness of the density
function. The modification of social risk and the incentive to do so are the
essential features of moral hazard.

Next we ask what are the terms of an optimal compensation schedule. As
pointed out a contract is fully characterized by the vector {a , F}. The optimal
solutions of o and F are derived from the principal's optimization behavior. The
principal's objective function is given by (24) or (26a). However, now the
optimization procedure is subject to two constraints. As already demonstrated in
(26b), the first constraint guarantees the managers a minimum certainty equivalent.
In addition, the second constraint reflects the manager-determined reaction

function (32a). Formally, the optimization problem is given by

mx H = (1-4) p(° - F - B(1-0a)2q2/2, (34a)
o 4 F

subject to S = o u(e®) + F-we® - A a?0%/2 20 (34b)
and e° - e°(a ) = 0. (34c)

As before we assume that (34b) is a binding constraint, thus we obtain S = 0. We
proceed by solving the constraint (34b) for F and substitute the term into the
objective function (3l4a). The second constraint is simply substituted in (34a).
Note that after eliminating F the only remaining decision variable of the principal

is o . The optimal fraction is denoted by L. The principal's modified



objective function is given by
o o 2 2y 2
H = p(e®(a)) -wel(a)-(Aa® +B(1-a))o/2. (35)

The first and second order conditions are given by

B = Cugle®a®) = w) e26® ) - (® - B(1 = a®) o =0, (36)
Hy, = (Mg =W ega +(e§)2 lee - (A +B) o2 <o, (31

The first order condition (36) determines the optimal fraction o®. By imposing
some constraints on the parameters, the second order condition (37) is satisfied.
In order to gain more insights in the optimal solution, we simplify the first

order condition (36) by decomposing the marginal expected return

He = (1 - a9) e +a° Hgr (38)
Substituting (38) and the manager's first order condition (31a) into the

principal's optimality condition (36) we obtain

B, o= (1-0% g (20 a®) &2 o) - (A a® - B(1 =4%N g2 = O. (39)

From (39) we derive an implicit solution for the optimal fractiona :

6 = (B4 e /02 / (A+Brugel /o (40)

Comparing (40) with (16a) we obtain the following results: The numerator and the
denominator of ¢© are larger by the positive amount pg eg /o2 (the term is
positive because of (9) and (32b)). Alternatively, we can say: compared with

(16a) the term B in (40) is larger by the amount U, e;/cz. As argued in (17b) an

increase in B will result in an increase in & . Consequently, we obtain a°>0c',
i.e. the manager's fraction is larger in case of unobservable effort than in case
of observable effort. We continue to assume A > 0 which results in an exact
specification of the relevant a® . interval:

o ¢ a1,
Knowing the interval of possible a® - fractions, we are in a position to compare

: o *
e" with e°. The effort e in the public information case is known from (28), e° in

the private information case is known from (31a). As a = a° < 1 we infer that
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e® « e'. The manager's effort in the private information case is smaller than

that in the public information case, see Figure 2.

e A

o e
w

FIGURE 2- Managerial Effort with Public and Private Information

Taking (9) into account we derive u°< 1:, i.e. the expected value of ; is
smaller in the private information case than in the public information case. The
misallocation of effort and the reduction in the expected cash flow are the results
of imperfect observability.

© the fixed income component F° under private information can

Knowing o® and e
be obtained from (34b). However, without imposing more structure on the production
function (9) we do not know whether FO is larger or smaller than F*.

In the final subsection we present some more intuition to compare the two
contracts with public and private information. As pointed out in the Introduction,

the public information contract is denoted as first best solution; the private

information contract is denoted as second best solution.



4.3 Comparing the Contracts
In this subsection we re-examine the first best and second best solutions by
introducing the concept of cost of social risk. Basically, the cost term occurs in

the objective functions (18), (27), and (35). The function of social cost, denoted

Cc(a), is given by

cla) = (A a2 + B(1 - 0)?) 6272, (41)
with

¢, (a) = (Aa=B(1-0a)) o223 o, (42a)

€ (@) = (A +B)a?>o0. (42b)

Thus, the cost function is convex with a unique turning point (minimum) at Cu = 0.

Using (41) the objective function (27) in the public information case is given by

H=u(e) -we -cCla).
As a result, the first best contract is characterized by a clear assignment of the
decision variables e and to their respective targets. The scale problem is
solved by setting e*, with ue(e*) = W as the optimality condition. The problem of
risk allocation is solved by choosing a*, so that the cost function is
minimized: H, ( o*) = - C,( o*y = o,
In theprivate information case the objective function (35) can be simplified to
H=1(e%a)) - we®(a) - cla).
Note that the second best contract is characterized by just one decision variable:
& is used to solve both the scale problem and the risk allocation problem. A
change in o has two types of effects. Firstly, as before the allocation of risk is
changed (allocation effect). Secondly, as argued in (32), managers react to
changes in o by changing their effort (scale effect). As a consequence, there is
a change in the expected cash flow.
To be more specific, suppose there is an increase in & . The increase in the
expected cash flow is given by u (e®) e) (a) > 0. The manager's fraction of the
increased cash flow is given by OWe(eo) eg ( @) which is matched in the optimal
situation by a simultaneous increase in the manager's opportunity cost, w eg (@),

Basically, the result is known from (31a):
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a%u o (e®) € (°) = we %0, (43)
(o3 (o3

The remaining fraction (1 -2) Ue(eo) euo(u ) > 0 is the principal's increase in the
expected cash flow. According to the optimum condition (39) the principal's

marginal return is matched by an equal increase in the socilal cost of risk, Cu(a ):

(1 -0°) u(e®) €0 (o) = ¢ (o). (u44)
As pointed out, the LHS of (U44) is a positive number. Consquently, ql(uo) on the
RHS must be positive as well. Because of the convexity of C(®), the marginal cost
is positive if and only if o° > o is satisfied. The second best fraction a°

(derived under private information) lies in the solid interval of Figure 3.

Cc
Ca

FIGURE 3: Cost of Social Risk as a Function of Risk Sharing

Any increase in o beyond the first best fraction o™ (derived under public
information) has two counteracting effects. According to the scale effect, there
is a resulting increase in managerial effort (and expected cash flow), thus
diminishing the gap between the first best effort e* and the second best effort e°.

The reduction of misallocation in effort is clearly a social gain. This social gain
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is the gain enjoyed by the principal. On the other hand, the increase in ¢ beyond
a*changes the allocation of risk for the worse. This deterioration of risk
allocation is clearly a social loss. The condition characterizing the second best
risk sharing a® says that the marginal social gain must be equal to the marginal

social loss. The two opposite effects balance each other at the margin.
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Risk Sharing and Subcontracting

Giinter Bamberg

Summary: Linear risk sharing provisions between companies and supply
industry are considered. The provisions are characterized by target
profit, target cost, and a sharing rate. The problem to assess these
parameters appropriately is dealt with in a normative model. The model
is parsimoniously parameterized and allows explicit solutions with re-
spect to all contractual parameters. The simplicity of the model makes
it possible to incorporate additional aspects such as diversification,
heterogeneous expectations or cost monitoring expenditure.
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1. Introduction

Up to now the literature about risk sharing provisions in contracting
has been dominated by defense contracting problems. The relevant li-
terature includes Blanning/Kleindorfer/Sankar (1982), Cross (1963),
Cummins (1977), Fisher (1969), Fox (1974), Moore (1967), Peck/Scherer
(1962), Scherer (1964a,1964b), Tashjian (1974), Williamson (1967).
The bias towards military procurement problems has at least two rea-
sons. Firstly, defense contracting consumes a considerable part of
the defense budget in most countries. According to Cummins (1977),
contracting for national defense has accounted for over half of the

total annual US defense budget since the early 1960s. Secondly, in
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1962, the US Defense Department revised the Armed Services Procure-
ment Regulations to stimulate the use of incentive contracts instead

of cost-plus-fixed-fee contracts.

Obviously, military procurement is an important area for the applica-
tion of incentive contracts. But nonmilitary areas are or could be of
equal importance. Kawasaki/McMillan (1985) give figures about the
Japanese subcontracting structure. In the Japanese automobile industry,
for instance, an average of 75 percent of a car's value is provided by
outside suppliers. Moreover, the amount of subcontracting in Japanese
manufacturing industry is increasing over time. Though Western Europe
and the US show a less pronounced (nonmilitary) subcontracting struc-
ture, there seems to be some need for easy applicable incentive con-

tracts.

The incentive contracts implemented in (military or nonmilitary) prac-

tice are of the following (linear) type

1=1-slc-2] , (1)
where

T 1is the profit received by the contractor
T is a target profit

s 1s a sharing rate (0<s<1)

¢ is target cost

¢ 1s actual cost.

Formula (1) contains three design parameter %,é,s which are subject
to negotiations or competitive bidding. The restriction 0<s <1 makes
sense; values outside [0,1] would stimulate additional strategic con-
siderations with respect to cost reporting. The bigger s the more

sensitive is profit as a function of actual cost (compare Fig. 1).

Contracts (1) with 0<s <1 constitute a compromise between two polar

cases, namely

e the cost-plus-fixed-fee contract (s =0) according to which any

cost overrun (c -c >0) or cost underrun (c -c <0) is irrelevant

for the contractor

e the firm-fixed-price contract (s =1) according to which the con-

tractor has to bear any cost overrun to the full extent. On the
other hand, he also enjoys benefits from any cost underrun to the

full extent.
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profit n[1000%]
1100 H
300 A
1=100
_,:L'N& » actual cost cl1000%]
¢=1000 1500

Fig. 1: The effect of different values of the sharing rate s on
the profit as function of actual cost (target cost c=10° $
and target profit 7 =10%§$)

One obstacle to a widespread use of contracts (1) is the difficulty to
assess the design parameters R,a,s appropriately. Several approaches
have been discussed in the literature: bilateral bargaining, links be-
tween design parameters, and competitive bidding with respect to one

or sc¢veral design parameters.

McCall (1970), Baron (1972) and Canes (1975) consider competitive
biading. In the McCall and Baron papers competitive bidding only re-
fers to target cost ¢ ; the sharing rate s 1is fixed in advance,
target profit % and target cost ¢ are linked together (through a
given target profit rate). Canes maintains the link between T and
¢ but includes the sharing rate s (in addition to target cost c)
into the competitive bidding process. Links between the design para-
meters have been considered in nonbidding frameworks too. Scherer
(1964a) argues that it is customary for the government to award a
higher negotiated target profit 1  to contractors who bear a rela-
tively high financial risk - that is, who accept relatively high va-
lues of the sharing rate s . Scherer restricts 7 to be an in-

creasing quadratic function of the sharing rate s

Possible follow-on benefits and other dynamic aspects make the assess-
ment problem worsc. Follow-on benefits could result from follow-on pro-
duction contracts or from research and development activities which
improve a firm's technical capabilities and enables it to compete for
future commercial and military business more sucessfully. Dynamic as-
pects are treated by Blanning/Kleindorfer/Sankar (1982). They distin-

guish the development stage from the production stage. During the
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development stage two or more fixed-price contractors receive funds
to design and test a prototype (weapon); at the end of this stage a
single contractor is awarded the incentive production contract. Fur-
thermore, the model of Blanning/Kleindorfer/Sankar includes Govern-

ment's allocation problem between the two stages under consideration.

Contracts (1) with sharing rate s strictly between O and 1 are

supposed to offer the following advantages:

¢ The risk sharing provisions makes them acceptable even for contrac-
tors or subcontractors who are not able to bear the risk of a firm-

fixed-price contract.

e They motivate contractors or subcontractors to control costs more

efficiently (compared with cost-plus-fixed-fee contracts).

It should be noted that there is a controversy in the defense related
area about Governments's savings due to incentive contracts: Moore
(1967) reports that the shift by the Department of Defense from cost-
plus-fixed-fee contracts to incentive contracts saved ten cents per
dollar expended. According to Fisher (1969), however, there is no em-
pirical evidence for savings. Cost underruns (frequently associated
with incentive contracts) are interpreted by him as a consequence of
excessive target cost ¢ . The link between target profit T and target

cost ¢ induces a tendency to push up Government's expenditures.

From the theoretical point of view, i.e. judged from normative oriented
models, incentive contracts have a clear advantage over cost-plus-fixed-
fee contracts. We will reconsider the assessment problem in a typical
principal agent setting. Taking into account Fisher's findings we will
treat 1,C and s as independent design parameters. Section 2 des-
cribes the model which is highly parsimonious with respect to the num-
ber of parameters required to describe cost variations, attitudes to-
wards risk, and the effort function. Since the model includes the re-
maining economic activities of both the principal and the agent some
portfolio aspects are incorporated. In this regard the analysis has

some similarities to Berhold (1971). Section 3 focusses on explicit
solutions with respect to the design parameters. Typical cases and
simplifications are considered in Section 4. Section 5 discusses pos-

sible generalizations and modifications.
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2. A Parsimoniously Parameterized Modell

If the subcontractor (= agent) correctly meets his contractual obliga-

tions, he gets the fee described by (1), i.e.
T-slc-c] . (1)

The remaining economic activities of the agent (in terms of profit)
will be denoted by the random variable R; . Actual cost stemming from
the correct fulfilment of the contract is also a random variable. This
random variable depends on the effort e spent on cost control; we

express the dependency and the randomness of ¢ by substituting it

through C(e) in (1). By effort e 1is meant the reduction of the
expected cost from g to He -e ; the corresponding cost of cost
control is k(e) . Now we have the random variable relevant for the
agent:

R +T-slcle) ~cl-k(e) . (2)
On the other hand, the contractual payment of the principal (= busi-

ness firm which offers the contract) is
Cle) + T -slc(e) -¢c]

The incorporation of the remaining activities (aggregated to the
appropriately defined random Rp) results in the random variable

R -C(e) -t +slc(e) -2l (3)
relevant for the principal.

What is the minimum number of parameters required to analyze such a

model? Apart from the three design parameters 1,c,s we need at least:

2 parameters to describe the risk attitude of both parties

2 parameters to describe the distribution of actual cost

2 parameters describing the mean values of Ra’R

2 parameters describing the variance of Ra,Rp

2 covariances between Ra’Rp and actual cost C

1 parameter to define k(e) , the expenditure on cost control measures

N

acceptance level reflecting the agent's market opportunities in
case of refusing the contract.

These are 12 additional parameters. In order to keep this minimum
number, we will assume all random variables to be normally distributed,
all risk aversions to be constant, and the effort function k(e) to
be quadratic. More specifically, we will adopt the following nota-

tions and assumptions.



a,B : risk aversions of the agent or principal, respectively
: tation of R nd R
ua’”p expectati a a P
02,02 : variances of Ry and Rp
a p
I : correlation coefficient between Ry or Rp with C, resp.
p
C(e) : distributed according N(u_,-e,o.)
e? .
k(e) =5 ¢ effort function.

Note that the assumption of constant risk aversion relieves us from
bothering with the agent's and principal's initial wealth. Moreover
the combination of constant risk aversion with normally distributed
random payments leads to a (u,o0)-world, and to the well-known and

easy-to-handle certainty equivalent (r =degree of risk aversion):
52
-5 02 (4)

This pair of assumptions defines the hybrid approach which turns out

to be of utmost convenience in many contexts (compare, for instance,
Bamberg (1986), Bamberg/Spremann (1981), Epps (1981), Firchau (1986),
Jarrow (1980), Lintner (1970)).

The assumption
C(e) ~N(u_-e,0) (5)
C C

means that cost controlling efforts have an impact only on expected
cost and not on the volatility of cost. Relaxations of this homo-

scedasticity assumption will be discussed in Section 5.5.

The random variables (2) and (3) may now be substituted by their cer-

tainty equivalents. By virtue of (4) and (5) this yields

e2

1,c = T - _e-0]-S2_ %52 252
Aln,c,s,e) =+ s[uC e-cl o 2[0a 2sp 0 0 +s oc] 6)
with respect to the agent (= subcontractor), and
P(1,C,s,e) =u_ -U +e-n+s[u —e—E]—g[oz—Z(l—s)p 00 + (l1-s)202] (7)
P [ c 2 p ppc c

with respect to the principal.

3. Explicit Solutions

The principal, concerned with harnessing the cost controlling motive
of the agent for his own purposes, has to anticipate the agent's opti-
mal response to a given contract. Therefore, the first step towards
the solution of the principal agent problem consists of maximizing

the certainty equivalent (6) of the agent.
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3.1 Optimal Effort of the Agent

As already notationally indicated, the remaining profftf Ra,Rp
should be exogenous to the contractual parameters (n,c,s) and to
the effort e . Then the agent's certainty equivalent (6) is a qua-
dratic concave function of e . The straightforward maximization
yields the optimal effort

ex(n,c,s) = sm (8)

with turns out to be independent of the design parameters i and ¢ .
The optimal effort e, 1is an increasing function of the sharing rate
s . Formula (3) is in accordance with the intuitive idea that a higher
effort results from a higher risk (= greater s ) on the part of the
agent. The optimal effort is O in case of a cost-plus-fixed-fee con-
tract (s =0) , the optimal effort is maximal (= m) in case of a firm-
fixed-price-contract (s =1) . Therefore, the effort function para-
meter m 1is the maximal reduction of average cost and an indicator
for the moral hazard related to the contract. This natural interpre-
tation hints at calibrating m properly. If, for instance, an esti-
mated 100,000 $ margin exists between the cost levels (corresponding
to the least and to the highest effort), m should be fixed at
100,000 $ .

3.2 Pareto Optimal Solutions

Plugging the optimal effort (8) into the agent's and principal's cer-
tainty equivalents (6),(7) yields

o _ - -1 s%m o [ o, 252] = [7 + s&

A(T,Cp8) =+ 7 —s[uc—sm~c] -3 [oa 25 p 0 0 +s oc]—[n+sc] +£_(s) (9
- - .8

P(1,C,s) = - - _ - P 1522 _ _e)252

(n,c,s) up b +sm n+s[uc sm-C) 5 [op 2(1 s)ppopoc+ (1-s) oc] (10)

=- [T+scl+f (s)
p

where

2m

s o
-t 2 252
- [62- 25 0 o +s202]
2 2 a Pa%:% c

fa<s) =W -sH
(11)
B

f = - —s2p -2 2 _ — _g)252
p(s) up W+ sH +sm-s2m 5 [op 2(1 s)ppopoc+(1 s) 0c]

Note that the design parameters T and ¢ appear in (9) and (10)
only in form of the term [R~+sé] . From (9) we see that a constant

level A of the agent's certainty equivalent can be described by

E+s€::A—fa(s) . (12)
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According to (10), the attainable values of P with respect to the
level set (12) are given through
P=-A+f (s)+f (s)
a p
This means
P+A=f (s)+f (s) . (13)
a p

Hence the sum P +A of both certainty equivalents only depends on the
sharing parameter s . Clearly, Pareto optimality requires the maximi-
zation of

f (s)+f (s)=£f(s) (14)
a b
subject to 0<s <1

Theorem 1: A contract (E,e,s) is Pareto optimal if and only if s
maximizes the function f£(s) , defined in (11) and (14),

subject to the restriction 0<s <1

Fig. 2 illustrates Pareto optimal solutions, i.e. efficient risk shar-

ing arrangements.

l Principal's certainty
equivalent P

So}ution of the
principal agent problem

S S s s

Agent's certainty
equivalent A

min

Fig. 2: The different lines correspond to different values
of the sharing parameter s ; the bold line corres-
ponds to the optimal value s, and represents Pareto
optimal contracts. The dotted vertical line will be
discussed in Section 3.3.

The function f(s) , defined in (11) and (14), is

s'm G r. .2 252
+ 15
2[0 2sp 00 s202 ] (15)

f(s)=ua+up—uc+sm— by

_E 2 _ - - 252
2[0p 2(1-s) ppcpoc+ (1-s) oc].
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It is concave if both parties are risk averse or risk neutral
(¢ 20, B 20) . As usual, we will rule out risk lovers. Then three

cases, illustrated in Fig. 3, must be distinqguished.

f(s)

Case 1: S«€(0,1) Case 3: s,=1

Case 2: s,=0 ¢

1
|
|
f
|
]
t
!
!
4

4w Sharing
1 parameter s

0 Sx

Fig. 3: Shape of the quadratic concave function f(s)
defined in (15).

The optimal value s, , i.e. the value of the sharing parameter s

which yields Pareto optimal solutions, is given by

m+ o paoaQC—B[p o Uc—ozl
5 PP , if this expression is in [0,1]
m+ (a+B)og
Sy = 0 , 1f the above expression is <O (16)
1 , if the above expression is > 1

3.3 Solution of the Principal Agent Problem

Up to now it was not made use of the agent's acceptance level. If this
level will be denoted by Amin , we have to solve the problem (compare
Fig. 2)

maximize P(%,2,s) 1
- I (17)
subject to A(mn,c,s) 2A |, and 0<s<1
min

Obviously, the acceptability restriction may be substituted by the
equality

A(EIEIS) = A . ]

min

or - via (12) - by

THseC =B . - (5 (18)



70

Equation (18) shows that there is a tradeoff between 1 and & .

Theorem 2 summarizes the solution.

Theorem 2: A contract (R*,E*,s*) solves the principal agent problem
(17) if and only if
(i) the sharing parameter s, 1is given by formula (16)
and

(ii) target profit ﬁ* and target cost «c, satisfy

equation (18).

4. Discussion of the Optimal Sharing Rate

Formula (16) gives the interior solution and the two corner solutions

(sy =0 and s, =1) with respect to the optimal sharing rate.

In terms of variances and covariances the main case (interior solu-
tion) writes as follows
m+a Cov(Ra,C) -8 COV(RP,C) -var ()]

Sy = . (19)
m+ (o+f)Var (C)

If, for instance, the moral hazard coefficient m becomes bigger and

bigger, the optimal contract tends towards a firm-fixed-price contract.

4.1 Effect of Covariances

First of all we will assume that both covariances vanish. In particu-
lar this holds if there are no remaining profits or if they can be

neglected. Formula (19) then simplifies to

s, - m+ B Var (C)
* " m+ (a+B)Var (C)

’

which is always positive (since m, the denominator of the effort func-

tion, is positive).

Theorem 3: Let the covariances between the remaining profits (R. and

Rp) and actual cost C be zero. Then the cost-plus-fixed-fee

contract cannot be optimal.

Typically, decreasing or even negative correlation offers good diversi-
fication opportunities. However, a look on the random variables (2) and

(3) shows that the agent faces the risk (measured by variance)
var [R_-sc] (20)
and that the principal faces the risk

Var[RD—(l—s)C] . (21)
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The negative sign in (20) and (21) brings it about that increasing co-
variances (between Ra or Rp and actual cost C) is tantamount to

enhanced diversification. Keeping this in mind we should expect an in-
creasing Cov(Ra,C) to correspond to a higher s, since the enhanced

diversification enables the agent to bear a higher share of the vola-

tile actual cost. Furthermore, an increasing Cov(Rp,C) should be re-
lated to a higher (1-s) ,since (1-s) 1is the principal's contractual
risky share (compare (21)). But that is exactly what equation (19)
tells us:

(i) Sy 1s an increasing function of Cov(Ra,C)

(ii) Sy 1s a decreasing function of Cov(Rp,C)

4.2 Effect of Risk Attitudes

As we ruled out risk proneness we will focus on the following three

cases.

Case A : The agent is risk neutral
Case B: The principal is risk neutral
Case C: Both the principal and the agent are risk neutral.

Case A:  Risk neutrnal agent (a=0) and nisk averse prineipal (B >0) :

Intuition suggests that the risk neutral agent has to bear the entire

contractual risk(i.e. s, =1) . The simplified ecuation (19),

m+ B Var(C) - B cOv(Rp,c)

m+ B Vvar (C)

verifies the intuitive result if and only if Cov(Rp,C) <0 . The already
mentioned portfolio argument explains why the agent - despite his risk
neutrality - need not bear the entire contractual risk provided that
COV(Rp,C) >0 .

Case B:  Risk neutrnat principal (B=0) and nish averse agent (a>0) :

Again intuition suggests a certain result, namely that the risk neutral
principal has to bear the entire contractual risk (i.e. Sy =0) . The
simplified equation (19),

m+a Cov(R_,C)
a

S*—
m+ o Var (C)
shows the very limited validity of the intuitive conjecture. The intui-
tive conjecture s, =0 is valid if and only if Cov(Ra,C) is nega-
tive and sufficiently small (i.e. Cov(Ra,C) <-m/a) .If Cov(Ra,C) is

positive and sufficiently large, even that most counterintuitive result
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sx =1 (the risk averse party bears the entire contractual risk) is

possible!

Case C:  Risk neutnal principal and nisk neutral agent (a=8=0)

Now equation (19) simplifies to the unambiguous result
Sy = 1

Theorem 4: A firm-fixed-price contract is optimal if both the

principal and the agent are risk neutral.

5. Some Remarks on the Relaxation of Assumptions

We will touch on some problems stemming from the modification or re-

laxation of basic assumptions.

5.1 Incorporation of Additional Accounting Costs

The implementation of firm-fixed-price contracts (sharing parameter
s=1) 1is very easy; the principal need not be concerned with actual
cost. However, the implementation of contracts with sharing parameter

s <1 requires the identification of actual cost ¢ 1in order to deter-
mine the discrepancy between c¢ and target cost ¢ and to calculate
the fee according to formula (1). The costs arising from the princi-
pal's monitoring process and the agent's reporting activities will be

termed as monitoring expenditure or as additional accounting costs. If

these costs are independent of s (whenever s<1) and are allowed

to differ between the two parties, we have:
Additional accounting cost

, if s=1 _fJo . if s=

¢] o
of the agent = {K L if s<1 f of the principal = 1’< . if s<1

a
A check of Section 3 reveals that
e the optimal effort (38) is still valid

e equation (13) must be changed into

f(s) , if s=1
P+A =
A {f(s)—(K +K ), if s<I
a p

e s, defined in (16) must be compared with s =1 in the following way:

If f(s,) - (Ka+|<p) <f(l) then s=1 is optimal (instead of sy) }

If f(syg) - (Ka+|<p) 2f(1) then s, is still optimal. (22)
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Obviously, sharing values near to one (but <1) get a comparative
disadvantage made precise in (22). The incorporation of additional

accounting cost favors firm-fixed-price contracts.

5.2 Arbitrary Effort Functions

We will drop the assumption of a quadratic effort function. Normative
reasons suggest k(e) to be monotonously increasing and strictly con-
vex; for the sake of convenience, k(e) 1is also supposed to be twice

differentiable. From (6) we get the implicit representation
k'(ey) = s

of the optimal effort e, . Again, e, depends on the contractual
parameters (%,E,s) only through s . If we denote the inverse func-

tion of k' by h , we get the explicit representation
ey, = h(s) (23

of the optimal effort e, . Since h 1is monotonously increasing, ey
is an increasing function of the sharing parameter s . Thus the
difference h(1) -h(0) between the highest and the lowest effort now
plays the role of the moral hazard coefficient m. In general, it
seems difficult to derive explicit formulas for the optimal value S x
of the sharing parameter. We will restrict ourselves on the case of

risk neutral principal and agent. The maximizing function (15) then

boils down to
f(s)=u_+u_-u_+h(s) -kl[h(s)] (24)
a o) c
which is monotonously increasing since
f'(s) =h'(s) -k'[h(s)]n'(s)=h'(s)[1-s] 20 (0<s <1

(the strict convexity of k entails the positivity of h' ). Hence (24)
is maximized by the biggest value of the sharing parameter, that is
Sy =1

Theorem 5: Let both the principal and agent be risk neutral and the
effort function be an arbitrary (but strictly increasing,
strictly convex, twice differentiable) function. Then the

firm-fixed-price contract is optimal.

5.3 Nonlinear Contracts

Nonlinearities arise, for instance, from profit ceilings or asymme-
tries between cost overruns and cost underruns. Two types of nonlinear
contracts, the fixed-price-incentive-fee contract and the cost-plus-

incentive-fee contract has been mentioned in the defense related
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literature and will be explained below. The nonlinearities make it
extremly difficult to obtain explicit solutions. The fact that non-
linear transformations of normally distributed random variables are
no longer normally distributed leads to the abandonment of the con-

venient hybrid model.

Fixed-price-incentive-fee contracts are characterized by the following

provisions:

e the principal shares all cost underruns with the agent according

to formula (1).
¢ the agent has to absorb all cost overruns.

More generally, the provisions can specify a cost limit ¢ >¢ ) up
to which the agent's profit satisfies (1) and beyond which the agent

has to absorb all additional costs:

f-s(c-6) , if c<eo
T[:{ =
C

(25)

=)

[
o]

[
Q
e
h
¢}
Vv

The term fixed-price-incentive-fee contract stems from the property
of contract (25) to behave like a firm-fixed-nrice contract if actual
cost exceeds the limit é . Fig. 4 illustrates formula (25). Fixed-
price-incentive-fee contracts have been discussed in some detail by

Cross (1963).

b profit 1

» actual cost c

+ ———————

AN fome ——

(o}

Fig. 4: Profit according to a fixed-price-incentive-fee contract
under wich the agent must absorb all cost overruns (case
(a)) or cost overruns beyond the prespecified level ¢
(case b)) .



75

Cost-plus-incentive-fee contracts provide lower and upper bounds with

respect to profit. Within these limits profit is given by formula (1):

-s(c-¢C if this expression is in [n , ,n ]
s b p min’ max
T = T . , 1if " " is < =®
min min
T , if " " is > =
max max

Fig. 5 gives the shape of the corresponding cost-profit relationship.
Obviously, the term cost-plus-incentive-fee contract stems from the
behavior like a cost-plus-fixed-fee contract outside the range

[v_. ., ]

T
min' max

profit n

poy

actual cost c

) =r———— - ———

Fig. 5: Cost-profit relationship induced by a cost-plus-
incentive-fee contract.

Sometimes cost-plus-incentive-fee contracts are furnished with addi-
tional incentive provisions, namely bonuses or penalties related to

product quality characteristics or time of completion.

5.4 Heterogeneous Expectations

Up to now we assumed that both the principal and the agent base their
decisions on the same (joint)probability distribution of C(e),Ra,Rp
Following portfolio terminology, by heterogeneous expectations is
meant a discrepancy between the probability distributions assessed by
principal and agent. One could even think of a third distribution (the
true distribution). Furthermore, the assessment of the utility func-

tions and the effort function could be subject to heterogeneity. The

hybrid model is sufficiently easy to handle heterogeneous expectations
(with respect to the probability distributions). Nevertheless we leave

it out of account because numerous subcases are to distinguish.

In passing, consider for instance the agent's level set defined in

(12) . Heterogeneous expectations entail the distinction between the
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level set calculated by means of the agent's distribution and the
level set perceived by the principal (i.e. calculated by means of the
principal's distribution). The concept of Pareto optimality looses
its unambiguity. One has to specify the distributions from which the

different (A,P)-pairs have been calculated etc.

5.5 Effort Dependent Cost Variance

The impacts of different effort levels e on the distributional

parameters of actual cost have been assumed as follows (compare (5)):

p (e)=p -e ; o (e)=0_ . (26)
We will briefly discuss three scenarios different from (26); all other
bagic assumptions will be maintained.

Scenario 1: U (e)=p -e ; 0 (e)=0 -de (d=20)
—_— c c c

C

According to scenario 1, cost controlling efforts reduce both expected
value anc standard deviaticn of actual cost; the previous case (26)
corresponds to d =0

4\ probability
density e=m

3 1 i g
T ¥ u

Y -m u_-e u actual cost c
c c c

Fig. 6: Probability density of actual cost resulting from three
different levels (m,e, and O) of effort under scenario 1;
the higher the effort the more concentrated is the proba-
bility distribution.

The optimal effort now turns out to be
l-apo d+a o ds
a a C

ey(s) = sm . (27)
l+ma d2 s2

It is not necessarily increasing in the sharing parameter s , the
intuitive argument "higher contractual risk entails higher effort"

is not always true. However, the case of risk neutral agents (o =0)
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leads us back to the increasing function (3):
ey(s) =sm .

If in addition, the principal displays risk neutrality (= case C of

Section 4.2) the optimal contract is a firm-fixed-price contract.
Scenario 2: u (e)=u_; 0 _(e)=0 =-de (d=0)

According to scenario 2, cost controlling efforts have an impact only
on cost variance. The optimal effort turns out to be

S0 —-p_0C

C a a

ex (s) =smoad e s

Let the agent be risk neutral (0 =0) . In this instance scenario 2
is useless since it is impossible to motivate the agent for a higher

effort than e =0

Scenario 3: uc(e):uc+e;'oc(e):oc—de (d>0)
Scenario 3 is inspired by the fact that most variance reducing acti-
vities are cost-intensive: hedging of various kinds, stockpiling of
raw material or trained staff, using futures markets instead of rely-
ing on spot markets etc. Therefore, it is not unreasonable to assume
that one has to pay for reduced cost uncertainty by increasing expec-
ted cost. Unfortunately, scenario 3 shares with scenario 2 the proper-
ty to break down when risk neutral agents are involved. The optimal

effort of such an agent is
ey(s) = -sm ;

the higher the contractual risk, the lower the effort! This seemingly
paradox result can easily be explained: The risk neutral agent does
not bother about variance reductions, he is only interested in the
reduction of expected actual cost. Therefore, he tends to negative
e-values. The example also casts some doubt on the term "effort" to

mark the parameter e in general scenarios.
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Section 2 Information and Incentives

Information Systems for Principal-Agent Problems

Volker Firchau

Summary: For the basic model of decision theory it is well-known
how to use and evaluate additional information about the unknown
parameter which determines the distribution of the outcome. Princi-
pal-agent problems are more complicated. Two decision makers and two
types of unknown quantities have to be distinguished. This leads to
several variants when analiyzing the influence of additional informa-
tion for principal-agent problems. The paper summarizes some known

results, presents a few new ones and gives an outlook to further re-
search.
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1. Introduction

Agency theory, although not quite new, is one part of decision theory
which is characterized by a dynamic development at the present time.
The well-known basic model of decision theory is related to a situa-
tion in which one person - the so called decision maker - has to make
a decision as well as to bear the consequences. This assumption is
often unrealistic. Therefore, in the agency theory the identity be-
tween the decision maker (the agent) and the usufructuary of the de-

cision (the principal) is abolished. Typical examples are given in
Fig. 1.

If the principal cannot influence the decision of the agent, a usual
decision problem results for the agent who tries to minimize his/her
effort ignoring the actual consequences. In the principal-agent model,
on the other hand, a compensation is admitted paied by the principal

to the agent. This payment may depend on the result of the decision

for the principal and/or on other information and is, therefore, a func-

tion. The compensation function shall induce the agent to act according

Agency Theory, Information, and Incentives
ed. by G. Bamberg and K. Spremann
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PRINCIPAL AGENT DECISION

1. society firm provisions against
enviromental damages

2. owner of a firm manager management decisions
strategic decisions

3. manager of a firm subordinate concrete decisions, jobs
4. patient doctor medical treatment

5. client lawyer consultation

6. insurer insurant insured activity

Fig. 1 : Examples for principal-agent problems

to the principal's interests. The determination of an optimal compen-
sation function is the main problem of the principal-agent theory.
Beside the mentioned incentive effect the compensation function shall
and can induce a satisfactory risk sharing between the principal and
the agent, especially for the case of different attitudes towards risk.

For the examples given in Fig. 1 compensations may be:
e fiscal incentives, subsidies or fines (example 1)
¢ more or less performance-based fees (example 2 -5)

e Dboni, premium reduction in the case of experience rating (example 6).

Therefore, each of the two involved persons has to make a decision:
the principal about the compensation and the agent about the real de-
cision. Corresponding to the most realistic situations, it is assumed
that the agent can accept an offered compensation contract or can re-
ject it. A principal-agent problem turns out to be a special case of
a dynamic two-person game.First, the two players cooperatively deter-
mine the outcome functions and then play the game in a noncooperative
way. This is a complete symmetric situation and, indeed, there are

examples in which it is not obvious who is the principal and who the

agent.

One foundation of the principal-agent theory certainly is Herbert A.
Simon's paper of 1951 which contains especially many ideas corres-
ponding to information analysis concepts (see Mattessich (1984)). The
topic of the present paper is to give a survey about the possibilities
to introduce information concepts in the principal-agent theory, to
summarize some important known results, to present a few new ones and

to give an outlook to further research.

In the 'classical' decision theory, the influence of additional in-
formation about the unknown parameter on the decision-making is ana-

lyzed. Information-dependent decision, i.e. decision functions, are
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considered. How can this extension be transferred to the principal-
agent model? Here, the situation is more complicated. Not only two
decisions are to be made but also two unknown quantities are to be
distinguished: firstly, the decision parameter unknown to the princi-
pal and the agent and, secondly, the decision of the agent which is
unknown to the principal. This leads to several variants of the model
some of which are discussed in the following. For simplicity, some

technical assumptions although necessary are omitted.

2. Decision Problems with Additional Information

Before the principal-agent model is analyzed it is appropriate to re-
capitulate some results for one-person decision problems. The follow-

ing simple model is considered:

A decision maker has to choose a decision d from a set D of pos-
sible decisions. The result x depends on d and an unknown para-
meter 9 : X =x(9,d) . The parameter 9§ is an element of a finite
set B8 . If the decision maker has a prior distribution p for §
and a utility function u he/<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>