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Chapter 1

Metacognitive Neuroscience:
An Introduction

Stephen M. Fleming and Christopher D. Frith

Abstract The past two decades have witnessed the birth of the cognitive
neurosciences, spurred in large part by the advent of brain scanning technology.
From this discipline our understanding of psychological constructs ranging from
perception to memory to emotion have been enriched by knowledge of their neural
underpinnings. The same is now true of metacognition. This volume represents a
first attempt to take stock of the rapidly developing field of the neuroscience of
metacognition in humans and non-human animals, and in turn examine the
implications of neuroscience data for psychological accounts of metacognitive
processes.

In the introduction to a recent volume on metacognition, Michael Beran and
colleagues wrote, ‘‘The very idea of publishing another book on metacognition
needs a word of justification as there is already a number of collections available in
this rapidly growing field’’ [1]. As the book you are holding follows their excellent
volume, it is even more pressing for us to address this question. Fortunately, it is
relatively straightforward to do so. The past two decades have witnessed the birth
of the cognitive neurosciences, spurred in large part by the advent of brain
scanning technology. From this discipline our understanding of psychological
constructs ranging from perception to memory to emotion have been enriched by
knowledge of their neural underpinnings. The same is now true of metacognition.
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This volume represents a first attempt to take stock of the rapidly developing field
of the neuroscience of metacognition in humans and non-human animals, and in
turn examine the implications of neuroscience data for psychological accounts of
metacognitive processes.

1.1 Defining Metacognition

Before previewing the chapters in this book, let us start with a definition of
metacognition. There are at least two reasons why the term metacognition
sometimes leads to confusion. The first is that it evokes different domain-specific
associations. For example, metacognition may take on different connotations
within education research, in memory research and in perception research. A
second, more subtle reason is that metacognition is sometimes associated with
conscious (and by implication, human) reflective awareness. We think this latter
reason presents a barrier to a satisfactory computational and biological explanation
of metacognition, so we take some time here to outline what such an explanation
might look like.

The simplest definition of metacognition is cognition about cognition. A
metacognitive process is meta-level with respect to an object-level cognitive
process. This framework was originated by Flavell [2], and later Nelson and
Narens [6], in the study of learning and memory. Memory still gives us our most
subjectively vivid examples of metacognition: the decision to stop revising for an
exam and the feeling of a tip-of-the-tongue experience are both quintessential
metacognitive experiences. Importantly however, these examples of metacognition
happen to be associated with explicit conscious awareness. While metacognition
may be accompanied by conscious awareness in humans, this need not be the case,
suggesting a division between ‘‘explicit’’, conscious metacognition and ‘‘implicit’’
metacognition [3, 4, 8]. To take a concrete example rooted in neuroscience,
consider that a visual image of a face leads to activity in the fusiform cortex. We
can think of the fusiform response to the face as an ‘‘object-level’’ process. A
meta-level process (say in the prefrontal cortex) may represent confidence that
fusiform activity is signaling a face is present. This meta-level process may or may
not be associated with reflective awareness, but it is nevertheless metacognitive.

Appreciating this point helps admit a broader range of evidence in the study of
the neuroscience of metacognition. For example, finding neurons in non-human
animal brains that covary with confidence in a previous decision would reveal a
plausible neural substrate of metacognition, despite the difficulty of assessing
whether metacognitive judgments are explicit or implicit in non-human animals. It
also makes clear that an important question for future study is the difference in
neural implementation between implicit and explicit metacognition in humans, and
the degree to which this neural circuitry is shared with non-human animals.
Crucially neuroscience may be able to provide a window on the representational
architecture of a metacognitive system, a point to which we turn next.

2 S. M. Fleming and C. D. Frith



1.2 Why Neuroscience?

Constraints on neurobiological implementation serve to shape psychological
theory, and these constraints might prove particularly important in the study of
metacognition. It is helpful to draw an analogy with the well-established field
of memory neuroscience. The discovery of intact implicit memory despite
impaired episodic memory in patient HM has provided a strong constraint on every
systems-level theory of memory since the 1950s. More recently brain imaging
technology has revealed links between components of psychological models and
their putative divisions of labour at an implementational level [5].1 Psychological
models of metacognition are particularly ripe for such an analysis. Consider again
the example of face perception. Imagine that a subject’s task is to rate their
confidence in having seen a series of blurry faces while in a brain scanner. There
are at least two possible neural and psychological accounts of how this second-
order confidence judgment is made. First, it might be achieved by a direct readout
of properties of an object-level representation in the fusiform cortex (a non-
metacognitive implementation of a second-order behavior). Second, the judgment
might rely on a meta-level representation of a subset of properties of the fusiform
activity, say in prefrontal cortex. These inevitably over-simplified hypotheses
make neuroscientific predictions: in the former case, lesions to putative meta-level
representations in prefrontal cortex should not affect confidence judgments; in the
latter case, confidence judgments may be selectively affected by lesions while
leaving first-order behavioural responses (such as a forced-choice judgment) to the
face intact.

This schematic example makes clear that cognitive neuroscience has much to
offer a psychological-level understanding of metacognition. We might find that
some behaviours traditionally thought of as metacognitive are implemented in a
manner that does not require meta-level representations; in turn, a detailed
understanding of those systems that do permit meta-level representation will refine
psychological-level models. Finally, we note that by rooting our psychological-
level models in cognitive neuroscience the division between meta- and object-level
becomes less sharp and more nuanced, reflecting the intricate interplay between
higher-order and primary sensory and mnemonic brain areas.

It should be clear from previous paragraphs that neuroscience does not stand
apart from behavioural measurement or theoretical models. In this spirit, we have
included an opening section entitled ‘‘Quantifying metacognition for the neuro-
sciences’’ which reviews types of metacognitive judgments and theoretical and
computational frameworks within which to understand these judgments. We hope
that these chapters form a self-contained section while not retreading ground that
has already been covered in excellent previous collections.

1 The next trend will be to understand how individual functional specialisations predicted by
psychological-level models are integrated via analysis of functional and structural connectivity
between brain regions.
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1.3 An Outline of the Book

The first section, ‘‘Quantifying metacognition for the neurosciences’’, outlines
behavioural and analytic techniques important for the development of metacog-
nitive neuroscience. Bennett and Schwartz (Chap. 2) emphasise that human
metacognitive judgments are likely to arise from multiple component psycho-
logical processes, using the tip-of-the-tongue experience as a case in point.
A pressing issue in the quantification of metacognition is distilling a metacognitive
component of behavior from other confounding factors. Lau and Maniscalco
(Chap. 3) present an overview of their recently developed computational measure
of metacognitive efficiency that achieves this control within a signal detection
theoretic framework. Overgaard and Sandberg (Chap. 4) review different types of
metacognitive report about perception, and discuss how different types of report
may map onto different kinds of metacognitive access. Finally, Smith, Couchman
and Beran (Chap. 5) outline progress on the quantification of metacognition in
non-verbal animal species, and consider the various theoretical interpretations of
these data.

The second section, ‘‘Computational approaches’’, focuses on the utility of
computational models for bridging behavioural and neural data. Computational
models have proven very useful for revealing neural correlates of ‘‘hidden’’
internal states that would not otherwise be apparent in analysis of behaviour alone
(e.g. [7]). Kepecs and Mainen (Chap. 6) present a signal detection theoretic model
of decision confidence that can be powerfully applied to understanding confidence
signals in neural data across different species. Yeung and Summerfield (Chap. 7)
outline evidence accumulation models as a common framework in which to
understand studies of error detection and confidence judgments. Fleming and De
Martino (Chap. 8) present a case study of the application of an evidence accu-
mulation model to understand the neural basis of confidence and metacognition
during human value-based decision-making. Bang, Mahmoodi, Olsen, Roepstorff,
Rees, Frith and Bahrami (Chap. 9) outline recent developments in modeling
metacognitive judgments during social decision-making.

A third section reviews the cognitive neuroscience of metacognition across
several inter-related areas of study. Middlebrooks, Abzug and Sommer (Chap. 10)
review three recent studies examining metacognition-related activity in single
neurons recorded from macaque monkeys and rats. Fleming and Dolan (Chap. 11)
review the psychological and neural basis of metacognitive accuracy in humans,
drawing on data from studies of perception, decision-making and memory. Chua,
Weintraub and Pergolizzi (Chap. 12) present a comprehensive review of cognitive
neuroscience studies on metacognition of human memory, covering the neural
basis of subjective confidence and metacognitive accuracy. Metacognition shares
an intriguing relationship with studies of human mind-wandering, which at first
glance seems to be the opposite of deliberate metacognitive monitoring and
control. However scholarly analysis of this link has been lacking: in their chapter,
Fox and Christoff (Chap. 13) outline how metacognition and mind-wandering may
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share more than just an antagonistic relationship, with metacognition actively
guiding the wandering mind. Finally, Chambon, Filevich and Haggard (Chap. 14)
consider whether the human sense of agency should be considered a metacognitive
object, and review recent work from their laboratory on understanding the neural
basis of agency.

In a final section we turn to the interface between neuropsychiatric disorders
and metacognition. A neuroscience of metacognition has great promise for
understanding metacognitive deficits observed in neuropsychiatric disorders such
as Alzheimer’s disease and schizophrenia. In turn, studies of metacognition in
neuropsychiatric patients can provide a novel window onto the mechanisms of
metacognition. The chapter by David, Bedford, Wiffen and Gilleen (Chap. 15)
describes the link between metacognitive failures and lack of insight in psychosis,
noting that while insight appears separable from primary symptomology, the
relationship between cognitive and clinical insight remains poorly understood.
Metcalfe, Van Snellenberg, DeRosse, Balsam and Malhotra (Chap. 16) describe a
study of judgments of agency in schizophrenic subjects, revealing impairment in
self-related, or ‘‘autonoetic’’ metacognition. Finally, Cosentino (Chap. 17) reviews
studies aimed at understanding the impairments of metacognition that often occur
in Alzheimer’s disease.

1.4 Conclusions

Neuroscience has had a dramatic impact on our understanding of individual
domains of cognition, from vision to memory. We hope that a cognitive neuro-
science of metacognition will bear similar fruits. This is an exciting time to be a
metacognition researcher: cognitive neuroscience is maturing as a field, and has
available a wealth of tools with which to investigate the biological basis of mind.
These tools, combined with advanced behavioural techniques and computational
modeling, have great promise to advance our nascent understanding of
metacognition.
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Part I

Quantifying Metacognition
for the Neurosciences



Chapter 2

Quantifying Human Metacognition
for the Neurosciences

Bennett L. Schwartz and Fernando Díaz

Abstract The study of metacognition examines the relation between internal
cognitive processes and mental experience. To investigate metacognition
researchers ask participants to make confidence judgments about the efficacy of
some aspect of their cognition or memory. We are concerned that, in our haste to
understand metacognition, we mistakenly equate the judgments we elicit from
participants with the processes that underlie them. We assert here that multiple
processes may determine any metacognitive judgment. In our own research, we
explore the tip-of-the-tongue phenomenon (TOT). Both behavioral and neurosci-
ence evidence suggest that a number of processes contribute to the TOT. The
fMRI, electroencephalography (EEG), and magnetoencephalography (MEG) data
find that retrieval failure and TOT experience map onto different areas of the brain
and at different times following the presentation of a stimuli. Behavioral data
suggest that there are multiple cognitive processes that contribute to the TOT,
including cue familiarity and the retrieval of related information. We assert that
TOTs occur when retrieval processes fail and a separate set of processes monitor
the retrieval failure to determine if the target can eventually be recovered. Thus,
the TOT data support a model in which different underlying processes are
responsible for the cognition and the metacognition that monitors it. Thus,
understanding any metacognitive judgment must involve understanding the cog-
nition it measures and the multiple processes that contribute to the judgment.

Although this chapter concerns metacognition, we start with psychophysics. The
earliest psychological science was that of psychophysics, which was (and still is)
the study of the relation between external energy and internal experience [14].

B. L. Schwartz (&)
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In psychophysics, we measure the wavelength of light and correlate it with the
experience of color. Or we measure the frequency of sound and correlate it with
the perception of pitch. Time and time again, such correlations yield replicable
patterns within and across people. We argue here that, at its heart, metacognition
aims to achieve something similar to the goals of psychophysics. However,
metacognition’s goal is to study the relation between internal cognitive processes
and mental experience. For example, we study the strength of a memory and its
relation to a subjective judgment of learning. Or we study the accessibility of an
item and its correlation with tip-of-the-tongue (TOT) experiences. Such a goal
would have likely been impossible to achieve 150 years ago, but now, with our
understanding of cognitive psychology and neuroscience, it is possible to study
internal mental experiences, such as metacognition, in a robust scientific fashion.

Cognitive processes are internal processes that carry out a particular function.
These cognitive processes are of course, based on physical networks in the brain.
Some cognitive processes may be open to introspection, and others may not. Thus,
retrieval processes produce conscious memories, though the process itself is difficult
if not impossible to introspect on. We define mental experiences as our subjective
states that rise into consciousness. For example, our cognitive processes retrieve a
memory of snorkeling on a coral reef, but the recollected experience of color,
excitement, and warm water is our mental experience. The final part of this equation
is behavior. Scientific psychology is rooted in the study of behavior. This applies to
metacognition as well. As good experimental psychologists, we assess both cogni-
tive processes and mental experience by observing and eliciting behavior.

2.1 The Doctrine of Concordance

We turn to the relation between cognition, behavior, and experience and Tulving’s
[40] doctrine of concordance. Tulving argued that there was a traditional bias in
psychology, including cognitive psychology, to assume a strong correlation
between cognitive processes, behavior, and experience. That is, a particular cog-
nitive process, such as retrieval, is associated with a particular behavior, a verbal
description of an earlier episode, and that this behavior is always associated with a
particular conscious experience, in this case mental time travel. Tulving [40]
claimed that this model no longer worked—there were too many demonstrations of
conscious experience not accompanying a particular behavior to warrant its
challenge. He cited studies on implicit memory, in particular, in which memory
processes create a change in behavior, but without the accompanying mental
experience. More recently, we can point to research in which mental experiences
of memory arise from cognitive processes not tied to the retrieval process. For
example, Cleary et al. [9] showed that déjà vu experiences arise when a familiarity
experience occurs without corresponding retrieval of event details.

Tulving’s [40] challenge to the assumptions of the doctrine of concordance
underlies the basis of a great deal of research in metacognition (see [31, 32, 35]).

10 B. L. Schwartz and F. Díaz



Metacognitive experiences arise from cognitive processes and correspond to
particular behaviors. For example, an object is recognized as having been seen
before (cognitive process), accompanied by an experience of confidence, and the
person then says that they know the answer (behavior). However, the challenge to
the doctrine arises from the repeated observations that the cognitive processes that
give rise to metacognition are not the same cognitive processes that produce the
behavior. One set of processes drives the recall of information, but another set of
processes drives our awareness of it. In the case of retrieval, most metacognition
research shows that the process that produces the metacognitive experience of
confidence is dissociable from the process that elicits the retrieval. Retrieval
success is determined by the strength of the target, but feeling-of-knowing judg-
ments are determined by the ease of access to partial information and the strength
of the cue [2, 34, 39]. In the aforementioned déjà vu experience, recollective
processes convince the participant that the event is new, but familiarity processes
drive the déjà vu experience. Thus, the processes that produce metacognition are
not identical to the processes that produce the cognition they reflect.

Based on the data and reasoning above, some theorists view metacognition as
heuristic in nature, that is, that metacognitive processes are not the same as the
cognitive processes they monitor. Our metacognitive processes accurately predict
memory performance because the processes that produce metacognition are cor-
related with the processes that produce cognition. Thus, as cue familiarity is
correlated with target retrieval, using cue familiarity to predict recall leads to
accurate feeling-of-knowing judgments. Such a heuristic model, therefore,
explains why metacognition is generally accurate at predicting performance, but
also why it sometimes does not predict performance; it depends on whether there is
a strong positive correlation between the processes that lead to the behavior and
those that lead to the internal mental experience. Thus, metamemory fails to
predict performance when the metacognitive processes are not correlated with the
cognitive processes used in the base process. For example, Benjamin et al. [3]
found that memory strength predicted recall, but that ease of earlier processing
predicted participants’ judgments of learning (henceforth, JOLs), thus leading to a
negative correlation between judgment and performance. To summarize, meta-
cognition is a heuristic—it capitalizes on processes that correlate with cognitive
processes and allow the organism to predict ongoing processes. Metacognitive
judgments measure metacognitive experience and, in turn, are based upon
underlying cognitive processes that produce them. These cognitive processes are
correlated with the cognitive processes they are monitoring, but seldom identical.
Thus, the cognitive processes that produce feeling of knowing may be partially
based on cue familiarity, but the processes they monitor are based on retrieval
strength. A generation of research has documented such dissociation in process.
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2.2 Metacognition: An Introduction

Metacognition’s chief empirical tool is to ask participants to make confidence
judgments about the efficacy of some aspect of their cognition. The mainstay of
metacognitive research, for largely historical reasons, has been judgments con-
cerning memory [13]. Within this domain, one finds a plethora of judgments
related to different aspects of the learning and retrieval processes. Ease-of-learning
judgments are assessments of perceived difficulty of items in advance of study.
Judgments of learning (JOLs) are assessment of whether an item being studied
now will be recalled later. Turning to retrieval processes, feeling-of-knowing
judgments (FOKs) are an assessment that a currently unrecalled item will be
recognized later. TOT states refer to the strong feeling that a currently unrecalled
item will be recalled shortly. Finally, confidence judgments can assess the feeling
that a retrieved answer is actually correct. These are the main judgments used in
metamemory research, although a variety of other judgments have been employed
to assess specific aspects of memory (see [13], for a review).

2.3 Multiple Processes Underlie Judgments

Although it is largely accepted that cognition and metacognition are dissociable,
there is less consensus on the relation between metacognitive processes and
metacognitive judgments. We are concerned that, in our haste to understand
metacognition, we mistakenly equate the judgments we elicit from participants
with the processes that underlie them. For example, there have been disagreements
as to whether FOKs are caused by cue familiarity, partial information, retrieval, or
unconscious access to the target [13, 20, 26]. Clearly, all three may contribute to
the judgments but in order to assert this we need to see that judgments and process
are not identical.

In this chapter we challenge the assumption that there is a 1:1 correspondence
between the processes that drive metacognition and the specific judgments that we
make concerning metacognition. We assert here that multiple processes may
determine any metacognitive judgment, and thus the judgments we measure are
not pure indicators of the metacognitive processes that we are interested in. To be
more concrete, consider the feeling of the TOT state [6, 35]. It is likely that the
experience of the TOT is determined by the familiarity of the cue, the amount and
intensity of related information retrieved, the amount and intensity of partial
information retrieved, and the activation strength of the item itself. As such, the
TOT experience cannot serve as a stand-in for any single one of these processes.
Any consideration of the TOT requires consideration of all of these cognitive
processes. We will consider the TOT and its etiology at length later in the chapter.

We propose that multiple cognitive processes may underlie any particular
metacognitive judgment, be it TOT, JOL, or a confidence judgment. Although this
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is not a controversial statement, its implications are that each judgment itself does
not perfectly reflect one metacognitive process, as they are often thought to do.
This becomes important in discussing neuroimaging studies of metacognition, in
which one looks at the neural correlates of a particular metacognitive judgment. It
may be hard—via one study—to determine which neural area is associated with
which cognitive process or which neural area is associated with which mental
experience because each is multiply determined. This further complicates the issue
of the relation between process, task, and subjective experience.

Does this leave an awful intractable mess? Behavior need not be correlated with
subjective experience (metacognition), subjective experience may be correlated
but not caused by the same processes that drive the behavior, and all of these may
be influenced by multiple cognitive factors and driven by diverse mechanisms
neurally. Not necessarily; just as psychophysics established principles that gov-
erned the relation between physical energy and subjective experience, we are
committed to the view that studies of metacognition can develop principles that
govern the relation between internal cognitive processes and subjective
experience.

It is with these issues and concerns in mind that each author of this chapter
began investigating the TOT phenomenon. The TOT offers a number of features
that make it an excellent case study in the relation among process, behavior, and
experience. TOTs are a universal experience, they are relatively frequent in
everyday life, and they are easy to induce in the laboratory. More importantly,
TOTs are closely linked to a particular set of cognitive processes, namely those of
retrieval, and TOTs engage a specific experience linked to a specific referent,
namely a particular word. These characteristics make TOTs a good candidate for a
case study in the scientific examination of human phenomenology, in particular the
relation between subjective experience, cognition, and behavior [35].

2.4 Tip-of-the-Tongue States

A TOT state is the feeling that we will be able to recall a currently unrecalled
word. In short, a TOT is a feeling of temporary inaccessibility. We argue that there
is a strong correlation between the feeling of temporary inaccessibility (the
phenomenological TOT) and actual temporary inaccessibility (sometimes, called
the cognitive TOT, [1]). In general, the TOT experience is predictive of resolution
of temporary inaccessibility (but see [30]). This positive correlation means that
TOTs are adaptive, in a functional sense, as they alert us to correctible retrieval
failures. However, they also provide us with a manner of understanding the
relation of process, experience, and behavior [5, 31]. The first author has argued at
length elsewhere for the reasons why it is necessary to consider that the cognitive
processes that produce the phenomenological TOT are different from the processes
that result in temporary inaccessibility (see [27, 31, 32, 35, 36]).
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Applying the logic of the challenge to the Doctrine of Concordance, what
should we expect to see when we examine TOTs? TOTs are subjective experi-
ences, which monitor unretrieved target memories. The process by which TOTs
are produced should, therefore, be separable from but related to the processes that
actually engage in retrieval. Moreover, it should be possible to find multiple neural
components associated with retrieval and the TOT experience. These processes
should overlap, but it should also be possible to see some brain regions involved
with and responsible for retrieval but not the TOT and vice versa. We will now
examine the neuroscience literature with these ideas in mind.

2.5 The Neuroscience of TOTs

fMRI studies Two studies have directly applied the logic above to an fMRI analysis
of the neural correlates of the TOT experience [24, 25]. The first study compared
TOTs, correct responses, and don’t know responses, and the second study did a
similar analysis, but also included feeling-of-knowing judgments. Participants
were presented with definitions of words or general-information questions (e.g.,
‘‘Carmen composer’’) and were asked to retrieve the word that matched them
(e.g., ‘‘Bizet’’). Participants made one of three responses while being monitored by
fMRI, indicating that they (1) recalled the answer, (2) did not know the answer, or
(3) were in a TOT for the answer. Because the participants were in the scanner,
these responses were made via finger presses. Follow-up questions showed a
relatively low rate of commission errors in the ‘‘recalled’’ condition. Maril et al.
[24, 25] compared brain activity across these three responses. Results from fMRI
studies are often complex, but there were clearly areas of higher activity in TOTs
than in either the ‘‘recalled’’ or ‘‘don’t know’’ condition. These areas of the brain
more activated during TOTs were mostly in the frontal cortex, including right
inferior frontal and right medial frontal, right dorsolateral frontal, bilateral anterior
frontal, and anterior cingulate cortices (also see [19]).

The prefrontal lobe neural regions are intriguing because they have been
associated with metacognition in other studies (see Chua et al., this volume;
Fleming and Dolan, this volume). These areas have been previously associated
with a number of monitoring and supervisory functions, including executive
control (see [33, 38]). Some of the areas above are associated with monitoring and
control in other tasks. For example, dorsolateral prefrontal cortex is implicated in
judgments of learning and feeling of knowing. The anterior cingulate cortex is
associated with surprise monitoring across a number of domains from metacog-
nition to emotional regulation [4]. Thus, the areas of the brain activated during
TOTs support the idea that a TOT is a metacognitive signal, as they are func-
tionally related to the processes that produce the phenomenological TOT as well as
the processes that cause the temporary inaccessibility.
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Other fMRI studies have directed analysis toward the processes by which words
become temporarily inaccessible. These studies find that temporary inaccessibility
is a function of other areas in the brain. For instance, Shafto et al. [37] used a
celebrity-naming task, in which participants were asked to identify the name of
celebrity when a photograph of the person’s face was presented. This study was
mainly interested in age differences and whether these correlated with changes in
temporary inaccessibility. When focusing on temporary inaccessibility, these
authors found a relation between the insula and phonological processing, and that
the degree of atrophy of this region in older people could contribute to the age-
related increase in temporary inaccessibility. Furthermore, similar to Maril et al.
[24, 25] findings, they found higher activation in the anterior cingulate and inferior
frontal cortex (among other areas) in the TOT condition than in the know con-
dition, indicating that these regions are correlated with the experience of the TOT.
Thus, the pattern that emerges from the fMRI data is that temporary inaccessibility
seems to be correlated with processes related to language processing, associated
with the insula, but that the feeling of temporary inaccessibility might be asso-
ciated with the anterior cingulate and prefrontal areas.

Although the temporal resolution of fMRI is improving, fMRI is still too slow
to capture the rapid changes that occur in neural processes as active cognition
unfolds over time. In order to look at rapid changes in the brain over time, it is still
necessary to employ electroencephalography (EEG) or magnetoencephalography
(MEG) techniques that allow study of the direct electromagnetic activity of neuron
populations with a temporal resolution in the order of milliseconds. EEG and MEG
can not only isolate areas of the brain (although with a spatial resolution lesser
than fMRI), but can also observe changes over time with an optimal temporal
resolution. Thus, the EEG and MEG data provide an excellent way to evaluate the
model of how retrieval and metacognition interact.

EEG and MEG studies of TOTs Díaz and his colleagues have extensively
studied both the retrieval process and the TOT using EEG and MEG techniques.
We review this work in this section. In an initial study, Díaz et al. [10] examined
face naming and TOTs for unrecalled names while the EEG was monitoring
participants. In the task, participants were presented with the face of a famous
person and required to press a button to indicate whether they were sure that they
knew the person’s name. They were also required to name the person. If they felt
they knew the name but could not recall it, they were asked to indicate a TOT. If a
person indicated a TOT, they were given a phonological cue and an opportunity to
retrieve the name again (i.e., the same face was presented again). In this study,
Díaz et al. were able to compare EEG patterns for successful retrieval (Know),
unsuccessful retrieval (Don’t Know), and unsuccessful retrieval accompanied by
TOTs (see Fig. 2.1 for the general design of these studies).

The logic of the procedure was to look for systematic event-related potential
(ERP) differences between task categories time-locked to the onset of the stimulus.
Thus, a face of the basketball player Pau Gasol is presented at time 0. Then the
EEG can register changes in the brain-wave patterns locked from the stimulus
onset. Using this technique, Díaz et al. [10] were able to look at differences in the

2 Quantifying Human Metacognition for the Neurosciences 15



event-related potential between items that were correctly remembered (Know) and
those that induced TOTs. Interestingly, the data from this study showed differences
in the patterns between these two internal states.

During the initial presentation of the faces, there were no differences between
the Know and the TOT categories in the ERP components for the first 550 ms
(milliseconds) after presentation [10]. That is, the ERP correlates of perceptual
processing, face recognition, and access to semantic and lexical information, as
indicated by fame domain and name recall, did not differ between Know and TOT
categories. This is consistent with a model in which retrieval is initiated, and the
person engages in a recall attempt. Thus, for the first approximately half-second
after presentation, we cannot yet distinguish retrieval and metacognitive processes.
However, between 550 and 750 ms after presentation, a wave known as the late
P3, which is associated with the response categorization (Know, TOT or Don’t
Know) was significantly larger for retrieved items than for TOT items. This result
was attributed to a division of processing resources in TOTs between the cate-
gorization of the stimulus and the continuous search for complete phonological
information about the name.

Fig. 2.1 Procedure used in Buján et al. [7], but indicative of the general procedure in these
experiments. After pressing the corresponding left or right button, the participant has to say aloud
a the correct name (Know), after which the next photograph appeared, b ‘‘I can’t retrieve it’’ after
which a series of questions appeared (TOT) and c ‘‘I don’t know it’’ after which a series of
questions appeared (Don’t Know)
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A second EEG component that differed among output condition was the late
negative wave occurring about 1,300 ms after presentation of the face stimulus. In
the Know and Don’t Know response categories, late negative waves appeared after
the motor response, whereas in TOTs, it appeared after the stimulus classification
but before the motor response. Late negative waves were largest in Don’t Know
items, intermediate in Know items, and smallest in TOT items, perhaps associated
with the level of uncertainty about the categorization of the stimulus and with the
release of processing resources with the response. The later dissociation among
retrieved, unretrieved, and TOT items supports the idea that processes diverge
once the recall attempt has failed during TOTs. In a subsequent study [8], in which
the ERPs were averaged in relation to a manual response, it was shown that the
preparation and the execution of the responses (manual+verbal) differently mod-
ulated the stimulus-related ERP components in each response category, explaining
in part the differences between categories in the amplitude of the late negative
wave. Galdo-Álvarez et al. [15, 16] replicated the Díaz et al. [10] findings and
found no differences in time course of ERP between older and younger participants
for the Know and TOT responses, although there were age-related differences in
ERP amplitudes and their scalp distribution.

In a subsequent replication, Lindín and Díaz [21] replaced the manual plus
verbal response (for Know, Don’t Know, TOT responses) with a manual response
that was separated 1 s from the verbal response (three question marks were pre-
sented authorizing the participant to perform the corresponding verbal response).
Using this methodology, there was a longer latency of the N450 wave for TOTs.
This means that for TOTs the N450 wave occurred slightly later than it did for
Know and Don’t Know responses, probably indicating the slowing in the retrieval
of semantic and lexical-semantic information during a TOT. Again, the late P3
distinguished TOTs and retrieved items. However, in this study, there were no
differences at the late 1,300 ms stage between TOTs and other states. Though the
form of response brought out one feature and suppressed another, we still see that
TOTs and successful recall are dissociable by their EEG patterns.

Lindín et al. [22] used a similar behavioral methodology but with MEG tech-
nology in addition to EEG. The use of MEG technology allowed the researchers to
pinpoint more accurately the spatial correlates of the behavioral measures with the
same temporal resolution provided by the EEG. The goal in this study was to
characterize the spatiotemporal course of brain activation in both successful recall
and during the TOT. Consistent with the earlier findings, there were no differences
in the MEG data for the first 210 ms after presentation of a face. However, during
the interval from 210 to 520 ms, there was greater activation for Know responses
than for TOT responses in a variety of brain regions, mostly in the left hemisphere,
including left anterior medial prefrontal cortex, left orbitofrontal cortex, the left
superior temporal pole, and the left inferior, middle and superior temporal gyri, as
well as bilateral parahipocampal gyrus, right fusiform gyrus, and Broca’s area.
These are consistent with the processes involved in successfully retrieving a stored
memory. They also found that at the later interval, 580–820 ms, there was greater
activation for TOTs in the bilateral inferior and middle occipital gyri as well as left
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temporal and right frontal and parietal regions, consistent with the role of moni-
toring in TOT experiences (because of the right frontal activity) and with the
active but fruitless search of the name.

In sum, whereas the ERP data showed that the amplitude differences between
Know responses and TOTs were observed between 550 and 750 ms post-stimulus,
coinciding with the categorization of stimulus, the MEG data showed that the
differences are already apparent from 210 ms and, consistently, from 310 ms.
MEG data also showed that there are two distinct phases: the first, between 310
and 510 ms corresponding with the successful access to the phonology of the name
(greater activation of a brain network related with name recall in the case of Know
responses) and with the genesis of the TOT (hypoactivation of the network in the
TOT responses); and the second between 580 and 820 ms, with greater activation
for TOT than for Know. The 310–510 activity may correspond to the active search
of information in memory about the name. The 580–820 activation may corre-
spond to the metacognitive monitoring in TOT experiences because this activity
may be responsible for partial retrieval, such as the retrieval of visual information
and partial lexical information [10].

With the aim of determining the timing of the phonological retrieval, Buján
et al. [7] carried out another ERP study using a face-naming task. In this study, the
early components of the ERP were again equivalent in TOTs and Know responses.
However, there were differences among response options later in processing.
Again, after 550 ms, there were smaller positive amplitudes in the TOTs than in
Know responses, and after 1,100 ms there were higher negative amplitudes in the
TOT than in Know and Don’t know responses. This may correspond to the
metacognitive control of retrieval, as resources may be diverted to conflict
management and a continued search for the missing word, consistent with a
metacognitive component to TOTs (see Fig. 2.2).

Probably the most interesting result of Buján et al.’s [7] study is the difference
between the Know category and the TOT in the Lateralized Readiness Potential
(LRP). The onset latency of the stimulus-related LRP was 360 ms for the Know
category, whereas the TOT (and also the Don’t Know category) showed a sig-
nificant delay. The onset latency of the stimulus-related LRP is a correlate of
response selection; consequently, when the response selection starts, access to the
phonological output lexicon (lexemes) has already taken place. The response-
related LRP also showed earlier onset latency in Know than in TOT, that is, the
start of the actual preparation of the response was slower for TOT than for Know
responses. These LRP data are consistent with the MEG data and indicate that
around 360 ms, the phonological information of the name was retrieved in Know
(which allow the corresponding selection and preparation of the response), but in
TOTs the delay in the selection and in the preparation of the response indicated the
failure in retrieving the complete phonology of the name.

To summarize, it has become clear that the TOT can be thought of as both a
problem with retrieval and as successful metacognition (see [36]). The retrieval
failure occurs because of any number of problems with the retrieval process,
whereas successful metacognition monitors that failure. We argue here that the
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neural data presented here support this view. Both the fMRI, EEG and MEG data
find that retrieval failure and TOT experience map onto different areas of the brain
and at different times following the presentation of a stimuli. That is, there is one
set of processes that are responsible for retrieval. When these processes fail, a
separate set of processes monitor the retrieval failure to determine if the target can
eventually be recovered. When these processes indicate a possibility of this, the
TOT is experienced. Thus, the TOT data support a model in which different
underlying processes are responsible for the cognition and the metacognition that
monitors it.

2.6 Are Metacognitive Judgments Process-Pure?

We now return to the question raised earlier in the chapter. Do metacognitive
judgments reflect multiple underlying metacognitive processes? We think our dis-
cussion of TOTs suggests that even straightforward metacognitive judgments like
TOTs may involve numerous factors that influence its occurrence. We present here
our reasoning that this conclusion likely extends to other metacognitive judgments.

Fig. 2.2 Grand-averaged ERP waveforms for the Know (K, thick line), TOT (dashed line) and
Don’t Know (DK, thin line) response categories at midline electrodes and at several of the
lateralized electrodes used
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Consider a neuroimaging study that examines the neural correlates of a par-
ticular metacognitive judgment, say a judgment of learning (JOL). A participant
must determine if a particular item, say the Icelandic-English translation pair,
‘‘fiðlu—violin’’ has been learned. The participant must indicate his or her JOL on a
scale of 0–100, translating the experience of the JOL into an outputted number on
the scale. Multiple processes are surely at work as one does this task. Is the
Icelandic word familiar, easy to pronounce, studied before, and does it resemble an
English word? How long in the future will be the memory test, will it be a cued
recall or a forced-choice recognition test, how many other pairs might also be
required for the test? Can an easy linkword (e.g., ‘‘fiddle’’) be generated to help
encode the pair? We contend that there are many processes used to determine a
single number given in the JOL. When we look at the pattern of activity in the
brain, it is difficult to correlate any activated area of the brain with one and only
one of these potential sources of information for the JOL.

When one looks at the neuroscience literature, one finds that JOLs are corre-
lated with different regions in the brain in different studies. For example, Kao et al.
[18] found that JOLs were associated with activity in left ventromedial prefrontal
cortex. However, Do Lam et al. [12] found that JOLs were associated with
activation in medial PFC, orbital frontal, and anterior cingulate cortices. Thus,
ventromedial cortex appears common to both studies, but additional areas were
activated during JOLs in one study that were not in the other. Why does one
judgment correlate with such different brain regions across studies? It likely has to
do with the procedural differences between the two studies. Kao et al. had par-
ticipants make JOLs on photographs of visual scenes (e.g., a mountain sunset) for
eventual recognition whereas Do Lam et al. had participants make JOLs on
photographs of faces for eventual cued recall of names. Thus, because of the
different tasks, the JOLs were based on different sources of information and thus
different areas of the brain were recruited. Because the processes underlying JOLs
are sensitive to differences in tasks, the JOL is not a process-pure measure of
metacognition.

Feeling-of-knowing judgments (FOKs) are generally defined as a feeling that an
unrecalled item will eventually be recognized [32]. We also find that different
studies find different regions of the brain are associated with FOK. For example,
although Maril et al. [23] and Jing et al. [17] found that FOK was uniquely
associated with activity in left inferior prefrontal cortex, Schnyer et al. [29] found
that FOK was uniquely associated with ventromedial PFC. Moreover, Reggev
et al. [28] found different areas of the prefrontal cortex were uniquely associated
with FOK for episodic and semantic memory. The point is not these studies should
all be the same, but that small changes in procedure elicit different processes that
draw on different areas of the brain. Thus, the FOK task is not a process-pure
measure of metacognition either.

This is not a pessimistic argument. We are not arguing against the use of
neuroimaging or against the use of particular tasks to investigate metacognition or
the association between brain regions and particular judgments. Our point is
simple: metacognitive judgments draw on multiple underlying cognitive processes
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that likely draw on different underlying brain processes. Small changes in
procedure can therefore shift the relevance of different processes for the same
judgment, leading to the pattern of data observed in JOLs and FOKs, in which
small shifts in procedure yield different unique activity associated with a particular
area. So to repeat, we must be cautious because metacognitive judgments are not
necessarily process-pure.

2.7 Future Directions

We welcome and embrace metacognitive neuroscience. Already neuroscience
research has contributed to our understanding of the underlying cognitive mech-
anisms involved in some metacognition paradigms (e.g., [24]). And we certainly
agree that it is important to know which brain regions correlate with which cog-
nitive processes. Our point here is a simple one—that any metacognitive judgment
may map onto multiple cognitive processes and each of these processes may
correlate with different neural networks. This leads to the conclusion that any
attempt to map the neurocognition of metacognition will require us to start
disentangling the processes that underlie a particular judgment. Thus, TOTs may
be determined by cue familiarity, partial retrieval, and perhaps the fluency of the
broken retrieval process. The TOT experience is an amalgamation of these
different underlying processes. In looking at the brain, one must try to look for the
regions and time course of activity associated with these different neural elements
and networks (see [11]).

We close by returning to the issue of Tulving’s challenge to the notion of the
doctrine of concordance. Tulving challenged the view that experience, behavior,
and cognitive process were always perfectly correlated. Schwartz [31] modified
this view to challenge the view that metacognitive experiences are based on the
processes they are supposed to monitor. Indeed, much research now suggests that
metacognitive judgments are largely a set of heuristics we use to infer what our
cognitive processes are doing [20, 26]. We think it is clear from the arguments and
data advanced here that it is not tenable to speak of metacognitive experience as
being identical to the cognitive processes these experiences track. We think our
data show that the TOT experience, for example, may be partially but not com-
pletely based on the processes that lead to retrieval failure and partially based on
heuristics such as the amount of related information, with more retrieved related
information leading to a greater likelihood of a TOT [35]. Thus, as neuroscience
explores the nature of mental experience and metacognition, researchers must bear
in mind the importance of distinguishing object-level processes from meta-level
processes. We look forward to seeing continued work linking metacognition to
brain function.
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Chapter 3

Signal Detection Theory Analysis of Type
1 and Type 2 Data: Meta-d0, Response-
Specific Meta-d0, and the Unequal
Variance SDT Model

Brian Maniscalco and Hakwan Lau

Abstract Previously we have proposed a signal detection theory (SDT)
methodology for measuring metacognitive sensitivity (Maniscalco and Lau,
Conscious Cogn 21:422–430, 2012). Our SDT measure, meta-d0, provides a
response-bias free measure of howwell confidence ratings track task accuracy. Here
we provide an overview of standard SDT and an extended formal treatment of meta-
d0. However, whereas meta-d0 characterizes an observer’s sensitivity in tracking

overall accuracy, it may sometimes be of interest to assess metacognition for a

particular kind of behavioral response. For instance, in a perceptual detection task,

we may wish to characterize metacognition separately for reports of stimulus

presence and absence. Here we discuss the methodology for computing such a

‘‘response-specific’’ meta-d0 and provide correspondingMatlab code. This approach

potentially offers an alternative explanation for data that are typically taken to

support the unequal variance SDT (UV-SDT)model.We demonstrate that simulated

data generated from UV-SDT can be well fit by an equal variance SDT model

positing different metacognitive ability for each kind of behavioral response, and

likewise that data generated by the latter model can be captured by UV-SDT. This

ambiguity entails that caution is needed in interpreting the processes underlying

relative operating characteristic (ROC) curve properties. Type 1 ROC curves

generated by combining type 1 and type 2 judgments, traditionally interpreted in
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terms of low-level processes (UV), can potentially be interpreted in terms of

high-level processes instead (response-specific metacognition). Similarly, differ-

ences in area under response-specific type 2 ROC curves may reflect the influence of

low-level processes (UV) rather than high-level metacognitive processes.

3.1 Introduction

Signal detection theory (SDT; [10, 12]) has provided a simple yet powerful

methodology for distinguishing between sensitivity (an observer’s ability to

discriminate stimuli) and response bias (an observer’s standards for producing

different behavioral responses) in stimulus discrimination tasks. In tasks where an

observer rates his confidence that his stimulus classification was correct, it may

also be of interest to characterize how well the observer performs in placing these

confidence ratings. For convenience, we can refer to the task of classifying stimuli

as the type 1 task, and the task of rating confidence in classification accuracy as the

type 2 task [2]. As with the type 1 task, SDT treatments of the type 2 task are

concerned with independently characterizing an observer’s type 2 sensitivity (how

well confidence ratings discriminate between an observer’s own correct and

incorrect stimulus classifications) and type 2 response bias (the observer’s

standards for reporting different levels of confidence).

Traditional analyses of type 2 performance investigate how well confidence

ratings discriminate between all correct trials versus all incorrect trials. In addition

to characterizing an observer’s overall type 2 performance in this way, it may also

be of interest to characterize how well confidence ratings discriminate between

correct and incorrect trials corresponding to a particular kind of type 1 response. For

instance, in a visual detection task, the observer may classify the stimulus as ‘‘signal

present’’ or ‘‘signal absent.’’ An overall type 2 analysis would investigate how well

confidence ratings discriminate between correct and incorrect trials, regardless of

whether those trials corresponded to classifications of ‘‘signal present’’ or ‘‘signal

absent.’’ However, it is possible that perceptual and/or metacognitive processing

qualitatively differs for ‘‘signal present’’ and ‘‘signal absent’’ trials. In light of this

possibility, we may be interested to know how well confidence characterizes correct

and incorrect trials only for ‘‘signal present’’ responses, or only for ‘‘signal absent’’
responses (e.g. [11]). Other factors, such as experimental manipulations that target

one response type or another (e.g. [7]) may also provide impetus for such an

analysis. We will refer to the analysis of type 2 performance for correct and

incorrect trials corresponding to a particular type 1 response as the analysis of

response-specific1 type 2 performance.

1 We have previously used the phrase ‘‘response-conditional’’ rather than ‘‘response-specific’’

[13]. However, [2] used the terms ‘‘stimulus-conditional’’ and ‘‘response-conditional’’ to refer to
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In this article, we present an overview of the SDT analysis of type 1 and type 2

performance and introduce a new SDT-based methodology for analyzing response-

specific type 2 performance, building on a previously introduced method for

analyzing overall type 2 performance [13]. We first provide a brief overview of

type 1 SDT. We then demonstrate how the analysis of type 1 data can be extended

to the type 2 task, with a discussion of how our approach compares to that of

Galvin et al. [9]. We provide a more comprehensive methodological treatment of

our SDT measure of type 2 sensitivity, meta-d0 [13], than has previously been

published. With this foundation in place, we show how the analysis can be

extended to characterize response-specific type 2 performance.

After discussing these methodological points, we provide a cautionary note on

the interpretation of type 1 and type 2 relative operating characteristic (ROC)

curves. We demonstrate that differences in type 2 performance for different

response types can generate patterns of data that have typically been taken to

support the unequal variance SDT (UV-SDT) model. Likewise, we show that the

UV-SDT model can generate patterns of data that have been taken to reflect

processes of a metacognitive origin. We provide a theoretical rationale for this in

terms of the mathematical relationship between type 2 ROC curves and type 1

ROC curves constructed from confidence ratings, and discuss possible solutions

for these difficulties in inferring psychological processes from patterns in the type

1 and type 2 ROC curves.

3.2 The SDT Model and Type 1 and Type 2 ROC Curves

3.2.1 Type 1 SDT

Suppose an observer is performing a task in which one of two possible stimulus

classes (S1 or S2)2 is presented on each trial, and that following each stimulus

presentation, the observer must classify that stimulus as ‘‘S1’’ or ‘‘S2.’’3 We may

define four possible outcomes for each trial depending on the stimulus and the

observer’s response: hits, misses, false alarms, and correct rejections (Table 3.1).

(Footnote 1 continued)

the type 1 and type 2 tasks. Thus, to avoid confusion, we now use ‘‘response-specific’’ to refer to

type 2 performance for a given response type. We will use the analogous phrase ‘‘stimulus-

specific’’ to refer to type 2 performance for correct and incorrect trials corresponding to a

particular stimulus.
2 Traditionally, S1 is taken to be the ‘‘signal absent’’ stimulus and S2 the ‘‘signal present’’

stimulus. Here we follow [12] in using the more neutral terms S1 and S2 for the sake of

generality.
3 We will adopt the convention of placing ‘‘S1’’ and ‘‘S2’’ in quotation marks whenever they

denote an observer’s classification of a stimulus, and omitting quotation marks when these denote

the objective stimulus identity.
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When an S2 stimulus is shown, the observer’s response can be either a hit (a

correct classification as ‘‘S2’’) or a miss (an incorrect classification as ‘‘S1’’).
Similarly, when S1 is shown, the observer’s response can be either a correct

rejection (correct classification as ‘‘S1’’) or a false alarm (incorrect classification as

‘‘S2’’).4

A summary of the observer’s performance is provided by hit rate and false

alarm rate5:

Hit Rate ¼ HR ¼ p resp ¼ “S2” j stim ¼ S2ð Þ ¼ n resp ¼ “S2”; stim ¼ S2ð Þ
n stim ¼ S2ð Þ

False Alarm Rate ¼ FAR ¼ p resp ¼ “S2” j stim ¼ S1ð Þ ¼ n resp ¼ “S2”; stim ¼ S1ð Þ
n stim ¼ S1ð Þ

where n(C) denotes a count of the total number of trials satisfying the condition C.
ROC curves define how changes in hit rate and false alarm rate are related. For

instance, an observer may become more reluctant to produce ‘‘S2’’ responses if he
is informed that S2 stimuli will rarely be presented, or if he is instructed that

incorrect ‘‘S2’’ responses will be penalized more heavily than incorrect ‘‘S1’’
responses (e.g. [12, 22]); such manipulations would tend to lower the observer’s

probability of responding ‘‘S2,’’ and thus reduce false alarm rate and hit rate. By

producing multiple such manipulations that alter the observer’s propensity to

respond ‘‘S2,’’ multiple (FAR, HR) pairs can be collected and used to construct the

ROC curve, which plots hit rate against false alarm rate (Fig. 3.1b6).

On the presumption that such manipulations affect only the observer’s stan-
dards for responding ‘‘S2,’’ and not his underlying ability to discriminate S1
stimuli from S2 stimuli, the properties of the ROC curve as a whole should be

Table 3.1 Possible outcomes for the type 1 task

Stimulus Response

‘‘S1’’ ‘‘S2’’

S1 Correct rejection (CR) False alarm (FA)

S2 Miss Hit

4 These category names are more intuitive when thinking of S1 and S2 as ‘‘signal absent’’ and

‘‘signal present.’’ Then a hit is a successful detection of the signal, a miss is a failure to detect the

signal, a correct rejection is an accurate assessment that no signal was presented, and a false

alarm is a detection of a signal where none existed.
5 Since hit rate and miss rate sum to 1, miss rate does not provide any extra information beyond

that provided by hit rate and can be ignored; similarly for false alarm rate and correct rejection

rate.
6 Note that the example ROC curve in Fig. 3.1b is depicted as having been constructed from

confidence data (Fig. 3.1a), rather than from direct experimental manipulations on the observer’s

criterion for responding ‘‘S2’’. See the section titled Constructing pseudo type 1 ROC curves from
type 2 data below.
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Fig. 3.1 Signal detection theory models of type 1 and type 2 ROC curves. a Type 1 SDT model.
On each trial, a stimulus generates an internal response x within an observer, who must use x to
decide whether the stimulus was S1 or S2. For each stimulus type, x is drawn from a normal

distribution. The distance between these distributions is d0, which measures the observer’s ability

to discriminate S1 from S2. The stimulus is classified as ‘‘S2’’ if x exceeds a decision criterion c,
and ‘‘S1’’ otherwise. In this example, the observer also rates decision confidence on a scale of 1–3

by comparing x to the additional response-specific type 2 criteria (dashed vertical lines). b Type 1
ROC curve. d0 and c determine false alarm rate (FAR) and hit rate (HR). By holding d0 constant
and changing c, a characteristic set of (FAR, HR) points—the ROC curve—can be generated. In

this example, shapes on the ROC curve mark the (FAR, HR) generated when using the

corresponding criterion in panel a to classify the stimulus. (Note that, because this type 1 ROC

curve is generated in part by the type 2 criteria in panel 1a, it is actually a pseudo type 1 ROC

curve, as discussed later in this paper.) c Type 2 task for ‘‘S2’’ responses. Consider only the trials

where the observer classifies the stimulus as ‘‘S2,’’ i.e. only the portion of the graph in panel a

exceeding c. Then the S2 stimulus distribution corresponds to correct trials, and the S1
distribution to incorrect trials. The placement of the type 2 criteria determines the probability of

high confidence for correct and incorrect trials—type 2 HR and type 2 FAR. d0 and c jointly

determine to what extent correct and incorrect trials for each response type are distinguishable.

d Type 2 ROC curve for ‘‘S2’’ responses. The distributions in panel c can be used to derive type 2

FAR and HR for ‘‘S2’’ responses. By holding d0 and c constant and changing c2,‘‘S2’’, a set of type
2 (FAR, HR) points for ‘‘S2’’ responses—a response-specific type 2 ROC curve—can be

generated. In this example, shapes on the ROC curve mark the (FAR2,‘‘S2’’, HR2,‘‘S2’’) generated

when using the corresponding criterion in panel c to rate confidence
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informative regarding the observer’s sensitivity in discriminating S1 from S2,
independent of the observer’s overall response bias for producing ‘‘S2’’ responses.
The observer’s sensitivity thus determines the set of possible (FAR, HR) pairs the

observer can produce (i.e. the ROC curve), whereas the observer’s response bias

determines which amongst those possible pairs is actually exhibited, depending on

whether the observer is conservative or liberal in responding ‘‘S2.’’ Higher

sensitivity is associated with greater area underneath the ROC curve, whereas

more conservative response bias is associated with (FAR, HR) points falling more

towards the lower-left portion of the ROC curve.

Measures of task performance have implied ROC curves [12, 19]. An implied

ROC curve for a given measure of performance is a set of (FAR, HR) pairs that

yield the same value for the measure. Thus, to the extent that empirical ROC

curves dissociate sensitivity from bias, they provide an empirical target for the-

oretical measures of performance to emulate. If a proposed measure of sensitivity

does not have implied ROC curves that match the properties of empirical ROC

curves, then this measure cannot be said to provide a bias-free measure of

sensitivity.

A core empirical strength of SDT ([10, 12]; Fig. 3.1a) is that it provides a

simple computational model that provides close fits to empirical ROC curves [10,

20]. According to SDT, the observer performs the task of discriminating S1 from

S2 by evaluating internal responses along a decision axis. Every time an S1
stimulus is shown, it produces in the mind of the observer an internal response

drawn from a Gaussian probability density function. S2 stimulus presentations also

generate such normally distributed internal responses. For the sake of simplicity, in

the following we will assume that the probability density functions for S1 and S2
have an equal standard deviation r.

The observer is able to discriminate S1 from S2 just to the extent that the

internal responses produced by these stimuli are distinguishable, such that better

sensitivity for discriminating S1 from S2 is associated with larger separation

between the S1 and S2 internal response distributions. The SDT measure of sen-

sitivity, d0, is thus the distance between the means of the S1 and S2 distributions,

measured in units of their common standard deviation:

d0 ¼ lS2 � lS1
r

By convention, the internal response where the S1 and S2 distributions intersect

is defined to have the value of zero, so that lS2 = r d0/2 and lS1 = -r d0/2. For
simplicity, and without loss of generality, we can set r = 1.

In order to classify an internal response x on a given trial as originating from an

S1 or S2 stimulus, the observer compares the internal response to a decision
criterion, c, and only produces ‘‘S2’’ classifications for internal responses that

surpass the criterion.

response ¼ “S1”; x� c
“S2”; x[ c

�
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Since hit rate is the probability of responding ‘‘S2’’ when an S2 stimulus is

shown, it can be calculated on the SDT model as the area underneath the portion of

the S2 probability density function that exceeds c. Since the cumulative distri-

bution function for the normal distribution with mean l and standard deviation r

evaluated at x is

U x; l; rð Þ ¼ Z

x

�1

1

r
ffiffiffiffiffiffi

2p
p e

�ðx�lÞ2
2r2

then hit rate can be derived from the parameters of the SDT model as

HR ¼ 1� U c; lS2ð Þ ¼ 1� U c;
d0

2

� �

And similarly,

FAR ¼ 1� U c; lS1ð Þ ¼ 1� U c;� d0

2

� �

where omitting the r parameter in / is understood to be equivalent to setting

r = 1.

By systematically altering the value of c while holding d0 constant, a set of

(FAR, HR) pairs ranging between (0, 0) and (1, 1) can be generated, tracing out the

shape of the ROC curve (Fig. 3.1b). The family of ROC curves predicted by SDT

matches well with empirical ROC curves across a range of experimental tasks and

conditions [10, 20].

The parameters of the SDT model can be recovered from a given (FAR, HR)

pair as

d0 ¼ z HRð Þ � z FARð Þ
c ¼ �0:5� z HRð Þ þ z FARð Þ½ �

where z is the inverse of the normal cumulative distribution function. Thus, SDT

analysis allows us to separately characterize an observer’s sensitivity (d0) and

response bias (c) on the basis of a single (FAR, HR) pair, obviating the need to

collect an entire empirical ROC curve in order to separately characterize sensi-

tivity and bias—provided that the assumptions of the SDT model hold.

3.2.2 Type 2 SDT

Suppose we extend the empirical task described above, such that after classifying

the stimulus as S1 or S2, the observer must provide a confidence rating that

characterizes the likelihood of the stimulus classification being correct. This

confidence rating task can be viewed as a secondary discrimination task. Just as the

observer first had to discriminate whether the stimulus was S1 or S2 by means of
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providing a stimulus classification response, the observer now must discriminate

whether that stimulus classification response itself was correct or incorrect by

means of providing a confidence rating.7 Following convention, we will refer to

the task of classifying the stimulus as the ‘‘type 1’’ task, and the task of classifying

the accuracy of the stimulus classification as the ‘‘type 2’’ task [2, 9].

3.2.2.1 Type 2 Hit Rates and False Alarm Rates

A similar set of principles for the analysis of the type 1 task may be applied to the

type 2 task. Consider the simple case where the observer rates confidence as either

‘‘high’’ or ‘‘low.’’ We can then distinguish 4 possible outcomes in the type 2 task:

high confidence correct trials, low confidence correct trials, low confidence

incorrect trials, and high confidence incorrect trials. By direct analogy with the

type 1 analysis, we may refer to these outcomes as type 2 hits, type 2 misses, type

2 correct rejections, and type 2 false alarms, respectively (Table 3.2).8

Type 2 hit rate and type 2 false alarm rate summarize an observer’s type 2

performance and may be calculated as

type 2 HR ¼ HR2 ¼ p high conf j stim ¼ respð Þ ¼ n high conf correctð Þ
n correctð Þ

type 2 FAR ¼ FAR2 ¼ p high conf j stim 6¼ respð Þ ¼ n high conf incorrectð Þ
n incorrectð Þ

Since the binary classification task we have been discussing has two kinds of

correct trials (hits and correct rejections) and two kinds of incorrect trials (misses

and false alarms), the classification of type 2 performance can be further subdi-

vided into a response-specific analysis, where we consider type 2 performance

only for trials where the type 1 stimulus classification response was ‘‘S1’’ or ‘‘S2’’
(Table 3.3).9

7 In principle, since the observer should always choose the stimulus classification response that

is deemed most likely to be correct, then in a two-alternative task he should always judge that the

chosen response is more likely to be correct than it is to be incorrect. Intuitively, then, the type 2

decision actually consists in deciding whether the type 1 response is likely to be correct or not,

where the standard for what level of confidence merits being labeled as ‘‘likely to be correct’’ is

determined by a subjective criterion than can be either conservative or liberal. Nonetheless,

viewing the type 2 task as a discrimination between correct and incorrect stimulus classifications

facilitates comparison with the type 1 task.
8 The analogy is more intuitive when thinking of S1 as ‘‘signal absent’’ and S2 as ‘‘signal

present’’. Then the type 2 analogue of ‘‘signal absent’’ is an incorrect stimulus classification,

whereas the analogue of ‘‘signal present’’ is a correct stimulus classification. The type 2 task can

then be thought of as involving the detection of this type 2 ‘‘signal.’’
9 It is also possible to conduct a stimulus-specific analysis and construct stimulus-specific type 2

ROC curves. For S1 stimuli, this would consist in a plot of p(high conf|correct rejection) vs

p(high conf|false alarm). Likewise for S2 stimuli—p(high conf|hit) vs p(high conf|miss).

However, as will be made clear later in the text, the present approach to analyzing type 2 ROC
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Thus, when considering type 2 performance only for ‘‘S1’’ responses,

HR2;“S1” ¼ p high conf j stim ¼ S1; resp ¼ “S1”ð Þ ¼ n high conf correct rejectionð Þ
n correct rejectionð Þ

FAR2;“S1” ¼ p high conf j stim ¼ S2; resp ¼ “S1”ð Þ ¼ n high conf missð Þ
n missð Þ

where the subscript ‘‘S1’’ indicates that these are type 2 data for type 1 ‘‘S1’’
responses.

Similarly for ‘‘S2’’ responses,

Table 3.2 Possible outcomes for the type 2 task

Accuracy Confidence

Low High

Incorrect Type 2 correct rejection Type 2 false alarm

Correct Type 2 miss Type 2 hit

Table 3.3 Possible outcomes for the type 2 task, contingent on type 1 response (i.e., response-

specific type 2 outcomes)

Response Confidence

Low High

‘‘S1’’ Accuracy Incorrect (Type 1 miss) CR2,‘‘S1’’ FA2,‘‘S1’’

Correct (Type 1 correct rejection) Miss2,‘‘S1’’ Hit2,‘‘S1’’
‘‘S2’’ Accuracy Incorrect (Type 1 false alarm) CR2,‘‘S2’’ FA2,‘‘S2’’

Correct (Type 1 hit) Miss2,‘‘S2’’ Hit2,‘‘S2’’

(Footnote 9 continued)

curves in terms of the type 1 SDT model requires each type 2 (FAR, HR) pair to be generated by

the application of a type 2 criterion to two overlapping distributions. For stimulus-specific type 2

data, the corresponding type 1 model consists of only one stimulus distribution, with separate

type 2 criteria for ‘‘S1’’ and ‘‘S2’’ responses generating the type 2 FAR and type 2 HR. (e.g. for

the S2 stimulus, a type 2 criterion for ‘‘S1’’ responses rates confidence for type 1 misses, and a

separate type 2 criterion for ‘‘S2’’ responses rates confidence for type 1 hits.) Thus there is no

analogue of meta-d0 for stimulus-specific type 2 data, since d0 is only defined with respect to the

relationship between two stimulus distributions, whereas stimulus-specific analysis is restricted to

only one stimulus distribution. It is possible that an analysis of stimulus-specific type 2 ROC

curves could be conducted by positing how the type 2 criteria on either side of the type 1 criterion

are coordinated, or similarly by supposing that the observer rates confidence according to an

overall type 2 decision variable. For more elaboration, see the section below titled ‘‘Comparison

of the current approach to that of [9].’’
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HR2;“S2” ¼ p high conf j stim ¼ S2; resp ¼ “S2”ð Þ ¼ nðhigh conf hitÞ
nðhitÞ

FAR2; “S2” ¼ p high conf j stim ¼ S1; resp ¼ “S2”ð Þ ¼ n high conf false alarmð Þ
n false alarmð Þ

From the above definitions, it follows that overall type 2 FAR and HR are

weighted averages of the response-specific type 2 FARs and HRs, where the

weights are determined by the proportion of correct and incorrect trials originating

from each response type:

HR2 ¼
n high conf correctð Þ

n correctð Þ ¼ n high conf hitð Þ þ n high conf CRð Þ
n hitð Þ þ n CRð Þ

¼ n hitð Þ � HR2; “S2” þ n CRð Þ � HR2; “S1”

n hitð Þ þ n CRð Þ
¼ p hit j correctð Þ � HR2;“S2” þ 1� p hit j correctð Þ½ � � HR2;“S1”

And similarly,

FAR2 ¼ p FA j incorrectð Þ � FAR2;“S2” þ 1� p FA j incorrectð Þ½ � � FAR2;“S1”

Confidence rating data may be richer than a mere binary classification. In the

general case, the observer may rate confidence on either a discrete or continuous

scale ranging from 1 to H. In this case, we can arbitrarily select a value h,
1\ h B H, such that all confidence ratings greater than or equal to h are classified

as ‘‘high confidence’’ and all others, ‘‘low confidence.’’ We can denote this choice

of imposing a binary classification upon the confidence data by writing e.g.

Hconf¼h
2 , where the superscript conf = h indicates that this type 2 hit rate was

calculated using a classification scheme where h was the smallest confidence rating

considered to be ‘‘high.’’ Thus, for instance,

HRconf¼h
2; “S2” ¼ p high conf j stim ¼ S2; resp ¼ “S2”ð Þ ¼ p conf� h j hitð Þ

Each choice of h generates a type 2 (FAR, HR) pair, and so calculating these for
multiple values of h allows for the construction of a type 2 ROC curve with

multiple points. When using a discrete confidence rating scale ranging from 1 to H,
there are H - 1 ways of selecting h, allowing for the construction of a type 2 ROC

curve with H - 1 points.

3.2.2.2 Adding Response-Specific Type 2 Criteria to the Type 1 SDT

Model to Capture Type 2 Data

As with the type 1 task, type 2 ROC curves allow us to separately assess an

observer’s sensitivity (how well confidence ratings discriminate correct from

incorrect trials) and response bias (the overall propensity for reporting high
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confidence) in the type 2 task. However, fitting a computational model to type 2

ROC curves is somewhat more complicated than in the type 1 case. It is not

appropriate to assume that correct and incorrect trials are associated with normal

probability density functions in a direct analogy to the S1 and S2 distributions of

type 1 SDT. The reason for this is that specifying the parameters of the type 1 SDT

model—d0 and c—places strong constraints on the probability density functions for

correct and incorrect trials, and these derived distributions are not normally dis-

tributed [9]. In addition to this theoretical consideration, it has also been empirically

demonstrated that conducting a type 2 SDT analysis that assumes normal distri-

butions for correct and incorrect trials does not give a good fit to data [6].

Thus, the structure of the SDT model for type 2 performance must take into

account the structure of the SDT model for type 1 performance. Galvin et al. [9]

presented an approach for the SDT analysis of type 2 data based on analytically

deriving formulae for the type 2 probability density functions under a suitable

transformation of the type 1 decision axis. Here we present a simpler alternative

approach on the basis of which response-specific type 2 ROC curves can be

derived directly from the type 1 model.

In order for the type 1 SDT model to characterize type 2 data, we first need an

added mechanism whereby confidence ratings can be generated. This can be

accomplished by supposing that the observer simply uses additional decision

criteria, analogous to the type 1 criterion c, to generate a confidence rating on the

basis of the internal response x on a given trial. In the simplest case, the observer

makes a binary confidence rating—high or low—and thus needs to use two

additional decision criteria to rate confidence for each kind of type 1 response. Call

these response-specific type 2 criteria c2,‘‘S1’’ and c2,‘‘S2’’, where c2, ‘‘S1’’\ c and c2,
‘‘S2’’[ c. Intuitively, confidence increases as the internal response x becomes more

distant from c, i.e. as the internal response becomes more likely to have been

generated by one of the two stimulus distributions.10 More formally,

confidenceresp¼“S1” ¼
low; x� c2;“S1”

high; x\c2;“S1”

�

confidenceresp¼“S2” ¼
low; x� c2; “S2”

high; x[ c2; “S2”

�

In the more general case of a discrete confidence scale ranging from 1 to H,
then H - 1 type 2 criteria are required to rate confidence for each response type.

(See e.g. Fig. 3.1a, where two type 2 criteria on left/right of the type 1 criterion

allow for confidence for ‘‘S1’’/‘‘S2’’ responses to be rated on a scale of 1–3.) We

may define

10 See ‘‘Comparison of the current approach to that of Galvin et al. [9]’’ and footnote 12 for a

more detailed consideration of the type 2 decision axis.
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c2;“S1” ¼ cconf¼2
2;“S1” ; c

conf¼3
2;“S1” ; . . .; c

conf¼H
2;“S1”

� �

c2;“S2” ¼ cconf¼2
2; “S2” ; c

conf¼3
2;“S2” ; . . .; c

conf¼H
2;“S2”

� �

where e.g. c2;“S1” is a tuple containing the H - 1 type 2 criteria for ‘‘S1’’

responses. Each cconf¼y
2;“S1” denotes the type 2 criterion such that internal responses

more extreme (i.e. more distant from the type 1 criterion) than cconf¼y
2;“S1” are asso-

ciated with confidence ratings of at least y. More specifically,

confidenceresp¼“S1” ¼
1; x� cconf¼2

2;“S1”

y; cconf¼yþ1

2; “S1” � x\cconf¼y
2;“S1” ; 1\y\H

H; x\cconf¼H
2;“S1”

8

>

>

<

>

>

:

confidenceresp¼“S2” ¼
1; x� cconf¼2

2;“S2”

y; cconf¼y
2;“S2” \x� cconf¼yþ1

2;“S2” ; 1\y\H

H; x[ cconf¼H
2;“S2”

8

>

>

<

>

>

:

The type 1 and type 2 decision criteria must have a certain ordering in order for

the SDT model to be meaningful. Response-specific type 2 criteria corresponding

to higher confidence ratings must be more distant from c than type 2 criteria

corresponding to lower confidence ratings. Additionally, c must be larger than all

type 2 criteria for ‘‘S1’’ responses but smaller than all type 2 criteria for ‘‘S2’’
responses. For convenience, we may define

cascending ¼ cconf¼H
2;“S1” ; cconf¼H�1

2;“S1” ; . . .; cconf¼1
2;“S1” ; c; c

conf¼1
2;“S2” ; c

conf¼2
2;“S2” ; . . .; c

conf¼H
2;“S2”

� �

The ordering of decision criteria in cascending from first to last is the same as the

ordering of the criteria from left to right when displayed on an SDT graph (e.g.

Fig. 3.1a). These decision criteria are properly ordered only if each element of

cascending is at least as large as the previous element, i.e. only if the Boolean

function c cascending

� �

defined below is true:

c cascending

� �

¼
\

2H�2

i¼1

cascendingðiþ 1Þ� cascendingðiÞ

It will be necessary to use this function later on when discussing how to fit SDT

models to type 2 data.
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3.2.2.3 Calculating Response-Specific Type 2 (FAR, HR)

from the Type 1 SDT Model with Response-Specific

Type 2 Criteria

Now let us consider how to calculate response-specific type 2 HR and type 2 FAR

from the type 1 SDT model. Recall that

HRconf¼h
2;“S2” ¼ p conf� h j stim ¼ S2; resp ¼ “S2”ð Þ ¼ p conf� h; hitð Þ

p hitð Þ
As discussed above, p(hit), the hit rate, is the probability that an S2 stimulus

generates an internal response that exceeds the type 1 criterion c. Similarly,

p(conf C h, hit), the probability of a hit endorsed with high confidence, is just the

probability that an S2 stimulus generates an internal response that exceeds the

high-confidence type 2 criterion for ‘‘S2’’ responses,cconf¼h
2;“S2” . Thus, we can

straightforwardly characterize the probabilities in the numerator and denominator

of HRconf¼h
2;“S2” in terms of the type 1 SDT parameters, as follows:

HRconf¼h
2;“S2” ¼ p conf� h; hitð Þ

p hitð Þ ¼
1� U cconf¼h

2;“S2” ;
d0
2

� �

1� U c; d
0
2

� 	

By similar reasoning,

FARconf¼h
2;“S2” ¼

1� U cconf¼h
2;“S2” ;� d0

2

� �

1� U c;� d0
2

� 	

And likewise for ‘‘S1’’ responses,

HRconf¼h
2;“S1” ¼

U cconf¼h
2;“S1” ;� d0

2

� �

U c;� d0
2

� 	

FARconf¼h
2;“S1” ¼

U cconf¼h
2;“S1” ;

d0
2

� �

U c; d
0
2

� 	

Figure 3.1c illustrates how type 2 (FAR, HR) arise from type 1 d0 and c along

with a type 2 criterion. For instance, suppose h = 3. Then the type 2 hit rate for

‘‘S2’’ responses, HRconf¼3
2;“S2” , is the probability of a high confidence hit (the area in

the S2 distribution beyond cconf¼3
2;“S2” ) divided by the probability of a hit (the area in

the S2 distribution beyond c).
By systematically altering the value of the type 2 criteria while holding d0 and

c constant, a set of (FAR2, HR2) pairs ranging between (0, 0) and (1, 1) can be

generated, tracing out a curvilinear prediction for the shape of the type 2 ROC

curve (Fig. 3.1d). Thus, according to this SDT account, specifying type 1
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sensitivity (d0) and response bias (c) is already sufficient to determine response-

specific type 2 sensitivity (i.e. the family of response-specific type 2 ROC curves).

3.2.3 Comparison of the Current Approach

to that of Galvin et al. [9]

Before continuing with our treatment of SDT analysis of type 2 data, we will make

some comparisons between this approach and the one described in Galvin et al. [9].

3.2.3.1 SDT Approaches to Type 2 Performance

Galvin et al. were concerned with characterizing the overall type 2 ROC curve,

rather than response-specific type 2 ROC curves. On their modeling approach, an

(FAR2, HR2) pair can be generated by setting a single type 2 criterion on a type 2

decision axis. All internal responses that exceed this type 2 criterion are labeled

‘‘high confidence,’’ and all others ‘‘low confidence.’’ By systematically changing

the location of this type 2 criterion on the decision axis, the entire overall type 2

ROC curve can be traced out.

However, if the internal response x is used to make the binary confidence

decision in this way, the ensuing type 2 ROC curve behaves oddly, typically

containing regions where it extends below the line of chance performance [9]. This

suboptimal behavior is not surprising, in that comparing the raw value of x to a

single criterion value essentially recapitulates the decision rule used in the type 1

task and does not take into account the relationship between x and the observer’s

type 1 criterion, which is crucial for evaluating type 1 performance. The solution is

that some transformation of x must be used as the type 2 decision variable, ideally

one that depends upon both x and c.
For instance, consider the transformation t(x) = |x - c|. This converts the

initial raw value of the internal response, x, into the distance of x from the type 1

criterion. This transformed value can then plausibly be compared to a single type 2

criterion to rate confidence, e.g. an observer might rate confidence as high

whenever t(x)[ 1. Other transformations for the type 2 decision variable are

possible, and the choice is not arbitrary, since different choices for type 2 decision

variables can lead to different predictions for the type 2 ROC curve [9]. The

optimal type 2 ROC curve (i.e. the one that maximizes area under the curve) is

derived by using the likelihood ratio of the type 2 probability density functions as

the type 2 decision variable [9, 10].

We have adopted a different approach thus far. Rather than characterizing an

overall (FAR2, HR2) pair as arising from the comparison of a single type 2

decision variable to a single type 2 criterion, we have focused on response-specific

(FAR2, HR2) data arising from comparisons of the type 1 internal response x to
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separate type 2 decision criteria for ‘‘S1’’ and ‘‘S2’’ responses (e.g. Fig. 3.1a).

Thus, our approach would characterize the overall (FAR2, HR2) as arising from a

pair of response-specific type 2 criteria set on either side of the type 1 criterion on

the type 1 decision axis, rather than from a single type 2 criterion set on a type 2

decision axis. We have posited no constraints on the setting of these type 2 criteria

other than that they stand in appropriate ordinal relationships to eachother. For the

sake of brevity in comparing these two approaches, in the following we will refer

to Galvin et al.’s approach as G and the current approach as C.

3.2.3.2 Type 2 Decision Rules and Response-Specific

Type 2 Criterion Setting

Notice that choosing a reasonable type 2 decision variable for G is equivalent to

setting constraints on the relationship between type 2 criteria for ‘‘S1’’ and ‘‘S2’’
responses on C. For instance, on G suppose that the type 2 decision variable is

defined as t(x) = |x - c| and confidence is high if t(x)[ 1. On C, this is equivalent

to setting response-specific type 2 criteria symmetrically about the type 1 criterion,

i.e. t(c2,‘‘S1’’) = t(c2,‘‘S2’’) = |c2,‘‘S1’’ - c| = |c2,‘‘S2’’ - c| = 1. In other words,

assuming (on G) the general rule that confidence is high whenever the distance

between x and c exceeds 1 requires (on C) that the type 2 criteria for each response

type both satisfy this property of being 1 unit away from c. Any other way of

setting the type 2 criteria for C would yield outcomes inconsistent with the

decision rule posited by G. Similarly, if the type 2 decision rule is that confidence

is high when type 2 likelihood ratio LR2(x)[ cLR2, this same rule on C would

require LR2(c2,‘‘S1’’) = LR2(c2,‘‘S2’’) = cLR2, i.e. that type 2 criteria for both

response types be set at the locations of x on either side of c corresponding to a

type 2 likelihood ratio of cLR2.
On G, choosing a suboptimal type 2 decision variable can lead to decreased

area under the overall type 2 ROC curve. This can be understood on C as being

related to the influence of response-specific type 2 criterion placement on the

response-specific type 2 (FAR, HR) points, which in turn affect the overall type 2

(FAR, HR) points. As shown above, overall type 2 FAR and HR are weighted

averages of the corresponding response-specific type 2 FARs and HRs. But

computing a weighted average for two (FAR, HR) pairs on a concave down ROC

curve will yield a new (FAR, HR) pair that lies below the original ROC curve. As

a consequence, more exaggerated differences in the response-specific type 2 FAR

and HR due to more exaggerated difference in response-specific type 2 criterion

placement will tend to drive down the area below the overall type 2 ROC curve.

Thus, the overall type 2 ROC curve may decrease even while the response-specific

curves stay constant, depending on how criterion setting for each response type is

coordinated. This reduced area under the overall type 2 ROC curve on C due to

response-specific type 2 criterion placement is closely related to reduced area

under the overall type 2 ROC curve on G due to choosing a suboptimal type 2

decision variable.
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For example, consider the SDT model where d0 = 2, c = 0, c2,‘‘S1’’ = -1, and

c2,‘‘S2’’ = 1. This model yields FAR2,‘‘S1’’ = FAR2,‘‘S2’’ = FAR2 = 0.14 and

HR2,‘‘S1’’ = HR2,‘‘S2’’ = HR2 = 0.59. The type 1 criterion is optimally placed

and the type 2 criteria are symmetrically placed around it. This arrangement of

criteria on C turns out to be equivalent to using the type 2 likelihood ratio on G,

and thus yields an optimal type 2 performance. Now consider the SDT model

where d0 = 2, c = 0, c2,‘‘S1’’ = -1.5, and c2,‘‘S2’’ = 0.76. This model yields

FAR2,‘‘S1’’ = 0.04, HR2,‘‘S1’’ = 0.37, FAR2,‘‘S2’’ = 0.25, HR2,‘‘S2’’ = 0.71, and

overall FAR2 = 0.14, HR2 = 0.54. Although d0 and c are the same as in the

previous example, now the type 2 criteria are set asymmetrically about c, yielding
different outcomes for the type 2 FAR and HR for ‘‘S1’’ and ‘‘S2’’ responses.

This has the effect of yielding a lower overall HR2 (0.54 vs. 0.59) in spite of

happening to yield the same FAR2 (0.14). Thus, this asymmetric arrangement of

response-specific type 2 criteria yields worse performance on the overall type 2

ROC curve than the symmetric case for the same values of d0 and c. On G, this can

be understood as being the result of choosing a suboptimal type 2 decision variable

in the second example (i.e. a decision variable that is consistent with the way the

response-specific type 2 criteria have been defined on C). In this case, the

asymmetric placement of the response-specific type 2 criteria is inconsistent with a

type 2 decision variable based on the type 2 likelihood ratio.

3.2.3.3 A Method for Assessing Overall Type 2 Sensitivity Based

on the Approach of Galvin et al.

In the upcoming section, we will discuss our methodology for quantifying type 2

sensitivity with meta-d0. Meta-d0 essentially provides a single measure that jointly

characterizes the areas under the response-specific type 2 ROC curves for both

‘‘S1’’ and ‘‘S2’’ responses, and in this way provides a measure of overall type 2

sensitivity. However, in doing so, it treats the relationships of type 2 criteria across

response types as purely a matter of criterion setting. However, as we have dis-

cussed, coordination of type 2 criterion setting could also be seen as arising from

the construction of a type 2 decision variable, where the choice of decision variable

influences area under the overall type 2 ROC curve. We take it to be a substantive

conceptual, and perhaps empirical, question as to whether it is preferable to char-

acterize these effects as a matter of criterion setting (coordinating response-specific

type 2 criteria) or sensitivity (constructing a type 2 decision variable). However, if

one were to decide that for some purpose it were better to view this as a sensitivity

effect, then the characterization of type 2 performance provided by Galvin et al.

may be preferable to that of the current approach.

In the interest of recognizing this, we provide free Matlab code available online

(see note at the end of the manuscript) that implements one way of using Galvin

et al.’s approach to evaluate an observer’s overall type 2 performance. Given the
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parameters of an SDT model, this code outputs the theoretically optimal11 overall

type 2 ROC curve—i.e. the overall type 2 ROC curve based on type 2 likelihood

ratio, which has the maximum possible area under the curve. Maniscalco and Lau

[13], building on the suggestions of Galvin et al. [9], proposed that one way of

evaluating an observer’s type 2 performance is to compare her empirical type 2

ROC curve with the theoretical type 2 ROC curve, given her type 1 performance.

By comparing an observer’s empirical overall type 2 ROC curve with the theo-

retically optimal overall type 2 ROC curve based on type 2 likelihood ratios,

the observer’s overall type 2 sensitivity can be assessed with respect to the

SDT-optimal level. This approach will capture potential variation in area under

the overall type 2 ROC curve that is ignored (treated as a response-specific

criterion effect) by the meta-d0 approach.

3.2.3.4 Advantages of the Current Approach

Our SDT treatment of type 2 performance has certain advantages over that of

Galvin et al. One advantage is that it does not require making an explicit

assumption regarding what overall type 2 decision variable an observer uses, or

even that the observer constructs such an overall type 2 decision variable to begin

with.12 This is because our approach allows the type 2 criteria for each response to

vary independently, rather than positing a fixed relationship between their loca-

tions. Thus, if an observer does construct an overall type 2 decision variable, our

treatment will capture this implicitly by means of the relationship between the

response-specific type 2 criteria; and if an observer does not use an overall type 2

decision variable to begin with, our treatment can accommodate this behavior. The

question of what overall type 2 decision variables, if any, observers tend to use is a

substantive empirical question, and so it is preferable to avoid making assumptions

on this matter if possible.

A second, related advantage is that our approach is potentially more flexible

than Galvin et al.’s in capturing the behavior of response-specific type 2 ROC

curves, without loss of flexibility in capturing the overall type 2 ROC curve. (Since

overall type 2 ROC curves depend on the response-specific curves, as shown

above, our focus on characterizing the response-specific curves does not entail a

deficit in capturing the overall curve.) A third advantage is that our approach

provides a simple way to derive response-specific type 2 ROC curves from the

11 Provided the assumptions of the SDT model are correct.
12 Of course, our approach must at least implicitly assume a type 2 decision variable within each

response type. In our treatment, the implicit type 2 decision variable for each response type is just

the distance of x from c. However, for the analysis of response-specific type 2 performance for the

equal variance SDT model, distance from criterion and type 2 likelihood ratio are equivalent

decision variables. This is because they vary monotonically with each other [9], and so produce

the same type 2 ROC curve [5, 21].
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type 1 SDT model, whereas deriving the overall type 2 ROC curve is more

complex under Galvin et al.’s approach and depends upon the type 2 decision

variable being assumed.

3.3 Characterizing Type 2 Sensitivity in Terms

of Type 1 SDT: Meta-d0

Since response-specific type 2 ROC curves can be derived directly from d0 and c on
the SDT model, this entails a tight theoretical relationship between type 1 and type

2 performance. One practical consequence is that type 2 sensitivity—the empirical

type 2 ROC curves—can be quantified in terms of the type 1 SDT parameters d0 and
c [13]. However, it is necessary to explicitly differentiate instances when d0 is meant

to characterize type 1 performance from those instances when d0 (along with c) is
meant to characterize type 2 performance. Here we adopt the convention of using

the variable names meta-d0 and meta-c to refer to type 1 SDT parameters when used

to characterize type 2 performance. We will refer to the type 1 SDT model as a

whole, when used to characterize type 2 performance, as the meta-SDT model.

Essentially, d0 and c describe the type 1 SDT model fit to the type 1 ROC curve,13

whereas meta-d0 and meta-c—the meta-SDT model—quantify the type 1 SDT

model when used exclusively to fit type 2 ROC curves.

How do we go about using the type 1 SDTmodel to quantify type 2 performance?

There are several choices to make before a concrete method can be proposed. In the

course of discussing these issues, we will put forth the methodological approach

originally proposed by Maniscalco and Lau [13].

3.3.1 Which Type 2 ROC Curves?

As discussed in the preceding section ‘‘Comparison of the current approach to that

of Galvin et al. [9],’’ we find the meta-SDT fit that provides the best simultaneous fit

to the response-specific type 2 ROC curves for ‘‘S1’’ and ‘‘S2’’ responses, rather
than finding a model that directly fits the overall type 2 ROC curve. As explained in

more detail in that prior discussion, we make this selection primarily because (1) it

allows more flexibility and accuracy in fitting the overall data set, and (2) it does not

require making an explicit assumption regarding what type 2 decision variable the

observer might use for confidence rating.

13 When the multiple points on the type 1 ROC curve are obtained using confidence rating data,

it is arguably preferable to calculate d0 and c only from the (FAR, HR) pair generated purely by

the observer’s type 1 response. The remaining type 1 ROC points incorporate confidence rating

data and depend on type 2 sensitivity, and so estimating d0 on the basis of these ROC points may

confound type 1 and type 2 sensitivity. See the section below titled ‘‘Response-specific meta-d0

and the unequal variance SDT model’’.
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3.3.2 Which Way of Using Meta-d0 and Meta-c to Derive

Response-Specific Type 2 ROC Curves?

A second consideration is how to characterize the response-specific type 2 ROC

curves using meta-d0 and meta-c. For the sake of simplifying the analysis, and for

the sake of facilitating comparison between d0 and meta-d0, an appealing option is

to a priori fix the value of meta-c so as to be similar to the empirically observed

type 1 response bias c, thus effectively allowing meta-d0 to be the sole free

parameter that characterizes type 2 sensitivity. However, since there are multiple

ways of measuring type 1 response bias [12], there are also multiple ways of fixing

the value of meta-c on the basis of c. In addition to the already-introduced c, type 1
response bias can be measured with the relative criterion, c0:

c0 ¼ c=d0

This measure takes into account how extreme the criterion is, relative to the

stimulus distributions.

Bias can also be measured as b, the ratio of the probability density function for

S2 stimuli to that of S1 stimuli at the location of the decision criterion:

b ¼ ecd
0

Figure 3.2 shows an example of how c, c0, and b relate to the stimulus distri-

butions when bias is fixed and d0 varies. Panel a shows an SDT diagram for d0 = 3

and c = 1. In panel b, d0 = 1 and the three decision criteria are generated by

setting c, c0, and b to the equivalent values of those exhibited by these measures in

panel a. Arguably, c0 performs best in terms of achieving a similar ‘‘cut’’ between

the stimulus distributions in panels a and b. This is an intuitive result given that c0

essentially adjusts the location of c according to d0. Thus, holding c0 constant
ensures that, as d0 changes, the location of the decision criterion remains in a

similar location with respect to the means of the two stimulus distributions.

By choosing c0 as the measure of response bias that will be held constant in the

estimation of meta-d0, we can say that when the SDT and meta-SDT models are fit

to the same data set, they will have similar type 1 response bias, in the sense that

they have the same c0 value. This in turn allows us to interpret a subject’s meta-d0

in the following way: ‘‘Suppose there is an ideal subject whose behavior is per-

fectly described by SDT, and who performs this task with a similar level of

response bias (i.e. same c0) as the actual subject. Then in order for our ideal subject
to produce the actual subject’s response-specific type 2 ROC curves, she would

need her d0 to be equal to meta-d0.’’
Thus, meta-d0 can be found by fitting the type 1 SDT model to response-specific

type 2 ROC curves, with the constraint that meta-c0 = c0. (Note that in the below

we list meta-c, rather than meta-c0, as a parameter of the meta-SDT model. The

constraint meta-c0 = c0 can thus be satisfied by ensuring meta-c = meta-d0 9 c0.)
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3.3.3 What Computational Method of Fitting?

If the response-specific type 2 ROC curves contain more than one empirical

(FAR2, HR2) pair, then in general an exact fit of the model to the data is not

possible. In this case, fitting the model to the data requires minimizing some loss

function, or maximizing some metric of goodness of fit.

Here we consider the procedure for finding the parameters of the type 1 SDT

model that maximize the likelihood of the response-specific type 2 data. Maximum

likelihood approaches for fitting SDT models to type 1 ROC curves with multiple

data points have been established [4, 16]. Here we adapt these existing type 1

approaches to the type 2 case. The likelihood of the type 2 data can be charac-

terized using the multinomial model as

Ltype 2 h j datað Þ /
Y

y;s;r

Probh conf ¼ y j stim ¼ s; resp ¼ rð Þndata conf¼y j stim¼s; resp¼rð Þ

Maximizing likelihood is equivalent to maximizing log-likelihood, and in

practice it is typically more convenient to work with log-likelihoods. The log-

likelihood for type 2 data is given by

log Ltype 2 h j datað Þ /
X

y;s;r

ndata log Probh

Fig. 3.2 Example behavior of holding response bias constant as d0 changes for c, c0, and b. a An

SDT graphwhere d0 = 3 and c = 1. The criterion location can also be quantified as c0 = c/d0 = 1/3

and log b = c 9 d0 = 3. b An SDT graph where d0 = 1. The three decision criteria plotted here

represent the locations of the criteria that preserve the value of the corresponding response bias

exhibited in panel a. So e.g. the criterionmarked c0 in panel b has the same value of c0 as the criterion
in panel a (=1/3), and likewise for c (constant value of 1) and b (constant value of 3)
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h is the set of parameters for the meta-SDT model:

h ¼ meta-d0;meta-c;meta-c2;“S1”;meta-c2;“S2”
� 	

ndataðconf ¼ y j stim ¼ s; resp ¼ rÞ is a count of the number of times in the data a

confidence rating of y was provided when the stimulus was s and response was r.
y, s, and r are indices ranging over all possible confidence ratings, stimulus classes,

and stimulus classification responses, respectively.

probhðconf ¼ y j stim ¼ s; resp ¼ rÞ is the model-predicted probability of gen-

erating confidence rating y for trials where the stimulus and response were s and r,
given the parameter values specified in h.

Calculation of these type 2 probabilities from the type 1 SDT model is similar

to the procedure used to calculate the response-specific type 2 FAR and HR. For

notational convenience, below we express these probabilities in terms of the

standard SDT model parameters, omitting the ‘‘meta’’ prefix.

For convenience, define

_c2;“S1” ¼ c; cconf¼2
2;“S1” ; c

conf¼3
2;“S1” ; . . .; c

conf¼H
2;“S1” ;�1

� �

_c2;“S2” ¼ c; cconf¼2
2;“S2” ; c

conf¼3
2;“S2” ; . . .; c

conf¼H
2;“S2” ;1

� �

Then

Prob conf ¼ y j stim ¼ S1; resp ¼ “S1”ð Þ

¼ U _c2;“S1”ðyÞ;� d0
2

� 	

� U _c2;“S1” yþ 1ð Þ;� d0
2

� 	

U c;� d0
2

� 	

Prob conf ¼ y j stim ¼ S1; resp ¼ “S2”ð Þ

¼ U _c2;“S2” yþ 1ð Þ;� d0
2

� 	

� U _c2;“S2” yð Þ;� d0
2

� 	

1� U c;� d0
2

� 	

Prob conf ¼ y j stim ¼ S2; resp ¼ “S2”ð Þ

¼ U _c2;“S2” yþ 1ð Þ; d0
2

� 	

� U _c2;“S2” yð Þ; d0
2

� 	

1� U c; d
0
2

� 	

An illustration of how these type 2 probabilities are derived from the type 1

SDT model is provided in Fig. 3.3.

The multinomial model used as the basis for calculating likelihood treats each

discrete type 2 outcome (conf = y | stim = s, resp = r) as an event with a fixed

probability that occurred a certain number of times in the data set, where outcomes

across trials are assumed to be statistically independent. The probability of the

entire set of type 2 outcomes across all trials is then proportional to the product of

the probability of each individual type 2 outcome, just as e.g. the probability of
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Fig. 3.3 Type 2 response probabilities from the SDT model. a An SDT graph with d0 = 2 and

decision criteria c = 0.5, c2,‘‘S1’’ = (0, -0.5, -1), and c2,‘‘S2’’ = (1, 1.5, 2). The type 1 criterion

(solid vertical line) is set to the value of 0.5, corresponding to a conservative bias for providing

‘‘S2’’ responses, in order to create an asymmetry between ‘‘S1’’ and ‘‘S2’’ responses for the sake
of illustration. Seven decision criteria are used in all, segmenting the decision axis into 8 regions.

Each region corresponds to one of the possible permutations of type 1 and type 2 responses, as

there are two possible stimulus classifications and four possible confidence ratings. b–i Deriving

probability of confidence rating contingent on type 1 response and accuracy. How would the SDT

model depicted in panel (a) predict the probability of each confidence rating for correct ‘‘S1’’
responses? Since we wish to characterize ‘‘S1’’ responses, we need consider only the portion of

the SDT graph falling to the left of the type 1 criterion. Since ‘‘S1’’ responses are only correct

when the S1 stimulus was actually presented, we can further limit our consideration to internal

responses generated by S1 stimuli. This is depicted in panel (b). This distribution is further

subdivided into 4 levels of confidence by the 3 type 2 criteria (dashed vertical lines), where
darker regions correspond to higher confidence. The area under the S1 curve in each of these
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throwing 4 heads and 6 tails for a fair coin is proportional to 0.54 9 0.56.

(Calculation of the exact probability depends on a combinatorial term which is

invariant with respect to h and can therefore be ignored for the purposes of

maximum likelihood fitting.)

Likelihood, L(h), can be thought of as measuring how probable the empirical

data is, according to the model parameterized with h. A very low L(h) indicates
that the model with h would be very unlikely to generate a pattern like that

observed in the data. A higher L(h) indicates that the data are more in line with the

typical behavior of data produced by the model with h. Mathematical optimization

techniques can be used to find the values of h that maximize the likelihood, i.e. that

create maximal concordance between the empirical distribution of outcomes and

the model-expected distribution of outcomes.

The preceding approach for quantifying type 2 sensitivity with the type 1 SDT

model—i.e. for fitting the meta-SDT model—can be summarized as a mathe-

matical optimization problem:

h� ¼ arg max
h

Ltype 2 h j datað Þ; subject to: meta-c0 ¼ c0; c meta-cascending

� �

where type 2 sensitivity is quantified by meta-d0 2 h�.

c meta-cascending

� �

is the Boolean function described previously, which returns a

value of ‘‘true’’ only if the type 1 and type 2 criteria stand in appropriate ordinal

relationships.

We provide free Matlab code, available online, for implementing this maximum

likelihood procedure for fitting the meta-SDT model to a data set (see note at the

end of the manuscript).

3.3.4 Toy Example of Meta-d0 Fitting

An illustration of the meta-d0 fitting procedure is demonstrated in Fig. 3.4 using

simulated data. In this simulation, we make the usual SDT assumption that on each

trial, presentation of stimulus S generates an internal response x that is drawn from

the probability density function of S, and that a type 1 response is made by

comparing x to the decision criterion c. However, we now add an extra mechanism

to the model to allow for the possibility of added noise in the type 2 task. Let us

call the internal response used to rate confidence x2. The type 1 SDT model we

regions, divided by the total area under the S1 curve that falls below the type 1 criterion, yields

the probability of reporting each confidence level, given that the observer provided a correct ‘‘S1’’
response. Panel (d) shows these probabilities as derived from areas under the curve in panel (b).

The remaining panels display the analogous logic for deriving confidence probabilities for

incorrect ‘‘S1’’ responses (f, h), correct ‘‘S2’’ responses (c, e), and incorrect ‘‘S2’’ responses (g, i)

b
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have thus far considered assumes x2 = x. In this example, we suppose that x2 is a
noisier facsimile of x. Formally,

x2 ¼ xþ n; n	N 0; r2ð Þ
where N(0, r2) is the normal distribution with mean 0 and standard deviation r2.

The parameter r2 thus determines how much noisier x2 is than x. For r2 = 0 we

expect meta-d0 = d0, and for r2[ 0 we expect meta-d0\ d0.

Fig. 3.4 Fitting meta-d0 to response-specific type 2 data. a Graph for the SDT model where

d0 = 2 and r2 = 0 (see text for details). b A model identical to that in panel a, with the exception

that r2 = 1, was used to create simulated data. This panel displays the SDT graph of the

parameters for the meta-d0 fit to the r2 = 1 data. c, d Response-specific type 2 probabilities. The

maximum likelihood method of fitting meta-d0 to type 2 data uses response-specific type 2

probabilities as the fundamental unit of analysis. The type 1 SDT parameters that maximize the

likelihood of the type 2 data yield distributions of response-specific type 2 probabilities closely

approximating the empirical (here, simulated) distributions. Here we only show the probabilities

for ‘‘S1’’ responses; because of the symmetry of the generating model, ‘‘S2’’ responses follow

identical distributions. e Response-specific type 2 ROC curves. ROC curves provide a more

informative visualization of the type 2 data than the raw probabilities. Here it is evident that there

is considerably less area under the type 2 ROC curve for the r2 = 1 simulation than is predicted

by the r2 = 0 model. The meta-d0 fit provides a close match to the simulated data
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The simulated observer rates confidence on a 4-point scale by comparing x2 to
response-specific type 2 criteria, using the previously defined decision rules for

confidence in the type 1 SDT model.14

We first considered the SDT model with d0 = 2, c = 0, c2,‘‘S1’’ = (-0.5, -1,

-1.5), c2,‘‘S2’’ = (0.5, 1, 1.5) and r2 = 0. Because r2 = 0, this is equivalent to the

standard type 1 SDT model. The SDT graph for these parameter values is plotted

in Fig. 3.4a. Using these parameter settings, we computed the theoretical proba-

bility of each confidence rating for each permutation of stimulus and response.

These probabilities for ‘‘S1’’ responses are shown in panels c and d, and the

corresponding type 2 ROC curve is shown in panel e. (Because the type 1 criterion

c is unbiased and the type 2 criteria are set symmetrically about c, confidence data
for ‘‘S2’’ responses follow an identical distribution to that of ‘‘S1’’ responses and
are not shown.)

Next we simulated 10,000,000 trials using the same parameter values as the

previously considered model, with the exception that r2 = 1. With this additional

noise in the type 2 task, type 2 sensitivity should decrease. This decrease in type 2

sensitivity can be seen in the type 2 ROC curve in panel e. There is more area

underneath the type 2 ROC curve when r2 = 0 than when r2 = 1.

We performed a maximum likelihood fit of meta-d0 to the simulated type 2 data

using the fmincon function in the optimization toolbox for Matlab (MathWorks,

Natick, MA), yielding a fit with parameter values meta-d0 = 1.07, meta-c = 0,

meta-c2,‘‘S1’’ = (-0.51, -0.77, -1.06), and meta-c2,‘‘S2’’ = (0.51, 0.77, 1.06). The

SDT graph for these parameter values is plotted in Fig. 3.4b.

Panels c and d demonstrate the component type 2 probabilities used for com-

puting the type 2 likelihood. The response-specific type 2 probabilities for r2 = 0

are not distributed the same way as those for r2 = 1, reflecting the influence of

adding noise to the internal response for the type 2 task. Computing meta-d0 for the
r2 = 1 data consists in finding the parameter values of the ordinary type 1 SDT

model that maximize the likelihood of the r2 = 1 response-specific type 2 data.

This results in a type 1 SDT model whose theoretical type 2 probabilities closely

14 Note that for this model, it is possible for x and x2 to be on opposite sides of the type 1

decision criterion c (see, e.g. Fig. 3.5a, b). This is not problematic, since only x is used to provide

the type 1 stimulus classification. It is also possible for x2 to surpass some of the type 2 criteria on

the opposite side of c. For instance, suppose that x = -0.5, x2 = +0.6, c = 0, and

cconf¼h
2;“S2” ¼ þ0:5. Then x is classified as an S1 stimulus, and yet x2 surpasses the criterion for

rating ‘‘S2’’ responses with a confidence of h. Thus, there is potential for the paradoxical result
whereby the type 1 response is ‘‘S1’’ and yet the type 2 confidence rating is rated highly due to
the relatively strong ‘‘S2’’-ness of x2. In this example, the paradox is resolved by the definition
of the type 2 decision rules stated above, which stipulate that internal responses are only
evaluated with respect to the response-specific type 2 criteria that are congruent with the type 1
response. Thus, in this case, the decision rule would not compare x2 with the type 2 criteria for
‘‘S2’’ responses to begin with. Instead, it would find that x2 does not surpass the minimal

confidence criterion for ‘‘S1’’ responses (i.e., x2[ c[ cconf¼2
2; “S1” ) and would therefore assign x2 a

confidence of 1. Thus, in this case, the paradoxical outcome is averted. But such potentially
paradoxical results need to be taken into account for any SDT model that posits a potential
dissociation between x and x2.
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match the empirical type 2 probabilities for the simulated r2 = 1 data (Fig. 3.4c, d).

Because type 2 ROC curves are closely related to these type 2 probabilities, the

meta-d0 fit also produces a type 2 ROC curve closely resembling the simulated

curve, as shown in panel e.

3.3.5 Interpretation of Meta-d0

Notice that because meta-d0 characterizes type 2 sensitivity purely in terms of the

type 1 SDT model, it does not explicitly posit any mechanisms by means of which

type 2 sensitivity varies. Although the meta-d0 fitting procedure gave a good fit to

data simulated by the toy r2 model discussed above, it could also produce simi-

larly good fits to data generated by different models that posit completely different

mechanisms for variation in type 2 performance. In this sense, meta-d0 is

descriptive but not explanatory. It describes how an ideal SDT observer with

similar type 1 response bias as the actual subject would have achieved the

observed type 2 performance, rather than explain how the actual subject achieved

their type 2 performance.

The primary virtue of using meta-d0 is that it allows us to quantify type 2 sen-

sitivity in a principled SDT framework, and compare this against SDT expectations

of what type 2 performance should have been, given performance on the type 1 task,

all while remaining agnostic about the underlying processes. For instance, if we find

that a subject has d0 = 2 and meta-d0 = 1, then (1) we have taken appropriate

SDT-inspired measures to factor out the influence of response bias in our measure of

type 2 sensitivity; (2) we have discovered a violation of the SDT expectation that

meta-d0 = d0 = 2, giving us a point of reference in interpreting the subject’s

metacognitive performance in relation to their primary task performance and

suggesting that the subject’s metacognition is suboptimal (provided the assumptions

of the SDT model hold); and (3) we have done so while making minimal assump-

tions and commitments regarding the underlying processes.

Another important point for interpretation concerns the raw meta-d0 value, as
opposed to its value in relation to d0. Suppose observers A and B both have meta-

d0 = 1, but d0A = 1 and d0B = 2. Then there is a sense in which they have

equivalent metacognition, as their confidence ratings are equally sensitive in

discerning correct from incorrect trials. But there is also a sense in which A has

superior metacognition, since A was able to achieve the same level of meta-d0 as B
in spite of a lower d0. In a sense, A is more metacognitively ideal, according to

SDT. We can refer to the first kind of metacognition, which depends only on meta-

d0, as ‘‘absolute type 2 sensitivity,’’ and the second kind, which depends on the

relationship between meta-d0 and d0, as ‘‘relative type 2 sensitivity.’’ Absolute and

relative type 2 sensitivity are distinct constructs that inform us about distinct

aspects of metacognitive performance.

For more on the interpretation of meta-d0, see Maniscalco and Lau [13].
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3.4 Response-Specific Meta-d0

Thus far we have considered how to characterize an observer’s overall type 2

sensitivity using meta-d0, expounding upon the method originally introduced in

Maniscalco and Lau [13]. Here we show how to extend this analysis and char-

acterize response-specific type 2 sensitivity in terms of the type 1 SDT model.

In the below we focus on ‘‘S1’’ responses, but similar considerations apply for

‘‘S2’’ responses.
We wish to find the type 1 SDT parameters h that provide the best fit to the type

2 ROC curve for ‘‘S1’’ responses, i.e. the set of empirical FARconf¼h
2;“S1” ;HR

conf¼h
2; “S1”

� �

for all h satisfying 2 B h B H. Thus, we wish to find the h that maximizes the

likelihood of the type 2 probabilities for ‘‘S1’’ responses, using the usual meta-d0

fitting approach. This is essentially equivalent to applying the original meta-d0

procedure described above to the subset of the model and data pertaining to ‘‘S1’’
responses.

Thus, we wish to solve the optimization problem

h�
“S1” ¼ arg max

h“S1”

L2;“S1” h“S1” j datað Þ;

subject to: meta-c0
“S1” ¼ c0; c meta-cascending

� �

where

h“S1” ¼ meta-d0
“S1”;meta-c“S1”;meta-c2;“S1”

� 	

L2;“S1” h“S1” j datað Þ /
Y

y;s

Probh conf ¼ y j stim ¼ s; resp ¼ “S1”ð Þndataðconf¼y j stim¼s; resp¼“S1”Þ

meta-d0“S1” 2 h�
“S1” measures type 2 sensitivity for ‘‘S1’’ responses.

The differences between this approach and the ‘‘overall’’ meta-d0 fit are

straightforward. The same likelihood function is used, but with the index r fixed to

the value ‘‘S1’’. h“S1” is equivalent to h except for its omission of metac2;“S2”, since

type 2 criteria for ‘‘S2’’ responses are irrelevant for fitting ‘‘S1’’ type 2 ROC

curves. The type 1 criterion meta-c‘‘S1’’ is listed with a ‘‘S1’’ subscript to distin-

guish it from meta-c‘‘S2’’, the type 1 criterion value from the maximum likelihood

fit to ‘‘S2’’ type 2 data. Since the maximum likelihood fitting procedure enforces

the constraint meta-c0‘‘S1’’ = c0, it follows that meta-c‘‘S1’’ = meta-d0‘‘S1’’ 9 c0.
Thus, in the general case where meta-d0‘‘S1’’ = meta-d0‘‘S2’’ and c0 = 0, it is also

true that meta-c‘‘S1’’ = meta-c‘‘S2’’.
We provide free Matlab code, available online, for implementing this maximum

likelihood procedure for fitting the response-specific meta-SDT model to a data set

(see note at the end of the manuscript).
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3.4.1 Toy Example of Response-Specific Meta-d0 Fitting

An illustration of the response-specific meta-d0 fitting procedure is demonstrated in

Fig. 3.5 using simulated data. We use a similar model as that used in the previous

toy example of meta-d0 fitting. That is, we use the usual type 1 SDT model, except

we suppose that the internal response used to produce the type 2 judgment, x2, may

be a noisier version of its type 1 counterpart, x. This time, we additionally allow the

degree of added noisiness in x2 to differ for ‘‘S1’’ and ‘‘S2’’ responses. Formally,

x2 ¼
xþ n“S1”; n“S1” 	N 0; r2 “S1”ð Þ if x� c

xþ n“S2”; n“S2” 	N 0; r2;“S2”
� 	

if x[ c

�

Different levels of type 2 noisiness for each response type allows for the

possibility that response-specific type 2 sensitivity can differ for ‘‘S1’’ and ‘‘S2’’
responses.

Wefirst considered theSDTmodelwithd0 = 2,c = 0,c2,‘‘S1’’ = (-0.5,-1,-1.5),

c2,‘‘S2’’ = (0.5, 1, 1.5) and r2,‘‘S1’’ = r2,‘‘S2’’ = 0. Because r2,‘‘S1’’ = r2,‘‘S2’’ = 0, this

is equivalent to the standard type 1 SDT model. The SDT graph for these parameter

values were used in the previous example, as illustrated in Fig. 3.4a. Using these

parameter settings,we constructed theoretical response-specific type 2ROCcurves, as

shown in Fig. 3.5c, d.

Next we simulated 10,000,000 trials using the same parameter values as the

previously consideredmodel, with the exception thatr2,‘‘S1’’ = 2/3 andr2,‘‘S2’’= 1/3.

Since r2,‘‘S2’’\r2,‘‘S1’’, for these simulated data there is more area underneath the

type 2 ROC curve for ‘‘S2’’ than for ‘‘S1’’ responses (Fig. 3.5c, d). The simulated

distributions of x2 values for correct and incorrect ‘‘S1’’ and ‘‘S2’’ responses is shown
in the top halves of Fig. 3.5a, b. Note that thismodel generates some x2 values that lie
on the opposite side of the type 1 criterion as the corresponding x value (which

determines the type 1 response). For all such trials, the type 1 response was deter-

mined only by x and confidence was set to 1. See footnote 14 above for more details.

We first performed a maximum likelihood fit of overall meta-d0 to the simulated

data, yielding a fit with parameter values meta-d0 = 1.17, meta-c = 0, meta-

c2,‘‘S1’’ = (-0.59, -0.79, -1.01), and meta-c2,‘‘S2’’ = (0.43, 0.80, 1.2).The theo-

retical type 2 ROC curves predicted by the SDT model with these parameter

values is displayed in Fig. 3.5c, d alongside the simulated data. Inspection of these

graphs suggests that the meta-d0 fit was able to account for differences in overall

levels of confidence for ‘‘S1’’ and ‘‘S2’’ responses, as reflected by the fact that

the response-specific curves are scaled in such a way as to mirror the scaling of the

empirical type 2 ROC curves. However, the meta-d0 fit cannot account for

the difference in type 2 sensitivity for ‘‘S1’’ and ‘‘S2’’ responses. Instead, the fit

produces overlapping type 2 ROC curves located midway between the empirical

‘‘S1’’ and ‘‘S2’’ curves, as if capturing something analogous to the average type 2

sensitivity for each response type. (See the inset of Fig. 3.5d for a plot of the meta-

d0 type 2 ROC curves for both response types.)
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Fig. 3.5 Response-specific meta-d0 fitting. a Simulated data and meta-d0 fit for ‘‘S1’’ responses.
Top Simulated distribution of x2 values for correct and incorrect ‘‘S1’’ responses for simulated

data with r2,‘‘S1’’ = 2/3. (See main text for details.) Note that many x2 values initially labeled

‘‘S1’’ cross over to the other side of the type 1 criterion after having type 2 noise added. These are

considered to be ‘‘S1’’ responses with confidence =1. See footnote 14 in main text for further

discussion. Bottom SDT parameters of meta-d0‘‘S1’’ fit. b Same as A, but for ‘‘S2’’ responses.
c Type 2 ROC curves for ‘‘S1’’ responses. Setting r2,‘‘S1’’ = 2/3 substantially reduces type 2

sensitivity, as revealed by the comparison of area under the ROC curves for r2,‘‘S1’’ = 2/3 and

r2,‘‘S1’’ = 0. Response-specific meta-d0 fits the data well, but meta-d0 provides an overestimate.

d Type 2 ROC curves for ‘‘S2’’ responses. Response-specific meta-d0 fits the ‘‘S2’’ data well, but
meta-d0 provides an underestimate. Inset Type 2 ROC curves for both ‘‘S1’’ and ‘‘S2’’ responses,
shown for the simulated data (black) and the meta-d0 fit (gray). The meta-d0 fit generates type 2

ROC curves intermediate between the empirical (simulated) ‘‘S1’’ and ‘‘S2’’ curves
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Next we performed a maximum likelihood fit for response-specific meta-d0 to
the simulated data. This yielded a fit with parameter values meta-d0‘‘S1’’ = 0.77,

meta-c‘‘S1’’ = 0, meta-c2,‘‘S1’’ = (-0.54, -0.73, -0.94) for ‘‘S1’’ responses, and

meta-d0‘‘S2’’ = 1.56, meta-c‘‘S2’’ = 0, meta-c2,‘‘S2’’ = (0.48, 0.87, 1.30) for ‘‘S2’’
responses. The SDT graph for these parameter values is plotted in the bottom

halves of Fig. 3.5a, b. The theoretical type 2 ROC curves corresponding to these

fits are displayed in Fig. 3.5c, d alongside the simulated data. It is evident that the

response-specific meta-d0 approach provides a close fit to the simulated data.

3.5 Response-Specific Meta-d0 and the Unequal

Variance SDT Model

3.5.1 Inferring Unequal Variance from the z-ROC

Curve Slope

Thus far we have discussed SDT models assuming that the variance of the internal

response distributions for S1 and S2 stimuli have equal variance. However, it is also

possible to relax this assumption and allow the variances to differ. In conventional

notation, we can define an additional parameter to the type 1 SDT model, s:

s ¼ rS1

rS2

We may refer to the SDT model parameterized with s as the unequal variance

SDT model, or UV-SDT. We may similarly refer to the more basic SDT model we

have discussed thus far as the equal variance SDT model or EV-SDT.

UV-SDT has been shown to have advantages over EV-SDT in capturing certain

data sets. The primary motivation for UV-SDT arises from the analysis of type

1 z-ROC curves. Given a set of type 1 (FAR, HR) points, a z-ROC curve may be

constructed by plotting z(HR) against z(FAR), where z denotes the inverse of the

cumulative distribution function for the normal distribution. That is,

z pð Þ ¼ x; such that U x; 0; 1ð Þ ¼ p

According to SDT, since FAR and HR are generated by the normal cumulative

distribution function evaluated at some location on the decision axis X, it should
follow that z(FAR) and z(HR) correspond to locations on X. More specifically, it

can be shown that z(FAR) quantifies the distance between the mean of the S1
distribution and the criterion used to generate that FAR, as measured in units of the

standard deviation of the S1 distribution [and similarly for z(HR)]. That is,
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z FARcð Þ ¼ lS1 � c

rS1
; FARc ¼ 1� U c; lS1; rS1ð Þ

z HRcð Þ ¼ lS2 � c

rS2
; HRc ¼ 1� U c; lS2; rS2ð Þ

The slope of the z-ROC curve for a set of (FARc, HRc) represents how changes

in z(HRc) relate to changes in z(FARc). According to SDT, this is equivalent to

how changes in the criterion c, as measured in rS2 units, are related to changes in

the same quantity c as measured in rS1 units, since

z-ROC slope ¼ DzðHRÞ
DzðFARÞ ¼

Dc=rS2
Dc=rS1

¼ rS1

rS2
¼ s

3.5.2 Constructing Pseudo Type 1 ROC Curves

from Type 2 Data

Under EV-SDT, where rS1 = rS2, the z-ROC curve should therefore be linear with

a slope of 1, since changing c by d units of rS2 is equivalent to changing c by d

units of rS1. Under UV-SDT, the z-ROC curve should be linear with a slope of s,
since changing c by d units of rS1 is equivalent to changing c by s 9 d units of rS2.

Thus, empirical instances of linear z-ROC curves with non-unit slope have been

taken to constitute empirical support for the UV-SDT model (e.g. [20]).

Constructing empirical type 1 ROC curves requires manipulating response bias

in order to collect multiple type 1 (FAR, HR) points at the same level of sensi-

tivity. One method of accomplishing this is to place the subject in multiple

experimental conditions that tend to induce different response biases, e.g. due to

different base rates of stimulus presentation or payoff structures [12, 22]. However,

this method is somewhat resource intensive.

A popular alternative strategy for constructing empirical type 1 ROC curves is

to use the conjunction of type 1 and type 2 judgments in order to emulate distinct

type 1 judgments. For instance, suppose the observer classifies a stimulus as S1 or

S2 and then rates confidence as high or low. FAR and HR are determined by how

often the observer responds ‘‘S2.’’ But we can also imagine that, had the subject

been very conservative in responding ‘‘S2,’’ he might have only done so for those

trials in which he endorsed the ‘‘S2’’ response with high confidence. Thus, we can

compute a second (FAR, HR) pair by provisionally treating only ‘‘high confidence

S2’’ trials as ‘‘S2’’ responses. Similarly, we can emulate a liberal type 1 response

bias by provisionally treating anything other than a ‘‘high confidence S1’’ response
as an ‘‘S2’’ response. This procedure would thus allow us to derive 3 points on the

type 1 ROC curve from a single experimental session.

Following the naming convention introduced by Galvin et al. [9], we will refer

to the type 1 ROC curve constructed in this way as the pseudo type 1 ROC curve,
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and the extra (FAR, HR) points generated from confidence ratings as pseudo type 1

(FAR, HR). For a discrete H-point rating scale, we can derive 2H - 1 points on

the pseudo type 1 ROC curve. In addition to the usual (FAR, HR) pair as deter-

mined by the observer’s stimulus classification, we can compute new pseudo

(FAR, HR) pairs from ‘‘S1’’ and ‘‘S2’’ responses at each level of confidence h[ 1,

as

HRconf¼h
1	 2;“S1” ¼ 1� p resp ¼ “S1”; conf� h j stim ¼ S2ð Þ

FARconf¼h
1	 2;“S1” ¼ 1� p resp ¼ “S1”; conf� h j stim ¼ S1ð Þ

HRconf¼h
1	 2;“S2” ¼ p resp ¼ “S2”; conf� h j stim ¼ S2ð Þ

FARconf¼h
1	 2;“S2” ¼ p resp ¼ “S2”; conf� h j stim ¼ S1ð Þ

The subscript ‘‘1*2’’ denotes that these pseudo type 1 (FAR, HR) pairs are

being treated as type 1 data in spite of having been partially constructed from type

2 decisions.

The pseudo type 1 ROC curve has a straightforward interpretation on the SDT

graph. Each pseudo type 1 (FAR, HR) pair can be computed from the SDT model

by using the corresponding response-specific type 2 criterion in place of the type 1

criterion in the formula for FAR and HR:

HRconf¼h
1	 2;“SX” ¼ 1� U cconf¼h

2;“SX” ; lS2; rS2

� �

FARconf¼h
1	 2;“SX” ¼ 1� U cconf¼h

2;“SX” ; lS1; rS1

� �

where ‘‘SX’’ denotes either ‘‘S1’’ or ‘‘S2.’’ Figure 3.1a, b illustrates this principle.

3.5.3 Dependence of Pseudo Type 1 ROC Curves

on Response-Specific Type 2 ROC Curves

However, because the pseudo type 1 (FAR, HR) points depend on both type 1 and

type 2 judgments, they risk confounding type 1 and type 2 sensitivity. Indeed, we

will now demonstrate that pseudo type 1 (FAR, HR) points directly depend upon

type 1 and type 2 ROC data. For instance, consider the pseudo type 1 (FAR, HR)

for ‘‘S2’’ responses. It follows from the definition of these that

HRconf¼h
1	 2;“S2” ¼ p resp ¼ “S2”; conf� h j stim ¼ S2ð Þ

¼ p conf� h j resp ¼ “S2”; stim ¼ S2ð Þ � p resp ¼ “S2” j stim ¼ S2ð Þ
¼ HRconf¼h

2; “S2” � HR1
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FARconf¼h
1	 2;“S2” ¼ p resp ¼ “S2”; conf� h j stim ¼ S1ð Þ

¼ p conf� h j resp ¼ “S2”; stim ¼ S1ð Þ � p resp ¼ “S2” j stim ¼ S1ð Þ
¼ FARconf¼h

2; “S2” � FAR1

Similarly for ‘‘S1’’ responses,

HRconf¼h
1	 2;“S1” ¼ 1� p resp ¼ “S1”; conf� h j stim ¼ S2ð Þ

¼ 1� p conf� h j resp ¼ “S1”; stim ¼ S2ð Þ � p resp ¼ “S1” j stim ¼ S2ð Þ½ �
¼ 1� FARconf¼h

2; “S1” � 1� HR1ð Þ
h i

FARconf¼h
1	 2;“S1” ¼ 1� p resp ¼ “S1”; conf� h j stim ¼ S1ð Þ

¼ 1� p conf� h j resp ¼ “S1”; stim ¼ S1ð Þ � p resp ¼ “S1” j stim ¼ S1ð Þ½ �
¼ 1� HRconf¼h

2; “S1” � 1� FAR1ð Þ
h i

Thus, if separate cognitive mechanisms govern type 1 and type 2 judgments,

then it is possible that patterns in the pseudo type 1 ROC curve reflect aspects of

cognitive processing pertaining to type 2, rather than type 1, judgments. One such

theoretical pattern is revealed in the case of chance type 2 responding, as discussed

in Clifford et al. [3]. If an observer has chance levels of type 2 sensitivity, then

confidence ratings do not differentiate between correct and incorrect trials, and so

HR2 = FAR2. The pseudo type 1 ROC points constructed from such data would

consist in a linear scaling of the ‘‘true’’ (FAR1, HR1) pair by some constant

k = HR2 = FAR2. Thus, the pseudo type 1 ROC curve would consist of two line

segments, one connecting (0, 0) to (FAR1, HR1) (corresponding to chance type 2

performance for ‘‘S2’’ responses), the other connecting (FAR1, HR1) to (1, 1)

(corresponding to chance type 2 performance for ‘‘S1’’ responses); see Clifford

et al.’s Fig. 3.2c.

Here we make the observation that pseudo type 1 z-ROC curves with non-unit

slope can be generated by an EV-SDT model with differences in response-specific

meta-d0 (hereafter, RSM-SDT). By the same token, we observe that differences in

the area under response-specific type 2 ROC curves can be generated purely as a

consequence of the type 1 properties of the UV-SDT model. Thus, considerable

caution is warranted in making inferences about the cognitive processes that

underlie patterns in type 1 and type 2 ROC curves because of the possibility of

confusing the effects of different variance for type 1 distributions and different

suboptimalities for response-specific metacognitive sensitivity.
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Fig. 3.6 Response-specific meta-d0 model can fit patterns generated by the unequal variance SDT

model. aUV-SDTmodel and response-specific meta-d0 fit using EV-SDT.We used simulated trials

from a UV-SDT model with s = 0.7 to generate type 1 and type 2 ROC curves. The response-

specific meta-d0 fit was able to emulate the differences in the degree of distribution overlap for ‘‘S1’’
and ‘‘S2’’ responses exhibited by the UV-SDT model (compare distribution overlaps on either side

of the type 1 criterion in the top and bottom panels). b Type 1 ROC curve. We constructed pseudo

type 1ROC curves from the type 2 (FAR,HR) data produced by themeta-d0 fits and the type 1 (FAR,
HR) computed from the simulated data according to EV-SDT. Differences between UV-SDT and

the meta-d0 fits are difficult to discern on the pseudo type 1 ROC. c Type 1 z-ROC curve. On the

pseudo type 1 z-ROC curve it is apparent that UV-SDT produces a curve with a non-unit slope, and

that the curve based on response-specific meta-d0 under EV-SDT produced a close match. By

contrast, the curve based on the meta-d0 fit under EV-SDT produced a unit slope. d Response-

specific type 2 ROC curves. Under the UV-SDT model, there is more area under the type 2 ROC

curve for ‘‘S2’’ responses than there is for ‘‘S1’’ responses. This pattern is closely connected to the
non-unit slope on the type 1 z-ROC curve. As expected, response-specific meta-d0 but not overall
meta-d0 produced a good fit to this type 2 data
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3.5.4 RSM-SDT Fit to Data Generated by UV-SDT

We will illustrate the ability of differences in response-specific meta-d0 to produce

a non-unit slope on the pseudo type 1 z-ROC curve by simulating data from the

UV-SDT model and fitting it with RSM-SDT. We used the UV-SDT model with

d01 = 2, c1 = 0, c2,‘‘S1’’ = (-0.5, -1, -1.5), c2,‘‘S2’’ = (0.5, 1, 1.5), and s = 0.7,

where the ‘‘1’’ subscript for d0 and c denotes that these are measured in rS1 units.

The SDT graph for these parameter values is plotted in Fig. 3.6a. We simulated

10,000,000 trials and constructed the pseudo type 1 ROC curve, pseudo type 1

z-ROC curve, and response-specific type 2 ROC curves, as plotted in Fig. 3.6b–d.

Next, we performed both an overall meta-d0 fit and a response-specific meta-d0

fit to the data, both times using the EV-SDT model as a basis. Performing the

meta-d0 fit requires first calculating d0 and c for the simulated data. Performing the

calculations for d0 and c under the EV-SDT model yielded d0 = 1.7 and

c = 0.15.15 The overall meta-d0 fit resulted in parameter values of meta-d0 = 1.47,

meta-c = 0.13, c2,‘‘S1’’ = (-0.29, -0.74, -1.20), and c2,‘‘S2’’ = (0.51, 0.86, 1.20).

The response-specific meta-d0 fit resulted in parameter values of meta-

d0‘‘S1’’ = 1.05, meta-c‘‘S1’’ = 0.09, meta-c2,‘‘S1’’ = (-0.28, -0.69, -1.13) for ‘‘S1’’
responses, and meta-d0‘‘S2’’ = 2.40,16 meta-c‘‘S2’’ = 0.21, meta-c2,‘‘S1’’ = (0.65,

1.06, 1.45) for ‘‘S2’’ responses. From these parameter values, we computed the

theoretical response-specific type 2 ROC curves (Fig. 3.6d). We also constructed

the theoretical pseudo type 1 ROC curves (Fig. 3.6b, c) for the meta-d0 fits. It was
not possible to do this directly, since the meta-d0 fits are meant to describe type 2

performance rather than type 1 outcomes. Thus, we performed the following

procedure. From the meta-d0 fits, we obtained a set of response-specific (FAR2,

HR2) pairs. From the simulated data, we computed the ‘‘true’’ (FAR1, HR1) pair.

Then we computed a set of pseudo type 1 ROC points, (FAR1*2, HR1*2), using

the equations above that describe how to derive pseudo type 1 ROC points from

(FAR1, HR1) and a set of response-specific (FAR2, HR2).

Figure 3.6c shows that the UV-SDT model produced a linear z-ROC curve with

a slope lower than 1. It also demonstrates that the RSM-SDT fit produced a close

approximation to the UV-SDT data, whereas the overall meta-d0 fit did not. To

quantify these observations, we performed maximum likelihood fits of the

UV-SDT model onto (1) the simulated data originally generated by the UV-SDT

model, and (2) a new set of 10,000,000 simulated trials that followed a distribution

15 Note that the values for d0 and c recovered by EV-SDT analysis are slightly different from

those used in the generating UV-SDT model due to their differing assumptions about the

distribution variances.
16 The value of meta-d0‘‘S2’’ at 2.4 was substantially larger than the value of d0 at 1.7, an unusual

result as we would typically expect meta-d0 B d0 [13]. However, constraining the RSM-SDT fit

such that meta-d0‘‘S2’’ B d0 still produced data that gave a reasonable approximation to the z-ROC

curve. Fitting the UV-SDT model to the data distributed according to this RSM-SDT fit yielded

s = 0.83, demonstrating that even with the constraint that meta-d0‘‘S2’’ B d0, RSM-SDT still

produced a z-ROC curve with non-unit slope.
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of outcomes following the theoretical pseudo type 1 ROC curve generated by the

RSM-SDT fit, and (3) similarly for the overall meta-d0 fit. The UV-SDT fit to the

UV-SDT generated data yielded s = 0.7, successfully recovering the true value of

s in the generating model. The UV-SDT fit to the data distributed according to

RSM-SDT yielded a closely matching s = 0.72. The UV-SDT fit to the data

distributed according to the overall meta-d0 fit yielded s = 0.98 since this model

has no mechanism with which to produce non-unit slopes on the z-ROC curve.

The relationship between the slope of the pseudo type 1 z-ROC curve and area

under the response-specific type 2 ROC curves is made evident in Fig. 3.6d. The

data generated by the UV-SDT model produced a type 2 ROC curve for ‘‘S2’’
responses that has substantially more area underneath it than does the type 2 ROC

curve for ‘‘S1’’ responses. Intuitively, this is due to the fact that when s\ 1, the S1
and S2 distributions overlap less for ‘‘S2’’ responses than they do for ‘‘S1’’
responses (see Fig. 3.6a). As expected, the response-specific meta-d0 fit is able to

accommodate this pattern in the response-specific type 2 ROC curves, whereas the

overall meta-d0 fit is not.

3.5.5 UV-SDT Fit to Data Generated by RSM-SDT

Just as RSM-SDT can closely fit data generated by UV-SDT, here we show that

UV-SDT can produce patterns of data similar to those generated by an RSM-SDT

model. For this example, we once again use the model described in the section

‘‘Toy example of response-specific meta-d0 fitting.’’ This model has two param-

eters, r2,‘‘S1’’ and r2,‘‘S2’’, that control the level of noisiness in type 2 sensitivity for

‘‘S1’’ and ‘‘S2’’ responses. We simulated 10,000,000 trials using parameter values

d0 = 2, c = 0, c2,‘‘S1’’ = (-0.5, -1, -1.5), c2,‘‘S1’’ = (0.5, 1, 1.5), r2,‘‘S1’’ = 1.5,

and r2,‘‘S2’’ = 0.

We fit the RSM-SDT model to this data set, yielding a fit with meta-

d0‘‘S1’’ = 0.78, meta-c‘‘S1’’ = 0, meta-c2,‘‘S1’’ = (-0.54, -0.73, -0.94) for ‘‘S1’’
responses, and meta-d0‘‘S2’’ = 2.00, meta-c‘‘S2’’ = 0, and meta-c2,‘‘S2’’ = (0.50,

1.00, 1.50) for ‘‘S2’’ responses. The SDT graphs for these fits are plotted in the top

half of Fig. 3.7a.

17 Note that the nature of the UV-SDT model inherently places constraints upon the set of type 1

and type 2 ROC curves that can be exhibited at the same time, whereas the method for fitting

meta-d0 minimizes constraints of type 1 performance upon the type 2 fit. Additionally, the

likelihood function for the UV-SDT model is built from pseudo type 1 probabilities of the form

p(resp = r, conf = y|stim = s). This is different from the likelihood function for fitting meta-d0,
which is built from type 2 probabilities of the form p(conf = y|stim = s, resp = r). Thus,

whereas the meta-d0 algorithm is specialized for fitting type 2 data, the fit for the UV-SDT model

must account for variance in both type 1 and type 2 responses, entailing potential tradeoffs in the

fit. Fitting UV-SDT to the data with a type 2 likelihood function achieves a near perfect fit to the

type 2 ROC curves, albeit with a very poor fit to the type 1 ROC curve (data not shown).

60 B. Maniscalco and H. Lau



Fig. 3.7 The unequal variance SDT model can fit patterns generated by asymmetries in response-

specific metacognitive sensitivity. a Response-specific meta-d0 and UV-SDT fits to simulated data.

We returned to the model depicted in Fig. 3.5, simulating trials with r2,‘‘S1’’ = 1.5 and r2,‘‘S2’’ = 0.

The top half of this panel depicts the response-specific meta-d0 fit for the simulated data. The

bottom half depicts the UV-SDT fit. b Type 1 ROC curves. c Type 1 z-ROC curves. We produced

type 1 ROC curves from the meta-d0 fits using the same procedure as in Fig. 3.6. Both the

response-specific meta-d0 fit and the UV-SDT fit provided a close match to the type 1 ROC curves

of the generating model. d Response-specific type 2 ROC curves. The UV-SDT model slightly

overestimated area under the response-specific type 2 ROC curves, but still captured the fact that

there is more area under the curve for ‘‘S2’’ responses than for ‘‘S1’’ responses
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Next, we found the maximum likelihood fit of the UV-SDT model to this data

set. This yielded a fit with d01 = 2.14, c1 = -0.15, c2,‘‘S1’’ = (-0.89, -1.12,

-1.37), c2,‘‘S2’’ = (0.43, 1.06, 1.72), and s = 0.75. The SDT graph for this fit is

plotted in the bottom half of Fig. 3.7a.

As shown in Fig. 3.7c, the simulated data and meta-d0 fit produce a pseudo type

1 z-ROC curve with a small deviation from linearity due to an upward-going kink

in the curve corresponding to the ‘‘true’’ (FAR, HR) point. Nonetheless, this curve

is closely approximated by the linear z-ROC curve with slope = 0.75 produced by

the UV-SDT model fit. The deviation between the UV-SDT fit and the generating

model is more clearly pronounced on the response-specific type 2 ROC curves.

Although the UV-SDT model overestimates the area under both curves, it none-

theless captures the qualitative pattern that there is more area under the curve for

‘‘S2’’ responses than for ‘‘S1.’’17

3.6 Discussion

3.6.1 Implications for Interpretation and Methodology

of SDT Analysis of Type 1 and Type 2 Processes

The foregoing analyses suggest that extra caution should be exercised when

interpreting ROC curves. Constructing z-ROC curves using confidence rating data

risks conflating the contributions of type 1 and type 2 performance. Non-unit slopes

on these pseudo type 1 z-ROC curves can occur due to response-specific differences

in type 2 processing even when the underlying type 1 stimulus distributions have

equal variance. Thus, inferences about the nature of type 1 processing based on the

pseudo type 1 z-ROC curve slope may not always be justified.

This is especially a concern in light of empirical demonstrations that type 1 and

type 2 performance can dissociate; e.g., Rounis et al. [17] found that applying

transcranial magnetic stimulation to dorsolateral prefrontal cortex selectively

diminishes type 2, but not type 1, sensitivity, and Fleming et al. [8] found that

between-subject anatomical variation in frontal cortex correlates with variability in

type 2 sensitivity even when type 1 sensitivity is held constant across subjects. This

suggests that type 2 sensitivity is subject to sources of variation that do not affect

type 1 processing. In turn, this suggests that estimates of the relative variances in

type 1 stimulus distributions based on the pseudo type 1 ROC curve may be unduly

affected by factors that cause variation in type 2, but not type 1, processing.

By the same token, however, differences in response-specific type 2 ROC

curves do not necessarily entail differences specifically at the level of type 2 or

‘‘metacognitive’’ processing. Instead, such differences are potentially attributable

to differences in basic attributes of type 1 processing, such as type 1 sensitivity,

criterion placement, and/or the variability of the type 1 stimulus distributions. For

instance, Kanai et al. [11] observed that area under the type 2 ROC curve for
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‘‘signal absent’’ responses were poorer for manipulations that target perceptual,

rather than attentional, processes. They inferred that perceptual, but not atten-

tional, manipulations disrupted processing at early levels of processing, such that

subjects lacked introspective awareness regarding the source of their failure to

detect the target. However, an alternative explanation might be that the type 2

ROC curves differed purely as a consequence of differences in d0, c, and

s. Reducing the values of d0, c, and s can all potentially lead to reductions in area

under the type 2 ROC curve for ‘‘S1’’ responses. Thus, it is possible that the

differences in the type 2 ROC curves for the perceptual and attentional manipu-

lations might be explicable purely in terms of differences in low-level processing,

rather than in terms of differences across levels of processing. This is an example

of the more general principle upon which our whole approach to type 2 analysis is

founded, the principle which necessitates the need for a measure like meta-d0:
Since type 2 ROC curves depend on the parameters of the type 1 SDT model, it is

crucial to interpret type 2 data in the context of the empirical type 1 data, and to

consider the extent to which the relationship between the type 1 and type 2 data

conforms to or violates SDT expectation [9, 13].

Galvin et al. [9] similarly cautioned against the use of pseudo type 1 ROC

curves to make inferences about type 1 processes. They suggested that so-called

type 1 ratings (e.g. ‘‘rate your confidence that the stimulus was S2 on a scale of

1–8’’) may offer a window into type 1 processing that type 2 ratings (e.g. ‘‘rate

your confidence that your ‘‘S1’’ or ‘‘S2’’ response was correct on a scale of 1–4’’)

do not. However, it is not clear that the cognitive mechanisms required to generate

such type 1 ratings would differ substantively from those needed for the type 2

ratings, and the informational content of type 1 and type 2 ratings may turn out to

be identical, differing only in superficial aspects. In their discussion, Galvin et al.

point out that it may be difficult to create a type 2 decision rule that captures the

behavior of type 1 ratings. (Per our discussion in the section titled ‘‘Comparison of

the current approach to that of Galvin et al. [9]’’, we might say that this is

analogous to the problem regarding how to create a type 2 decision rule that

adequately captures the empirically observed relationships between the placement

of response-specific type 2 criteria.) However, we note that the potential difficulty

of such a mapping may simply reflect the possibility that observers do not, in fact,

explicitly compute an overall type 2 decision variable as such, or perhaps only do

so in a heuristic or variable way.

It may be possible to use z-ROC data to estimate distribution variances without

the confounding influence of response-specific type 2 processing by avoiding the

use of pseudo type 1 z-ROC curves. Instead, type 1 ROC curves can be constructed

by using experimental interventions that directly target type 1 decision processes,

such as direct instruction, changes in stimulus base rates, or changes in the payoff

matrix. On the presumption that such manipulations are not themselves targeting

processes that depend on metacognitive or type 2 kind of processing, ROC curves

constructed in this way might offer purer windows into the nature of type 1

processing, relatively uncontaminated by the influence of type 2 processing.
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This suggestion is consistent with the observation that pseudo type 1 ROC

curves do not always behave the same as ‘‘true’’ type 1 ROC curves generated by

direct manipulation of the type 1 criterion. For instance, Markowitz and Swets [14]

found that estimates of s in auditory detection tasks depend on signal strength for

pseudo, but not true, type 1 ROC curves; Van Zandt [23] found that estimates of

s based on pseudo type 1 ROC curves varied depending on the degree of bias in the

true type 1 criterion (thus implying that not all pseudo type 1 ROC curves yield

the same estimate of s as the ‘‘true’’ type 1 ROC curve); and Balakrishnan [1],

replicated in Mueller and Weidemann [15], found that pseudo type 1 ROC points

can fall below the true type 1 ROC curve constructed under the same experimental

conditions. Empirical results like these suggest that pseudo and true-type 1 ROC

curves may indeed tap into distinct cognitive processes, which is consistent with

our observations that (1) the pseudo type 1 ROC curve has a direct mathematical

relationship with response-specific type 2 ROC curves, and (2) type 2 ROC

curves are subject to sources of variation that do not affect type 1 performance

(e.g. [8, 17]).

These considerations also have implications for the methodology of estimating

meta-d0. In the current work, and previously, we have considered estimation of

meta-d0 in the context of equal variance SDT. Only a simple extension of the

methodology is needed to perform meta-d0 analysis based on the UV-SDT model.

Presumably the value of s would be set to a fixed value in the meta-SDT model

based on the characteristics of the empirical data being characterized, analogous to

the treatment of meta-c0. Then the interpretation of meta-d0 based upon the

UV-SDT model could be expanded to say e.g. ‘‘suppose there is an ideal SDT

observer O who exhibits a response bias (c0) and unequal type 1 variance

(s) similar to those of subject X. In order for O to produce response-specific type 2

ROC curves like those of X, O would need a d0 equal to so-and-so.’’

However, it is unclear how we could or should arrive at the value of s to be used
for such an UV meta-SDT model. As we have seen, the pseudo type 1 ROC curve

has a direct mathematical relationship with response-specific type 2 ROC curves,

opening up the possibility that measures of s based on the pseudo type 1 ROC

curve are confounded by independent sources of variation in type 2 sensitivity. It is

not clear that deriving a value for s from pseudo type 1 data, and then using that

value of s in a characterization of the type 2 sensitivity exhibited by the very same

confidence ratings used to estimate the value of s in the previous step, would be

desirable. One potential workaround, as discussed above, might be to indepen-

dently estimate the type 1 ROC curve based upon direct manipulations of type 1

response bias across experimental conditions. The estimate of s derived from the

‘‘true’’ type 1 ROC curve could then be used to fit an UV meta-SDT model to

the type 2 data.

Another option is to gracefully sidestep the problem of UV by utilizing

experimental designs that tend to produce data that is adequately characterized by

EV-SDT. For example, in 2-interval forced choice designs, the S1 stimulus may

appear in one of two spatial or temporal intervals, while the S2 stimulus appears in

the other. The observer must report whether the stimulus sequence on the current
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trial was\S1, S2[or\S2, S1[ (e.g. spatially, ‘‘S1 was on the left and S2 was on

the right’’ or temporally, ‘‘S2 came first and S1 came second’’). Intuitively, internal

responses should be equally variable for\S1, S2[and\S2, S1[sequences, even

if internal responses to S1 and S2 themselves are not equally variable. This result

can be more formally derived from the SDT model [12] and has been observed in

empirical data (e.g. [18]). Thus, the 2-inveral forced choice design may provide an

experimental paradigm that circumvents concerns related to the UV-SDT model

and facilitates usage of EV-SDT.

Another possibility is to create a variation of the SDT model that includes

structures to account both for UV and variation in type 2 sensitivity (a simple

example of the latter being the r2 model used earlier). It is possible that finding the

best fit of such a model to a data set could arbitrate to some extent on the relative

contributions of UV and response-specific metacognition to patterns in the data.

Such an approach would constitute something of a departure from the meta-d0

methodology discussed here. However, it seems likely that such a model-based

approach would still need to be supplemented by experimental designs intended to

produce data that specifically arbitrate between the mechanisms in question, and it

is not clear that the standard form of the two-choice task with confidence ratings

provides such a design. Ultimately, analysis of how computational models fit the

data needs to be supplemented with other empirical and conceptual considerations

in order to make strong inferences about the underlying cognitive processes.

3.7 Code for Implementing Overall and Response-Specific

Meta-d0 Analysis

We provide free Matlab scripts for conducting type 1 and type 2 SDT analysis,

including functions to find the maximum likelihood fits of overall and response-

specific meta-d0 to a data set, at http://www.columbia.edu/*bsm2105/type2sdt

Acknowledgements This work was supported by Templeton Foundation Grant 21569 (H.L.).

We thank Dobromir Rahnev and Guillermo Solovey for comments on an earlier version of the

manuscript.

References

1. Balakrishnan JD (1998) Measures and Interpretations of vigilance performance: evidence

against the detection criterion. Hum Factors: J Hum Factors Ergon Soc 40(4):601–623.

doi:10.1518/001872098779649337

2. Clarke FR, Birdsall TG, Tanner J (1959) Two types of ROC curves and definitions of

parameters. J Acoust Soc Am 31(5):629–630. doi:10.1121/1.1907764

3. Clifford CWG, Arabzadeh E, Harris JA (2008) Getting technical about awareness. Trends

Cogn Sci 12(2):54–58. doi:10.1016/j.tics.2007.11.009

3 Signal Detection Theory Analysis of Type 1 and Type 2 Data 65

http://www.columbia.edu/~bsm2105/type2sdt
http://dx.doi.org/10.1518/001872098779649337
http://dx.doi.org/10.1121/1.1907764
http://dx.doi.org/10.1016/j.tics.2007.11.009


4. Dorfman DD, Alf E (1969) Maximum-likelihood estimation of parameters of signal-detection

theory and determination of confidence intervals–Rating-method data. J Math Psychol

6(3):487–496. doi:10.1016/0022-2496(69)90019-4

5. Egan JP (1975) Signal detection theory and ROC analysis. Academic Press, New York

6. Evans S, Azzopardi P (2007) Evaluation of a ‘‘bias-free’’ measure of awareness. Spat Vis

20(1–2):61–77

7. Fleming SM, Maniscalco B, Amendi N, Ro T, Lau H (in review). Action-specific disruption

of visual metacognition

8. Fleming SM, Weil RS, Nagy Z, Dolan RJ, Rees G (2010) Relating introspective accuracy to

individual differences in brain structure. Science 329(5998):1541–1543. doi:10.1126/science.

1191883

9. Galvin SJ, Podd JV, Drga V, Whitmore J (2003) Type 2 tasks in the theory of signal

detectability: discrimination between correct and incorrect decisions. Psychon Bull Rev

10(4):843–876. doi:15000533

10. Green DM, Swets JA (1966) Signal detection theory and psychophysics. Wiley, New York

11. Kanai R, Walsh V, Tseng C-H (2010) Subjective discriminability of invisibility: a framework

for distinguishing perceptual and attentional failures of awareness. Conscious Cogn. doi:10.

1016/j.concog.2010.06.003

12. Macmillan NA, Creelman CD (2005) Detection theory: a user’s guide, 2nd edn. Lawrence

Erlbaum

13. Maniscalco B, Lau H (2012) A signal detection theoretic approach for estimating

metacognitive sensitivity from confidence ratings. Conscious Cogn 21(1):422–430. doi:10.

1016/j.concog.2011.09.021

14. Markowitz J, Swets JA (1967) Factors affecting the slope of empirical ROC curves:

comparison of binary and rating responses. Percept Psychophysics 2(3):91–100. doi:10.3758/

BF03210301

15. Mueller ST, Weidemann CT (2008) Decision noise: an explanation for observed violations of

signal detection theory. Psychon Bull Rev 15(3):465–494. doi:18567246

16. Ogilvie JC, Creelman CD (1968) Maximum-likelihood estimation of receiver operating

characteristic curve parameters. J Math Psychol 5(3):377–391. doi:10.1016/0022-2496(68)

90083-7

17. Rounis E, Maniscalco B, Rothwell JC, Passingham RE, Lau H (2010) Theta-burst

transcranial magnetic stimulation to the prefrontal cortex impairs metacognitive visual

awareness. Cogn Neurosci 1(3):165–175. doi:10.1080/17588921003632529

18. Schulman AJ, Mitchell RR (1966) Operating characteristics from Yes-No and Forced-Choice

procedures. J Acoust Soc Am 40(2):473–477. doi:10.1121/1.1910098

19. Swets JA (1986) Indices of discrimination or diagnostic accuracy: their ROCs and implied

models. Psychol Bull 99(1):100–117. doi:3704032

20. Swets JA (1986) Form of empirical ROCs in discrimination and diagnostic tasks:

implications for theory and measurement of performance. Psychol Bull 99(2):181–198

21. Swets JA, Tanner WP Jr, Birdsall TG (1961) Decision processes in perception. Psychol Rev

68(5):301–340. doi:10.1037/h0040547

22. Tanner WP Jr, Swets JA (1954) A decision-making theory of visual detection. Psychol Rev

61(6):401–409

23. Van Zandt T (2000) ROC curves and confidence judgements in recognition memory. J Exp

Psychol Learn Mem Cogn 26(3):582–600

66 B. Maniscalco and H. Lau

http://dx.doi.org/10.1016/0022-2496(69)90019-4
http://dx.doi.org/10.1126/science.1191883
http://dx.doi.org/10.1126/science.1191883
http://dx.doi.org/15000533
http://dx.doi.org/10.1016/j.concog.2010.06.003
http://dx.doi.org/10.1016/j.concog.2010.06.003
http://dx.doi.org/10.1016/j.concog.2011.09.021
http://dx.doi.org/10.1016/j.concog.2011.09.021
http://dx.doi.org/10.3758/BF03210301
http://dx.doi.org/10.3758/BF03210301
http://dx.doi.org/18567246
http://dx.doi.org/10.1016/0022-2496(68)90083-7
http://dx.doi.org/10.1016/0022-2496(68)90083-7
http://dx.doi.org/10.1080/17588921003632529
http://dx.doi.org/10.1121/1.1910098
http://dx.doi.org/3704032
http://dx.doi.org/10.1037/h0040547


Chapter 4

Kinds of Access: Different Methods
for Report Reveal Different Kinds
of Metacognitive Access

Morten Overgaard and Kristian Sandberg

Abstract In experimental investigations of consciousness, participants are asked

to reflect upon their own experiences by issuing reports about them in different

ways. For this reason, a participant needs some access to the content of her own

conscious experience in order to report. In such experiments, the reports typically

consist of some variety of ratings of confidence or direct descriptions of one’s own

experiences. Whereas different methods of reporting are typically used inter-

changeably, recent experiments indicate that different results are obtained with

different kinds of reporting. We argue that there is not only a theoretical, but also

an empirical difference between different methods of reporting. We hypothesise

that differences in the sensitivity of different scales may reveal that different types

of access are used to issue direct reports about experiences and metacognitive

reports about the classification process.
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4.1 Introduction and Definitions

Although ‘metacognition’, ‘verbal reports’ and even ‘introspection’ have become

legitimate concepts in cognitive neuroscience, they are rarely clearly defined, and

their relations to cognition and consciousness are often even more elusive. Here,

we attempt to show how these concepts may be understood, how they relate to

each other, and present empirical arguments which support a hypothesis that

introspection may be a unique type of metacognition, i.e. that introspective reports

are empirically different from other kinds of metacognitive reports.

In consciousness research, authors typically refer to their behaviouralmeasures of

conscious experience as introspective or metacognitive (see for instance [1–3]), and

the two terms are often used interchangeably although they differ from a theoretical

perspective. In principle, metacognition is any cognitive process about a different

cognitive process, whereas introspection is closely tied to conscious experience.

Metacognition is thus a higher order process with cognition as its object, whereas

introspection is a higher order process with conscious experience as its object.

Although consciousness and cognition by several accountsmay be related to highly

overlapping brain processes, the concepts are defined differently. Cognition, as

described in Ulric Neisser’s landmark publication Cognitive Psychology [4], is

defined as the transformation and use of sensory input, and how these processes work

even in the absence of input as in hallucinations or imagination. The ‘transformations’

or ‘processes’ are not themselves observable, but are inferred based on observations of

behaviour. Cognition is thus some sort of processing, and it can usually be functionally

defined—a cognitive scientist can examine the workings and purpose of the memory

system, for instance. In cognitive science, it is not unusual to investigate certain

cognitive states that are said to be about other cognitive states rather than external

phenomena—so-called metacognitive states [5]. An important aspect of cognitive

science theory is the idea that our knowledge of ourselves is basically inferential and

not based on privileged access to one’s own mental processes. Nevertheless, this

inferential information, it is argued, is frequently causally related to our actions. It is

because we have certain ideas about our own qualities or disadvantages that we decide

to take a certain career path or give up on another. It is because we thinkwewould like

a particular kind of music that we chose to paymoney to attend one particular concert.

This way, a person can in principle perform a metacognitive judgment without trying

to evaluate his mental processes or strategies directly, although at other times,

a metacognitive judgment might involve some kind of evaluation of an internal

process. This could for instance be the case when a participant in a psychological

experiment is asked to rate his confidence in having performed a visual discrimination

task successfully. In other words, metacognition does not require that the information

used to evaluate amental process is obtained by probing the system (by use of another,

internal mental process), although in some cases it may.

There are several meanings of the word ‘consciousness’. One use of ‘conscious’

is applied to a person’s total or background state (what is sometimes called ‘state

consciousness’). A person is conscious, in this sense, if he or she is, say, alert and

68 M. Overgaard and K. Sandberg



awake rather than being asleep or even in a coma. However, most attempts to

capture the meaning of the term consciousness seem to focus on a second aspect,

the contents of consciousness. Some philosophers use terms such as ‘qualia’, while

others prefer ‘subjective experience’, ‘phenomenal consciousness’, ‘conscious

awareness’ and the like.

Consciousness has become a fast growing topic of interest in empirical

research, and consequently scientists are methodologically dependent on more

than the presence or absence of consciousness in order to study it. They need

participants to be able to give some sort of report or externally observable indi-

cation that they experience something, thus leading to a renewed interest in how

participants report and introspect. Introspection, however, is hardly a new method.

At the beginning of experimental psychology William James, for one, believed

that one method to study the mind should be the direct, inner observation of

consciousness [6]. Common to classical as well as more recent discussions of

introspection is the necessary link to conscious experience. A broadly discussed

account, mentioned by William James among others, defines introspection as a

self-reflective, retrospective process in which one’s memory trace of the original

target mental state is inspected. In more recent accounts, introspection is under-

stood and investigated as an ‘on-line’ inspection of current and ongoing mental

states. The available definitions of introspection agree, however, that it should be

defined as some sort of observation of or attention to what is subjectively expe-

rienced [6–8], for which reason there cannot be introspection without experience

as a matter of definition.

As we can see from the above, there are many intuitive similarities between the

concepts of metacognition and introspection, yet the two are differently defined.

Whereas metacognition is functionally defined as basically any cognitive state that

is about another cognitive state, introspection can only be about a specifically

conscious state. In this sense, both concepts can be said to be of ‘second order’ as

they are about another (first order) state.

Based on the reasoning so far, the following distinctions can be made

(Table 4.1).

Table 4.1 shows how introspection and metacognition are defined in different

ways although their use overlaps greatly. Metacognition is a concept with a

functional definition, whereas introspection is defined from a subjective perspec-

tive. This distinction has little to say about the relationship between metacognition

and introspection. Clearly, the relationship need not be a matter of opposition.

Rather, introspection might be a special kind of metacognition.

Table 4.1 Structure of definitions

‘First order’ mental state ‘Second order’ mental state

Functionally defined Cognition Metacognition

Subjectively defined Consciousness Introspection
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4.1.1 Methodological Consequences

Just as consciousness should not be confused with introspection, introspection

should not be confused with a report. A report is, in this context, an intended

communication by a participant and may be delivered verbally or by any other

kind of controlled behaviour (signs, button presses or whatever). We may have full

metacognitive or introspective knowledge of some mental event but choose not to

report it, to lie about it or to report just one aspect of it, while not mentioning

another. Thus, introspection and metacognition are fully dissociable from reports.

However, the opposite is not the case: Reports about conscious or cognitive states

are not dissociable from introspection or metacognition.

These conceptual distinctions lead logically to a number of methodological

consequences. First of all, one methodological consequence is that any neurosci-

entific investigation of cognitive processes using metacognition or of conscious-

ness using introspection will have difficulties sorting out which brain activations

are related to the first order and to the second order states. This is, however, not to

say that nothing can be done experimentally to tease the levels apart. For one

thing, the second order states, as a matter of principle, cannot exist without the

simultaneous presence of a first order state, which it is about. First order states,

however, do not stand in any dependent relation to the second order states. One

might assume a certain temporal relation between them, so that the first order

mental states always occur before the second order state that is about the first order

state.

The number of methodological arguments against the use of introspection to

study consciousness is impressive. Most of them, however, circle around one

central claim that introspection does not give reliable and valid information about

conscious processes. Nisbett and Wilson [9] presented empirical evidence that

subjects have little introspective access to the causes of their choices and behav-

iour. In one example, they showed that participants had a bias to prefer objects

presented to the right, yet when asked, they never mentioned the location of the

object as their reason for preferring it. However, participants giving an intro-

spective report about liking objects presented to the right for some other reason

than the object’s location in space may be giving a perfectly good and scientifi-

cally usable report of what they experienced. Nisbett and Wilson correctly rejected

introspection as a methodology to learn about (some aspects of) choice and

decision-making, as the behavioural data suggested a very different explanation

from the one that participants reported. Considering Table 4.1, it should be clear

that an introspective report by definition is only about what is experienced and not

about cognitive processes [9, 10].

The discussion rests on a philosophical debate about whether introspection is

corrigible or not, or whether we have ‘privileged access’ to our own conscious-

ness. In the view presented here, where consciousness is considered subjective

and introspection is an attending to consciousness, introspection is incorrigible in

the sense that no external measure can directly access a person’s experiences.
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The introspective report, of course, may be corrected by the subject himself on

closer examination or if he was lying or otherwise somehow reporting subopti-

mally the first time. In this sense, you could be asked to calculate, say, 956 minus

394 and come up with the right answer, but when asked how you did it, produce a

report describing a method that logically would lead to a wrong answer. This

would make your report false as a description of how you actually performed the

math. However, it may still be correct as an introspective report, telling what you

experience when inspecting your memory of what happened.

Another argument against introspection has been that introspection is not

exclusive, i.e. it is not specifically and solely about the relevant conscious state

[11]. The flip side of the argument is that introspection is not exhaustive, i.e. there

may be more to the conscious state than what is captured by introspection. A fast

response to both sides of this argument is that it confuses introspection with the

report. The report may not be exhaustive and exclusive, as one, obviously, may not

report all aspects or report too many. One may, however, speculate that the

argument runs deeper. For instance, it might be the case that we do not introspect

all of our experiences at the same time, but, as it is the case with other functions of

attention, only partial information is selected for further processing. If this were

the case, one could ask participants to introspect on some aspects, but not all

aspects, of an experience. This would in that case have great importance for how to

study consciousness experimentally. The exact wording of instructions may have a

great impact on the way a participant attends to her own experiences and which

aspects that are introspectively accessed.

As the individuation of different conscious contents and cognitive states and

processes is an empirical matter, these speculations seem at least in principle to be

open to empirical investigation and resolution as well. Conscious contents are

individuated though the process of introspection, whereas cognitive states and

processes are individuated by inference from behaviour. The considerations so far

predict that different types of instructions and different types of report will give

rise to different results in experiments on consciousness due to a modulation of the

‘kind of access’ or ‘target of introspective attention’. We will discuss these find-

ings in the following.

4.2 Experiments Using Subjective Reports

Before discussing the most recent experimental findings, we provide a brief history

of how such measures have been used in empirical science and how the quality of

a measure might be evaluated.
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4.2.1 Subjective Measures: Methods and Issues

Subjective measures have been used in psychological science for more than

100 years. Possibly the first study is reported by Sidis [12]. He presented partic-

ipants with single letters or digits at various distances. The participants made

(introspective) judgements as to whether or not they could see what was on the

card followed by an attempt at identification. Sidis observed that even when

participants claimed not to see the letter or digit, they performed above chance on

the identification task. This kind of paradigm has also been referred to as the

subjective threshold or dissociation approach, and has since been used in

numerous studies, including very recent experiments [13]. Unconscious process-

ing, in this case, is presumed to be responsible for any above-chance performance

found when stimuli are below the so-called subjective criterion (i.e. when par-

ticipants claim to have no experience of the identity of the stimulus) [14]. In a

more recent variation of this, participants are asked instead to report their confi-

dence in being correct. This method is referred to as establishing unconscious

processing by ‘the guessing criterion’ [15].

Already, we see a difference between different scales of awareness. When using

the scale introduced by Sidis, participants are asked only to introspectively report

their experience, but not to draw any inferences about the accuracy of a classifi-

cation process. On the other hand, when participants are asked to report their

confidence in being correct (or in a slightly different paradigm described below,

place a wager on being correct), they perform a metacognitive judgment (‘how

good was the classification?’), and they are presumed to use (only) their conscious

experiences as the basis of this judgment [16]. One type of scale thus encourages

introspection (judgment of the clarity of the experience), whereas the other type of

scale encourages metacognition (judgment of the quality of the classification

process). Various theoretical arguments have been made in favour of both types of

scales [17], and in the following we focus mainly on empirical differences. Both

types of scales, however, use the dissociation approach as noted above.

There are certain problems with the dissociation approach. As a participant,

when you see something so vaguely that you have almost no confidence at all in

what you see, you may be reluctant to claim that you are in fact seeing something.

If anything, this tendency would be expected to increase when you know that an

experimenter will analyse your data to see if you are actually correct when you

claim to see something. In other words, it should in fact be expected that partic-

ipants in experiments are holding back information about very vague experiences

or about classifications in which they have very little confidence. However, it is

required of a subjective measure that it detect all relevant conscious knowledge (or

all experiences) [11, 18–20]. Technically, this has been referred to as exhaus-
tiveness [11], and we might expect that different measures will differ in their

degree of exhaustiveness.

Unfortunately, we cannot simply solve the problems associated with poor

exhaustiveness by using the scale that shows the greatest sensitivity as some scales
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might misclassify unconscious processes as conscious and thus give ‘opposite’

results. If, for instance, we used a purely behavioural measure such as task

accuracy to test for the presence of conscious experience—this is indeed some-

times done when experimenters want to make sure that no conscious experience is

present [14, 21]—we would risk classifying some unconscious information as

conscious. If we are to trust our scale, it should not classify any unconscious

information as conscious—that is, it should be exclusive [11]. As with exhaus-

tiveness, we might expect different scales to differ in the extent to which they are

exclusive.

Subjective measures of consciousness should obviously be as exhaustive and as

exclusive as possible, yet it is not entirely clear how to go about this. As we cannot

simply use the most sensitive scale (which might not be exclusive), we would have

to compare only those scales, which we have no reason to believe would mistake

unconscious processing for conscious processing. If there is no a priori reason to

suspect that a collection of scales are suboptimally exclusive, we can compare

their sensitivity, and the scale that is the most sensitive will be the most

exhaustive. This will thus be the preferred scale (all else being equal). Two

common ways in which scales are compared are (1) The amount of unconscious

processing they indicate, and (2) How well and how consistently ratings correlate

with accuracy. Under usual circumstances, for a scale to be maximally exhaustive,

it should indicate as little subliminal perception as possible (i.e. participants are

holding back the smallest amount of information), and the correlation between

accuracy and awareness should be as good as possible (i.e. there is a large dif-

ference in accuracy when participants claim to see nothing and when they claim to

have a clear experience). A further test for the trustworthiness of a measure is its

stability, e.g. it is not that ‘seeing nothing’ is associated with one accuracy level

one moment, and a completely different level the next. One or more of these

methods have been used to compare different awareness scales in a number of

experiments. These experiments are summarised below.

4.2.2 The Impact of Scale Steps

Overall, the impact on exhaustiveness has been examined for two types of scale

manipulations. First, modifications of the number and descriptions of scale steps

have been examined, and second, changes in the type of scale (e.g. whether

participants report consciousness, confidence or something else) has been exam-

ined. For the first manipulation, we are primarily aware of studies using purely

introspective measures and thus not drawing upon other metacognitive skills (such

as judgment of confidence in a classification process). For this reason, this section

draws more heavily on purely introspective measures.

A number of experiments have found above-chance performance when par-

ticipants claim to have no experience of the stimulus (i.e. when the stimulus is not

perceived according to the subjective threshold as established by an introspective
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report). However, Ramsøy and Overgaard [2] drew attention to the fact that many

such studies divide subjective experiences into ‘clear, vivid experiences’ and

‘nothing at all’, a division that might not capture the descriptions given by par-

ticipants, and previous studies might thus have used inappropriate introspective

measures. Participants often claim to experience stimuli in quite different ways

from trial to trial, and for that reason Ramsøy and Overgaard examined if any

subliminal perception was found if participants used a scale that followed their

own descriptions of experiences rather than a dichotomous all-or-none scale. Both

in a pilot study and in the actual experiment, participants performed a visual

discrimination task [forced-choice of position (three possible locations), form

(three geometric figures) and colour (three different colours] of stimulus) and

subsequently reported their awareness. They were asked to construct their own

awareness scale. Participants generally ended up using a 4-step scale with the

following scale step labels ‘No experience’, ‘Brief glimpse’, ‘Almost clear

experience’, and ‘Clear experience’ (this scale will be referred to as the perceptual

awareness scale, or PAS, in future experiments). When participants used the ‘Brief

glimpse’ category they reported no awareness of form, colour or shape (but instead

only a general vague experience of having seen something). A few participants

included two additional steps, but these had no separate descriptions and were

rarely used.

The results demonstrated that each PAS rating was related to a different

accuracy level, with accuracy increasing as a function of PAS rating. In other

words, the individual subjective ratings corresponded to different levels of

objective performance. Additionally, no statistically significant above-chance

performance was found when participants used the scale step ‘no experience’.

However, if the scale step for which participants claimed not to see stimulus

features or location (i.e. the ‘Brief glimpse’ category) was also included, above-

chance performance was indeed found as in previous studies. The study can be

criticised for not comparing the results to results obtained by an actual dichoto-

mous scale, and partly for this reason a second study was performed by Overgaard

et al. [22]. Another purpose of the study was to examine if awareness was gradual

in a general sense—i.e. if any feature can be perceived more or less clearly, or

whether partial awareness is simply full awareness of individual features as has

been hypothesised by others [23].

Data from Ramsøy and Overgaard [2] seemed to support the notion that

awareness is gradual in a general sense—i.e. that any stimulus feature can be

perceived in a gradual way. Even a line segment or a dot might be perceived more

or less clearly. Yet, based on the data, it was difficult to rule out that the reports of

partial awareness were caused by participants perceiving, e.g. one line of a geo-

metric figure. For this reason, very simple stimuli were used in the 2006 study:

Participants were presented with small grey lines on a white background. Most

grey lines were tilted 45� clockwise from vertical, but on each trial a small group

of lines in one quadrant of the display were instead tilted 270�. This group of lines

was the target, and the participants were asked to report in which quadrant the
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target appeared and subsequently rate their awareness of the target dichotomously

or using the PAS.

The results replicated the earlier findings that accuracy increased as a function

of PAS rating. Furthermore, accuracy was higher when participants rated a

stimulus as unseen on the dichotomous scale than when they rated it as unseen on

PAS (35 vs. 31 %)—PAS thus proving more exhaustive than a dichotomous

scale—and accuracy was found to be a lot lower when participants rated a stimulus

as seen on the dichotomous scale than on PAS (78 vs. 94 %). If consciousness is

always all-or-none, there would be little or no reason that these differences should

be observed, and Overgaard et al. [22] thus concluded that there is evidence that

consciousness is a gradual phenomenon even when very simple stimuli are used.

The difference between using a dichotomous measure of awareness and a 4-step

measure (PAS) has also been examined in blindsight. Blindsight patients arguably

report no visual experiences in a part of their visual field corresponding to a neural

injury to V1, and thus consider themselves to be (partially) blind. Nevertheless, in

certain laboratory tests they perform well above chance when performing forced-

choice tasks on visual stimulation in the blind field [24]. The common interpre-

tation is that vision can occur in the complete absence of awareness, yet a few

papers have reported the presence of weak visual experiences in blindsight [25,

26]. Having observed that PAS seemed more exhaustive than a dichotomous

measure Overgaard et al. [27] examined whether different conclusions would be

reached if a blindsight patient was tested with PAS rather than a dichotomous

measure.

They examined a patient with damage to her left visual cortex and apparent

corresponding blindness in her right visual field. In a first experiment, they pre-

sented her with letters in different parts of the visual field. She failed to report any

letters displayed in the upper right quadrant in spite of successfully reporting

seeing all letters presented elsewhere. In a second experiment, the patient was

presented with geometric figures (in the healthy as well as the injured field) and

asked to guess which one was presented on each trial and subsequently rate her

awareness on a dichotomous scale. The typical blindsight findings were replicated;

on the trials on which the patient reported a stimulus as ‘not seen’ in her injured

field she nevertheless performed well above chance (46 % vs. a chance level of

33 %) and accuracy did not vary significantly as a function of awareness rating.

However, when PAS was used in a third experiment, a strong relationship between

awareness rating and accuracy was observed, and it seemed very similar to the

relationship in the intact field. In other words, it was shown that at least for that

particular blindsight patient, the observed above-chance performance was better

explained by weak experiences than intact processing in the absence of awareness

when PAS was used, thus indicating that the 4-point awareness scale with each

step labelled by participants was more exhaustive than a dichotomous awareness

scale.

We are aware of only a few studies examining the impact of different confidence

scales on consciousness and these give somewhat mixed results. These studies all

employ artificial grammar learning and test for conscious/unconscious knowledge.
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In this paradigm, participants are typically first asked to memorise a large number

of letter strings. The participants are subsequently told that each string obeyed one

of two complex rules, and in the second part of the experiment they are presented

with the strings again and for each string they are asked to indicate if they believe it

obeyed rule a or b. After each classification, participants report their confidence,

and the relationship between confidence and accuracy can be examined. Quite

surprisingly, Tunney and Shanks [28] and Tunney [29] found that a binary ‘high/

low’ scale was able to detect differences between conscious and unconscious

processing, whereas a continuous scale from 50 to 100 (indicating the estimated

accuracy from chance to complete certainty) was not. Both studies, however, used

a very difficult task (accuracy *55 %). Dienes [30] hypothesised that the results

might reflect that our judgments of confidence are not numerical as such, and

converting our feelings of confidence to a number might be a noisy process.

Dienes [30] repeated the experiment using six different scales (a ‘high/low’

scale, a ‘guess/no guess’ scale, a ‘50–100’ with and without descriptions of what

the numbers mean, a ‘numerical categories 50–100’ scale where it is only possible

to report 50, 51–59, 60–69, …, 90–99, 100, and finally a 6-step scale with verbal

categories). Using the same stimuli and Tunney and Shanks, he found that overall,

there was no difference between scales—the only scale seemingly (but not sig-

nificantly) performing slightly worse was the numerical categories scale. He

concluded that the type of scale made little difference, at least in a very difficult

task. Using easier stimuli, a comparison between the sensitivity of a ‘high/low’ and

a ‘50–100’ scale gave the opposite result of Tunney and Shanks, i.e. that a more

fine-grained scale was more sensitive.

Taken together, the studies discussed above indicate that when introspecting,

dichotomous scales are suboptimal in many cases and the subjective measure in

visual awareness tasks seems to benefit from allowing the participants to define the

number of scale steps and their description (or at least using a scale that is created

by participants in similar studies rather than one created arbitrarily by the

experimenter). For scales using metacognitive judgments of classification perfor-

mance, only artificial grammar learning has been examined. Here, it seems that

when task accuracy is very low, using a fine-grained scale makes no difference (or

possibly it makes the results worse), whereas a fine-grained scale appears useful

when the task is somewhat easier. In the following, we will discuss the research

into scale comparison, i.e. whether a scale using purely introspection performs

better or worse than the scales using metacognitive judgments about task accuracy.

4.2.3 The Impact of Scale Type

In different experiments, different measures of awareness have been used, yet very

few studies have examined which of the scales in use is the most exhaustive. When

examining conscious experience, the most intuitive thing to ask about is probably

just that, conscious experience (i.e. asking participants to introspect on their
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experience). At least, this is the oldest method, and it is still used very frequently

today (in the PAS experiments, for example). However, as mentioned above,

introspection has often been criticised as inaccurate, and many scientists prefer

measures that are functionally defined. Confidence ratings (CR) have been used as

an alternative to ratings of experience in part because they do not ask participants

to rate their experience as such, but instead ask participants about their insight into

a cognitive process. Additionally, such measures can be used across many different

paradigms (e.g. the same confidence scale can be used whether the participant is

viewing geometric figures, viewing motion or even performing artificial grammar

learning). CR have been used either with respect to perception itself, in which case

participants report their confidence in having perceived something (note that this

type of scale has some introspective qualities) [31, 32], or with respect to

participants’ performance, in which case they report their confidence in having

provided a correct answer [15, 30, 33].

Asking participants to place a wager on their classification has been used as an

alternative to ratings of experience or confidence. Originally, gambling was used

in cases where the participants could not be expected to understand a confidence

scale; Ruffman et al. [34] used it with 3-year olds, and Shields et al. [35], Kornell

et al. [36], and Kiani and Shadlen [37] used it with rhesus monkeys. Recently,

Persaud et al. [16] used post-decision wagering (PDW) with adult humans (normal

participants and a blindsight patient), and they argued that it should be the pre-

ferred method because it required, according to them, no introspection (i.e. it was

claimed to be an objective measure) and the prospect of making money motivates

participants to reveal all knowledge. PDW was thus claimed to be the measure

with the highest degree of exhaustiveness, yet no direct comparison was made

regarding exhaustiveness in terms of performance at the subjective threshold and

the correlation between accuracy and wagers/awareness rating. The claim that

PDW is an objective measure was quickly challenged by Seth [38] who argued

that PDW required metacognitive judgments just like any confidence scale, and

Clifford et al. [39] argued that the unconscious processing indicated in the

experiments of Persaud et al. was likely to be a consequence of whatever criterion

the participants set for when to wager high (in other words, the results could be

caused by suboptimal exhaustiveness). Additionally, Sandberg et al. [17] drew

attention to the fact that the use of PDW with real money alters the performance of

the objective classification task.

In order to empirically test the claims made in the PDW papers, Dienes and Seth

[40] compared a PDW scale with another metacognitive measure that did not

encourage participants to introspect directly (a confidence scale) in the context of an

artificial grammar learning paradigm. Dienes and Seth wanted to examine if PDW is

indeed a better or more objective measure of awareness than CR scales when

participants belong to a population that is expected to be able to understand and use

CR scales (in this case adult humans with well-developed linguistic abilities). In

addition to simply comparing the scales, they administered a test of risk aversion in

order to examine if PDW was more closely linked to risk aversion than CR.
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Dienes and Seth performed two experiments. In their first experiment, they

simply asked participants to assign letter strings to one of two categories and either

rate their confidence in being correct or wager one or two sweets. Although CR

performed numerically better, they found no statistically significant difference

between groups for the amount of unconscious processing at the subjective

threshold or for the correlation between confidence rating and accuracy. They also

examined a different measure closely related to confidence-accuracy correlations,

type 2 d’, and found no difference here either. Interestingly, however, they did

observe a negative correlation between risk aversion and type 2 d’ and marginally

so between risk aversion and confidence-accuracy correlation when participants

used wagering, but not when they used CR. In other words, the more risk averse

you are, the smaller the estimated amount of conscious knowledge as measured by

a wagering scale, but not by a confidence scale.

In their second experiment, Dienes and Seth changed their wagering procedure

so participants could no longer lose anything. After making their classification,

participants could choose to stick to their decision and gain a sweet if they were

correct or simply randomly determine if they would get a sweet or not by drawing

a card (50 % probability). In this case, the lower step on the scale is clearly

associated with complete chance performance, and in this way it can be said that

participants are instructed to use this scale step only when they believe they are

completely at chance—i.e. the scale now resembles a standard confidence scale.

Not surprisingly, this manipulation resulted in participants using the scale very

similarly to how the confidence scale was used in Experiment 1, and the corre-

lation between risk aversion and conscious knowledge disappeared. The correla-

tion between accuracy and awareness was also marginally higher than for PDW in

Experiment 1 (but no different than for CR). The overall conclusion of Dienes and

Seth’s study is thus that PDW does not show superior performance in artificial

grammar learning paradigms, and if scientists want to avoid risk aversion influ-

encing the experimental outcome, they may have to alter the instructions to make

the PDW scale very similar to a confidence scale. For this reason, a confidence

scale seems preferable compared to a PDW scale whenever participants can be

expected to be able to use such a scale.

In contrast to Dienes and Seth, Sandberg et al. [17] used a visual paradigm and

they examined not only confidence about being correct and wagering, but also

reports of the perceptual experience as revealed introspectively on the PAS. Par-

ticipants were asked to discriminate briefly presented geometric figures (four

choices), and subsequently rate their awareness on one of three scales (PDW, CR,

PAS). All scales had four scale steps. Interestingly, Sandberg et al. [17] found that

PAS indicated the lowest accuracy at the lowest scale step. An accuracy level of

27.9 % was found, only just significantly above chance, 25 %, when uncorrected

for multiple comparisons. In comparison, accuracies of 36.6 % was found for CR,

and 42 % was found for PDW. The correlation between accuracy and awareness

rating was also examined for all scales. Again, PAS gave the best results; the best

overall correlation was found and the ratings were used more consistently across

stimulus durations (i.e. each awareness rating was more consistently related to a
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particular accuracy rating than in other scales). The experiment thus confirmed the

findings of Dienes and Seth [40] that CR performs similar to or slightly better than

PDW, but in a different paradigm. Additionally, the experiment showed that

introspective reports of awareness performed better than either of the other two

scales.

One possible reason for the results could be the response distribution. When

participants use PAS, they use all scale steps roughly the same number of times,

whereas participants used PDW and to some extent CR more dichotomously. This

results in awareness ratings of 1 and 4 being used across many different accuracy

levels, thus giving a worse correlation and poor exhaustiveness at awareness ratings

of 1. The failure to increase wagers can be explained by risk aversion as shown by

Dienes and Seth [40], yet this cannot explain why PAS performs better than CR.

One straightforward, yet somewhat controversial (cf. Dienes and Seth [41] and

Timmermans et al. [42]) explanation is that participants are quite able to report

small differences in experience, but they have no knowledge that these small dif-

ferences are significant enough to alter performance. In this context, it is interesting

to note that CR and PDW requires metacognitive insight into the classification

process, which is exactly what Nisbett andWilson showed to be unreliable, whereas

PAS does not. In other words, reporting confidence in the response might be

considered a harder task than reporting awareness of the stimulus, and performing

this task optimally requires some degree of introspection along with a successful

additional metacognitive process of relating experience and accuracy, a skill that

participants might not always possess. This hypothesis is not easily tested, but

experimental designs might be proposed drawing on the fact that metacognition is a

skill (individual differences and specific neural correlates are found [1, 43]). Thus,

if CR and PDW reports tax metacognitive skills to a higher degree than intro-

spection, they might be affected more by distracter tasks or pressure to report

quickly.

An introspective measure has also been compared with PDW by Nieuwenhuis

and de Kleijn [44]. They examined the attentional blink in four experiments using

an awareness scale and wagering. During the attentional blink, the ability to detect

a target stimulus, T2, is impaired by presenting it shortly after another target, T1,

in a series of rapidly presented stimuli. Like Overgaard et al. [22], Nieuwenhuis

and de Kleijn wanted to examine the claim that consciousness is an all-or-none

phenomenon. Sergent and Dehaene [23] had found that this seemed to be the case

at least during the attentional blink, and so far a continuous transition from

unconscious to conscious processing had not been found in this paradigm. Sergent

and Dehaene used a 21-point scale, which has been criticised for being confusing

for participants [22]. Nieuwenhuis and de Kleijn reduced the number of scale steps

to 7 (still an arbitrary, although lower number) in their first experiment, and

replicated the findings of Sergent and Dehaene. When they used wagering in their

second experiment, however, the dichotomous response pattern disappeared to

some extent. This is somewhat surprising as wagering was found to be a poor

measure in the experiments mentioned above. Inspection of the tasks as well as the

PAS and the wagering scale, reveals some explanation for this.
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The attentional blink is, in most cases, presented as a detection task, not an

identification task, which is the type of task the PAS, for instance, is developed for.

Nieuwenhuis and de Kleijn asked participants to perform a discrimination task for

T1 while simply reporting the clarity of T2, which may or may not be present

(when not present, a blank slide was shown instead). In this case, the awareness

rating and the wagering response relates to a presence/absence judgment (a

detection task), which is nevertheless not explicitly performed. For wagering,

participants were allowed to wager three different amounts on the absence or

presence of T2 and even not to wager, whereas awareness ratings were made on a

single scale from ‘not seen’ to ‘maximal visibility’. The lowest awareness rating

‘not seen’ thus covered anything from complete certainty that nothing was dis-

played (e.g. completely clear perception of the empty slide) to no awareness of

anything. In other words, the lowest step on the PAS corresponded to a combi-

nation of 4 steps on the wagering scale. The two scales, in this sense, were not

comparable, and it seems there is a need to construct a PAS which can be used in

detection tasks. All this considered, Nieuwenhuis and de Kleijn nevertheless

demonstrated a continuous transition between conscious and unconscious pro-

cessing in their second experiment. However, as no attentional blink was found in

their second experiment, they performed two additional experiments for which

task difficulty was increased by changing both target single digit numbers and

distractors to single letters. In these experiments, participants were also asked to

identify both T1 and T2 after rating their awareness or placing their wager (still

based on present/absent judgements). With increased task difficulty, a continuous

transition pattern was found for both wagering and PASs. In this case, a PDW

scale seemed to perform as well as or slightly better than an awareness scale with

an arbitrary number of steps, which was not generated with a detection task in

mind.

4.2.4 The Impact of Stimulus Intensity

Interestingly, all types of scales (introspective, confidence or wagering) indicate

that unconscious processing occurs at very specific stimulus intensities. In the

experiment by Sandberg et al. [17], they found that stimuli had to be presented for

50 ms for participants to be able to identify them at a rate above chance. When

stimuli were presented for around 130 ms (or more), participants were able to

identify them with an accuracy of almost 100 %. Unconscious perception, as

indicated by subjective threshold analysis (task accuracy when participants claim

to have no awareness), is plotted in Fig. 4.1a. Here it can be seen that all

unconscious processing is found within this time window (i.e. unconscious per-

ception starts when performance deviates from chance and disappears again

shortly after peak performance is reached). However, one large problem for the

analysis at the subjective threshold is that it is difficult to conclude much about

unconscious processing at high stimulus intensities. The reason for this is that only
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awareness ratings of 1 are used in the analysis, and when stimulus intensity is very

high, participants rarely claim not to see anything (i.e. the number of observations

dropped drastically when stimuli were presented for more than 100 ms as
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Fig. 4.1 A window of subliminal perception. Estimated subliminal perception across stimulus

duration in a visual identification task across 12 participants using PAS using two different

methods of analysis. Unconscious perception can be calculated using the subjective threshold.

Here, unconscious perception accounts for any above-chance performance when the participant

claims to have no experience of the stimulus. Unconscious perception can also be estimated from

relative differences between average accuracy and awareness responses [45]. This method build

on the fact that task accuracy and awareness can be described as sigmoid functions of stimulus

duration (i.e. what has been called a psychometric and a conscious metric curve [46]. Using this

method, unconscious perception is calculated by subtracting sigmoid accuracy functions from

sigmoid awareness functions. a Subliminal perception calculated using the subjective threshold.

Error bars indicate 95 % confidence intervals calculated from binomial distributions. b Subliminal

perception calculated by subtracting the sigmoid awareness function from the sigmoid accuracy

function. Note that both methods of analysis indicate unconscious perception to occur only for

stimulus durations of around 50–150 ms
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indicated by the bars in Fig. 4.1a). Yet, this possible ‘window of subliminal per-

ception’ was confirmed by analysing the data in a different way.

Sandberg et al. [45] drew attention to the fact that accuracy and awareness in

visual discrimination tasks can be described as sigmoid functions of stimulus

intensity as had first been hypothesised by Koch and Preuschoff [46]. It has long

been known that average task accuracy can be described as a sigmoid function

(a standard psychometric curve), but Sandberg et al. [45] found this to be the case

for awareness ratings as well. By fitting sigmoid functions to the average accuracy

and awareness (taking into account variability between participants), group esti-

mates of accuracy and awareness functions could be made. Sandberg et al. [45]

found that in general, the awareness function lagged the accuracy function—which

could be taken as an indication of unconscious perception. Their analysis con-

firmed that awareness was generally lagging accuracy, and that awareness

increased more slowly than accuracy. In other words, accuracy and awareness

functions start increasing from the bottom plateau at roughly the same time, yet the

awareness function increases much more slowly.

Since every data point (i.e. accuracy and awareness rating for all trials, not just

the ones where participants claimed no awareness) was used in the analysis, the

overall confidence intervals with which the sigmoids were estimated were very

small compared to the confidence intervals of subjective threshold approaches, and

this allowed for additional analyses. In order to estimate the stimulus durations for

which the awareness was lagging accuracy most clearly, the awareness function

was subtracted from the accuracy function. The result of this subtraction is shown

in Fig. 4.1, and it is clear that this method reveals a ‘window of subliminal per-

ception’ that is quite similar to that found by use of the subjective threshold

approach (although the confidence intervals are somewhat narrower for the curve

estimations and the curve is smoother).

4.3 Concluding Discussion

Summing up the above, it appears that, at least for visual discrimination tasks, the

best results are obtained using the measure drawing most heavily on introspection,

i.e. the PAS, but not other metacognitive skills. In the one experiment [17]

comparing PAS to CR and wagering, PAS indicated less subliminal perception as

well as a better and more stable correlation between accuracy and awareness,

while wagering performed the worst. This seems to indicate that PAS is unaffected

by risk aversion (as are CR), and possibly the introspective task of reporting

perceptual clarity is easier for participants than estimating accuracy, which may

require both perceptual clarity as well as metacognitive knowledge of how this

corresponds to different accuracy levels. At present, it is unclear whether intro-

spection-based scales generated by participants also perform better in artificial

grammar learning and attentional blink experiments.
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Non-dichotomous introspective scales give more exhaustive results than

dichotomous. They indicate less subliminal perception and they indicate a better

correlation between accuracy and awareness. The scale steps on the 4-point PAS

each correspond to accuracy levels that remain fairly stable across different con-

ditions within the same experiment. Small amounts of unconscious processing

seem to be found no matter which scale is used as the measure of awareness

(although, in the early PAS experiments as well as in the blindsight experiment no

significant above-chance performance was found).

In the review of recent findings using direct, introspective reports, it thus seems

evident that the way in which participants are instructed to report has significant

impact on results. This, we believe, is empirical support of the claim that intro-

spective reports should be considered as distinct from other kinds of metacognitive

reports, and that the distinctions shown in Table 4.1 is upheld. Further studies are

necessary to conclude how strongly these distinctions should be interpreted.

In one interpretation, the distinction is represented at a neural level and captures

a natural distinction of mental states. This version is cautiously suggested in

Overgaard et al. [22] who report different neural activation patterns when asking

participants to report introspectively about visual experiences in contrast to asking

them to report in a non-introspective way (i.e. without attending directly to their

experiences). However, a different interpretation would refrain from ontological

commitments and limit the distinction to the methodological domain. According to

this weaker version, we get different results with different instructions not because

of distinctions in nature, but solely because of the differences in methodology.

Although this conclusion immediately seems simpler to draw, it does demand a

different ontology able to account for the empirical findings.

Regardless of the choice of interpretation, we believe that we have shown that

some distinctions must be drawn between cognitive and conscious states, meta-

cognition and introspection, and that these distinctions have important implica-

tions for how to think about and experiment on the mind.
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Chapter 5

The Highs and Lows of Theoretical
Interpretation in Animal-Metacognition
Research

J. David Smith, Justin J. Couchman and Michael J. Beran

Abstract Humans feel uncertain. They know when they do not know. These

feelings and the responses to them ground the research literature on metacognition.

It is a natural question whether animals share this cognitive capacity, and thus

animal metacognition has become an influential research area within comparative

psychology. Researchers have explored this question by testing many species using

perception and memory paradigms. There is an emerging consensus that animals

share functional parallels with humans’ conscious metacognition. Of course, this

research area poses difficult issues of scientific inference. How firmly should we

hold the line in insisting that animals’ performances are low-level and associative?

How high should we set the bar for concluding that animals share metacognitive

capacities with humans? This area offers a constructive case study for considering

theoretical problems that often confront comparative psychologists. The authors

present this case study and address diverse issues of scientific judgment and

interpretation within comparative psychology.
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5.1 Introduction

Humans know when they do not know or remember. They respond well to

uncertainty by deferring response and seeking information—for example, they

Google. Humans’ responses to uncertainty ground the literature on metacognition

[1–6]. Metacognition is defined to be the monitoring and control of basic perceptual

and cognitive processes. The theoretical assumption is that some minds can deploy

a cognitive executive that oversees and optimizes thought and problem-solving.

Researchers assess these metacognitive functions in humans by collecting judg-

ments of confidence, feelings of knowing and tip-of-the-tongue experiences.

Humans’ metacognitive capacity is linked to sophisticated aspects of mind.

Metacognition can reveal a hierarchical structure to cognition, because often

metacognitive processes regulate lower-level cognitive processes [7]. Metacog-

nition reveals humans’ awareness of their cognition [8, 9], because humans often

reflect consciously on their cognitive states and declare them to others. Meta-

cognition may also reveal humans’ self awareness [10], because states like

uncertainty are often imbued with self feelings (e.g., I don’t know).

Metacognition’s sophistication raises the question of whether it is uniquely

human, and one of comparative psychology’s current goals is to establish whether

nonhuman animals (hereafter, animals) share this capacity [11–13]. If they do, it

could bear on their consciousness and self-awareness [14], and it would affect

many theoretical debates within comparative psychology. Given the question’s

importance, Smith and his colleagues inaugurated research on animal metacog-

nition [15–19]. This area has been reviewed [11–13, 20], and active research

continues in this area [21–39].

To explore animal metacognition, one cannot just adopt the usual human

measures like feelings of knowing and tip-of-the-tongue states. Animals have no

way to declare these states and feelings. For the same reason, the usual human

measures are not suitable for young humans [40]. Instead, comparative researchers

have built behavioral tasks that have two components. First, researchers make

some trials difficult, to stir up something like an uncertainty state in animal minds.

Second, researchers give animals a response apart from the task’s primary dis-

crimination responses that lets them decline to complete any trials they choose.

This uncertainty response lets animals manage uncertainty and declare it behav-

iorally/observably. If animals are metacognitive and monitor internal uncertainty

states or internal assessments of the probability of responding correctly, they

should recognize difficult trials as doubtful or error-causing and decline those trials

proactively and adaptively.

We will illustrate this approach to studying animal metacognition, introducing

readers to the area and noting features of the experiments that raise issues of high-

and low-level theoretical interpretation. Above all, we will have to deal with the

question of whether animals employ metacognitive or nonmetacognitive strategies

to avoid difficult trials. In the inaugural study [16], a dolphin (Tursiops truncatus)
made a ‘‘high’’ response to a 2,100 Hz tone or a ‘‘low’’ response to any lower tone
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(1,200–2,099 Hz). The frequency (Hz) of low trials was adjusted to constantly

challenge the animal’s psychophysical limit and to maximize difficulty and

uncertainty within the task. The animal could respond ‘‘uncertain’’ to decline the

trials he chose. Figure 5.1a shows that he assessed correctly when he was at risk

for error, selectively declining the difficult trials near threshold. His uncertainty

responses peaked near 2,086 Hz, 0.11 semitones from the standard high tone.

Humans perform similarly in this task, and humans say their uncertainty responses

reflect their high-level, conscious, metacognitive states of uncertainty.

The dolphin said nothing, but produced distinctive uncertainty behaviors. We

carried out a factor analytic study of his ancillary behaviors on trials of different

pitch. His hesitation–wavering behaviors peaked at his perceptual threshold, too

(Fig. 5.1b). These hesitation behaviors could be additional behavioral symptoms

of uncertainty.

Tolman [41] appreciated these hesitation behaviors— that he called ‘‘lookings

and runnings back and forth’’—because he thought they might operationalize

animal consciousness for the behaviorist. That is a provocative way to frame this

field’s main question: do we accept Tolman’s definition, and grant the dolphin

high-level, metacognitive uncertainty in this perceptual task, or not?

This is a difficult problem of scientific inference. Analogous questions have

attended the study of animals’ counting, language, timing, self-awareness, theory

of mind, and so forth. In fact, the animal-metacognition literature is a good case

study in this inference problem. It raises issues that generalize constructively to

other comparative research domains. We present this case study here.

5.2 Testing Low-Level Interpretations of Animal

Metacognition

The dolphin met the criteria described by Hampton [29] for a metacognitive

performance. There was an observable behavior (high and low responses) that

could be scored as (in)correct. There was variation in the accuracy of primary

responding across trial levels so that accuracy could be correlated to the use of the

secondary, metacognitive response. There was a secondary, observable behavior

(the uncertainty response) that might reflect monitoring processes overseeing the

animal’s primary responding. This secondary behavior was strongly (negatively)

correlated across trial levels with the accuracy of the primary responses.

Yet, one is hesitant to immediately credit animals with high-level metacogni-

tive capacities. Animal-metacognition research, like all comparative research,

bears an interpretative burden given the tradition of explaining animals’ behavior

at the lowest psychological level [42]. Therefore, even given possibly metacog-

nitive performances by some species, one must ask whether they might be

explained using low-level, associative mechanisms. In fact, the possible low-level

bases for uncertainty responses by animals—that is, the possibilities that these
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responses were elicited by stimuli or entrained by reinforcement contingencies—

was the principal theoretical issue through the first decade of animal-metacogni-

tion research [29, 34, 43]. To the extent that animals’ uncertainty responses are

triggered reactively by stimulus cues, by reinforcement histories, and the like, one
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Fig. 5.1 a Performance by a dolphin in an auditory discrimination [16]. The dolphin swam to

touch a low or high response. In addition, he could make an Uncertainty response to decline the

trial. The pitch of the low tones was adjusted dynamically to titrate the dolphin’s perceptual limit

for distinguishing low and high tones and to examine his response pattern in detail within this

region of maximum difficulty. The horizontal axis indicates the frequency (Hz) of the trial. The

low and high response, respectively, was correct for frequencies of 1,200–2,099 Hz and

2,100 Hz. The latter trials are plotted as the rightmost data point for each curve. The solid line
represents the percentage of trials receiving the uncertainty response at each pitch level. The

percentage of trials ending with the low response (dotted line) or High response (dashed line) are
also shown. b Four raters judged how much the dolphin slowed, wavered and hesitated for the

trials within four video-taped sessions. Factor analysis was used to discern the simpler structure

behind the four sets of ratings. The figure shows the dolphin’s weighted overall Factor 1 behavior

(hesitancy, slowing, wavering) for tones of different frequencies (Hz). Reprinted with permission

from Smith et al. [16, p. 399, 402]. Copyright� 1995 by the American Psychological Association
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would conclude that animals’ uncertainty systems present a weaker analogue to

human uncertainty, and that animals are not metacognitive. To the extent that

animals’ uncertainty responses turn out to be more highly cognitive—more

executive, more controlled, more deliberate, perhaps even conscious—one would

conclude that animals’ uncertainty systems present a stronger analogue to human

uncertainty, and that animals are metacognitive. Consequently, research has

focused sharply on the low-level cues and processes that animals might use to

achieve metacognitive performances, and on whether these can be disconfirmed as

the behavioral cause of those performances.

In this section, we describe this decade of research, including the theoretical

concerns raised and the empirical answers offered. Some aspects of the resulting

low-level/high-level dialog represent comparative psychology at its best. The

associative criticisms were disciplined and testable. They provoked new paradigms.

They produced consensual answers and theoretical development in the field.

5.2.1 Reinforced Uncertainty Responses

One associative concern was that animals sometimes received food rewards or

tokens for uncertainty responses [27, 28, 30, 36, 37, 44–46]. This approach could

make the uncertainty response attractive solely for its reward properties, inde-

pendent of any metacognitive role it plays in a task. This approach made it difficult

to rule out low-level interpretations or to affirm metacognitive interpretations.

To address this concern, researchers removed the reward contingency for that

response [19, 22, 35]. In one case [22], macaques (Macaca mulatta) judged

whether arrays were less or more numerous than a session-specific numerosity.

Numerosities nearer the boundary value were more difficult to classify. The

uncertainty response only cleared the old trial and brought the next, randomly

chosen trial. It offered no food reward, food token, trial hint, or easy next trial for

its use. But monkeys still made uncertainty responses selectively for the trials near

the boundary value on which they would most probably err. The associative

concern about the immediate appetitive attractiveness of the uncertainty response

cannot explain this result.

5.2.2 Reactions to Primary Stimulus Qualities

Another associative concern was that difficulty level within uncertainty-monitor-

ing tasks was often perfectly correlated with the objective stimulus level—for

example, tone height (Hz) in the dolphin’s discrimination. Some stimuli would

have caused animals frequent errors and ensured frequent penalty timeouts and

lean rewards. These stimuli could have become aversive, and avoided through a

default response that some mistook as a metacognitive response. This theoretical
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consideration recalls Hampton’s [29] concern that environmental cue associations

could underlie seemingly metacognitive performances. In general, our typology of

possible low-level descriptions is similar to Hampton’s typology.

To address this concern, researchers lifted uncertainty-monitoring tasks off the

plane of concrete stimuli. In one case [15], macaques were allowed to make

uncertainty responses in a same–different task. A same–different task—testing

generalization over variable and novel stimulus contexts—requires some degree of

abstraction beyond the absolute stimulus qualities that carry the relation. This

abstractness explains why true same–different performances appear to be phylo-

genetically restricted [47] and why even nonhuman primates have distinctive

weaknesses in same–different performance [48, 49].

Accordingly, macaques made same or different responses to pairs of rectangles

that had the same or different pixel densities. To cause them difficulty, the size of

the density difference on different trials was adjusted in a threshold paradigm to

constantly challenge subjects’ discrimination abilities. Moreover, same and dif-

ferent trials at several absolute pixel-density levels were intermixed to ensure a

true relational performance. Yet, the macaques (Fig. 5.2) used the uncertainty

response essentially identically to humans (a 0.97 cross-species correlation of the

behavioral profiles), producing one of the closest correspondences between ani-

mals’ and humans’ performance. Shields et al. even reserved some regions of

absolute density for use in immediate generalization tests to confirm the maca-

ques’ generalizable same–different performance. This illustrates the constructive

use of transfer tests to show the representational generality of macaques’ uncer-

tainty processes, which might also indicate their similarity to humans’ uncertainty

processes. Uncertainty responses cannot have been triggered by low-level stimulus

cues, because the performance survived immediate transfer tests and because in

any case the relevant cue was abstract. Rather, uncertainty responses had to be

prompted by the indeterminacy of the same–different relation instantiated by

difficult and highly variable stimulus pairs.

Hampton [44] explored macaques’ metamemory using a delayed matching-to-

sample task. With longer delays between sample presentation and match-choice

selection, matching performance decreased because monkeys remembered the

sample less well. Monkeys selectively declined memory tests at long retention

intervals when they had mostly forgotten the sample. In addition, one monkey

performed better at each delay level on the trials he chose to complete than on the

trials he was forced to complete. This undermines the explanation that the monkey

was just reacting to long delays with an escape response. Instead, it suggests that

he was monitoring some psychological signal of (not) remembering. Both mon-

keys also responded uncertain more, no matter the length of the retention interval,

when blank trials occurred with no sample shown, guaranteeing that macaques

could not know what to match.

These monkeys cannot have been conditioned to avoid particular concrete

stimuli. The memory targets only applied for a single trial, so longer term

avoidance learning was useless. Moreover, the uncertainty response was made

with no visible sample stimulus to trigger an avoidance response. These macaques
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showed a kind of metamemory. They appeared to monitor memory’s contents to

decline tests of weaker memories. This memory-strength signal—abstract, cog-

nitive and nonassociative—is profoundly different from the stimulus signal

available in traditional operant situations.
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Fig. 5.2 a Performance by monkeys in a same–different discrimination [15]. The monkeys

manipulated joysticks to make different or same responses, respectively, when two pixel boxes

had the same or different internal density of lit pixels. In addition, they could make an uncertainty

response to decline the trial. The pitch of the density difference on different trials was adjusted

dynamically to titrate the monkeys’ perceptual limit for distinguishing sameness from difference

and to examine their response patterns in detail within this region of maximum difficulty. The

horizontal axis gives the ratio between the densities of the two pixel boxes seen on each trial. The

same response was correct for ratio 1—these trials are plotted as the rightmost data point for each

curve. The different response was correct for all other trials. The solid line represents the

percentage of trials receiving the uncertainty response at each density ratio. The percentages of

trials ending with the different response (dotted line) or same response (dashed line) are also

shown. b Performance by humans in the same–different discrimination, depicted in the same way.

Reprinted with permission from Shields et al. [15, p. 158]. Copyright � 1997 by the American

Psychological Association
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There are converging metamemory results [18, 30]. In one case [18], macaques

proved able to adaptively decline memory tests of the most difficult serial positions

in lists of to-be-remembered items (Fig. 5.3a).
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Fig. 5.3 a Performance by a

macaque in a metamemory

task [18]. NT denotes ‘not

there’ trials in which the

probe picture was not in the

memory list of pictures. The

serial position (1–4) of the
probe picture in the list of

pictures on ‘there’ trials is

also given along the x-axis.
The percentage of each type

of trial that received the

uncertainty response is shown

(solid line with squares). The
percentage correct (of trials

on which the memory test

was attempted) is also shown

(dashed line with circles).
Macaques responded

‘‘uncertain’’ most for the

trials on which their

memories were most

indeterminate. b Percentage

error rates by two monkeys

(black and gray bars) when
the difficulty of the memory

test was increased by

increasing the memory list

from 2 to 6 pictures.

c Percentage uncertainty

responses (URs) by two

monkeys when the difficulty

of the memory test was

increased in the same way.

Reprinted with permission

from Smith et al. [18, p. 236,

238]. Copyright � 1998 by

the American Psychological

Association
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In this experiment, they showed an additional kind of cognitive self-regulation.

That is, as the metamemory task was made more difficult, macaques held their

error rate near 10 % (Fig. 5.3b) by responding uncertain more in difficult task

conditions (Fig. 5.3c). Thus, macaques accepted memory tests if they were 90 %

certain of remembering. Finally, researchers have also assessed macaques’ me-

tamemory by using trans-cranial magnetic stimulation (TMS) to interfere with

visual working memory [39]. TMS interfered with a macaque’s matching-to-

sample performance and also increased his uncertainty responding. It was not just

some global TMS effect that caused this increase. The effect of TMS was hemi-

sphere specific. That is, TMS caused an increase in uncertainty responding only

when it occurred contralaterally to the presentation of the sample in the visual field

(when it also probably maximally interfered with registering and remembering the

to-be-remembered sample).

By dissociating difficulty and uncertainty from concrete stimuli, and thereby

protecting against stimulus-based interpretations, all of these metamemory studies

required animals to monitor uncertainty on a more abstract and cognitive level,

producing results that the stimulus-based associative concern cannot explain.

5.2.3 Entrainment to Reinforcement Contingencies

A third concern centered on trial-by-trial feedback as always provided by the early

paradigms. Every outcome could be associated with the stimulus–response pair

that produced it. As also suggested by Hampton [29], animals might have been

conditioned to make uncertainty responses when facing the trials that were asso-

ciated with the worst stored reinforcement history.

To address this concern about entrained reinforcement gradients, researchers

replaced trial-by-trial feedback with deferred feedback whereby animals worked

for blocks of trials before receiving a performance evaluation [19, 26]. Moreover,

in that evaluation, rewards and timeouts were bundled separately, so that the

temporal sequence of trials completed and outcomes obtained bore no relation.

This defeated the normal processes of association and conditioning. Animals could

not know which trials had gone unreinforced through a clear and an immediate

feedback signal, and so, based on the objective feedback of the task itself, they

could not know which trials they had missed.

By this technique, researchers uncoupled objective performance from subjective

difficulty. Animals had to set decision criteria and define response regions on their

own—cognitively and decisionally. Yet, animals still made uncertainty responses

proactively and adaptively under these circumstances. Emphasizing this uncoupling,

the study by Smith et al. [19, p. 292, Fig. 8a, b] showed that there was no relationship

between the proportion of uncertainty responses and the proportion of (in)correct

responses across trial levels, as there would have to be if uncertainty responses were

conditioned avoidance responses. Instead, there was a strong relationship between

the proportion of uncertainty responses and the distance of the trial level from the
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animal’s decisional breakpoint in the discrimination [19, p. 292, Fig. 8c, d], as there

would be if the animal were monitoring difficulty or uncertainty.

These experiments dissociated for the first time strategies based in reinforce-

ment history from strategies based in decisional difficulty. Animals can monitor

uncertainty adaptively using the latter strategy. Therefore, the reinforcement-based

concern about the uncertainty response is not fully justified. More generally, the

deferred-feedback technique has broad potential applicability within comparative

psychology. It forces animals to self-construe the task and to self-construct a task

approach, and thus it provides a more cognitive read on their behavior.

5.2.4 Representational Specificity

Other research has tested the representational rigidity or narrowness of animals’

uncertainty responses, expected if these responses are low-level behavioral reac-

tions. For example, researchers [35] asked macaques to monitor uncertainty while

multitasking. Four different difficult discriminations were randomly intermixed trial

by trial. Despite this multitasking requirement, macaques were able to decline the

difficult trials across domains. This shows that uncertainty responses are not reactive

to just one well-trained trial type at a time. This kind of simultaneous transfer test

suggests that uncertainty responses result from a general psychological signal that

transcends a single task and perhaps is similar to the general psychological state of

uncertainty that humans would bring to the same collection of discriminations.

Washburn et al. [38] tested another form of generalization in macaques’

metacognitive performances, by asking whether they would respond uncertain

adaptively on a novel task’s first trial. The researchers adapted the learning-set

paradigm [50], in which a new two-choice discrimination began every six trials.

Macaques responded uncertain far more often on trial 1 of each problem than on

trials 2–6, consistent with the fact that they could not know the answer on trial 1

but could know the answer on trials 2–6 (in this experiment, the uncertainty

response revealed each discrimination’s answer but gave no appetitive reward).

This rapid, flexible application of the uncertainty response to new discrimination

problems also strongly discourages associative interpretations and encourages

metacognitive interpretations of the uncertainty response. It illustrates again the

utility of using transfer to show the generality and flexibility with which some

species use uncertainty-monitoring processes.

5.2.5 Phylogenetic Restrictions in Uncertainty Monitoring

Cross-species research also undermines lower-level, associative interpretations of

the uncertainty response, sometimes through the failure of animals to respond

adaptively. Capuchin monkeys (Cebus apella) represent another major primate
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lineage (the New World primates). Researchers [23] tested capuchins’ uncertainty

monitoring along a sparse-to-dense perceptual continuum with the difficult and

uncertain trials surrounding the discrimination’s breakpoint. Strikingly, capuchins

did not respond uncertain, though this sharply reduced their reward efficiency. A

similar result was obtained when the error timeout was increased to 90 s, so that with

each error capuchins potentially forfeited 30 trials and 30 food rewards (Fig. 5.4a).

In other sessions, capuchins performed a sparse–middle–dense task in which

they could earn rewards or timeouts for (in)correctly making middle responses.

Capuchins responded middle easily from the beginning of testing, in sharp contrast

to their negligible uncertainty responding (Fig. 5.4b).
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Fig. 5.4 a The performance

of capuchin monkeys in a

sparse–uncertain–dense task

[23]. The horizontal axis
indicates the density level of

the box. The sparse and dense

responses, respectively, were

correct for boxes at density

levels 1–21 and 22–42. The
solid line represents the

percentage of trials receiving

uncertainty responses at each

trial level. The percentages of

trials ending with the sparse

response (dotted line) or
dense response (dashed line)
are also shown. b The

performance of the same

capuchin monkeys in the

sparse–middle–dense task

[23], depicted in a similar

way. From Smith et al. [51,

p. 48]
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These two tasks were structured similarly—indeed, the same intermediate

stimuli should have recruited middle and uncertain responses. Thus, the two

tasks—strong mutual controls—produced a striking dissociation. The capuchins

easily brought middle responses, but not uncertain responses—under the control of

those intermediate stimuli.

Capuchins are such apt learners that they are known as the poor person’s

chimpanzee. If uncertainty responses were triggered by conflict, aversion, avoid-

ance, fear, competing response strengths, reward maximization, hesitation-

wavering behaviors, hesitation-wavering latencies, or any other first-order cue,

capuchins would have used that cue to prompt adaptive uncertainty responses.

Clearly, the mechanisms that underlie middle responding and uncertainty

responding are different psychologically. And clearly, the uncertainty-monitoring

capacities of capuchins and macaques are different as well, a conclusion that has

been reached independently [21, 28, 31].

5.3 Interim Conclusion

The results considered in Sect. 5.2 have produced a growing consensus that some

species have shown metacognition. ‘Metamemory, the ability to report on memory

strength, is clearly established in rhesus macaques (M. mulatta) by converging

evidence from several paradigms’ [37, p. 266]. ‘Evidence for metacognition by

nonhuman primates has been obtained in great apes and old world monkeys’ [28,

p. 575]. ‘Substantial evidence from several laboratories converges on the con-

clusion that rhesus monkeys show metacognition in experiments that require

behavioral responses to cues that act as feeling of knowing and memory confi-

dence judgments’ [32, p. 130]. This debate has shown some of comparative

psychology’s best practices, including interpretative conservatism, incisive criti-

cism, testable low-level interpretations, disconfirmed low-level interpretations, and

rapid empirical and theoretical progress toward a consensual conclusion.

5.4 Poor Interpretive Practices in Animal-Metacognition

Research

However, not all the assertions of low-level processes have been disciplined and

principled. There have been misunderstandings, shallow descriptive accounts, and

misapplications of Morgan’s canon. In this section, we discuss these poorer

practices within this area of comparative psychology.
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5.4.1 A Misconception About Formal Models

Researchers commonly use signal-detection models to describe animals’ meta-

cognitive performances [20, 34, 43, 52]. A misconception surrounds these models

to which comparative psychologists should attend. The misconception is that if a

formal model fits behavioral data, then one can and should interpret the data in a

low-level, associative manner [53].

This supposition lacks a scientific basis. In signal detection models, the param-

eters, decision criteria and response regions are defined purely mathematically.

Thesemodels do not specify cognitive representations, cognitive processes, levels of

awareness or brain regions. The elements of the models are psychologically empty

because they are purely mathematical. They cannot imply a low-level information-

processing description: they imply no information-processing description.

It is a problem that one can be led by a model’s simple mathematics to assume

that it reflects simple psychological processes. There is no correlation of this kind.

Signal-detection models would fit humans’ metacognitive data perfectly well, even

though humans often complete uncertainty-monitoring tasks using fully conscious

cognition.

The broader implication is that it is not principled behaviorism to say that a

model explains animals’ behavior. Instead, we must reckon with the processes and

representations that underlie the behavior, including their level in the animal’s

cognitive system and in its awareness.

5.4.2 A Misconception About Reinforcement’s Benefits

Another misconception is that one can explain animals’ uncertainty responses by

saying that animals make them to reduce the time to the next reward. On this view,

uncertainty responses are inherently low level and associative because they are

about reward maximization. However, the reinforcement-maximization hypothesis

is also psychologically empty. Though animals (and humans) may try to maximize

rewards, the psychological question is how they do so. Reward-maximization

processes are not necessarily low level. They could sometimes be linked to meta-

level processes and representations [14]. Even a human’s conscious, declarative

metacognitive behaviors are compatible with reward maximization. Therefore,

reward maximization cannot point to a low-level, information-processing

description: it points to no information-processing description.

It is also a problem that one can be led by the simple premise of reward max-

imization to mistakenly assume that it reflects low-level processes. There is no

correlation of this kind. In fact, we saw in Sect. 5.2 that low-level reward maxi-

mization—using traditional stimulus and reinforcement cues—does not fit the data.

High-level reward maximization might explain the data, if animals choose to

complete easy trials that bring immediate reward and decline difficult trials they
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believe could produce error and reinforcement delay. Only in this way will they

avoid difficult trials (speeding reinforcement) without avoiding easy trials (slowing

reinforcement). But difficulty monitoring is a higher level, metacognitive process.

Thus, reward maximization using the uncertainty response is not evidence against

metacognition. To the contrary, it shows the animal using its metacognitive

understanding productively.

The broader implication is that it is not principled behaviorism to say that

animals make responses because they have a benefit. Instead, one must describe

how the animal gets to the benefit psychologically—how its mind produces the

benefit.

5.4.3 A Misconception About Present Stimuli

A third misconception is that uncertainty tasks can only reflect metacognition

when humans or animals respond with the relevant stimuli absent. The idea is that

stimulus absence prevents organisms from responding directly to stimulus prop-

erties, and ensures that they must (if they can) represent their mental states in some

way and make a judgment based on those.

The animal-metacognition literature transcends this idea factually. Macaques

have performed both stimulus-present and stimulus-absent metamemory tasks [18,

44]. The results converged strongly, and modeling showed that macaques in those

studies had the same memory-strength criterion for choosing to complete memory

trials [20]. Metacognitive judgments unfold the same whether the stimuli are

present or absent.

On reflection, this convergence will be intuitive. As a student considers a

multiple-choice test question, the question and response alternatives are fully

visible. But he or she will still make metacognitive assessments (Where in the

book was that material? Is [b] a lure? Do I know this or should I skip on to use time

better? Should I change majors?). Present stimuli do not dampen metacognition

[54]. Indeed, the mind could be freed toward more efficient metacognition when it

is not occupied with stimulus maintenance.

It is another problem that one can be led by present stimuli to assume that the

presence of those stimuli implies low-level psychological processes. There is no

correlation of this kind. The broader implication is that it is not principled

behaviorism to suppose that a stimulus-present task is low-level and associative.

By doing so, one decides the issue using an associative bias that lacks a scientific

basis. Instead, one must find out how the animal thinks about the present stimuli;

and the level that thinking occupies in its cognitive system. One’s preferences for

associative explanations cannot provide those answers, but science may provide

them.

Low-level/high-level disputes especially occur, in the animal-metacognition

literature and elsewhere, when the facts are mixed and there is a temptation to

tie-break using a theoretical preference. However, mixed data patterns especially
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deserve no strong interpretation. In these situations, there is a constructive place

for agnostic silence while the facts accumulate and the empirical reality asserts

itself. We can wait and see, while we document animals’ capacities: here is what

they do and fail to do.

Reading the animal-metacognition literature in this way is illuminating.

Adaptive uncertainty responses can be independent of stimuli and reinforcement.

They are used flexibly, during metacognitive multitasking, and even selectively on

the first trial of novel tasks while animals discover what to do. They are cognitive

and decisional, available alike for difficult same–different judgments and memory

reports. It is an extraordinary set of performances, no matter the interpretative lens

one views it through.

Even Morgan [42, p. 59] may have expressed agnosticism. He said: ‘‘In no case

is an animal activity to be interpreted as the outcome of the exercise of a higher

psychical faculty, if it can be fairly interpreted as the outcome of the exercise of

one which stands lower in the psychological scale.’’ He also said: ‘‘it is clear that

any animal may be at a stage where certain higher faculties have not yet been

evolved from their lower precursors; and hence we are logically bound not to

assume the existence of these higher faculties until good reasons shall have been

shown for such existence.’’ He does urge caution in making the high-level attri-

bution. But he neither strongly denies the high-level capacity nor strongly asserts

the low-level explanation. What he says is consistent with applying a razor of

silence—wait and see—rather than a razor of denial [55].

5.4.4 Selective Criticism

An additional problem is that some pursue low-level interpretations of metacog-

nitive performances by being selective—they only discuss the paradigms that

allow the criticism. This practice disregards a growing empirical literature.

Disciplined theoretical interpretations must treat the totality of the research

findings. Research findings bootstrap off of one another. Some early findings may

have had a potential low-level interpretation, as we have discussed. But once later

findings address the issue, the original study can regain some lustre, because now the

parsimonious explanation might be that the older finding also deserved a high-level

interpretation. If the species is metacognitive in one task, it is not parsimonious to

suppose that it became qualitatively nonmetacognitive in a closely related task.

In effect, the later task fulfils Morgan’s addendum to the canon, which is extre-

mely important though often overlooked. He said [42, p. 59]: ‘‘To this, however, it

should be added, lest the range of the principle bemisunderstood, that the canon byno

means excludes the interpretation of a particular activity in terms of the higher

processes, if we already have independent evidence of the occurrence of these higher

processes in the animal under observation.’’ The later study provides the independent

evidence, and it should affect one’s theoretical interpretation of the earlier study.

A philosophical analysis of Morgan’s canon [56] reached a similar conclusion.
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5.4.5 Shopping Associative Mechanisms

An additional concern is that there has been a kind of associative musical chairs in

the field of animal metacognition. By turns, stimulus aversion/avoidance, rein-

forcement history, reward maximization and other associative explanations have

been asserted. It betrays a bias to give associative theory many bites of the apple

like this, because it reveals an insistence to find a low-level interpretation. This

problem becomes worse, as we have discussed, when the associative hypotheses

become nonpsychological and less principled. It also becomes worse when dif-

ferent associative mechanisms are used to explain different individual findings

(i.e., task A and B, respectively, need associative interpretations X and Y). It is not
parsimonious to depend on multiple low-level descriptions of animals’ perfor-

mance across tasks, when a basic metacognitive process explains everything

simply and naturally, using an adaptive capacity with which cognitive evolution

would likely have endowed some species.

5.4.6 Implausible Dualism

Finally, it is an implausible scientific dualism that humans and animals are

qualitatively metacognitive and associative, respectively [57]. In no other instance,

be it younger versus older human children, or younger versus older human adults,

in which the groups’ performance profiles correlated at 0.97 (Fig. 5.2) [15], would

one think to offer qualitatively different low and high-level interpretations of the

behavioral data. Instead, one would naturally interpret similar performances

similarly. Thus, our literature provides a case wherein the weight of parsimony has

shifted toward the metacognitive interpretation, and the burden of proof has shifted

toward associative theorists to demonstrate the necessity for, and the sufficiency

of, low-level cues in supporting animals’ uncertainty performances. That burden

has not been met.

Remember, too, that macaques and humans share evolutionary histories,

homologous brain structures and so forth. This also makes it implausible that

humans would produce their highly similar graph in a qualitatively different way.

As De Waal [58, p. 316] said: ‘‘the most parsimonious assumption concerning

nonhuman primates is that if their behavior resembles human behavior the psy-

chological and mental processes are similar.’’ Though surely there are limits on

this application of evolutionary parsimony, it is at least likely that, if humans

perform metacognitively, this provides some evidence that nonhuman primates use

similar information-processing mechanisms [59].

One could argue that metacognition had no evolutionary depth, no phases in its

development, and no antecedents. To the contrary, we suppose that metacognition

had some evolutionary course of development. This predicts psychological con-

tinuities between macaques and humans in this capacity, just as we know there are
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biological continuities. However, this does not mean that macaques must have

every conscious and self-aware facet of humans’ metacognition. Those facets

could have been the add-ons of human evolution as the metacognitive capacity

matured and flowered. These are important remaining theoretical questions for the

field to explore.

5.5 Detecting a Metacognitive Signal Within Animal Minds

Figure 5.5 summarizes the theoretical situation in the animal-metacognition lit-

erature from the perspective of signal-detection theory. The signal-detection

framework is apt because we are evaluating whether research has yet detected the

signal from animal minds of a higher-level cognitive capacity called metacogni-

tion. Animals’ true metacognition (Fig. 5.5a)—which we cannot see into their

minds to directly confirm—will produce a distribution of cognitive performances

across paradigms that appear sometimes more or less cognitively sophisticated. So

will their true associative capacity (Fig. 5.5b). But the appearances presented by

these capacities may overlap, creating a difficult interpretative problem. Therefore,

through this decision space, behavioral analysts place a decision criterion or

theoretical dividing line. Performances above the line meet the theoretical grade

and are interpreted as metacognitive. Performances below the line do not and are

deemed to reflect lower-level, associative processes.

Within this decision space, there are four possible interpretative outcomes. Hits

occur to the right in Fig. 5.5a when the scientist correctly concludes for meta-

cognition. Correct rejections occur to the left in Fig. 5.5b when the scientist

correctly concludes for an associative mechanism. Hits and correct rejections are

salutary scientific events.

Misses occur to the left in Fig. 5.5a when the scientist wrongly concludes

against metacognition. In the illustration, about 75 % of true metacognitive per-

formances by animals would be interpreted away. False alarms occur to the right in

Fig. 5.5b when the scientist wrongly concludes for metacognition. In the illus-

tration, about 3 % of all associative performances by animals would falsely be

called metacognitive. Misses and false alarms are infelicitous scientific events.

The decisional stance within the animal-metacognition literature, as with all

domains of comparative psychology, followed Morgan’s interpretative lead. His

canon was designed to counter the anecdotal reports of animal intelligence and the

introspective methods of mental attribution that had produced an anthropomorphic

bias. This interpretative lead yielded a distinctive and familiar theoretical culture.

Our literature set the high decision criterion shown in Fig. 5.5 for accepting the

presence of metacognition, so that few animal performances exceeded it. There

was skepticism about animal metacognition. There was a lack of agnosticism. The

preference for associative interpretations was used to break interpretative ties.

One sees this culture operating when mathematical parameters are deemed to

reflect low-level processes, and when casual reinforcement-maximization
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hypotheses—not rooted in a concrete information-processing description—are

mistaken for low-level processes. One sees it operating when stimulus-based tasks

are automatically assumed to elicit reactive processes, and when behavioral ana-

lysts persistently try out different low-level mechanisms, taking multiple bites

from the associative apple.
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Fig. 5.5 A signal-detection portrayal of theoretical inference within the animal-metacognition

literature. Across paradigms, animals’ a metacognitive performances and b associative perfor-

mances create distributed impressions of cognitive sophistication along the x-axis. Current

standards of scientific inference engender a criterion point, above which performances are

deemed to be metacognitive. From this criterion arise the four possible scientific outcomes: hits

(metacognitive performances correctly called metacognitive), correct rejections (associative

performances correctly called nonmetacognitive), misses (metacognitive performances incor-

rectly labelled associative), and false alarms (associative performances incorrectly labelled

metacognitive)
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In Sects. 5.2 and 5.3 of this article, we praised some elements of this decisional

stance within our field—it produced strong theoretical progress. In Sect. 5.4, we

pointed out some flawed aspects of this scientific culture. Now we consider some

structural weaknesses within this scientific culture that produce a complementary

interpretative bias to the old, anthropomorphic bias.

First, the high-threshold stance of the animal metacognition literature guaran-

tees that we will detect less accurately the true psychological signals issuing from

animal minds. The highest level of overall correct responding in a detection

experiment comes from a criterion level that is midway between the extremes, not

at an extreme position. The criterion chosen in the animal-metacognition literature

could possibly be expected to double the incorrect scientific conclusions reached in

our area. This is a serious problem that has rarely been noted in discussions of

scientific inference within the animal metacognition literature or within compar-

ative psychology more broadly.

Second, the high-criterion stance copes poorly with the fact that the two types

of interpretative error inexorably trade off with one another. The more avoidant we

are of false alarms, creating a high bar for a metacognitive theoretical interpre-

tation, the more misses we will experience because many actual metacognitive

performances will not clear the high-bar inferential hurdle.

One can roughly quantify this tradeoff using Fig. 5.5. In Fig. 5.5b, as the

decisional threshold moves rightward near its position in the figure, one continues

to avoid a tiny set of additional false alarms, as one correctly puts more of the

vanishing tail of the associative distribution to the left of the criterion. But, in

exchange, in Fig. 5.5a, one moves the line through the probability-dense center of

that Gaussian distribution. As a result, one displaces large numbers of true

metacognitive events to the left of the decision criterion, and thus we would

interpret away these metacognitive performances and increase the number of

misses. There would be a many-to-one exchange of misses incurred to false alarms

avoided. This is a lousy tradeoff. This would only be acceptable scientific practice

if we were for some reason many times more accepting of misses than of false

alarms. Of course, comparative psychologists have historically been asymmetri-

cally avoidant of false alarms.

The third problem is that the decisional stance in our literature has caused

misses to receive less attention. Indeed, rarely does anyone warn of the dangers of

misses in the scientific interpretation of animals’ uncertainty performances (or

their performances in other cognitive domains). We issue that warning here. It is

easy to specify in detail the dangers of misses, and we believe these dangers are

serious.

Misses in animal-metacognition research are as wrong as false alarm inter-

pretations. Misses create artificial discontinuities between human and animal

minds. Misses may cause us to underestimate the experience of pain and suffering

by animals and threaten the ethical conduct of animal studies. These artificial

discontinuities can blind us to the origins of human capacities and to their

emergence during phylogeny. Misses make it seem that animal models have no

place in studying human capacities, because animal minds are qualitatively
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different and low level. As a result, misses downgrade the relevance of animal

research. They downgrade its fundability, too. The more that animals are quali-

tatively different, the less that animal studies have to contribute to issues of

humans’ mental health and psychological functioning. Misses also make animal

research less accessible and interesting to the wider academic community. They

isolate comparative science and reduce its societal impact and footprint. These

isolating effects have become increasingly clear and problematic over the last

20 years. Indeed, one can see that some elegant fields of comparative study have

retreated—like beautiful glaciers—to the higher elevations of behavioral analysis

where few seek access.

5.6 A Middle Ground for Interpretation in

Animal-Metacognition Research

In contrast, the animal-metacognition literature is struggling to achieve a middle

ground of theoretical interpretation. We will end by describing this middle ground

as it presents itself in our field.

First, research encourages the conclusion that animals’ uncertainty responses

are qualitatively different psychologically from their primary perceptual responses

(e.g., the dolphin’s low/high responses). Acknowledging this difference seems

necessary to explain the dissociation between uncertain and middle responses [23]

and the differences in uncertainty responding between macaques and capuchins

[24]. Notice, though: qualitatively different does not mean qualitatively conscious,

self-aware, and so forth.

Second, research encourages the conclusion that animals’ uncertainty responses

are not appropriately considered associative responses in the traditional sense.

They can be independent from stimuli, reinforcement, and so forth. Uncertainty

responses should probably be elevated interpretatively to the level of cognitive-

decisional processes in animals’ minds.

Third, the research also shows that uncertainty responses serve animals on the

first trial of novel tasks, in abstract tasks, in metamemory tasks and even during

multitasking. They are sometimes used with so much flexibility and agility that

they appear to have some continuities with humans’ explicit and declarative

cognitive processes—that is, those processes that let humans’ reflective minds turn

on a dime. Notice: the presence of some continuities does not imply the presence

of all continuities.

In conceptualizing these continuities psychologically, some have followed

Shiffrin and Schneider [60] by noting that uncertainty-monitoring tasks are

inconsistently mapped. That is, they feature indeterminate mental representations

that map unreliably onto responses so that those representations become inadequate

guides to behavior. The animal must engage higher levels of controlled cognitive

processes to adjudicate the indeterminacy and choose adaptive behaviors.
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One might say that uncertainty responses represent controlled decisions, at the limit

of perception or memory, to decline difficult trials. This is a careful statement of our

field’s middle ground. It grants animals’ uncertainty responses some deserved

cognitive sophistication, without attributing to them all the sophisticated features

that human metacognition can show.

Thus, the animal-metacognition literature is seeking a moderate decisional

stance by which it avoids extreme interpretations depending on either low-level

associations or florid, conscious metacognition. Instead, it has characterized in

more specific and more accurate information-processing terms the mental repre-

sentations and cognitive processes that underlie animals’ metacognitive

performances.

This stance confers benefits on the research area, by increasing the theoretical

and empirical scope granted to researchers. For one example, researchers are now

freed to try to pinpoint the nature and level of the controlled uncertainty processes

that animals show. To this end, our laboratory is asking whether uncertainty

responses reflect an executive cognitive utility that especially requires attentional

resources or working-memory capacity. We are also asking whether macaques can

experience sudden realizations of knowing. Through empirical approaches of this

kind, one can continue to cautiously elevate one’s interpretation of the uncertainty

response, showing that it is higher-level, attentional, executive and even perhaps

conscious.

These approaches were held in abeyance in the early years of animal-meta-

cognition research, when the focus was on the associative content of uncertainty

responses. A high decisional threshold is not just a quantitative threshold by which

a field expresses its general conservatism. To the contrary, the decisional threshold

qualitatively changes the nature of the theoretical discussion and affects the kind of

research questions that are naturally asked. A field has more scope to ask diverse

empirical questions given a more temperate theoretical climate.

Likewise, our field has gained more scope to consider human and animal

metacognitive capacities in relation to one another. What are the benefits and

affordances of language-based metacognition that is propositionally encoded and

in which animals cannot share? What is the essential nature of metacognition that

can occur without language and propositions? Do humans feel like uncertain

selves in metacognition tasks in ways that monkeys do not? Why, when, and how

did conscious cognitive regulation come to play a substantial role within humans’

cognitive system? These questions open up as one honours the homologies in the

uncertainty-monitoring performances of humans and animals. In these homolo-

gies, one also clearly sees the value of animal models for human metacognition,

and the possibility of searching for biochemical blocks that might be removed and

biochemical enhancers that might be applied to improve metacognitive regulation.

The animal-metacognition literature has also begun to instantiate the distinctive

theoretical premise that metacognition is not all-or-none. A great deal of energy

has been spent debating the qualitative choice: do animals have metacognition or

are they being associative? However, there is a constructive theoretical middle

ground wherein one grants organisms a basic uncertainty-monitoring capacity
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without overinterpreting what they do. In this middle ground may lie the phylo-

genetic emergence of human metacognition and the ontogenetic emergence of

metacognition in human development.

This perspective grants animal-metacognition research strong links to and

implications for metacognition research in human development. The behavioral

animal paradigms expand the range of metacognition paradigms available for

testing young human children. Using them, researchers may uncover the earliest

developmental roots of human metacognition [40]. The animal paradigms can also

be used to explore the metacognitive capacities of language-delayed and autistic

children, or children with mental retardation. It is an important possibility that

there might be more basic forms of cognitive regulation (more implicit; less

language-based) that could be preserved or fostered in children who are challenged

in the highest-level aspects of metacognition.

Thus, one sees that a middle ground of theoretical interpretation is not the

compromise of weakness. It balances our field better between the two types of

inferential errors. It grants the field more theoretical scope. It opens new lines of

research, concerning psychological content, consciousness, human origins, lan-

guage affordances, and so forth. It broadens our field, granting it outreach to issues

of human development and psychological well-being. It makes the research in

animal metacognition accessible to a wider range of interested but nonexpert

consumers of science in the public domain. And, remarkably, the empirical picture

in our field makes plain that, in addition, we are now reading more accurately than

ever the uncertain signals emanating from animal minds.
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Part II

Computational Approaches
to Metacognition



Chapter 6

A Computational Framework
for the Study of Confidence Across Species

Adam Kepecs and Zachary F. Mainen

Abstract Confidence judgments, the self-assessment of the quality of a subject’s

knowledge, are considered a central example of metacognition. Prima facie,

introspection, and self-report appear the only way to access the subjective sense of

confidence or uncertainty. Could confidence be also studied in nonhuman animals

so one could probe its neural substrates? Indeed, behavioral paradigms that in-

centivize animals to evaluate and act upon their own confidence can yield implicit

reports of confidence. Here, we suggest that a computational approach can clarify

the issues involved in interpreting these tasks and provide a much-needed

springboard for advancing the scientific understanding of confidence. We first

review relevant theories of probabilistic inference and decision making. We then

critically discuss behavioral tasks employed to measure confidence in animals and

show how quantitative models can help to constrain the computational strategies

underlying confidence-reporting behaviors. In our view, post-decision wagering

tasks with continuous measures of confidence appear to offer the best available

metrics of confidence. Since behavioral reports alone provide a limited window

into mechanism, we argue that progress calls for measuring the neural represen-

tations and identifying the computations underlying confidence reports. We

present a case study using such a computational approach to study the neural

correlates of decision confidence in rats. This work shows that confidence

assessments may be considered higher order, but can be generated using
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elementary neural computations that are available to a wide range of species.

Finally, we discuss the relationship of confidence judgments to the broader

behavioral uses of confidence and uncertainty.

6.1 Introduction

In face of the pervasive uncertainty and variability in the world, the evaluation of

confidence in one’s beliefs is a critical component of cognition. As humans we

intuitively assess our confidence in our percepts, memories, and decisions all the

time, seemingly automatically. Nevertheless, confidence judgments also seem to

be part of a reflective process that is deeply personal and subjective. Therefore, a

natural question arises: Does assessing confidence—knowledge about subjective

beliefs—constitute an example of the human brain’s capacity for self-awareness?

Or is there a simpler explanation that might suggest a more fundamental role for

confidence in brain function across species?

Prima facie, introspection, and self-report appear the only way to access the

subjective sense of confidence or uncertainty. Indeed, confidence judgments have

been long studied as a central example of metacognition [1–3]. In this light

confidence judgments are viewed as a monitoring process reporting on the quality

of internal representations of perception, memory, or decisions that reflect a

uniquely human cognitive capacity [1–3], requiring advanced neural architecture

available only in the brains of higher primates [1, 4, 5]. Moreover, as subjective

reports about our beliefs, confidence judgments have even been used as indices of

conscious awareness.

Against this backdrop of studies emphasizing the apparent association of

confidence with the highest levels of cognition, a recent line of research has

attempted to show that nonhuman animals are also capable of confidence judg-

ments, with mixed and sometimes contentious results [5]. How could animals

possibly think about their thoughts and report their confidence? And even if they

did, how could one even attempt to establish this without an explicit self-report?

While such philosophically charged debates persist, an alternative approach,

rooted in computational theory, is taking hold. According to this view, assessment of

the certainty of beliefs can be considered to be at the heart of statistical inference.

Formulated in this way, assigning a confidence value to a belief can often be

accomplished using relatively simple algorithms that summarize the consistency and

reliability of the supporting evidence [6]. Therefore, it should come as no surprise

that in the course of building neurocomputational theories to account for psycho-

physical phenomena, many researchers came to the view that probabilistic reasoning

is something that nervous systems do as a matter of their construction [7–11].

In this light, confidence reports might reflect a readout of neural dynamics that is

available to practically any organism with a nervous system. Hence, representations

of confidence might not be explicit or anatomically segregated [12–14]. Although

statistical notions can account for the behavioral observations used to index

116 A. Kepecs and Z. F. Mainen



metacognition, it remains to be seen whether there are aspects of metacognition that

will require expansion of this framework. For instance, it may be that while choice

and confidence are computed together, confidence is then relayed to a brain region

serving as a clearinghouse for confidence information from different sources.

Confidence representations in such region can be viewed as metacognitive but

nevertheless may still require only simple computations to generate.

Here, we argue that progress in understanding confidence judgments requires us

to place the study of confidence on a solid computational foundation. A compu-

tational approach can clarify the issues involved in interpreting behavioral data

and provide a much-needed springboard for advancing the scientific understanding

of confidence. We first review relevant theories of probabilistic inference and

decision making that provide an emerging computational framework for confi-

dence. We then critically discuss behavioral tasks employed to measure confidence

in animals and show how quantitative models can help to constrain the compu-

tational strategies underlying confidence-reporting behaviors. Our review also

comes from the vantage point of two neuroscientists: behavioral reports alone

provide a limited window into mechanism, thus we advocate opening up the

brain’s ‘‘black box’’ to search for neural circuits mediating metacognition. We

present a case study using such an approach to study the neurobiological basis of

decision confidence in rats. We conclude by discussing the relationship of confi-

dence judgments to the wider behavioral uses of confidence and uncertainty.

6.2 Behavioral Reports of Confidence in Humans

and Other Animals

The topic of behavioral studies of confidence is broad and therefore we will largely

limit our discussion to confidence about simple psychophysical decisions and

focus mostly on animal behavior. Behavioral reports of confidence in humans can

be explicit, usually verbal or numerical self-reports, and these are usually taken at

face value. In contrast, in nonhuman animals, only implicit behavioral reports are

available. This has led to interpretational difficulties, a topic we address next.

6.2.1 Explicit Reports of Confidence in Humans

The most straightforward behavioral paradigm for testing confidence is to ask

subjects to assign a numerical rating of how sure they are in their answer [13–20].

Indeed, humans performing psychophysical discrimination tasks can readily assign

appropriate confidence ratings to their answers [21]. By appropriate rating we

mean that performance accuracy in humans is well correlated with the self-

reported confidence measures. Self-reported confidence also correlates with choice

reaction times [15, 16]. It should be noted that confidence reports are not always
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perfectly calibrated; there are systematic deviations found such as overconfidence

when decisions are difficult and underconfidence when they are easy [21–23].

Clearly, it is not possible to ask animals to provide explicit confidence reports,

therefore animal studies need to employ more sophisticated tasks designed to elicit

implicit reports of confidence.

6.2.2 ‘‘Uncertain Option’’ Task

A widely used class of tasks extends the two-choice categorization paradigm by

adding a third choice, the ‘‘uncertain option,’’ to the available responses. Inter-

estingly, the scientific study of this paradigm originated in experimental psy-

chology along with quantitative studies of perception [24–27]; however, these

early attempts were found to be too subjective [25, 26, 28] and were soon aban-

doned in favor of ‘‘forced choice’’ tasks to quantify percepts based on binary

choices. After nearly a century of neglect, a series of studies by Smith et al. [5]

reinvigorated the field of confidence judgments using these paradigms in both

human and nonhuman subjects with the goal of placing the notion of subjective

confidence on scientific footing.

In the first of the modern studies using this paradigm, Smith and colleagues

used a perceptual categorization paradigm [29] (Fig, 6.1a; see also Smith et al.,

this volume). A sensory stimulus is presented along a continuum (e.g., frequency

of an auditory tone) that needs to be categorized into two classes based on an

arbitrarily chosen boundary (above or below 2.1 kHz). Subjects are then given

three response options: left category, right category, or uncertain response. As

might be expected, subjects tend to choose the uncertain option most frequently

near the category boundary. Post-experimental questionnaires indicate that humans

choose the uncertain option when they report having low confidence in the answer.

Importantly, the design of the task allowed Smith and colleagues to ask the

same questions to nonhuman animals and hence to reignite an age-old enquiry

about the cognitive sophistication of different animal species. In order to test

animals in this task, the different options were linked with different reward con-

tingencies: correct choices are rewarded with one unit of food reward, uncertain

responses are rewarded with a smaller amount of food while incorrect choices lead

to omission of reward and a timeout punishment. Smith and colleagues [29–34]

studied monkeys, dolphins, and rats and compared their performance to humans.

Under these conditions, monkeys and dolphins showed a qualitative similarity in

response strategies as well as a quantitative agreement in the response distributions

of animals and humans. The striking similarities of dolphin and monkey behavior

to that of humans suggested that these animals possess more sophisticated cog-

nitive architectures than previously appreciated. Interestingly, their studies also

failed to show that evolutionarily ‘‘simpler’’ animals such as rats could perform

confidence judgments [30]. The authors concluded that this might reflect a failure

to find a suitable task for accessing the appropriate abilities in these species.
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Indeed, pigeons can respond similarly to primates in such tasks [35], although they

fail to exhibit other uncertainty monitoring behaviors (see below).

A similar opt-out task was used by Komura et al. [36] to study the neural rep-

resentation of confidence in the pulvinar region. The authors started with a motion

categorization task in which monkeys were presented with a cloud of dots, each

either red or green, which were moving up or down. Monkeys were trained to report

the direction of the moving cloud of the target color that was cued. When all the dots

were moving in one direction, the monkey had an easy choice, whereas when the

mixture of upward and downward moving dots was nearly balanced the choice was

more difficult. Correct choices were rewarded with a drop of juice. To make use of

confidence information, the monkeys were also given a third choice: to opt out of the

categorization task and receive a smaller but certain reward. As expected, monkeys

used the safe, opt-out choice in proportion to the stimulus difficulty.

A weakness in the design of such opt-out tasks for confidence reporting is the

possibility that uncertain responses could be simply associated with those stimuli

intermediate to the extreme category exemplars. In other words, the two-alternative

plus uncertain option task can be alternatively viewed as a three-choice decision

Fig. 6.1 Behavioral tasks for studying confidence in animals. a In uncertain option tasks there

are three choices, the two categories, A and B, and the uncertain option. b In decline option or

opt-out tasks, there is first a choice between taking the test or declining it, then taking the test and

answering A or B. In a fraction of trials the option to decline is omitted. c In post-decision

wagering for every trial there is first a two-category discrimination, A or B, and then a confidence

report, such as low or high options
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task (left/right/uncertain, Fig. 6.1a), which can be solved simply by learning

appropriate stimulus–response categories without necessitating confidence esti-

mates. This criticism was first addressed with task variants that require same–

different discrimination [31]. In this version of the task there are no external stimuli

that can be associated with the uncertain option. Nevertheless, from a computa-

tional perspective the difference between the two stimuli is represented in the brain,

then again the uncertain response can simply be associated with a class of such

difference representations. To argue against such associative mechanisms, Smith

et al. [37] also reported on a task version in which monkeys were only rewarded at

the end of a block of trials, so that individual responses were not reinforced.

However, while this manipulation does rule out the simplest forms of reward

learning, it is still compatible with more sophisticated forms [38].

6.2.3 ‘‘Decline Option’’ Tasks

Hampton introduced a memory test that included a ‘‘decline’’ option rather than

three choices [39] (Fig. 6.1b). In this test, monkeys performed a delayed-match-

ing-to-sample task using visual stimuli. At the end of the delay, subjects were

presented with the option of accepting or declining the discrimination test. Once a

subject accepted the test, it received either a food reward for correct choices or a

timeout punishment for error choices. After declining the test, the subject received

a nonpreferred food reward without a timeout. Therefore, the optimal strategy was

to decline when less certain, and indeed, monkeys tended to decline the dis-

crimination more often for longer delays. However, since the difficulty was

determined solely by the delay, the decline option could be learned simply by

associating it with longer delays for which performance was poorer. To circum-

vent this problem, Hampton introduced forced-choice trials in which the subject

had no choice but to perform the discrimination test. If longer delays were simply

associated with the choice to decline the test, then decline responses would be

equally likely regardless of performance. However, he found a systematic increase

in performance in freely chosen trials compared to forced-choice trials, consistent

with the idea that monkeys are monitoring the likelihood of being correct, rather

than associating delays with decline responses.

A similar decline option test was used by Kiani and Shadlen [40] in macaque

monkeys, who made binary decisions about the direction of visual motion. On

some trials, after stimulus presentation, a third ‘‘opt out’’ choice was presented for

which monkeys received a smaller but guaranteed reward. They found that fre-

quency of choosing the ‘‘uncertain option’’ increased with increasing stimulus

difficulty and with shorter stimulus sampling. Moreover, as observed by Hampton,

monkeys’ performance on trials in which they declined to opt out was better than

when they were forced to perform the discrimination.

Inman and Shettleworth [41], and Teller [42] tested pigeons using similarly

designed ‘‘decline’’ tests with a delayed-matching-to-sample task. They observed
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that the rates of choosing the decline option slightly increased with delay duration.

Because performance decreased with delay, decline choices also increased as

performance decreased. However, there was no difference in the performance on

forced-choice versus free-choice (i.e., nondeclined) trials. These results were

interpreted as arguing against the metacognitive abilities of pigeons [43].

After these negative results with pigeons and rats in uncertain and decline

option tasks, it came as a surprise that Foote and Crystal reported that rats have

metacognitive capacity [44]. Similar to the design of Hampton, they used a task

with freely chosen choice trials with a decline option interleaved with forced-

choice trials. But unlike Hampton, Foote and Crystal used an auditory discrimi-

nation task without an explicit memory component. They found that decline option

choices increased in frequency with decision difficulty and that free-choice per-

formance was better than forced-choice performance on the most difficult stimuli,

arguing against associative learning of decline choices.

The argument that this class of task tests confidence-reporting abilities chiefly

rests on the decrease in performance on forced-choice trials compared to freely

chosen choice trials. The results for rats showed a small change in performance

(\10 %) and only for the most difficult discrimination type. An alternative

explanation is that attention or motivation waxes and wanes and animals’ choices

and performance are impacted by their general ‘‘vigilance’’ state [45]. When their

vigilance is high animals would be expected to choose to take the test and perform

well compared to a low vigilance state when animals would tend to decline and

accept the safer, low value option. Although being aware of one’s vigilance state

may be considered as a form of metacognition, it is distinct from mechanisms of

confidence judgments.

6.2.4 Post-decision Wagering

The ‘‘uncertain option’’ and ‘‘decline option’’ tasks have the weakness that either a

choice report or a confidence report is collected in each trial but not both. The

‘‘post-decision wager’’ paradigms improve on this by obtaining both choice and

confidence on every trial [46, 47]. The central feature of this class of tasks is that

after the choice is made, confidence is assessed by asking a subject to place a bet

on her reward (Fig. 6.1c). The probability of betting high (or the amount wagered)

on a particular decision serves as the index for confidence. Persaud and colleagues

used this paradigm to test a subject with blindsight, who had lost nearly his entire

left visual cortex yet could make visual discriminations in his blind field despite

having no awareness. Using a post-decision wagering paradigm they found that

wagers were better correlated with the subjects’ explicit self-reported visibility of

the stimulus than with actual task performance [46]. Hence the authors argued that

post-decision wagers not only provided an index of confidence, but also served as

an objective assessment of ‘‘awareness,’’ independent of perceptual performance.
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Leaving aside the thorny issue of whether post-decision wagers can be used to

study awareness [48, 49], for the purposes of studying confidence judgments, the

wagering paradigm has many attractive features [46]. Wagers provide a means to

make confidence reports valuable and hence by providing appropriate reward

incentives animals can be trained to perform post-decision wagering [33, 50–53].

For instance, Middlebrooks and Sommer [53] tested rhesus monkeys on a simple

visual discrimination task that was followed by a betting stage. Choosing the high

wager option either earned a large reward for correct choices or a timeout pun-

ishment after incorrect choices. Choosing the low wager option earned a small

reward independent choice correctness. The authors showed that the proportion of

high wagers decreased with perceptual difficulty and was correlated with choosing

the correct option.

One caveat with post-decision wagering paradigms is that because the payoff

matrix interacts with the level of confidence to determine the final payoff, care

must be taken with the design of the matrix. It has been observed that in the study

of Persaud et al. [46], the optimal strategy for the payoff matrix was to always bet

high regardless of the degree of confidence [54, 55]. Subsequently, Fleming and

colleagues established that human subjects casting post-decision wagers in this

task display loss aversion [55]. Although subjects were in fact found to vary their

wager with uncertainty, it would be difficult to disambiguate a suboptimal

wagering strategy from the lack of appropriate confidence estimates [54, 56].

Therefore, the design of the payoff matrix and an independent evaluation of the

wagering strategy are important considerations to determine whether wagering

reflects confidence. Using a continuum of wagers instead of a binary bet (certain/

uncertain) somewhat mitigates the difficulty of finding an optimal payoff matrix

(see below). A second concern about the post-decision wager task is that bets

might be placed by associating the optimal wager with each stimulus using rein-

forcement learning. In particular, each two-choice plus wager test could be

transformed into a four-choice test where distinct stimuli could be associated with

distinct responses. For instance, in a motion direction categorization, weak versus

strong motion to one direction could be associated with low versus high wagers.

Importantly, however, this concern can be alleviated by appropriate analysis of

behavioral data, as we will discuss below. Moreover, regardless of concerns over

the optimality of wagering, animals can be trained to perform this kind of task [33,

50–53], providing a rich class of confidence-reporting behaviors.

6.2.5 Decision Restart and Leaving Decision Tasks

Recently, Kepecs et al. [57] introduced a behavioral task similar to post-decision

wagering that can be used in animals. They trained rats to perform a two-alter-

native forced-choice olfactory discrimination task. In this task, subjects initiated a

trial by entering a central odor port. This triggered the delivery of a stimulus

comprising a binary odor mixture. The subject was rewarded for responding to the
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left or to the right depending on the dominant component. In order to vary the

decision difficultly, the ratio of the two odors was systematically varied. Rats

performed at near chance level for 50/50 odor mixtures and nearly perfectly for

pure odors. To assess confidence, reward was delayed by several seconds while

subjects were given the option to ‘‘restart’’ trials by leaving the reward port and

reentering the odor sampling port. In other words, after the original decision about

the stimulus, rats were given a new decision whether to stay and risk no reward

with timeout punishment, or leave and start a new, potentially easier trial. An

important feature of this task, similar to the post-decision wagering and confidence

rating tasks, is that the choice and confidence reports are collected in the same

trial, an issue we will further discuss below.

It was observed that the probability of aborting and restarting trials increased

with stimulus difficulty and that discrimination performance was better on trials in

which the subjects waited for the reward compared to trials in which they reini-

tiated. Moreover, as we will describe in more detail below, the probability to

reinitiate choices matched the pattern expected for confidence judgments. In

particular, even for trials of the same stimulus, Kepecs et al. [57] observed that

performance was systematically higher for correct than for error trials. This

correct/error analysis permitted the authors to circumvent the criticism that rein-

forcement learning on stimuli could explain the pattern of behavior (see below).

One difficulty with this task is that its parameters (e.g., reward delay) need to be

carefully tuned in order to have a reasonable balance between restarted and non-

restarted trials. This difficulty, in part, can be traced to the issue of choosing an

appropriate payoff matrix in post-decision wagering paradigms discussed above.

The cost of waiting and the value of restarts must be chosen to be just right and are

difficult to infer a priori. For instance, in some parameter regimes rats never

restarted trials, while in others they always restarted until an easier stimulus was

provided (unpublished observations). A related issue with binary wagers is that in

each trial only a single bit of information is gained about decision confidence.

Both of these issues can be mitigated using task versions that provide graded

reports of decision confidence (Fig. 6.2a). Rats were trained in a task variant we

call the ‘‘leaving decision’’ task. In this version we delay reward delivery using an

exponential distribution of delays (to keep reward expectancy relatively constant)

and measure the time an animal is willing to wait at the choice ports (Fig. 6.2a).

Incorrect choices are not explicitly signaled and hence rats eventually leave the

choice ports to initiate a new trial. In order to measure confidence for correct

choices we introduce a small fraction (*10–15 %) of catch trials for which

rewards are omitted. The waiting time at the reward port before the leaving

decision (obtained for all incorrect and a fraction of correct trials) provides a

graded measure reflecting decision confidence (Fig. 6.2c). Waiting time, naturally,

also depends on when the animal is expecting the reward delivery. However, we

found that the relative patterns of waiting times were systematically related to

decision parameters (Fig. 6.2c, d) for a range of reward delay distributions pro-

viding a behaviorally robust proxy for decision confidence. Indeed, an accurate

estimate of decision confidence modulating the waiting time will help to maximize
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reward rate, while also minimizing effort and opportunity costs incurrent by

waiting. Because the animals’ cost functions are difficult to infer it is challenging

to make quantitative predictions about the optimal waiting time. Nevertheless,

based on reasonable assumptions we expect accuracy to be monotonically related

to waiting time, in agreement with our observations (Fig. 6.2c). Note that although

Fig. 6.2 Leaving decision tasks to studying confidence in animals. a Schematic of the behavioral

paradigm. To start a trial, the rat enters the central odor port and after a pseudorandom delay of

0.2–0.5 s an unequal mixture of two odors is delivered. Rats respond by moving to the A or B

choice port, where a drop of water is delivered after a 0.5–8 s (exponentially distributed) waiting

period for correct decisions. In catch trials (*10 % of correct choices) the rat is not rewarded and

no feedback is provided. Therefore, the waiting time can be measured (from entry into choice

ports until withdrawal) for all error and a subset of correct choices. b Psychometric function for

an example rat. c Choice accuracy as a function of waiting time. For this plot we assumed that the

distribution of waiting times for correct catch trials is a representative sample for the entire

correct waiting time distribution. d Mean waiting time as a function of odor mixture contrast and

trial outcome (correct/error) for an example rat
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waiting time can also be measured in the ‘‘decision restart’’ task variant, for all

restarted trials, we only observed a weak relationship between waiting time and

confidence, presumably because many trials were restarted early after the man-

datory wait time.

6.2.6 Looking Tests

In addition to tests based on psychophysical methodologies, the metacognitive

abilities of animals have also been addressed using more ethologically minded

behaviors. So-called ‘‘looking’’ paradigms take advantage of the fact that during

foraging animals may naturally seek information about where foods might be

located [58, 59]. Such information seeking can be considered an assessment of the

animal’s state of knowledge: the less certain they are about their given state of

knowledge the more likely they will seek new information [60]. Indeed,

chimpanzees, orangutans, macaques, capuchins, and human children all show a

tendency to seek new information when specifically faced with uncertainty

[59, 61–63]. By ‘‘looking’’ more frequently in the appropriate situations, these

species can demonstrate knowledge about their own belief states. In contrast, dogs

have so far failed to show such information-seeking behavior [64, 65]. However, in

the case of such a failure, it remains possible that the setup wasn’t ecologically

relevant for the species in question.

It may be useful to consider ‘‘looking’’ tests as an instance of a more general

class of behaviors in which confidence assessment can be useful to direct infor-

mation seeking or exploration. Given the limitations of experimental control

possible in ethological settings, it would be profitable to transform the looking

tests into psychophysical paradigms where the confidence can be read out by

choices to seek out more information [66].

6.2.7 Criticisms of Confidence-Reporting Behaviors

Many of these studies discussed above triggered controversies; some of the crit-

icisms have been highlighted above. To summarize, critics have systematically

attempted to come up with alternative explanations for the performance of non-

humans animals that do not require uncertainty monitoring. The primary thrust of

these critiques has been that some confidence-reporting tasks can be solved by

learning appropriate stimulus–response categories without the need for true

uncertainty monitoring [67]. A second important criticism is that a behavioral

report can in some cases arise from reporting the level of a cognitive variable such

as ‘‘motivation,’’ ‘‘attention,’’ or ‘‘vigilance’’ that impacts performance, rather than

confidence per se [39]. Thus, a simpler mechanism might be sufficient to account

for the observed behavior without invoking confidence or metacognition.
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However, we have seen that these alternative classes of explanation, while very

important to address, are being tackled through increasingly sophisticated task

designs [57, 61, 68].

A third, somewhat different, line of criticism has questioned the similarity of

various confidence tests to confidence-reporting tests that can be performed by

humans [4, 69, 70].We find this line of criticismmuch less compelling. For instance,

it has been suggested that if long-term memory is not required then a task cannot be

consideredmetacognitive.Yet, from a neuroscientific (mechanistic) perspective, it is

hard to see the relevant difference between amemory representation and a perceptual

representation. A second argument has been that generalization across tasks is an

important requirement [51, 61, 71]. This argument is akin to the claim that a speaker

of a single language, such as English, does not demonstrate linguistic competence

until she is also shown to generalize to another languages, such as Hungarian.

Clearly, cognitive flexibility (and knowledge of Hungarian) are advantageous skills

but not necessary to demonstrate linguistic competence. Likewise, it may be

expected that confidence reporting, like other sophisticated cognitive capabilities

may not be solved in a fully general form by most animals or even humans. Finally,

some studies have been criticized on the basis of the number of subjects (e.g., ‘‘2

monkeys alive have metacognition’’) [72]. We find this criticism somewhat out of

line, especially considering that it has long been routine in monkey psychophysical

and neurophysiological studies to use only two subjects. The legitimacy of extrap-

olating from few subjects is based in part on the argument that individuals of a species

share a common neural, and hence cognitive, architecture.

We conclude this section by noting with some puzzlement that it has rarely, if

ever, been suggested that human behavioral reports of confidence themselves might

be suspect. Why should it be taken for granted that self-reported confidence

judgments in humans require an instance of metacognition and uncertainty moni-

toring processes? Ultimately, whether applied to human or to other animals, we are

stuck with observable behavior. That human behavioral reports can have a lin-

guistic component while animal reports cannot does not justify two entirely distinct

sets of rules for human versus animal experiments. Regardless of the species of the

subject, we ought to determine whether a particular behavioral report can be

implemented through a simpler mechanism, such as associative learning. In order to

best make this case it is critical to be very careful about how confidence behavior is

defined. To do so, we will argue that semantic definitions need to be dropped in

favor of formal (mathematical) ones. It is to this topic that we turn next.

6.3 Computational Perspective on Confidence Judgments

The study of decision making provides important insights and useful departure

points for a computational approach to uncertainty monitoring and confidence

judgments. Smith and colleagues in their groundbreaking review advocated and

initiated a formal approach to study confidence judgments [5]. We argue that this

126 A. Kepecs and Z. F. Mainen



approach can be taken further to provide a mathematically formal and quantitative

foundation. That is because formal definitions can yield concrete, testable pre-

dictions without resorting to semantic arguments about abstract terms [73, 74]. To

seek a formal basis for confidence judgments, we will first consider computational

models of simpler forms of decision making [75].

From a statistical perspective a two-choice decision process can be viewed as

an hypothesis test. In statistics each hypothesis test can be paired with an interval

estimation problem to compute the degree of confidence in the hypothesis [6].

Perhaps the most familiar quantitative measure of confidence is the P value that

can be computed for a hypothesis test. Indeed, the notion of confidence is truly at

the heart of statistics, and similarly it should be at the center of attention for

decision making as well. Moreover, statistical analysis provides a solid departure

point for any attempt to seek psychophysical or neural evidence for confidence.

We begin with the core idea that confidence in a decision can be mechanisti-

cally computed and formalized in appropriate extensions of decision models. First,

we will define confidence and then discuss how to derive (compute) it.

6.3.1 Defining Confidence

Confidence can be generally defined as the degree of belief in the truth of a prop-

osition or the reliability of a piece of information (memory, observation, prediction).

Confidence is also a form uncertainty, and, previously, several classifications of

uncertainty have been discussed. In psychology, external and internal uncertainties

have been referred to as ‘‘Thurstonian’’ and ‘‘Brunswikian’’ uncertainty, respec-

tively [76, 77]. In economics, there are somewhat parallel notions of ‘‘risk’’ and

‘‘ambiguity’’ [78–82]. Risk refers to probabilistic outcomes with fully known

probabilities, while in the case of ambiguity, the probabilities are not known.

Here, we focus on decision confidence, an important instance of uncertainty,

which summarizes the confidence associated with a decision. Decision confidence

can be defined, from a theoretical perspective, as an estimate by the decision maker

of the probability that a decision taken is correct. Note that we also use ‘‘decision

uncertainty’’ interchangeably, after a sign change, with ‘‘decision confidence.’’

6.3.2 Bayesian and Signal Detection Models for Decision

Confidence

Signal detection theory (SDT) and Bayesian decision theory [6] provide quanti-

tative tools to compare the quality of stimulus representation in the neurons and

with variability in behavioral performance [83]. These quantitative approaches

have provided a strong basis for probing the neural mechanisms that underlie

perception [84].
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We begin with a model for a two-alternative decision, such as the olfactory

mixture discrimination paradigm discussed above. For the purposes of our argu-

ment we will consider a simplified case of determining whether stimulus, s is

above or below a given boundary, b. Let us assume that b is fixed and stimulus s is
corrupted by Gaussian noise (Fig. 6.3a). SDT provides a language for analyzing

such decisions under uncertainty and has been used previously to derive predic-

tions for decision confidence [57, 85]. In each trial, the observer draws a sample si
from the stimulus distribution (Fig. 6.3a). The choice can be made simply by

determining whether si\ b or b[ si. Confidence, d, is a function of the distance

between these variables, di = |si - b|.
This model yields specific predictions about how the representation of confi-

dence relates to other variables. First, by definition confidence predicts the prob-

ability of a choice being correct, in keeping with the intuitive notion of

‘‘confidence’’ (Fig. 6.3c). Second, when computed as a function of the stimulus

difficulty and choice outcome (the observables in a 2AFC task), the model predicts

a distinctive and somewhat counterintuitive ‘‘X’’ pattern (Fig. 6.3b), in which

confidence increases with signal to noise for correct choices while decreasing for

error choices. Examining the stimulus and boundary configurations that could lead

to a given choice offers an intuition behind this (Fig. 6.3a). For correct choices,

distance between stimulus distribution and the category boundary increases as the

stimulus becomes easier. For error choices, however (which happen when a

stimulus is perceived to be on the wrong side of the boundary), the distance

between sampled stimulus and categorization boundary tends to be smaller for

easy stimuli because the overlapping area of the two distributions becomes

smaller. In other words, for easier stimuli errors are rare, but in those cases where

they do occur the decision maker cannot have been very confident.

Note that these patterns are not only robust to different stimulus distributions,

but can also be derived from other classes of models. For instance it can be simply

generalized to Bayesian decision theory, where the absolute value of the log

posterior ratio can be used as a measure of the ‘‘decision distance,’’ d, above, and
provide an estimate of confidence [86]. Similarly, models based on integration of

evidence [57, 87–89], attractor networks [90, 91], and even support vector

machine classifiers [92] make similar predictions about confidence, as we discuss

next.

6.3.3 Other Models of Decision Confidence: Integrators,

Attractors, and Classifiers

We have seen how natural it is to introduce a notion of confidence in SDT.

Integrator or drift–diffusion models of decision making can be seen as adding a

temporal dimension to SDT [93, 94], and we can extend these models in similar

ways. This is most natural to examine for the ‘‘race’’ variant of the integrator
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Fig. 6.3 Computational models for choice and confidence. (a–c) Signal detection theory model

for choice and confidence. a On a given trial a decision maker has to determine whether stimulus

s is above or below the boundary (dashed line). Left panel shows a stimulus distribution close the

boundary and hence difficult decisions on average, the right panel shows stimulus distribution

with smaller overlap. Decision confidence can be estimated by computing the distance of the

stimulus s (yellow) and boundary, b, (blue), d = |s - b|. Error choices occur when s is to the left
of b (where the stimulus distribution extends into the red shaded region). When the stimulus

distribution is easier (right), the red region under the curve shrinks and the green region expands.

Thus, the maximum distance between s and b for error choices is lower and the maximum for

correct choices higher, so confidence estimates average lower for the rare easy-stimulus error

than for difficult stimulus errors. b The resulting confidence estimate, d, can be used to predict

choice accuracy. c Confidence estimates (average d) show a characteristic ‘‘X’’ pattern plotted as

a function of stimulus difficulty and choice correctness. d–e Race model of decision making.

d Schematic showing the accumulation of evidence in two integrators up to a threshold.

e Calibration of ‘‘balance of evidence’’ yields veridical confidence estimate. f Prediction for

confidence estimate as a function of observables
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model where evidence for and against a proposition accumulates in separate

decision variables (Fig. 6.3d). Vickers proposed that confidence in a decision may

be computed as the ‘‘balance of evidence,’’ the difference between the two deci-

sion variables at decision time [95]. This distance can be transformed into a

veridical estimate of confidence with qualitatively the same properties as the

estimate from SDT models (Fig. 6.3e, f).

Another class of models where similar notions of confidence can be applied is

classifier models from machine learning theory. For instance, support vector

machines (SVM) are a class of algorithms that learn by example to assign labels to

objects. In a probabilistic interpretation of SVM classifiers [92], the size of the

margin for a sample (distance of the separating hyperplane to the sample) is

proportional to the likelihood of that point belonging to a class given the classifier

(separating hyperplane). This yields what is known technically as a measure of the

‘‘posterior variance of the belief state given the current model,’’ and, in other

words, an estimate of confidence about the category [92, 96]. Beyond providing a

good prediction of classification accuracy, this confidence measure also yields the

same qualitative ‘‘X’’ patterns when plotted as function of stimulus and outcome.

These normative models can account for how confidence may be computed

algorithmically but not for how confidence can be used to make choices, such as

the confidence-guided restart decisions discussed above. Insabato et al. [91, 97]

introduced a two-layer attractor network based on integrate-and-fire neurons that

can accomplish this. The first network is a competitive decision-making module

whose dynamics compute a categorical choice based on a noisy (uncertain)

stimulus. This decision network then feeds into a second attractor network in

which a ‘‘low confidence’’ and a ‘‘high confidence’’ neuron pool compete with the

winning population representing the decision to stay or restart, respectively. The

attractor networks are not handcrafted and tuned for this purpose but rather based

on generic decision networks [97, 98] that have been used to account for other

decision processes. Interestingly the design of this model suggests a generic

architecture in which one network monitors the confidence of another, similar to

cognitive ideas about uncertainty monitoring [99].

Some of the specific models presented above can be interpreted as normative

models, prescribing how the computation of confidence ought to be done based on

some assumptions. In this sense they are useful for describing what a represen-

tation of confidence or its behavioral report should look like. Some of these models

are also generative and can be taken literally as an algorithm that neural circuits

might use to compute confidence. These models may be also useful in considering

criticisms, such as the argument that some metacognitive judgments can be per-

formed simply by stimulus–response learning based on internal stimulus repre-

sentations. At least for certain behavioral tasks, as we have shown, this is not the

case since mapping confidence requires a specific, highly nonlinear form of the

subjective stimulus beyond simple forms of associative learning. Although more

sophisticated algorithms might compute confidence in different ways, ultimately

what characterizes confidence is that it concerns a judgment about the quality of a
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subjective internal variable, notwithstanding how that response is learned. In this

sense the models presented here can serve as normative guideposts.

Taken together these computational modeling results establish, first, that

computing confidence is not difficult and can be done using simple operations and,

second, that the results are nearly independent of the specific model used to derive

it, and finally that it requires computations that are distinct from the computation

of other decision variables such as value or evidence.

6.3.4 Veridical Confidence Estimates and Calibration

by Reinforcement Learning

Thus far, we discussed how simple models can be used to compute decision con-

fidence on a trial-by-trial basis. However, we dodged the question of how to find the

appropriate transform function that will result in a veridical confidence estimate.

First, what do we mean by an estimate being veridical? A veridical estimate is the

one that correctly predicts the probability of its object. For instance, in Bayesian

statistics the posterior probability of an event is a veridical estimate of confidence.

In our examples above, we call estimates veridical if they are linearly related to

accuracy. Of course, most confidence judgments are not entirely veridical; in fact

people tend to systematically overestimate or underestimate their confidence.

While such systematic deviations have been extensively studied, they are likely to

involve a host of emotional and social factors that we wish to leave aside for now.

Rather we focus on the basic computational question of how can naïve confidence

estimates be tuned at all so they roughly correspond to reality [100].

To obtain veridical confidence estimates, it is necessary to calibrate the transfer

function (e.g., Fig. 6.3e). We can assume that the calibration transform changes on

a much slower time scale compared to variations in confidence, and hence this

computation boils down to a function learning problem. Therefore, a subject can

use reinforcement learning, based on the difference between the received and

predicted outcome (derived from confidence), to learn the appropriate calibration

function. Interestingly, consistent with this proposal, experiments show that con-

fidence ratings in humans become more veridical with appropriate feedback [17].

Note that this use of reinforcement learning to calibrate confidence still relies on a

trial-to-trial computation of a confidence estimate.

6.3.5 Applying Predictions of Confidence Models

to Confidence-Reporting Tasks

These computational foundations for confidence emphasize the separation between

how a particular representation is computed and what function it ultimately serves.

But in order to study confidence nearly all behavioral tasks exploit the fact that
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animals try to maximize their reward and therefore incentives are set up so that

maximizing reward requires the use of confidence information. There is a multi-

tude of possible approaches, for instance using the idea that confidence can also be

used to drive information-seeking behavior [66, 101, 102], which is exploited in

the more ethologically configured ‘‘looking’’ paradigms discussed above. Clearly,

confidence signals can have many functions, and correspondingly many psycho-

logical labels. Therefore, our first goal is not to study how confidence is func-

tionally used (‘‘reward maximization’’ or ‘‘information seeking’’) but rather its

algorithmic origin, how it was computed. To accomplish this we can use the

computational models introduced above to formally link the unobservable internal

variable, confidence, to observable variables, such as stimuli and outcomes. This

general strategy is beginning to be used to infer various decision variables such as

subjective value representations [101, 103–107].

In order to argue that rats reported their confidence by restarting, we showed

that the probability of restarting was not only dependent on stimulus difficulty but

also the correctness of the choice. Figure 6.2d shows the observed (folded) ‘‘X’’

pattern for the ‘‘leaving decision’’ task variant. This pattern of data is critical in

that it can rule out the two main criticisms discussed above with reference to

confidence tests. First, this pattern cannot be explained by assuming that rein-

forcement learning assigned a particular degree of confidence to each stimulus.

That is because correct and error choices for the same stimulus are associated with

different confidence measures. Note we do not exclude the possibility that rein-

forcement learning processes may be used to calibrate confidence on a slower

timescale as discussed above. In this respect, fitting confidence reports to rein-

forcement learning models is useful to rule out the contribution of such process to

correct/error differences in confidence reports. Second, since this pattern is ‘‘non-

factorizable,’’ it cannot be reproduced by independently combining stimulus dif-

ficulty effects, manipulated by the experimenter, with a waxing and waning

internal factor, such as vigilance or attention. This rules out the alternative

explanation used for the ‘‘decline option’’ tests [39, 40] according to which decline

choices follow a stimulus difficulty factor times an attention or memory-dependent

factor. The leaving decision version of this task enables even stronger inferences,

because waiting time is a graded variable. Indeed, as expected for a proxy for

confidence, waiting time predicts decision accuracy (Fig. 6.2c). Moreover, these

trial-to-trial confidence reports can be directly fit to alternative models, such as

those based on reinforcement learning in an attempt to exclude them [57].

It is interesting to note that the same method of separating correct and error

choices could be applied to the ‘‘post-decision wagering’’ test [46]. While

appropriate data from these tasks, i.e., sorted by both correct and error as well as

by difficulty, may already be available, to our knowledge they have not been

reported in this way.

Also note that some other tasks, such as the ‘‘decline option’’ test or ‘‘uncertain

option’’ task, do not admit this possibility because one obtains either an answer or

a confidence judgment, but not both, in any given trial. If the animal declines to

take the test, you get no answer, so you have no error trials to look at. As a result

132 A. Kepecs and Z. F. Mainen



only weak inferences are possible leaving us with a plethora of alternative

explanations for the observed data [3, 4, 47, 69, 70].

To summarize the past two sections, the lesson we take from these studies and

the related debates is three-fold. First, confidence-reporting tasks should collect

data about the choice and the confidence associated with it in the same trial and for
as large a fraction of trials as possible. Lacking this, it is difficult if not impossible

to rule out alternative mechanisms. Second, the confidence readout should ideally

be a graded variable. Finally, we believe that to call a particular behavior a

‘‘confidence report’’ we need to drop semantic definitions and focus on formal

accounts of confidence by fitting appropriate models to the behavioral data.

6.4 A Case Study of Decision Confidence in Rat

Orbitofrontal Cortex

Although computational models can be used to rule out and to some degree infer

certain computational strategies, behavioral reports alone provide fundamentally

limited evidence about the mechanisms generating that report. Therefore, ulti-

mately we need to look into the brain and attempt to identify the necessary neural

representations and processes underlying the assumed computations. Recent

studies have identified single neuron correlates of confidence in a handful of brain

regions, the orbitofrontal cortex of rats, and the dorsal pulvinar, parietal cortex,

and supplementary eye field regions of rhesus monkeys. In the following we will

focus on a study conducted by us, together with several colleagues, that illustrates

the application of the computational approach described above.

6.4.1 Representation of Decision Confidence in Orbitofrontal

Cortex

We wondered if orbitofrontal cortex, an area involved in representing and pre-

dicting decision outcomes, carries neural signals related to confidence [108–110].

Our principal strategy was to look for neural correlates of confidence and try to

understand their origin in a mechanistic framework [57]. We recorded neural firing

in OFC while rats performed the olfactory mixture categorization task described

above and focused our analysis on the reward anticipation period. This is the

period of waiting for a rat at the reward port, after a choice was made but before

any feedback was received about choice correctness. Figure 6.4 shows an example

neuron whose firing rate during this anticipation period signals decision

confidence.

How did we establish that this is confidence and not some other variable?

Similar to our approach to analyzing the confidence-reporting behavior, we first
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plotted firing rates as a function of the stimulus and outcome (two observables).

We noticed the same non-factorizable ‘‘X’’ pattern as a function of stimulus and

outcome that are a key prediction of confidence models (Fig. 6.4a). This is also the

pattern of behavioral responses we observed during leaving decisions. Second, the

firing rates predict accuracy, being highest on average for trials associated with

chance performance and lowest on average for trials with near perfect performance

(Fig. 6.4b). This is essentially a definition of confidence (or rather its inverse in

this case, decision uncertainty). Third, to show that these neurons predict accuracy

beyond what is knowable from the stimulus, we plotted behavioral accuracy as a

Fig. 6.4 Neural correlates of decision confidence in rat orbitofrontal cortex. Firing rate analyses

for a single OFC neuron. The rate was computed during the reward anticipation period, after the

animal made its choice and before it received feedback. Note that this neuron increases its rate

with decreasing confidence, hence it signals ‘‘decision uncertainty.’’ a Tuning curve as a function

of stimulus and outcome. b Firing rate predicts accuracy and even the highest rates predict above

chance performance. c Psychometric function conditioned on firing rate. Trials were divided into

high or low rate trials based on a median split. d Regression analysis of firing rate based on

reward history. Coefficient a1 is an offset term, a2 is stimulus difficulty, and b coefficients

represent outcomes (correct/error) divided by left/right choice side and a function of recent trial

history (current trial = 0). Note that the largest coefficients are for the current trial and beyond

the past trial the coefficients are not significantly different from zero (empty circles)
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function of stimuli conditioned on low and high firing rates (Fig. 6.4c). This shows

that the correlation between firing rates and performance is not solely due to

stimulus-information, because knowing even a single bit about firing rates (high or

low) can significantly improve behavioral predictions. Fourth, the firing rates

could not be explained by recent reward history as determined by a regression

analysis, showing that reinforcement learning based on past experiences with

outcomes did not produce this pattern. Note, that some forms of performance

fluctuations coupled to reinforcement learning could result in different firing rates

for correct and error choices. Therefore, while the ‘‘X’’ pattern is suggestive, it is

crucial to explicitly rule out these history-based mechanisms. Although in prin-

ciple this analysis could be applied to binary choices as well, it is more powerful

for continuous variables like firing rate. This result implies that firing rates were

produced by a process that uses information mostly from the current trial. This is

consistent with confidence estimation but not with reinforcement-based predic-

tions. Taken together, the most parsimonious explanation of these data is that

neurons have access to a measure of decision confidence.

We found over 20 % of neurons in OFC had correlates like the neuron

described above that can be called ‘‘decision uncertainty,’’ while about 10 %

carried a signal of the opposite sign, ‘‘decision confidence.’’ This confidence signal

is a scalar quantity, which is why it is surprising that so many OFC neurons

encoded this single variable. OFC supports a broad range of functions and we

expect that it will encode other variables as well. The current understanding of

OFC suggests that it is mainly involved in outcome prediction [108, 109, 111].

Predicting outcomes is difficult and different situations call for different compu-

tational mechanisms. In a psychophysical decision task like the one we used, the

only source of stochasticity is the decision of the animal. Therefore, an estimate of

confidence provides the appropriate prediction of trial outcome. At the same time,

we expect that OFC neurons will incorporate different signals as needed to make

outcome predictions, as we discuss elsewhere [112].

At this point it is important to return to semantics. First, we use the word

confidence to refer to the formal notion of decision confidence, which happens to

overlap to a large degree with our intuitive notion of confidence. Second, we wish

to emphasize strongly that we are not labeling these neurons as representing

‘‘confidence’’ or anything else; the claim being made is that they must have had

access to mechanisms that computed an estimate of confidence. In this sense what

we established is not a neural correlate of a behavior but rather a computational

basis for a neural signal. This is both a strength and a shortcoming of our previous

study. We did not show that the neurons’ firing correlates with the confidence

behavior on a trial-by-trial basis, and in this sense we did not establish a neural

correlate of an observed behavior. On the other hand, there is a long and troubled

history of labeling neurophysiological signals with psychological concepts based

on a behavioral correlate alone [113]. Indeed, our neurons may also be correlated

with ‘‘anxiety,’’ ‘‘arousal,’’ or ‘‘exploration’’. And in fact these concepts can be

related to different uses of uncertainty, and may all turn out to be neural correlates

in some behavioral conditions. Rather our interpretation hinges on the only class of
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computational mechanisms that we found could successfully explain the observed

firing patterns. This also implies that our claims can be disproved, either by

showing that alternative models, without computing confidence, can also account

for our data, or make predictions based on these models that are inconsistent with

our data.

Although we use decision confidence in the formally defined sense, as the

likelihood that a choice was correct based on the available evidence, this definition

overlaps to some extent with our intuitive notion about confidence. Nevertheless, it

will be important to directly assess how formal definitions of confidence and

implicit confidence reports by animals correspond to the human notion of sub-

jective confidence.

6.5 Behavioral Uses of Confidence Estimates

Until now we discussed confidence in a limited context focusing on explicit or

implicit reports, and argued that formalized notions based on statistics provide a

useful way forward. Placing this topic in a broader context, there is a vast literature

in neuroscience, psychology, economics, and related fields showing that uncer-

tainty and confidence are critical factors in understanding behavior [80, 82,

114–118]. Most of these fields use formal notions of confidence, and while

impacting behavior in lawful ways this need not always correlate with a conscious

sense of confidence. To highlight this dissociation we briefly point to a set of

examples where confidence signals are used to guide behavior in the apparent

absence of awareness. Interestingly, in these cases humans and nonhuman animals

seem to be on par in the uses of uncertainty. Note, however, that in several of the

examples although the requisite monitoring processes might use uncertainty, an

explicit report may not be available. It will be valuable to examine how the uses of

uncertainty and confidence in these behavioral situations are related to the meta-

cognitive notion of confidence [119].

6.5.1 Foraging and Leaving Decisions

As animals search for food they must continually assess the quality of their current

location and the uncertainty about future possibilities to find new food items [120].

In other words, they must continually decide whether to stay or to go, depending

on their level of confidence in the current location or ‘‘patch.’’ Behavioral

observations suggest that the time an animal spends at a particular patch depends

not only on the mean amount of food but also the variability [121, 122]. Optimal

foraging theory can account for these features by incorporating information about

variability and other costs [120, 123]. The patch allocation, i.e., the time animals

spend at a particular location, should depend on the uncertainty of the estimate of
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its value [120]. Similarly, our ‘‘decision restart’’ and ‘‘leaving decision’’ tasks

provide a psychophysical instantiation of a foraging decision: whether to stay at

the reward port or leave and to start a new trial. The optimal solution here also

depends on uncertainty concerning the immediately preceding perceptual decision,

which determines the outcome. Therefore, foraging decisions are an example

where uncertainty estimates are directly turned into actions, an on-line use of

uncertainty as a decision variable.

6.5.2 Active Learning and Driving Knowledge Acquisition

When you are not confident about something, it’s a good time to learn. A subfield

of metacognition refers to this as ‘‘judgments of learning’’ [124, 125]. The notion

is that in order to figure out how much and what to learn, one needs to have meta-

representations [126, 127]. Interestingly, the field of machine learning in computer

science uses a very similar but quantitative version of this insight. Statistical

learning theory proposes that ‘‘active learners’’ use not only reinforcements but

also their current estimates of uncertainty to set the size of updates, i.e., learn more

when uncertain and less when certain [128]. For instance, the Kalman-filter cap-

tures the insight that learning rate ought to vary with uncertainty [129]. Simplified

versions of the Kalman-filter have been used to account for a range of findings in

animal learning theory about how stimulus salience enhances learning [130–132].

One of the key uses of estimating uncertainty or knowing your confidence is to

drive information-seeking behavior so as to reduce the level of uncertainty. This is

related both to foraging decisions as well as the active learning examples given

immediately above. The basic idea here is that the value of information is related

to the uncertainty of the agent [102]. When the agent is very confident about the

state of the world then the value of information is low [133, 134]. When the agent

is less confident, then the value of information is high. Thus, when faced with a

decision of how much time to allocate to information gathering or a decision

between exploiting current information versus acquiring a new piece of infor-

mation, we would expect that a representation of uncertainty might be particularly

useful [135]. In other words, we expect the value of exploration to decrease

proportionately with the current confidence in that piece of information.

6.5.3 Statistical Inference and Multisensory Integration

Perhaps the most ubiquitous and important use of uncertainty is in the process of

statistical inference: using pieces of partly unreliable evidence to infer things about

the world [6]. In principle, probability theory, or more specifically Bayesian

inference tells us how one ought to reason in the face of uncertainty [8]. What this

theory says in a nutshell is that evidence must be weighted according to its
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confidence (or inversely according to its uncertainty). There are a growing number

of examples of statistically optimal behavioral performance (in the sense of cor-

rectly combined evidence), mainly in humans [136–138]. Since these examples

involve primarily ‘‘low-level’’ sensorimotor tasks to which humans often have no

explicit access, it is not clear whether explicit (‘‘metacognitive’’) access to con-

fidence estimates are relevant. For example, a tennis player is unlikely to be able to

report his relative confidence in the prior of where he expected the ball to fall as

compared to his confidence in the evidence provided by the ball’s present tra-

jectory. Nevertheless, his swing is accurate. It has been suggested that such

problems reflect a probabilistic style of neural computation, one that would

implicitly rather than explicitly represent confidence [9–11, 139, 140].

6.6 Summary

Confidence judgments appear to us as personal, subjective reports about beliefs,

generated by a process of apparent self-reflection. If so, then could animals also

experience a similar sense of certainty? And is it even possible to ask this question

as a pragmatic neuroscientist with the hope of finding an answer?

Undeniably, the concepts of ‘‘confidence’’ and ‘‘uncertainty’’ have established

meanings in the context of human subjective experience. The importance of these

concepts greatly motivates our research and therefore it is important to assess the

relationship between formally defined measures and the subjective entity in

humans. Of course, it is impossible for us to know whether animals, in any of the

tasks discussed above, ever feel the same sense of uncertainty that we humans do.

In fact, some philosophers argue that it is impossible for us to know whether

anyone else experiences the same sense of uncertainty—the problem of other

minds. But in practice it appears that verbal sharing of confidence information in

humans can achieve the same goal of metacognitive alignment [141].

Before we can approach these vexing questions from a scientific perspective, it

is important to establish that there is no justification in having distinct rules for

interpreting human and animal experiments. Behavioral experiments, both in

humans and in animals, need to be interpreted based on observables and not

subjective experiences only accessible via introspection. This demands a behav-

iorist perspective but also new tools to go beyond old-fashioned, denialist

behaviorism so that we are able to study a variable that is not directly accessible to

measurement. This is possible using model-based approaches that enable one to

link hidden, internal variables driving behavior to external, observable variables in

a quantitative manner. Such formal approaches not only enable us to drop semantic

definitions, but also to go beyond fruitless debates. Models are concrete: they can

be tested, disproved, and iteratively improved, moving the scientific debate

forward.
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Here we outlined an approach to studying confidence predicated on two pillars:

an appropriately designed behavioral task to elicit implicit reports of confidence,

and a computational framework to interpret the behavioral and neuronal data.

Establishing a confidence-reporting behavior requires us to incentivize animals to

use confidence, for instance by enabling animals to collect more reward or seek out

valuable information based on confidence. We saw that in order to interpret

behavior and rule out alternative explanations, it is crucial to use tasks where data

about the choice and the confidence associated with it are collected simultaneously

in the same trial. Moreover, it is advantageous, although not required, that the

confidence report is a graded variable and the task provides a large number of trials

for quantitative analysis. To begin to infer behavioral algorithms for how confi-

dence may have been computed (or whether it was), we presented a normative

theoretical framework and several computational models.

In so doing, we have tried to lift the veil of this murky, semantically thorny

subject. By showing that confidence judgments need not involve mysterious acts of

self-awareness but something more humble like computing the distance between

two neural representations, we hope to have taken a step toward reducing the act of

measuring the quality of knowledge to something amenable to neuroscience, just

as the notion of subjective value and its ilk have been [107, 142–144]. Indeed,

recent studies on the neural basis of confidence have brought a neurobiological

dawn to this old subject [18, 19, 36, 40, 53, 57, 97]. We also believe that as a

consequence of this demystification, animals may be put on a more even footing

with humans, at least with respect to the confidence-reporting variety of meta-

cognition. Yet this may reflect as much a humbling of our human abilities as a

glorification of the animal kingdom.
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Chapter 7

Shared Mechanisms for Confidence
Judgements and Error Detection
in Human Decision Making

Nick Yeung and Christopher Summerfield

Abstract People give accurate evaluations of their own choices and decisions:

they are often aware of their mistakes without needing feedback, and report levels

of confidence in their choices that correlate with objective performance. These

metacognitive judgements guide current and future behaviour, helping people to

avoid making the same mistake twice and to evaluate whether they have enough

information on which to base a reliable choice. Here we review progress in

characterising the neural and mechanistic basis of these related aspects of meta-

cognition—confidence judgements and error monitoring—and identify several

points of convergence between methods and theories in the two fields. This con-

vergence promises to resolve key debates in the separate literatures, to identify

productive new lines of enquiry, but also to highlight shared limitations in the two

research fields. In particular, future theories of choice and metacognitive evalua-

tion may need to look beyond simple, discrete decisions to model the structure and

fluidity of real-world decisions and actions that are embedded in the broader

context of evolving behavioural goals.
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7.1 Metacognition in Human Decision Making

Consider a jury member in court deciding whether the defendant standing before

them is innocent or guilty, a doctor deciding whether to prescribe a patient a

certain course of treatment, or a trust manager deciding whether to invest in a

particular stock. Common to all of these situations is that the protagonist is faced

with a choice based on variable and potentially unreliable evidence, and must

weigh this evidence together to reach a decision.

Psychologists and neuroscientists have become increasingly interested in the

mechanisms underlying these kinds of decisions under uncertainty. Important

progress has been made based on the assumption that the sorts of complex,

nuanced choices mentioned above—whether to convict, prescribe, or invest—

share something crucially in common with simple perceptual decisions that have

been rigorously investigated in the fields of visual psychophysics and sensory

neuroscience in the past few decades [21]. This research programme has been

informed by computational models that offer a formal account of how categorical

decisions are made in the face of ambiguous or unreliable perceptual evidence

[7, 54, 62, 69], and has been given substantial impetus by findings that these

models predict intricate details of the observed behaviour and neural activity in

humans and other animals performing simple decision tasks [21, 54].

In this chapter, we review attempts to apply the same formal models to

investigate metacognitive processes in decision making, focusing in particular on

confidence judgements and error monitoring. Consider, for example, the case of

the doctor making a decision about diagnosis and treatment. Accompanying this

decision will be a subjective sense of confidence: the doctor may feel sure in her

diagnosis and correspondingly confident about which drug to prescribe; or she may

feel unsure and opt to run additional tests before settling on a line of treatment.

With this new information, she may decide that her original line of thinking was

wrong, and change her diagnosis and prescription accordingly.

Curiously, despite universal agreement that an accompanying sense of confi-

dence is a subjectively salient property of almost all our decisions, there is currently

little consensus about how we might incorporate decision confidence into formal

models of choice behaviour or explore its biological substrates. Fundamental

questions remain unanswered. For example, is the information that gives rise to the

‘second-order’ estimate of confidence identical to that determining the ‘first-order’

choice itself? Why are we generally more sure that we are correct than that we have

made an error, even for difficult choices? Why do we sometimes appear to change

our mind? Are these changes of mind necessarily accompanied by awareness that

the initial choice was incorrect? In what follows, we discuss theories of confidence

and error monitoring in the context of formal models of decision making, and point

towards potentially fruitful avenues for research that draw upon common themes in

these two literatures.
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7.2 Decision Confidence

7.2.1 Formal Models of Perceptual Choice

Even under good viewing conditions, visual information is corrupted by multiple

sources of noise and uncertainty, arising both in the external world and in sto-

chastic neural processes. A sensible way to increase the signal-to-noise ratio is to

sample the external world repeatedly and integrate over time, making a decision

only when the information is considered to be of sufficient quality [69]. This idea

forms the basis of a class of model in which binary choices are described via an

accumulation-to-bound mechanism, with successive samples of information totted

up until they reach a criterion level, or bound, upon which a commitment to action

is made (Fig. 7.1).

Variants of this model make differing assumptions about exactly what quantity

is integrated en route to a decision—i.e., about precisely how the ‘decision vari-

able’ (DV) is composed. In one canonical model (Fig. 7.1a), evidence is accu-

mulated separately for each possible decision in a race to the terminating bound,

with the DV (v) for each choice i updated at each sample t with an increment

composed of two quantities: d, a term encoding the strength of evidence for that

choice, and g, a Gaussian noise term:

vi;t ¼ vi;t�1 þ di þ gi;t ð7:1Þ

Decisions are made when the DV exceeds a fixed deviation from zero, h, such

that during evidence accumulation:

vi\ h ð7:2Þ
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Fig. 7.1 Formal models of decision making. a The race model, in which separate counters

accumulate evidence (the DV, y-axis) over time (x-axis) until one counter reaches threshold, h.

b The drift–diffusion model, in which a single DV symmetrically accumulates evidence for and

against two choices. A decision is triggered when evidence reaches threshold, h or –h, for one of

those choices
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A prominent alternative to the simple race model is the drift diffusion model

(DDM), in which a single DV encodes the difference in accumulated evidence for

the two choices, i and j, thus capturing the intuition that evidence favouring one

choice should simultaneously be taken as evidence against the alternative [54]

(Fig. 7.1b).

vt ¼ vt�1 þ di�j þ gt ð7:3Þ

Here, d is a linear drift term whose magnitude and valence varies with the

relative strength of evidence in favour of the two options. Evidence is accumulated

towards symmetric positive and negative bounds h and -h, for options i and j,
respectively, such that during evidence accumulation:

�h \ v \ h ð7:4Þ
Framed as such, the race model and DDM form two opposing ends of a

continuum of models that differ only in the degree of cross-talk between evidence

accumulators, with complete independence in the race model and complete inter-

dependence in the DDM [7, 43, 65, 72]. Substantial research effort has been

devoted to determining which point on the continuum best characterises human

decision making, with some consensus—but far from universal agreement—that

the DDM has much to recommend it as both a normative and descriptive account

of categorical choice. Thus, the DDM has been successfully applied to decision

making in a range of cognitive domains—from low-level perceptual decisions to

retrieval of facts from semantic memory, to economic decision making [11, 52]—

while implementing a statistically optimal mechanism for decision making [7].

Nevertheless, both the race model and DDM have featured prominently in

attempts to extend this formal approach to understand the subjective evaluation of

confidence that accompanies each decision.

7.2.2 Models of Decision Confidence

Human subjects readily report their subjectively experienced level of confidence in

a perceptual decision—for example, when asked to do so using a numerical scale

after each choice—and these judgements are tightly, albeit imperfectly, linked to

their objective performance [3, 24, 67]. The very earliest investigations of decision

confidence revealed that, perhaps unsurprisingly, people are more certain about

their perceptual choices when sensory inputs are stronger [17], and when they are

given longer to sample sensory information [66]. It thus follows that confidence

should reflect both the quality of the evidence (represented by the drift rate, d) and

the quantity of evidence at the choice point (represented by the absolute value of

the decision bound, |h|).

How, though, can we incorporate these basic intuitions, as well as more detailed

empirical evidence collected in recent years, into the formal frameworks offered
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by the DDM and other quantitative models of perceptual choice? Much of the

research on this topic has hinged on a simple question [2, 4, 72]: Can confidence

be read out directly from some feature of the decision process at the time of choice

(decisional locus models), or do confidence judgements depend on further pro-

cessing that might be sensitive to new information arriving beyond the decision

point (post-decisional locus models)?

7.2.2.1 Decisional Locus Theories

An attractively simple hypothesis is that factors governing confidence in a choice

are inherent in the processes that led to the choice in the first place. This

hypothesis is plausible given that choice and confidence both relate systematically

to the quality and quantity of perceptual evidence available during decision

making. However, we can immediately rule out several candidate decision

parameters as underlying confidence judgements. First, confidence cannot simply

reflect the strength of evidence accumulated in favour of the chosen option: In the

diffusion-to-bound models described above, this value is fixed at |h| and therefore

all choices should be made with precisely the same confidence (corresponding to

the evidence level required to reach the bound). Meanwhile, any model proposing

that confidence directly reflects evidence quality (d) implicitly assumes that

observers have direct access to this quantity—which, if they had, would obviate

the need for a sequential sampling approach in the first place (see [46] for an

excellent recent review).

One parameter that might transparently encode the quality and quantity of

evidence is the time taken to reach a decision, and indeed it is often hypothesized

that decision time could provide a frugal cue to confidence—the faster a decision

was made, the more confident one should be that it is correct [2, 24, 52, 68, 72].

Within evidence accumulation models, decision time could be measured directly

[43, 52] or could be inferred from features of the accumulation process such as the

number of vacillations between choices in the DDM [2] or the amount of accu-

mulated evidence in a race model [72]. However, several lines of evidence argue

against the use of decision time as a cue to confidence. For example, subjects are

consistently less confident when they err than when they respond correctly, even

when decision times are equated, and they tend to be (rightly) more confident

when they are given time to respond than when pressed for speed [67].

A decisional locus hypothesis that can account for both these findings is the

balance of evidence view, which proposes that confidence reflects the relative

strength of evidence for the chosen and unchosen options at the time of the

decision [67]. This idea can be formulated simply within a race model with

confidence, C, calculated as:

C ¼ vi;T � vj;T ¼ h� vj;T ð7:5Þ
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where i is the chosen option, j is the alternative, and T is the time of decision. This

formulation is a close analogue of the most common interpretation of confidence

within static signal detection models of perceptual choice [18, 40]. In signal

detection models, decisions are made by comparing an internal evidence signal, s,
to a pre-defined criterion category boundary, b, with confidence given as a

monotonic function of the distance between the two (|b - s|). This distance metric

turns out to behave much like balance of evidence in the race model [31] (see also

Kepecs and Mainen, this volume): The formulations differ largely in terms of

whether initial choice depends on an absolute threshold of evidence for one option

(h in the race model) or a difference threshold on evidence for both options (b in

signal detection).

Two recent single-cell recording studies claim to have identified neurons

encoding subjective decision confidence as envisioned by the balance of evidence

hypothesis [31, 34]. The experimental set-ups were quite different: Kepecs et al.

[31] measured sustained post-decision activity in the orbitofrontal cortex (OFC) of

rats performing an odour discrimination task; Komura et al. [34] recorded dynamic

decision-related activity in the pulvinar nucleus of the thalamus in monkeys

performing a motion discrimination task. Yet a subset of cells recorded in the two

studies exhibited a strikingly similar firing pattern, one that conformed to a dis-

tinctive prediction of the balance of evidence hypothesis. Specifically, this

hypothesis predicts that confidence should not only be greater following correct

choices than errors, but also that as decisions become easier (e.g., as the prevailing

direction in a motion discrimination task becomes stronger) confidence in correct

choices should increase but confidence in errors should decrease. Komura et al.’s

pulvinar neurons tracked precisely this pattern, as if encoding decision confidence.

Kepecs et al.’s OFC neurons showed the inverse pattern, as if encoding uncertainty

(the inverse of confidence). Together these studies provide suggestive evidence

that confidence is read out directly from the decision process as the balance of

evidence for the competing options (for converging evidence from human neu-

roimaging, see [14]).

Although predominant as a model of the decision process, the DDM framework

offers no balance of evidence readout of confidence because in this model there is

no separate accumulation of evidence for chosen and unchosen options [43, 72].

However, in another influential single-cell recording study, Kiani and Shadlen [32]

proposed an alternative decisional locus model of confidence and its neural basis

that is consistent with the DDM. They recorded from neurons in the lateral

intraparietal cortex (LIP) of macaques indicating a motion discrimination response

with a saccade to one of two targets. In this task, LIP neurons whose receptive field

overlaps with the chosen target display a characteristic acceleration of spiking

activity whilst the monkey views the motion stimulus [61]. This build-up scales

with signal strength, and terminates when a saccadic response is initiated,

prompting the view that LIP firing rates encode a neural representation of the DV

proposed by the DDM [21].
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The novelty of Kiani and Shadlen’s study was that the monkey was offered a

‘sure bet’ option on a fraction of trials, such that a certain but lower-valued reward

could be obtained via a saccade to a third ‘opt-out’ response. The data showed that

not only did the monkeys use this option judiciously—tending to opt-out when the

stimulus was weak or ambiguous—but also that LIP firing rates on low-confidence

trials were substantially attenuated (an effect recently replicated in Komura et al.’s

pulvinar neurons, as well as in supplementary eye field neurons studied by [41]).

Importantly, Kiani and Shadlen model their data using the DDM framework,

arguing that confidence reflects the quantity of evidence discounted by the time

needed to reach that level of evidence (a simple heuristic estimate of evidence

quality):

C ¼ vt=f ðtÞ ð7:6Þ
where f(t) is a monotonically increasing function that reflects the posterior odds of

giving a correct response, a function that is presumed to be learnt through the

experienced history of reward and punishment. This model provides a straight-

forward account of the first-order finding that confidence scales with evidence

strength. However, by coupling confidence so tightly to evidence strength, the

theory may struggle to explain other benchmark findings discussed above, such as

the difference in confidence between correct responses and errors (which were not

studied by Kiani and Shadlen, since ‘correct’ and ‘error’ are undefined for opt-out

trials; cf. [41]).

Taken together, these single-cell recording studies present diverging views on

both the algorithm and neural implementation of confidence judgements. How-

ever, they agree on a crucial point with each other and with most commonly

articulated theories of confidence, that confidence is intrinsic to the decision

process that led to the choice.

7.2.2.2 Post-Decisional Locus Theories and Changes of Mind

Although decisional locus theories dominate current thinking about confidence

judgements, a scattering of contrary views have been presented. One proposal is

that stimulus information is sampled twice in parallel, with one sample governing

choice and the other confidence [28], perhaps within separate automatic and

controlled pathways for action selection [12]. However, of particular relevance to

the present discussion is the suggestion that confidence judgements depend cru-

cially on post-decisional processing within the same system that gave rise to the

initial choice. This hypothesis is not new (e.g., [2, 4], but has only recently been

articulated in quantitative detail [46]).

A key assumption of this hypothesis is that evidence accumulation continues

beyond the point at which an initial choice is made. Resulaj et al. [55] report

convincing behavioural evidence for this idea. In their study, human subjects

indicated the direction of a random dot motion stimulus by moving a handle to a
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leftwards or rightwards target some 20 cm away. This design allowed the

researchers to isolate trials on which subjects began to move towards one target but

then changed their mind and veered off towards the other. Careful behavioural

analyses indicated that these change-of-mind trials tended to occur when, due to

stochasticity in the stimulus display, motion energy initially favoured one choice

but subsequently came to favour the switched-to alternative. Because the motion

stimulus offset once movement began, subjects must have capitalised on the

balance of information in the immediate pre-decision period. Notably, although

this motion information was available prior to the decision, the switch occurred

only once movement initiation began, suggesting that evidence accumulation

continued beyond the point at which the initial choice was made.

To account for these and other phenomena, several researchers have proposed

models in which, in contrast to the classical decision models, evidence accumu-

lation continues even beyond the choice point [2, 4, 46]. Resulaj et al. propose that

their data can be explained by just this type of model, with changes of mind

occurring when latent information in the processing pipeline drives the DV across

a second, ‘change-of-mind’ bound (for formal implementation, see [1]). A related

account, the two-stage dynamic signal detection (2DSD) model [46], likewise

proposes that the diffusion process continues beyond initial choice, with decision

confidence reflecting the absolute value of the DV at the post-decision point at

which a second-order decision is required.

Post-decisional processing models can account for a broad range of findings

concerning decision confidence: First, they correctly predict that observers will

change their mind more often from incorrect to correct responses than vice versa,

because beyond the bound the DV on error trials will tend to regress towards the

mean, whereas after correct responses it will continue to grow, driven by the true

underlying drift rate. This observation also naturally explains another conundrum

associated with decision confidence: that second-order confidence is generally

higher for correct trials than incorrect trials. In addition, post-decisional models

can accommodate evidence that people exhibit systematic variation in the time

they take to give confidence judgements, being faster when they are sure than

when they feel they are guessing, a finding that would be puzzling if confidence

can be read off directly from the decision process itself [4].

7.3 Error Monitoring

People are often aware of their own mistakes, for example in choice RT tasks

when time pressure is applied to induce errors in simple judgements. Error
monitoring is the metacognitive process by which we are able to detect and signal

our errors as soon as a response has been made. This process allows our actions to

be shaped by their outcomes both in the short term, for example by responding

more cautiously to avoid further errors, and in the longer term, through gradual

learning of appropriate stimulus–response contingencies. Contrasting with theories
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of confidence, models of error monitoring argue almost exclusively for a post-

decisional locus for metacognitive evaluation, following Rabbitt and colleagues

pioneering work beginning in the 1960s.

7.3.1 Post-Decision Processing in Error Monitoring

Rabbitt’s studies established that people can very reliably detect and correct their

own errors without explicit feedback [47], but that this ability is impaired when

stimulus duration is reduced [51], suggesting its dependence on continued pro-

cessing of the stimulus after an initial error (which is curtailed when stimuli are

very briefly presented). Error monitoring is also impaired when subsequent stimuli

appear soon after the initial response [48], and responses to those later stimuli are

themselves postponed following errors [29], consistent with the notion that this

monitoring involves the same mechanisms as the initial decision.

Summarizing these findings, Rabbitt likened evidence accumulation in decision

making to votes in a committee, in which incorrect decisions are sometimes made

on the basis of incomplete information, but ‘‘as subsequent votes come in, a more

accurate consensus will accumulate and the earlier mistake will become apparent’’

[51]. Thus, errors are characterised by biphasic evidence accumulation, with initial

accumulation in favour of the incorrect response followed by later drift towards the

correct decision (as the trial-average drift rate regresses to the true mean). By

contrast, continued evaluation following correct responses tends simply to rein-

force the original decision. This model is an obvious precursor to more recent post-

decisional processing accounts of confidence [46] and changes of mind [55].

All subsequent models of error detection have adopted Rabbitt’s broad

framework, with debate focusing instead on the precise mechanism by which post-

decision processing leads to error detection. Figure 7.2 illustrates some key model

variants. Within a standard DDM framework, errors could be detected as suc-

cessive crossings of decision boundaries for the two competing responses [16, 63]

or as ‘‘double crossings’’ of a single decision bound [30]—both close relatives of

Resulaj et al.’s notion of a change-of-mind bound. Errors can also be detected in

terms of the occurrence of uncertainty—or conflict—in the decision process after

an initial response [70], or as inconsistency between the outcomes of parallel

decision processes at different processing stages (e.g., perceptual categorization

and response selection) [12, 26].

These theories suggest that error detection depends crucially on error correc-

tion, but it turns out that detection and correction of errors are at least partly

dissociable. Thus, whereas corrections can be extremely fast, occurring within

10–20 ms of the initial error [49], and may be produced even when subjects are

instructed to avoid doing so [50], explicit detection and signalling of errors is

much slower, voluntary and more prone to interference by distracting tasks [48].

Indeed, people sometimes remain unaware of errors that they nevertheless correct

[45]. These differences suggest that explicit error detection is not an immediate
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and necessary consequence of post-decision correction: Further processing or

evaluation must intervene between initial correction and later explicit awareness

that an error has occurred. Consistent with this analysis, recent investigations have

identified dissociable neural correlates of error correction and detection.

7.3.2 Neural Substrates of Error Monitoring

Research interest in error monitoring increased substantially following the dis-

covery of scalp EEG potentials that reliably occur time-locked to decision errors.

Most studies have used a flanker task in which subjects perform a speeded cate-

gorization of a central target (e.g., H or S) while ignoring flanking distractors that

are sometimes compatible (e.g., HHH) and sometimes incompatible (e.g., SHS)
with that target. With modest speed pressure, error rates on incompatible trials can

exceed 20 %. Following such errors, a negative event-related potential over

frontocentral sites is observed within 100 ms of the incorrect response, followed

by a later positive wave peaking 200–400 ms later over parietal cortex [16].

Labelled the error-related negativity (ERN/Ne) and error positivity (Pe), respec-

tively, these EEG components have been widely studied to provide insight into

error monitoring in healthy and clinical populations.
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Fig. 7.2 Theories of error detection within the DDM framework. The drift diffusion process is

illustrated schematically for two trials, one in which decision h is the correct response and one trial

in which this decision is incorrect. Both decisions occur at the same time point (a). Following the

correct response, post-decision processing continues to accumulate in favour of the decision just

made. Following errors, the drift rate regresses to its true mean, causing the DV to re-cross the

decision bound (b) subsequently cross a change-of-mind bound (c) and finally cross the originally

correct decision bound, -h (d). The grey-shaded area indicates a period of uncertainty, or conflict,
between the re-crossing of the h bound (b) and later crossing of the -h bound (d)
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Converging evidence identifies anterior cingulate cortex (ACC) as the source of

the ERN. For example, in simultaneous EEG-fMRI recordings, single-trial ERN

amplitude correlates reliably only with activity in a focused ACC source [15]. The

source of the Pe is less well characterised, but evidence that it is a variant of the

well-studied P3 component [56] would imply widely distributed neural generators

in parietal and prefrontal cortex: The P3 has been suggested to reflect the dis-

tributed action of norepinephrine released by the locus coeruleus brainstem

nucleus in response to motivationally salient events during decision making [44].

Debate continues into the precise functional significance of the ERN and Pe, but

it is now clear that the two components dissociably map onto processes related to

error correction and detection, respectively. Thus, whereas ERN amplitude varies

with both the speed [57] and probability [20] of error correction, Pe amplitude is

insensitive to the strength of correcting activity when error detection rates are

controlled [27]. Conversely, although both ERN and Pe covary with subjective

ratings of response accuracy [20, 59], correlations involving the ERN disappear

when the two components are carefully dissociated (e.g., [45, 64]). Collectively,

these findings suggest that whereas the ERN directly indexes automatic post-

decision processes leading to rapid error correction, the later Pe is selectively

associated with explicit detection and signalling of errors. These results thus

provide converging evidence for the view that error correction and detection

reflect distinct processes.

7.3.3 Impact of Error Monitoring on Behaviour

A parallel line of research has considered the impact of error monitoring on future

behaviour. Much of this work has focused on the finding that subjects usually

respond more slowly on trials immediately following errors [47], a strategic

adaptation to prevent further errors [8]. EEG studies have subsequently shown that

the degree of observed slowing scales with the magnitude of error-related ERN/Pe

activity [20]. Computational models implementing error-related control over

distance-to-bound, |h|, account for detailed properties of empirically observed

post-error slowing: In one class of model, detection of response uncertainty

(conflict) immediately following error commission leads to an increase in the

bound—and, hence, more cautious responding—on subsequent trials [10]. Recent

extensions of this idea suggest that conflict detection may also be used to adjust the

bound dynamically even as a decision is being made [8, 53].

Error signals not only support subtle adjustments that optimise online decision

making; they also play a key role in longer-term adjustments during learning.

Holroyd and Coles [26], for example, suggest that the ERN reflects reinforcement

learning of action values. They showed that the ERN migrates in time as new

stimulus–response mappings are learned, from initially being triggered by envi-

ronmental feedback to later being driven by internal representations of the learned

mappings, a pattern that mimics the migration of dopaminergic reward prediction
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error signals from unconditioned rewards to predictive stimuli during conditioning

[60]. Meanwhile, fMRI activity in ACC and neighbouring cortex at the time of an

incorrect response has been shown to predict response accuracy on later presen-

tations of the relevant stimulus [25].

Most studies of post-error adjustments have focused on the ERN and ACC,

reflecting wide interest in the role of ACC in reinforcement learning [26, 58],

rather than on the later Pe component. However, the ERN and Pe typically covary

across conditions and, when the two components are dissociated, post-error

adjustments are only observed following detected errors on which a Pe component

is present [45], suggesting that the latter may be a more direct correlate of the

learning mechanisms by which future behaviour is adapted following an error.

7.4 Integrative Models of Decision Confidence and Error

Monitoring

The preceding review has dealt separately with confidence and errors, reflecting

the surprising lack of cross-fertilisation between the respective literatures to date.

Yet the degree of methodological and conceptual overlap is obvious. Confidence

judgements and error monitoring both entail a metacognitive evaluation of a

decision just made, with only the polarity reversed: Whereas studies of confidence

ask subjects whether they made a correct choice, studies examining error moni-

toring have tended to ask subjects the converse question—i.e., to report the like-

lihood that they made an error. Conceptually, we have already noted the similarity

between post-decisional locus theories in the two domains.

Nevertheless, the two literatures do diverge in certain respects. In particular,

decision confidence has mostly been studied using tasks that are challenging even

without time pressure. Under these circumstances, subjects are sometimes sure

they responded correctly and sometimes unsure, but rarely certain they made a

mistake [46]. In contrast, error monitoring has mostly been studied using simple

but time-pressured tasks in which subjects tend to be aware of their errors. Framed

in terms of formal models of the decision process, the distinction concerns whether

errors and sensitivity to processing noise arise because of low drift rate, d, in the

case of perceptual ambiguity, or adoption of a low threshold, h, to engender fast

responding. However, the distinction is one of degree rather than kind. A handful

of studies have blurred the distinction entirely, asking subjects to rate their con-

fidence ranging from ‘‘certainly correct’’ to ‘‘certainly wrong’’ [3] or to evaluate

their accuracy with varying levels of confidence [59], without apparent disquiet

among experimental subjects or journal reviewers. Indeed, such methods may be

preferable to commonly used confidence scales that leave ambiguous whether

subjects should use low ratings to indicate that they were wrong or merely that

they were uncertain (cf. [4]).

Overall, then, the separation between the two literatures appears to be a his-

torical curiosity rather than a principled distinction. We suggest that confidence
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judgements and error detection are at least overlapping, and perhaps even indis-

tinguishable processes, thus forming a smooth continuum from certainty of cor-

rectness at one end to certainty of error at the other. This claim, though seemingly

straightforward, has important implications for research in both fields.

7.4.1 Converging Implications

A first, striking implication is that if metacognitive evaluations of confidence and

error form a continuum, we can immediately rule out the most popular class of

theories of confidence—decisional locus models—because there is no coherent

way for a decision process to yield a particular choice concurrent with a judgement

that this choice is wrong: committing to a choice implies a belief that this choice

is the right one. Thus, only post-decisional locus theories can explain error

judgements. However, even post-decisional theories of confidence will need

modification to accommodate evidence from study of error monitoring that

metacognitive awareness (cf. error detection and the Pe) cannot be reduced simply

to post-decision processing (cf. error correction and the ERN)—the two are at least

partly dissociable.

Convergence with work on confidence judgements has similarly stark impli-

cations for current theories of error monitoring. Specifically, whereas confidence is

near-universally characterised as varying along a continuum, and formalised as

such in accounts such as the balance of evidence [67] and two-stage dynamic

signal detection (2DSD) models [46], error detection is often characterised as an

all-or-none process [26, 30, 63]. Thus, according to many current theories of error

monitoring, binary yes/no error judgements are an intrinsic feature of the moni-

toring system rather than a reflection of the arbitrary metacognitive decision that

subjects are asked to make. As such, these theories cannot explain how subjects are

able to express graded confidence in their accuracy judgements [59, 64], and can

therefore be discarded if the present line of reasoning is correct.

As well as helping to adjudicate major theoretical disputes in the two research

literatures, integration of work on confidence and errors suggests fruitful avenues

for future research. One such avenue concerns the impact of confidence judge-

ments on future actions: Whereas research on confidence has largely focused on

how confidence evaluations are derived, a major focus of error monitoring

research has been on the impact of metacognitive evaluation on future behaviour

both in the short [10, 47] and long-term [25, 26]. Borrowing these insights, we

might predict that graded estimates of confidence could support finer-grained

control of behaviour than can be achieved through binary categorization of

responses as correct or incorrect. For example, confidence judgements might be

used for parametric control of response threshold, with graded increases in caution

adopted as confidence drops (cf. post-error slowing; [47]), or of learning rate, so

that greater attention is paid to feedback in uncertain environments (cf. error-

driven reinforcement learning; [26]).
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Another avenue concerns the nature of the evaluative process: Whereas error

monitoring is often conceptualised as a crude binary choice, studies of decision

confidence indicate that metacognitive evaluations are at least as complex,

nuanced, and sensitive to bias and expectation as the first-order decisions on which

they are based [18, 40]. There is important work to be done in understanding

how complex evaluations of this kind in error monitoring can be translated into

categorical decisions about current and future behaviour (Was I right or wrong?

How can I atone or compensate for my mistake?).

7.4.2 Shared Limitations

Studies of confidence and error monitoring promise to be mutually very informa-

tive, but conceptual and methodological overlap also means that the two research

areas share common weaknesses. In particular, like the models of decision making

on which they are based, current theories in both domains have focused almost

exclusively on decisions that are discrete and punctate in time: a decision is made

when the bound is reached [54]; errors detected when a change-of-mind bound is

crossed [55]; and confidence estimated at the time of a metacognitive probe [46].

Characterising behaviour as a series of discrete decisions is a useful convenience.

However, it is not clear whether the findings will scale up to explain real-world

decisions and actions that are fluid, temporally extended and embedded in the

broader context of evolving behavioural goals. In this regard, we see two particular

limitations to current approaches.

First, many decisions that initially appear discrete and categorical turn out, on

closer inspection, to be graded and transitory. For example, overt responses occur

tightly time-locked to threshold-crossings in cortical motor activity (e.g., [21, 22]),

suggestive of a fixed decision point after which an action is initiated. However,

finer-grained analyses reveal graded and continuous information flow at every

stage. Thus, during the course of a single decision, motor cortex activity may first

favour one response then another; small EMG twitches in one finger may be

followed by full movements of another; and overt actions themselves may vary in

force in a graded manner, for example with errors executed less forcefully than

correct actions [19, 22, 23, 55]. Meanwhile, categorical or economic judgements

about visual information are often preceded by exploratory eye movements, which

may themselves constitute interim decisions en route to the eventual choice [35].

In such systems, there is no single, final decision point that could mark the

beginning of metacognitive evaluation.

Second, human decision making has a continuous quality when viewed over

longer timescales, with individual decisions chained into sequences that serve

longer-term behavioural goals. Thus, actions that reflect definitive choices at a

lower goal level (e.g., saccadic fixations, manual responses) may constitute

reversible, interim choices at a higher goal level (e.g., selection of an initial

solution path that is later abandoned) [37, 42]. This form of hierarchical structure
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is built into many recent theories of the computational and neural basis of action

selection [9, 33]. Recent findings indicate that metacognitive processes are simi-

larly sensitive to this hierarchical structure [38]. For example, errors that are

equally discrepant in terms of low-level actions are treated very differently

according to their impact on global task performance [36]. Little is currently

known about the mechanisms by which metacognitive judgements might be

embedded in ongoing higher-level behaviour in this way.

Thus, a crucial limitation of current metacognitive theories is that they do not

reflect the way that confidence in our actions contributes to temporally extended,

structured behaviour. Rather, they consider that decisions are evaluated in an

all-or-nothing fashion, for example when a post-decision process crosses a

metacognitive decision bound. In what follows, we consider another way of

thinking about decision confidence that is not subject to these limitations.

7.5 Confidence and Precision

7.5.1 Evidence Reliability

Formal accounts of categorical decisions, such as the DDM, are often illustrated by

analogy to court of law, in which the jury weighs up evidence favouring the

innocence or guilt of the defendant [21]. However, this analogy also highlights an

inconsistency between current decision models and choices made in the real world:

that in the latter, we usually consider the extent to which we trust the evidence

relevant for a decision. For example, in a law court, evidence from a trustworthy

source (e.g., official telephone records) might weigh more heavily in a jury’s

deliberations than evidence from an unreliable source (e.g., a witness with a vested

interest). Yet most currently popular models of perceptual decisions offer no way

of expressing the trust or distrust associated with the evidence accumulated: All

sources of evidence are combined in the common currency of the DV, which then

gives the strength of evidence as a simple scalar value (e.g., as the vertical location

of the diffusing particle in the DDM).

Mathematically, the reliability of evidence is orthogonal to its strength, because

the mean and variance represent different moments of a probability distribution.

Bayesian models that exploit this point—representing evidence as a probability

distribution with a given mean (evidence strength) and variance (evidence reli-

ability)—have been used to calculate ideal estimates of expected value in economic

choice tasks [6]. Applied to perceptual decision tasks, the notion would be that the

diffusing particle of the DDM is more accurately conceived of as a probability

distribution that evolves across samples (Fig. 7.3), with the central tendency of that

distribution analogous to the vertical location of the particle. Crucially, the variance

of this distribution provides additional information—specifically, a representation

of evidence reliability in terms of the precision (i.e., the inverse of the standard
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deviation) of the mean. This information about precision is lost in the standard

DDM because the decision variable (i.e., vt in Eq. 7.3) retains no history of its

fluctuations across trials, only its momentary value.

Recently, it has been shown that neural network models in which LIP neurons

encode the full posterior probability distribution associated with a stimulus can

capture behaviour and neural dynamics occurring during discrimination tasks in

primates [5]. This result suggests that evidence reliability may be encoded in the

variance of firing rates across a neural population, in much the same way that

evidence strength is encoded in the mean firing rate [39]. Meanwhile, psycho-

physical studies have shown that human observers are highly sensitive to evidence

variability, for example when asked to judge the average feature (e.g., colour) of

an array of multiple elements [13]: Observers are slower to discriminate more

variable arrays, a result that is predicted by the precision account but not by

standard accumulation models such as the DDM, and those observers tend to

downweight outlying evidence much as statisticians exclude outliers from a

sample of data.
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Fig. 7.3 Schematic representation of a model in which both the mean and variance of

information in an array are estimated in a serial sampling framework. a the left panel shows the

posterior probability distribution p (H | data) over a continuous space of possible perceptual

hypotheses (e.g., these dots are moving to the right with 30 % coherence; this signal is 40 %

visible; etc.) at a given time, t. This distribution reflects the evidence sampled from the stimulus

thus far, i.e., between onset and time t (light grey dots). The new sample received at time t is
marked with an arrow. Right panel: at time t ? 1, this distribution (light grey) is updated in the

light of the newly sampled information, giving rise to a new probability distribution. In this

model, confidence is reflected in the precision of the posterior distribution, i.e., the reciprocal of

its standard deviation. b The evolving posterior probability distribution over perceptual

hypotheses (y-axis) for each successive time point (x-axis). The posterior distribution is updated

following the arrival of successive samples with low variance (left panel) or high variance (right
panel). Precision of the probabilistic representation of evidence strength increases more rapidly

for the low-variability samples
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7.5.2 Reliability as a Cue to Confidence

Integrated coding of evidence strength and reliability provides an intriguing new

implementation of decision confidence, as the precision of evidence accumulated

during a single trial. In common with other proposed bases of confidence judge-

ments, precision estimates are intrinsic to the decision process and are systemat-

ically related to evidence quality and quantity. However, in contrast to most other

proposed mechanisms, precision is available continuously and instantaneously. As

such, it provides an attractive basis for metacognitive evaluation in the kinds of

temporally extended tasks discussed above, in which no discrete decision point

divides cognitive decisions from metacognitive evaluation.

This hypothesis, though speculative, has several attractive features. First, it is

consistent with the evidence described above on post-decision processing because

precision estimates would continue to evolve beyond the decision point with

continued processing, with high levels of variability indicative of a change in the

estimated underlying drift rate—that is, with detection of an error. Second, this

model is able to describe situations in which evidence quality varies even within a

single trial [5], something that standard models cannot achieve. In fact, by keeping

track of the likely variability of information in the external world, Bayesian

accounts can optimally distinguish true state-changes in the generative information

giving rise to the senses from noise [71]. Precision estimates are thus particularly

useful in situations where the causes of perceptual evidence may change unpre-

dictably over time, and as such may provide a better account of the sort of fluid,

ongoing sensorimotor integration that characterises everyday activities.

Finally, this conception of decision confidence makes direct contact with

broader theories of the role of metacognitive evaluation in behavioural control. In

particular, because precision is closely related to the concept of decision conflict

[10], the theory can inherit ideas from research on conflict about how precision

estimates might be used to guide both current performance (e.g., through dynamic

modulation of decision bounds; [8, 53]) and future behaviour (e.g., through

modulation of learning rate in relation to environmental signals of success or

failure; [6]). As such, the precision model not only provides a formally specified

account of decision confidence, but also leads to immediate suggestions about the

use of confidence judgements in the optimization of behaviour.

7.6 Conclusion

Formal models of decision making have proven extremely valuable in under-

standing human and animal decision making, by situating experimental observa-

tions of behaviour and neural activity within a precisely specified and normatively

motivated framework. Direct extensions of these models have proven similarly

useful in probing the metacognitive processes by which we evaluate and express
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our degree of confidence in our decisions. In particular, significant convergence in

methods and theories of decision confidence and error monitoring suggest that

common principles may govern different types of metacognitive judgements. This

convergence helps to resolve several substantive debates that have flourished in

each separate field, in particular by favouring theories in which graded meta-

cognitive evaluation emerges from continued processing beyond the initial choice.

There is nonetheless important scope for current models to consider decision

making and metacognitive evaluation in situations that encompass not only simple,

punctate choices but also the kinds of extended, goal-directed decisions and

actions that typify human behaviour outside the experimental lab. We have pro-

posed one such extension: the hypothesis that people are sensitive not only to the

strength of evidence they encounter as they make a decision, but also to the

reliability of that evidence. Future developments in theories of human decision

making promise to have similarly significant implications for our understanding of

the way in which people evaluate their decisions in the service of adapting and

optimising those decisions in the face of an uncertain, complex and ever-changing

environment.
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Chapter 8

Metacognition and Confidence
in Value-Based Choice

Stephen M. Fleming and Benedetto De Martino

Abstract Basic psychophysics tells us that decisions are rarely perfect: even with

identical stimuli choice accuracy fluctuates and errors are often made. Metacog-

nition allows appraisal of this uncertainty and correction of errors. For more

complex value-based choices, however, metacognitive processes are poorly

understood. In particular, how subjective confidence and valuation of choice

options interact at the level of brain and behaviour is unknown. In this chapter, we

summarise and discuss the results of a study designed to investigate this relation-

ship. Subjects were asked to choose between pairs of snack items and subsequently

provide a confidence rating in their choice. As predicted by a computational model

of the decision process, confidence reflected the evolution of a decision variable

over time, explaining the observed relation between confidence, value, accuracy

and reaction time (RT). Furthermore, fMRI signal in human ventromedial

prefrontal cortex (vmPFC) reflected both value comparison and confidence in the

value comparison process. In contrast, individuals’ metacognitive ability was

predicted by a measure of functional connectivity between vmPFC and rostrolateral

prefrontal cortex (rlPFC), a region that responded to changes in confidence but was
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not involved in representing the values used to guide choice. These results provide a

novel link between noise in value comparison and metacognitive awareness of

choice, extending the study of metacognition to value-based decision-making.

8.1 Introduction

The decision-making literature often draws a distinction between ‘perceptual’ and

‘value-based’ decisions. Perceptual decisions are those in which the aim of the

decision-maker is to categorise ambiguous (or noisy) sensory information; for

example, deciding whether a face in a crowd is a friend or stranger. Value-based

decisions, on the other hand, require the selection of actions based on their sub-

jective value, such as a choice between possible restaurants. In value-based

decisions there is often little sensory ambiguity in the stimuli, with uncertainty

instead arising from sources that are more difficult to measure experimentally. For

example, a decision-maker faced with a choice between two restaurants needs to

retrieve the memory traces associated with previous visits and integrate these

traces with the current homeostatic state (e.g. level of hunger) in order to make an

appropriate decision.

Notwithstanding this distinction, important commonalities exist between value-

based and perceptual decisions [49]. For example, both are stochastic, with

repeated presentation of the same stimulus set sometimes leading to different

outcomes. Both show regularities in the relationship between response time and

error rates (e.g. [34, 41, 51]), suggesting that common neural dynamics underlie

both types of decision [19, 49]. Furthermore, whenever information is integrated or

compared, approximate inferences [3] and computational constraints [47] will lead

to additional behavioural variability regardless of the particular domain.

However, little is known about how metacognition, in particular decision

confidence, operates during value-based decision-making. There are several

reasons why value-based decision-making is an attractive model in which to study

metacognition. First, the neural basis of value-based choice is well-established,

constraining hypotheses about the system involved in choice confidence (see

[40, 45], for reviews). Second, value-based choices provide a bridge between

lower-level psychophysics and everyday decisions such as choosing a restaurant or

accepting a job offer. Third, a framework for the study of confidence in value-

based choice can be naturally extended to assess how confidence develops during

learning [6, 7, 52]. Finally, the study of metacognition and confidence may shed

light onto the fundamentals of the choice process itself. For example, the finding

that different confidence levels provide a behavioural and neural correlate of

the level of stochasticity in choice lends support to so-called ‘random utility’

developed in economics [33]. We will return to this issue in the Discussion.
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The field of perceptual psychophysics has begun to examine in greater detail the

psychological and neural underpinnings of confidence in perceptual decisions

[1, 23, 24, 54]. In addition, there has been progress in understanding how per-

ceptual confidence is appraised for metacognitive report [12, 13, 30, 39, 44]. In

brief, these studies suggest that there is a second-order appraisal of confidence that

relies on the rostrolateral prefrontal cortex (rlPFC) (see Fleming and Dolan, this

volume, for a review). Prior work has established that the ventromedial prefrontal

cortex (vmPFC) plays a central role in computing the value of potential choice

options (e.g. [2, 11, 21, 46]), with activity in this region reflecting the dynamic

evolution of a value comparison [19]. However, this work has largely focused on

the choice process, without considering the subject’s level of confidence in their

decision. Consequently, it is unknown how a process of value comparison,

instantiated in vmPFC, relates to subjective confidence.

Critically, dissociating confidence from other features of the decision process

requires acquisition of separate measures of choice and confidence (Kepecs and

Mainen, this volume). In this chapter, we review a recent study implementing such

an approach to examine confidence and metacognition during value-based deci-

sion-making in humans [8]. We collected trial-by-trial estimates of decision

confidence while healthy volunteers chose between pairs of snack items. We

additionally measured the subjective value of each snack item via an incentive

compatible bidding procedure often used in behavioural economics. This allowed

us to behaviourally dissociate the subjective value of choice options presented on

each trial from subjects’ confidence levels following each choice.

To explore systematic relationships between confidence, accuracy, choice and

reaction time (RT), we modelled our data using a variant of the race model [51];

part of a larger class of dynamic models of decision-making (see Yeung and

Summerfield, this volume). This model predicts that subjective confidence reflects

the stochastic accumulation of evidence during the value comparison process.

Consistent with this prediction we show that the same anatomical region in vmPFC

not only reflects a difference in value (DV) between available options, but also the

confidence associated with a value comparison process. Finally, we show that

individual differences in participants’ ability to relate confidence to decision

performance is linked to increased functional connectivity between vmPFC and

rlPFC, a region previously shown to play a role in metacognitive appraisal in

perceptual decision-making (see Fleming and Dolan, this volume).

8.2 Task Design

We scanned 20 hungry participants while they made choices between food items

that they were able to consume later (Fig. 8.1a). After making each choice par-

ticipants reported the degree of confidence in their decision (choice confidence).

Note that confidence, or certainty, in the present study is conceptually distinct from

risk, in that each choice determines a known outcome. Confidence here reflects the
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degree of subjective certainty in having made the best choice, which equates to

choosing the higher valued item. To establish value for individual items we asked

participants at the end of the scanning session to place a bid for each food item

using a standard incentive compatible procedure, the Becker–DeGroot–Marschak

(BDM) mechanism [4]. BDM is widely used in behavioural economics and neu-

roeconomics to elicit non-strategic reservation prices also known as willingness-

to-pay (WTP). In this phase subjects were required to state their maximum will-

ingness-to-pay for each food item (see [8] for further details). A number of studies

have shown that the BDM mechanism reliably elicits goal values that are used to

guide choice [9, 17, 38]. Participants’ bids were then used to calculate a signed DV

between each pair of items (V_right–V_left), which was then entered into a

Fig. 8.1 Task and behavioural results. a fMRI task (red box): subjects were presented with a

choice between 2 confectionary items and were then required to choose (2.5 s) one item to

consume at the end of the experiment. After each choice, subjects indicated their level of

confidence in having made a correct decision (choice confidence). Post-scanning task: subjects

were presented with each item individually and had to submit a bid to buy each item. After each

bid, they were asked to rate their level of confidence in having provided a correct bid price (bid

confidence). b Probability of choosing the item on the right as a function of the difference in value

(i.e. bid price) between the 2 items (logistic fit) for an exemplar subject. Dotted line = all

choices; black line = low confidence choices; grey line = high confidence choices. The red
arrow indicates the increase in choice accuracy (change in slope) for high versus low confidence

trials used in the between subject analyses (Figs. 8.4b and 8.5b) c The slope of the logistic fit is

systematically higher (sharper) in high compared to low confidence trials (p\ 0.0001).

d Average choice reaction time data as a function of confidence and |DV|. e Heatmap showing

mean z-scored confidence (colorbar) across subjects, as a function of subject-specific |DV| and

RT quantiles. Error bars represent the standard error of the mean (s.e.m.)
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logistic regression to predict the probability that the subject chose the rightmost

item on each trial (Fig. 8.1b—dotted line). In line with previous studies we show

DV is a reliable predictor of participants’ choices, with the slope of the logistic

regression being a measure of choice accuracy, or noise in the choice process [48].

8.3 Results

8.3.1 Choice, Confidence and Reaction Time

At first glance, one might expect confidence to be trivially related to value. When

choices are easy, and one item is valued much higher than another, then confidence

in choosing the best option should also be high. Conversely, when there are only

small differences in value between the options, the decision is difficult and con-

fidence will be low. However, counter to this intuition, we observed that unsigned

|DV| only accounted for an average of 17.7 % of the variance in participants’

confidence ratings (r = 0.42 ± 0.19 SD).

This partial independence between confidence and |DV| is reminiscent of

findings in perceptual decision-making, where confidence fluctuates in tandem

with accuracy despite stimulus evidence remaining constant [12]. By splitting our

logistic regression fit into high and low confidence trials, we showed that higher

confidence was consistently associated with increased choice accuracy (Fig. 8.1b,

c). This effect of confidence on choice was also reflected in RT, with main effects

of both |DV| and confidence (both P\ 0.001), but no interaction (Fig. 8.1d). The

three-way relationship between |DV|, confidence and RT is plotted in Fig. 8.1e.

This plot shows that confidence is greatest when |DV| is high and response times

are fast. Crucially, however, both factors influence reported confidence indepen-

dently, suggesting confidence is dynamically constructed from choice values. We

next turned to a computational model that could account for these effects.

8.3.2 Dynamic Model of Value Comparison

To predict how value, confidence and RT interact during decision-making, we

simulated a dynamic model of decision process [51]. In the Vickers race model,

separate decision variables accumulate evidence for distinct options, with the final

decision determined by which accumulator reaches threshold first. On each time

step during accumulation, a new evidence sample is drawn from a normally dis-

tributed random variable st ¼ Nðlstim; rstimÞ. ustim is positive if the correct choice

(higher value item) is the right item; negative if the correct choice is the left item.

Due to st being drawn from a normal distribution, the actual value of st at each
time step may be positive or negative. The accumulators evolve according to the

following equations:
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Rtþ1 ¼ Rt þ st; st [ 0

Rt; st � 0

�

Ltþ1 ¼
Lt; st � 0

Lt � st; st\0

�

The race terminates when either Rt or Lt reach a predetermined threshold, h,

with the decision being determined by which accumulator reaches threshold first.

Therefore at decision time, tðhÞ, either Rt or Lt ¼ h. The finishing point of the

losing accumulator depends on the values of ustim and rstim.

An estimate of decision confidence, De, can be recovered from the race model

as the distance between the two accumulators Rt and Lt at the time the race is

terminated (Fig. 8.2a). We simulated the model using the same parameters as [23].

We simulated 1,000 trials at each level of ustim, and recorded mean choice, con-

fidence and RT. We display the simulation output in an identical manner to the

behavioural data (Fig. 8.2b–d).

Fig. 8.2 Computational model. a Dynamic (race) model of value comparison. Evidence in

favour of each option accumulates over time, with a choice in favour of one or other option being

made when threshold is reached. In this model decision confidence is derived from the absolute

difference between the two accumulators at the time of the decision (De). (b-d) Model

predictions. b Reaction times are predicted to decrease when either |DV| or De increase. c When

De is large (i.e. high confidence) choice accuracy is predicted to increase, reflected by a sharper

curve in the logistic regression. d Matrix representing how model confidence changes across |DV|

and RT quantiles. Note the close similarity between the model predictions and behaviour

(Fig. 8.1c–e)
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Such a model predicts that when De is large then choice accuracy is increased,

reflected by a sharper slope in the logistic regression (Fig. 8.2b). Thus, the race

model neatly accounts for an increase in choice accuracy we observe behaviour-

ally in the high confidence condition (Fig. 8.1b). Furthermore this model predicts a

decrease in RT when either |DV| or De are increased (Fig. 8.2c), as seen in the

behavioural data (Fig. 8.1d). The intuition is that, even within a particular level of

initial DV, inter-trial noise in the value comparison process results in some trials

having greater final DV’s (higher confidence) than others. Such decisions will tend

to be faster, more accurate and associated with higher confidence (Fig. 8.2d).

Indeed, this predicted inter-relationship between RT, |DV| and confidence closely

matches what is observed in the behavioural data (Fig. 8.1e). Finally, since the

model predicts that confidence reflects the stochastic evolution of a value com-

parison process, it will only be weakly related to initial DV. This feature of

the model provides a parsimonious explanation for why DV and confidence are

dissociable in our behavioural data.

8.3.3 Stability of Confidence Over Time

We next examined whether the relationship between confidence and choice is stable

over time. Splitting the logistic regression analysis into separate sessions revealed a

robust main effect of confidence (F(1, 19) = 39.75; P\ 0.0001) but a non-

significant main effect of session (F(3, 57) = 0.3; P = 0.7) and a lack of interaction

between session and confidence (F(3, 57) = 0.13; P = 0.9; Fig. 8.3). To examine

whether local fluctuations in attention affected confidence, we constructed a serial

autocorrelation regression model that predicted the current confidence rating from

Fig. 8.3 Slope from a logistic regression model predicting choice from DV, separately for high
and low confidence and split by session
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the confidence ratings given on the immediately preceding five trials, in addition

to |DV|. None of the autocorrelation coefficients reached group-level significance

(all t\ 1.2, P[ 0.27). Together these results indicate that confidence is a stable

predictor of choice accuracy, and does not reflect local changes in attention.

As each item pairing was presented twice (once in each spatial configuration), it

was also possible to examine the relationship between confidence ratings given for

identical choice pairs. As confidence is partly determined by absolute DV (|DV|,

which does not vary across choice pairs) we expected some stability purely driven by

DV. Thus to address this question we computed the partial correlation between 1st

and 2nd confidence ratings, controlling for DV. There was no significant difference

between mean confidence ratings for the first and second presentations of the same

item pairs (t(19) = -0.64, P = 0.53). For 19 out of 20 subjects, there was a sig-

nificant partial correlation (P\ 0.05) between confidence ratings for repeated item

pairs after controlling for the influence of |DV|, indicating stability in confidence for

judgments of particular item pairs that cannot be accounted for by |DV| alone.

Finally, we examined whether choices were stable over time. On average,

14.7 % of choices (±5.7 % SD) were reversed on the second presentation.

Choices that were subsequently reversed were associated with significantly lower

initial confidence than those that were subsequently repeated (reversal confidence

(a.u.) = 210.6 ± 72.4 SD; repetition confidence = 340.2 ± 53.5 SD; t(19) =
12.1, P\ 10-10). In a logistic regression model predicting subsequent reversal

from both |DV| and initial confidence, initial confidence was a significant negative

predictor of choice reversal (mean standardised regression coefficient

-0.0083 ± 0.0034 SD; one-sample t-test t(19) = -10.9, P\ 10-9). These data

support an hypothesis that low confidence may be associated with subsequent

changes of mind.

8.3.4 Other Factors Influencing Confidence

We recognise that aside from |DV| and RT other factors (internal and external) are

likely to affect subjective confidence. In Table 8.1 we report analyses of a limited

set of these factors for which we could exercise good experimental control. In

these analyses, only familiarity of individual items explained significant variance

in confidence ratings.

8.3.5 Confidence and Value in vmPFC

We turn next to the brain imaging data. If choice confidence is an emergent

property of a value comparison process, the same brain regions involved in value-

based decision-making should also represent subjective confidence in a value

estimate. In other words, if a brain region involved in value comparison is
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implementing a process akin to a race model, then activity here should be modu-

lated by both initial |DV| and noise (confidence) on that trial. To test this hypothesis

we constructed a general linear model (GLM) of our fMRI data in which each trial

was modulated by two parametric regressors: |DV| and confidence orthogonalised

with respect to |DV|. We found that activity in vmPFC is indeed modulated by both

value and confidence (Fig. 8.4a, b; [12, 47, -11], p\ 0.05 family wise error

(FWE) corrected at cluster level). This pattern is consistent with the established role

of this region in encoding goal values and with our novel hypothesis that this region

also represents the confidence associated with a value comparison.

We next investigated whether |DV| and confidence interacted in vmPFC by

splitting the model into high and low confidence trials, both parametrically

modulated by |DV|. This analysis showed main effects of |DV| and confidence in

vmPFC, but importantly no interaction (2 9 2 ANOVA with factors value, con-

fidence: main effect of value: F(1, 19) = 5.1, p\ 0.05; main effect of confidence:

F(1, 19) = 7.6, p\ 0.05; interaction: F(1, 19) = 0.7, p[ 0.5) (Fig. 8.4c). The

absence of an interaction at the neural level is consistent with a theoretical

independence between value and noise in the choice process, such that subjects

might have high confidence in a low value choice, and vice versa. Furthermore, the

pattern across conditions closely resembles that seen for RTs (Fig. 8.1d) providing

convergent evidence that vmPFC activity is tightly linked to behaviour.

Finally, we sought to rule out alternative explanations of the activity pattern in

vmPFC. We first tested and confirmed that the response to confidence is not driven

Fig. 8.4 vmPFC. a Brain activity in precuneus and vmPFC (MNI space coordinates (x, y, z) 12,
56, 4) correlating with increases in difference in value between the two items presented (p\ 0.05

family wise error (FWE) corrected at cluster level). b Brain activity in precuneus and vmPFC (12,

47, -11) correlating with increases in subjective confidence (p\ 0.05 FWE corrected at the

cluster level). c Signal in vmPFC (6 mm sphere centred at 12, 56, 4) showing significant main

effects of difference in value and level of confidence in the absence of an interaction. Note that

the bar plot is shown only to clarify the signal pattern in vmPFC (i.e. lack of interaction between

confidence and DV). Error bars represent the s.e.m
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by a categorical response to errors [43] (Fig. 8.5a). Second, we included RTs as a

covariate in the fMRI model to test whether an independent effect of confidence

remained in vmPFC after controlling for (orthogonalising with respect to) |DV| and

RT (Fig. 8.5b). This was the case, suggesting confidence in choice is an emergent

property of the decision process that cannot be ‘explained away’ by other decision-

related variables.

8.3.6 Confidence in rlPFC

A key question is how confidence-related information represented in vmPFC

becomes available for self-report. One computationally plausible hypothesis is an

hierarchical model where confidence in a comparison process is ‘read out’ by an

anatomically distinct second-order network [20, 28, 37]. Right rlPFC is a likely

candidate as this region is widely implicated in metacognitive assessments of

perceptual decisions [12, 13, 32, 53]. Consequently, we tested whether this region

plays a more general role in metacognitive appraisal by enabling explicit report of

confidence in a value comparison.

We first established that right rlPFC tracks changes in reported confidence, but

does not code for DV (Fig. 8.6a, b, [39, 41, 16], p\ 0.005 SVC), as expected for a

region providing a read-out of decision confidence. We next harnessed individual

differences in metacognition to provide a more stringent test for the role of rlPFC.

We defined an individual’s metacognitive accuracy as the change in choice accu-

racy (slope of the logistic fit) between low and high confidence trials (Fig. 8.1b).

We reasoned that if rlPFC plays a role in the metacognitive appraisal of confidence,

activity in this region and/or its coupling with vmPFC should predict this change in

slope across individuals. To test our first prediction, we entered change in slope as a

between subjects covariate in the whole-brain analysis of confidence-related

activity, finding that this parameter significantly modulated the response to confi-

dence in right rlPFC (p\ 0.05; SVC for multiple comparisons). In other words,

participants manifest a neurometric-psychometric match between their behavioural

and neural responses to change in confidence level (Fig. 8.6c).
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Fig. 8.5 a Analysis of the effect of confidence in vmPFC separately for correct and incorrect

trials. Significant effects of confidence were seen for both trial types. b Effect of confidence in

vmPFC after orthogonalising with respect to RT and |DV|
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8.3.7 Metacognitive Access: Functional Interaction

of vmPFC and rlPFC

To test our second prediction, that these two regions are part of the same functional

network (in the context of our task), we performed a psychophysiological interac-

tion (PPI) analysis using rlPFC as a seed (Fig. 8.7a—in blue). This analysis revealed

a robust modulation of connectivity between rlPFC and vmPFC (peak (x, y, z) 9, 50,
-11; z = 3.05; p\ 0.05 small volume FWE corrected) by confidence level

(Fig. 8.5a, b). Furthermore, the strength of connectivity between these two regions

also predicted metacognitive accuracy across subjects (vmPFC 15, 56, -5;

Fig. 8.6 rlPFC. a Brain activity in right rlPFC correlating with decreases in subjective confidence

(p\ 0.005 small volume FWE corrected). b Signal in right rlPFC (6 mm sphere MNI space

coordinates (x, y, z) 39, 41, 16) showing amain effect of confidence but not difference in value. Note

that the bar plot is shown only to clarify the signal pattern in rlPFC (i.e. absence of main effect of

DV). c Between subject regression analysis entering the change in choice accuracy (slope of the

logistic fit) between low and high confidence trials (see red arrow in Fig. 8.1b) as a covariate for

confidence-related activity in right rlPFC (peak (x, y, z) 27, 44, 16; p\ 0.05 small volume FWE

corrected). Note that the scatter-plot is not used for statistical inference (whichwas carried out in the

SPM framework), and is shown solely for illustrative purposes. Error bars represent the s.e.m
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p\ 0.05; SVC for multiple comparisons) (Fig. 8.7b). Thus, both the level of

activity in rlPFC itself and its coupling strength with vmPFC influences the degree

to which confidence is effectively ‘read out’ for metacognitive report.

How might this read-out process relate to our computational model of confi-

dence? Intuitively, if reported confidence is a noisy facsimile of the confidence

inherent to a decision process, the relationship between confidence and behaviour

will weaken, and metacognitive accuracy will decrease (Maniscalco and Lau, this

volume; [31]. We were able to modify the race model, introduced previously, to

account for the inter-subject variability in metacognitive reports observed exper-

imentally. We introduced an additional parameter (rconf) governing the noise in

the read-out of De (i.e. decision confidence) computed during the value compar-

ison. Variation in this parameter captured variability in the change in slope

between high and low confidence conditions, despite overall choice accuracy

remaining equal (Fig. 8.8b). Together with our imaging results, this analysis

suggests that rlPFC may indeed mediate variability in reported confidence (see

Fig. 8.8 and Discussion).

Fig. 8.7 Connectivity analysis. a PPI analysis: vmPFC (circled in black) shows increases in

connectivity with a region of rlPFC (6 mm sphere (x, y, z) 39, 41, 16) (in blue) previously

identified as being modulated by confidence (vmPFC peak (x, y, z) 9, 50, -11; z = 3.05;

p\ 0.05 small volume FWE corrected). b Between-subject regression analysis entering the

increase in choice accuracy (see red arrow in Fig. 8.1b) between high confidence and low
confidence conditions as a covariate for the modulation of connectivity (vmPFC peak (x, y, z) 15,
56, -5; z = 3.91; p\ 0.05 small volume FWE corrected). Note that the scatter-plot is not used

for statistical inference (which was carried out in the SPM framework), and is shown solely for

illustrative purposes. Error bars represent the s.e.m
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8.4 Discussion

The study outlined in this chapter extends the investigation of the neural basis of

metacognition to value-based decision-making. Value is a particularly promising

domain in which to understand metacognition, as the neural basis of value rep-

resentation is relatively well-established in humans. We found that decision

confidence emerges from a value comparison process in vmPFC, and that this

region is in turn accessed by rlPFC to enable a metacognitive assessment of

confidence. Our neural findings are consistent with previous evidence showing that

choice difficulty is coded by vmPFC in humans and analogous OFC neurons in

rodents [23, 43]. There is also an established body of work showing that this brain

area represents the expected value of an outcome [40]. However, previous studies

were unable to tease apart the relationship between value and confidence. Our

Fig. 8.8 Hypothesised relationship between our computational model and neuroimaging

analyses. a Confidence in the decision (De) emerges from the value comparison process

instantiated in vmPFC. b In order to reach metacognitive awareness (and be reported by the

participant) this information is transferred to right rlPFC. An additional parameter (rconf) governs

the noise in the read-out of De (i.e. decision confidence). If rconf is zero the information about

confidence (De) is uncorrupted, resulting in a pronounced shift in the choice accuracy between

high confidence and low confidence trials (red arrow). As the level of metacognitive noise

increases (more positive values of rconf) the shift between the two curves (low and high
confidence) diminishes. Differences in rconf account for the inter-subject variability in

metacognitive reportability that we observed behaviorally
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design dissociates subjective confidence from DV on a trial-by-trial basis. In so

doing we demonstrate that neural activity in the same anatomical region represents

both variables, suggesting that confidence and DV are separate behavioural

manifestations of the same underlying decision variable.

A central problem for computational models of metacognition is how confi-

dence information is ‘read out’ for appraisal and communication to others. In-

sabato et al. proposed that such a computation can be achieved by a two-layer

neural network architecture, in which the second-order network receives infor-

mation about the performance of the first-order network, and uses this information

to generate reports of confidence [20]; see also [37]. Our fMRI data can be

interpreted in this framework and suggests that right rlPFC is a plausible locus for

this second-order network. First, rlPFC represented confidence, but not DV, as

predicted for a brain region that has access to information about confidence but is

not directly involved in value comparison. Second, both confidence-related

activity in rlPFC and coupling between rlPFC and vmPFC predicted the rela-

tionship between confidence and accuracy across individuals. This result can be

explained if the coupling between vmPFC and rlPFC reflects the fidelity with

which reported confidence tracks the evolution of a putative accumulator process

in vmPFC (Figs. 8.2a and 8.8). Notably, confidence-related activity in rlPFC is

also seen in perceptual decision-making [13], together with a modulation of

connectivity with visual cortex. This pattern of findings suggests that rlPFC might

play a domain-general role in metacognitive evaluation of decision-making, sup-

porting the notion of segregated neural process governing metacognitive access.

An alternative interpretation of our data is that information about choice confi-

dence is coded elsewhere, perhaps in parallel to the construction of choice values,

and is then communicated to vmPFC (possibly via rlPFC) where it is incorporated

into the choice process. This mechanism would be analogous to a modulation of

the vmPFC value signal during self-control by dorsolateral PFC [18]. Resolving

this possibility is beyond the design of the current study and will require other

techniques with high temporal resolution, such as MEG, that can track the evo-

lution of confidence and valuation in the brain.

Psychological theories of metacognition emphasise the role of task-irrelevant

heuristics driving an active process in the construction of metacognitive confi-

dence [26]. Despite such heuristics, it is generally the case that metacognitive

assessments are linked to underlying cognition, since there are reliable confidence-

accuracy correlations in memory, perception and decision-making (Schwartz and

Diaz, this volume). Here we provide a complementary perspective from compu-

tational neuroscience. By modelling confidence as the output of a simple accu-

mulation process, we can accommodate several regularities between choice,

confidence and response time in simple value-based decisions (see Yeung and

Summerfield, this volume). This model provides a natural explanatory framework

for why confidence and value activate the same system in vmPFC: they both reflect

features of the same underlying decision variable. However, such a ‘bottom-up’,

decisional perspective on confidence does not accommodate variability in meta-

cognitive accuracy. Instead, this can be accommodated by the observation that
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other brain regions also represent confidence but not decision value, possibly

reflecting higher-order metacognitive appraisal. We note that this view does not

address how individuals with low metacognitive ability construct their confidence

ratings, if not from decision-related activity. A future explanation may draw on

notions of heuristics common in psychological models.

In keeping with recent research efforts that have incorporated dynamic models

into the field of economic decision-making [49] we find that such a model captures

several features of the relationship between choice, RT and confidence in a value-

based choice paradigm. The separation between confidence and BDM values in

this study provides a novel perspective on how an underlying decision variable can

be fractionated into distinct behavioural components. Given that both DV and

confidence had independent effects on vmPFC activity, this result provides con-

vergent support for the notion that vmPFC acts as a dynamic accumulator of

choice values [19]. However, in this study, we did not compare between variants

of accumulation models that each have subtly different predictions for the inter-

relationship between these measures of behaviour [5]. Different model variants,

such as the drift–diffusion model, the race model, and so forth, can be summarised

into one general class of race model with variable correlation between the accu-

mulators [5]; non-linear interactions between the accumulators are also possible,

e.g. [50]. The Vickers race model is actually an anomaly in this regard, accu-

mulating noisy samples of the DV, rather than the value of each item separately.

We chose this model as it generated the simplest predictions for choice confidence.

An important area of future study is the modification of accumulation models to

account for fluctuations in confidence in decision-making (e.g. [35, 39, 42]).

However, this study, along with others in the evidence accumulation framework,

demonstrate that any successful theory of metacognition and confidence should

incorporate a detailed account of the functional dynamics of confidence (see also

Middlebrooks et al., this volume; Yeung and Summerfield, this volume).

Our findings also accord with a theoretical Bayesian scheme in which uncer-

tainty, or precision, is an inherent property of the neural code [14, 25]. This is in

line with the theoretical notion that the estimates that guide value-based decisions

are better described as samples from probability distributions (with variable

degrees of uncertainty) rather than single values. In contrast to this theoretical

view, most of the models currently used in neuroeconomics (such as expected

utility theory or prospect theory; [22]) have a deterministic nature, and therefore

treat values as single quantities and not as probability distributions with variable

degrees of uncertainty or precision. It is only recently that random utility models

[33] (which are probabilistic in nature) have gained popularity among decision

theorists [16], partly on account of their ability to describe actual choices,

including suboptimal ones [29]. The key idea behind these models is that utility

(which is roughly equivalent to ‘value’ in economic jargon) is imperfectly obser-

vable by the experimenter; therefore, a random error term (usually a normal or

logistic distribution) is added to the ‘true’ utility to account for the variability

observed in the choice. However, these models are problematic for two main

reasons: firstly, they focus only on the noise produced by errors in the experimental
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measurement while overlooking the noise inherent in the computational process

itself [10, 15]; secondly, they ignore the causes underlying the error term (i.e.

fluctuations in uncertainty). In this study we show that different confidence levels

provide a behavioural and neural correlate of the level of stochasticity in choice.

This relationship lends prima facie support to random utility models, and further

suggests that (a) a large part of the noise is inherent to the neurocomputational

process that leads to the construction of a value estimate, rather than experimental

errors and (b) the noise term is amenable to behavioural measurement.

Our data show that humans have some degree of metacognitive access to noise

in a value comparison, and that increased choice accuracy is associated with high

subjective confidence. In other words, while choices often appear noisy from the

point of view of the experimenter [15], subjective confidence ratings reveal sys-

tematic changes in the level of noise that are reflected by changes in choice

accuracy. Most studies of the neural basis of metacognition, including the present

one, have focused on the ‘monitoring’ aspect of Nelson and Narens’ framework

[36], leaving as an open question how metacognitive appraisal is used in guidance

of subsequent behaviour (e.g. [27]). As an initial step towards addressing this

question, we found that confidence was predictive of subsequent changes of mind

when the same choice pair was repeated. We suggest that metacognitive confi-

dence in value-based decision-making may be particularly important for guiding

future behaviour in the absence of feedback on whether a choice was a good or bad

one, as in the present case.

By integrating computational modelling with neural analysis, we provide evi-

dence that subjective confidence is integral to the brain’s representation of value in

the vmPFC. Our work outlines a novel neural schema for how confidence-related

information is computed and transferred to a distinct brain region (rlPFC), sup-

porting metacognitive report. Far from being a blind process of selection corrupted

by noise, value-based choices are accompanied by fluctuations in subjective

confidence exquisitely sensitive to stochasticity in choice.
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psychology has since then repeatedly demonstrated that collectives can and do fail

more often than expected by Condorcet. Since human collective decisions often

follow from exchange of opinions, these failures provide an exquisite opportunity

to understand human communication of metacognitive confidence. This question

can be addressed by recasting collective decision-making as an information inte-

gration problem similar to multisensory (cross-modal) perception. Previous

research in systems neuroscience shows that one brain can integrate information

from multiple senses nearly optimally. Inverting the question, we ask: under what

conditions can two brains integrate information about one sensory modality

optimally? We review recent work that has taken this approach and report dis-

coveries about the quantitative limits of collective perceptual decision-making,

and the role of the mode of communication and feedback in collective decision-

making. We propose that shared metacognitive confidence conveys the strength of

an individual’s opinion and its reliability inseparably. We further suggest that a

functional role of shared metacognition is to provide substitute signals in situations

where outcome is necessary for learning but unavailable or impossible to establish.

Keywords Metacognition � Collective decision-making � Signal detection �
Communication � Cooperative behaviour � Feedback � Confidence

9.1 Introduction

In The extraordinary and popular delusions and madness of crowds, Charles

Mackay chronicled a colourful and prolific history of humankind’s collective

follies [1].1 Mackay’s decision to doubt and re-examine the popular belief that

‘two heads are better than one’ has since then guided numerous disciplines

interested in human collective decision-making from political sciences to eco-

nomics and social psychology. Mackay’s negative revisionism was preceded by a

wave of optimistic trust in mass decisions initiated by Marquis de Condorcet [2], a

mathematician and political philosopher of the French revolution. Condorcet’s

jury theorem elegantly proved that a simple ‘democratic’ majority vote drawn

from the aggregated opinions of individual, independent and fallible (but not

totally uninformed) lay people provides near-perfect accuracy if the number of

voters is adequately large [2].

At a local livestock fair in Plymouth, early in the twentieth century Galton [3]

found strong empirical support for Condorcet’s theoretical proposition. At a

weight-judging contest, participants estimated the weight of a chosen live ox after

it had been slaughtered and dressed. Participants entered the competition by

1 Interestingly, his major case studies, financial bubbles and religious conflicts over Jerusalem,

do not show any signs of running out of steam yet.
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privately writing their estimate on a ticket and submitting it to the fair organisers.

The winner was the one who submitted the most accurate estimate. After the

competition, Galton collected the *800 submitted tickets and demonstrated in a

paper [3] that, indeed, the simple average of the estimates of the entire crowd was

even more accurate than the winner. The most striking aspect of this finding was

that the majority of participants had very little specialised knowledge of butchery;

yet their contribution to the average opinion outperformed the best expert opinion.

Theoretically and empirically, masses ruled supreme. So, can we dismiss

Mackay’s [1] worries? Definitely not!

A large body of work in political sciences and social psychology has examined

collective decision-making and, indeed, numerous examples of collective failure

have been discovered [4]. Indeed, this research clearly shows that Condorcet’s

assumption about the independence of individual opinions—which was neatly

satisfied in the weight-judging contest—is often not applicable to real-world

situations of collective behaviour [5]. However, by carefully identifying the

determinants of collective failure, we can use Mackay’s [1] insight, that collective

benefit is the exception rather than the rule, to better understand the nature of

human social interaction. To rephrase, one could ask which features of interper-

sonal communication and/or interaction contribute to collective failures.

In this chapter, we first review previous work that has addressed this question

by recasting collective decision-making as an ‘information integration’ problem

similar to multisensory (cross-modal) perception. In multisensory perception, the

participant combines information from different sensory modalities (e.g. vision

and touch) taking into account the reliability (or variance) of each modality such

that the multisensory decision is more strongly influenced by the sensory modality

with the higher reliability (i.e. lower variance) [6–8]. By analogy, collective

decision-making also requires combining information, but from different partici-

pants. We argue that establishing the reliability of this information constitutes an

integral part of information integration at the collective level.

Using collective decision-making in the perceptual domain as a framework, we

describe and compare two models of how we communicate and integrate our

individual perceptions and their reliability [9, 10]. Both models posit that partic-

ipants convey the reliability of their individual perceptions by communicating

their confidence in their perceptual decisions, i.e. their metacognitive awareness of

their perceptual decisions. However, the models make very different assumptions

about the exact content of the communicated confidence and the computational

strategy by which participants combine them to arrive at a collective decision. We

will review the predictions of each model and assess them in the light of the

existing literature. We will also present new empirical data revealing further

features of collective perceptual decision-making by confidence sharing. We will

place the findings from collective perceptual decision-making in the wider context

of group decision-making [4] and discuss a possible functional social role for

metacognitive awareness. Finally, we will briefly compare and attempt to connect

our current understanding of metacognition at the levels of brain mechanism,

individual behaviour and social interaction.
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9.2 Collective Perceptual Decision-Making

Qodrat and Jalal (Fig. 9.1) are two cricket umpires 2 The bowler (Fig. 9.1, top) has

just made his run and bowled the ball; but the two umpires disagree about whether

his foot crossed the line or not. Whereas Qodrat has announced a ‘no ball’, Jalal

contends that there was no such error. Let us stop here and examine the situation.

Fig. 9.1 Two cricket umpires, Qodrat and Jalal, disagree about whether the bowler crossed the

line. The low-quality image depicting the bowler was intentionally constructed to indicate

perceptual noise. Each umpire’s individual decisions are based on his respective noisy perceptual

representation, which we model as a Gaussian distribution. The figure is inspired by [52]

2 The names chosen for the cricket umpires are inspired by Graham Greene’s (1940) The Power
and the Glory (Qodrat o Jalal).
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We can think of each umpire’s visual perception of the events as represented in the

brain by a normal distribution with a mean (lQ for Qodrat and lJ for Jalal) and a

standard deviation (rQ and rJ). This normal distribution could correspond to, for

example, the firing pattern of neurons in each umpire’s early visual cortex. The

umpire’s decision about whether the bowler’s foot landed ahead of (e.g. Qodrat,

lQ[ 0) or behind (e.g. Jalal, lJ\ 0) the line is given by the signed mean of the

distribution. The standard deviation of each distribution relates to how noisy the

umpire’s perception is. As such, a reliable percept would be characterised by a

large mean (e.g. Jalal) and a small standard deviation (e.g. Qodrat). But how do

Qodrat and Jalal resolve their disagreement and come to a joint decision? The

simple formulation of the situation given above is the basis of two recent models

[9, 10] of collective perceptual decision-making.

Sorkin et al. [10] proposed that, by communicating their confidence in their

perceptual decision, the umpires are in fact communicating their respective l and

r separately and distinctly to one another. As we will see further below, the

distinctness of these two pieces of information is a critical feature of this model.

To make an optimal collective decision (i.e. to minimise the chances of error given

each umpires’ decision noise), the two umpires (i.e. the group) somehow evaluate

the term
lQ
r2
Q

þ lJ
r2
J

� ffi

and take its sign as their joint decision. Defining perceptual

sensitivity (s) as inversely proportional to standard deviation (such that s = k/r;
where k represents a constant term. See Eq. 9.6 below for the exact definition of

slope), the group’s sensitivity, Sgroup is then expected to be

Sgroup ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S2Q þ S2J

q

ð9:1Þ

In a standard sensory signal detection task performed by individuals and groups

in separate experiments, Sorkin et al. [10] showed that groups achieved a robust

collective benefit over and above the sensitivities of the constituent individuals as

measured when these individuals performed the task in isolation. Their model was

able to predict the collective benefits accrued by the groups. Interestingly, their

model could readily be extended to groups larger than two people. However, as

group size expanded, group performance did not improve as fast as predicted by

the model, indicating that, perhaps, different group dynamics may be at work as

group size increases.

Sorkin et al. [10] model is conceptually identical to the model used in multi-

sensory perception research to describe how information from different sensory

modalities, such as touch and vision, are combined within the brain of one par-

ticipant [6, 8, 11]. That dyads performed as well as Eq. 9.1 would lead to the

uncomfortable conclusion that communication between brains is as reliable and

high-fidelity as communication within the same brain. Moreover, this formulation

implies that groups would never do worse than individuals. Recalling the case of

Condorcet, Mackay and Galton, once again, groups seemed to be doing much

better (theoretically and empirically) than common sense would suggest.

9 What Failure in Collective Decision-Making Tells Us About Metacognition 193



Nearly a decade later, Bahrami et al. [9] performed an experiment almost

identical to that of Sorkin et al. [10], but they made a different assumption about

the content of the information communicated between individuals. Noting that a

reliable decision (Fig. 9.1) is one based on a large mean and a small standard

deviation, they suggested that Qodrat’s communicated confidence in his decision

could be defined as the ratio lQ/rQ. The magnitude of this signed ratio indicates

the probability that Qodrat has made the right decision.3 The collective decision

could then simply be defined as the sign of the sum of shared confidences (lQ/

rQ ? lJ/rJ), giving the group sensitivity by

Sgroup ¼
SQ þ SJ

ffiffiffi

2
p ð9:2Þ

Bahrami et al. [9] dubbed this model the Weighted Confidence Sharing (WCS)

model. Comparison with the Sorkin et al. [10] model shows that when sensitivities

are similar (i.e. rL = rQ), the two decision boundaries

lQ
r2
Q

þ lJ
r2
J

¼ 0 and
lQ
r
Q

þ lJ
r
J

¼ 0

� ffi

become identical and the outcome is equivalent to

that seen in multisensory perception. When the individual sensitivities are different

(say, sQ[ sJ), however, the two models diverge in their predictions. To demon-

strate this, if we rewrite Eq. 9.2 as

Sgroup
SQ

¼ 1
ffiffiffi

2
p þ 1

ffiffiffi

2
p SJ

SQ

� ffi

ð9:3Þ

we can see that the expected collective benefit (sgroup/sQ; i.e. group sensitivity

relative to its more sensitive member) is a linear function of the similarity between

group members’ sensitivities (sJ/sQ). This linear relationship means that if Jalal’s

sensitivity is no better than *40 % of Qodrat’s (sJ/sQ\ 21/2-1 & 0.4), then—in

sharp contrast to Sorkin et al. [10] model—this model predicts that Qodrat and

Jalal together should do worse than the more sensitive participant (Qodrat) alone

(sgroup\ sQ).
Bahrami et al. [9] tested dyads in a simple perceptual decision-making task that

involved visual contrast discrimination (Fig. 9.2). In every trial, individuals first

made a private decision about a briefly viewed stimulus. If their private decisions

disagreed, they were asked to negotiate a joint decision. When dyad members had

similar sensitivities, dyad decisions were more accurate than those of the better

individual. However, if one participant was much less sensitive than the other, the

dyad failed to outperform the better member; c.f. Experiment 2 in [9]. Importantly,

group performance in these latter situations was markedly worse than expected

3 The confidence ratio li/ri can be monotonically transformed into P(x[ 0), which gives the

probability of being correct given perceptual sample x. The decision rule (lQ/rQ ? lJ/rJ) is thus

equivalent to accepting the decision of the person with the higher probability of being correct (i.e.

the higher confidence li/ri). See the Supplementary Materials to Bahrami et al. [9] for further

mathematical details.
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from Eq. 9.1 but not statistically different from the predictions of Eq. 9.2.

Mackay’s intuition had once again proved useful: examination of collective fail-

ures suggested that perceptual decisions and their reliability are not spontaneously

communicated separately but instead together in the form of a ratio. If what Qodrat

communicates is the ratio (lQ/rQ), then Jalal (i.e. the recipient) will be unable to

resolve (lQ) and (rQ) from one another. Consequently, the process of interpersonal

communication involves information loss. But is there a way to avert or reduce this

loss of information?

Fig. 9.2 Stimuli, task and modes of communication. Each trial consisted of two observation

intervals followed by private decisions by each participant. In the verbal communication mode

(top box), participants indicated their individual decision by a button press. In the nonverbal

mode (bottom box), participants reported the target interval by dragging a marker to the left (1st)
or right (2nd) of the centre and indicated their confidence by the distance of the line from the

centre. Individual decisions were then announced, and in cases of disagreement, participants

either talked to each other (top) or saw each others’ confidence rating (bottom) in order to reach a

joint decision. Then one of the participants (indicated by the colour of the sentence ‘joint

decision?’) announced the dyad decision. Italics, boldface and white shades correspond to blue,
yellow and white colour codes that were used in the experiments to indicate the participant using

the keyboard, the one using the mouse and the dyad, respectively
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Previous research suggests that failures of communication are not solely due to

noise and random errors [12]. A number of systematic egocentric biases that

impair communication have been identified on both sides of a verbal exchange.

When communicating their internal intentions verbally, people often overestimate

the clarity of their communicated message, as if their internal states were readily

evident, indeed transparent, to their addressee [13]. Similarly, an egocentric bias

afflicts the addressee: listeners often interpret the meaning of what they are told

from their own (rather than the speaker’s) perspective [14].

We hypothesised that if the collective failures observed by Bahrami et al. [9]

were a consequence of egocentric biases that plague face-to-face verbal commu-

nication [12], then providing a nonverbal, scalar system for participants to share

information may remove or reduce these egocentric biases and in turn improve

collective decision-making; especially when participants have vastly different

sensitivities. To test this hypothesis, we first replicated the collective failure

reported by Bahrami et al. [9] (Experiment 1: Verbal condition). Then we devised

a nonverbal confidence rating/sharing schema to replace face-to-face verbal

communication of decisions while keeping all other aspects of the experiment

constant (Experiment 1: NonVerbal condition). If egocentric biases in face-to-face

verbal communication were at least partially responsible for the collective failures

in the Verbal condition, then the nonverbal confidence rating/sharing schema

employed in the nonverbal condition should improve collective performance under

conditions of asymmetric sensitivity.

9.3 Experiment 1

9.3.1 Methods

9.3.1.1 Participants

Participants were recruited from undergraduate, graduate and faculty members of

Aarhus University, Denmark. Verbal (V) condition: N = 30; mean age ± sd:

23 ± 2.5; NonVerbal (NV) condition: N = 30; mean age ± sd: 23.9 ± 2.5). All

participants were healthy male adults with normal or corrected-to-normal visual

acuity. Members of each dyad knew each other. No participant was recruited for

more than one experiment. The local ethics committee approved all experiments;

and written informed consent was obtained from all participants.

9.3.1.2 Display Parameters and Response Mode

In all experiments, both dyad members sat in the same testing room. Each viewed

his own display. Display screens were placed on separate tables at a right angle to
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each other. The two displays were connected to the same graphic card via a video

amplifier splitter and controlled by the Cogent toolbox (http://www.vislab.ucl.

ac.uk/cogent.php/) for MATLAB (Mathworks Inc).

Each participant viewed an LCD display at a distance of *57 cm (resolution =

800 9 600—Fujitsu Siemens AMILO SL 3220 W, 2200) for which a look-up table

linearised the output luminance. Background luminance was 62.5 Cd/m2 in both

displays. The displays were connected to a personal computer through an output

splitter that sent identical outputs to both of them. Within each session of the

experiment, one participant responded with the keyboard and the other with the

mouse. Both participants used their right hand to respond.

Each participant viewed one-half of their screen: the left half of one display for

the participant responding with the keyboard, and the right half of the other display

for the participant responding with the mouse. A piece of thick black cardboard

placed on each display was used to occlude the half not viewed by each partici-

pant. Two stimulus arrays were presented on both displays simultaneously, each

on one-half of the display. Control over which one the participants saw was

achieved by using the occluding cardboard. Stimulus eccentricity and retinal size

were identical for both experiments. This configuration permitted us to display

stimuli with different levels of noise to participants in the same dyad. Other

stimulus characteristics (retinal size, luminance, contrast, duration) were identical

for both participants. Moreover, in the NV condition, the use of a bipartite display

allowed us to assess the participants’ confidence privately (i.e. each participants

only saw his own confidence bar) at the individual decision stage (see Procedure).

9.3.1.3 Design and Task

In all experiments, a 2-Alternative Forced Choice (2AFC) design was employed

(Fig. 9.2). Two observation intervals were provided. A target stimulus always

occurred either in the first or the second interval. Participants were instructed to

choose the interval most likely to have contained the target. In the NV condition,

participants rated their confidence in their decision on a scale from 1 (indicating

‘very doubtful’) to 5 (indicating ‘absolutely sure’) (see below for a description of

the confidence rating procedure and display).

9.3.1.4 Stimuli

The stimulus set displayed in each interval consisted of six vertically oriented

Gabor patches (standard deviation of the Gaussian envelope: 0.45�; spatial

frequency: 1.5 cycles/degree; contrast: 10 %) organised around an imaginary

circle (radius: 8�) at equal distances from each other. The target stimulus was

generated by elevating the contrast of one of the six patches, which produced a

contrast oddball. The target location and interval were randomised across the

experimental session. The stimulus duration in each interval was 85 ms. Target
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contrast was obtained by adding one of four possible values (1.5, 3.5, 7.0 or 15 %)

to the 10 % contrast of the non-target items.

For one participant, in each trial and for each item in the stimulus array, freshly

generated white noise was added to the grey value of each pixel in each Gabor

patch. The additional white noise was drawn, on each update, from a random

uniform distribution ranging from 0 to 30 % of the monitor’s maximum lumi-

nance. The participants did not know about the addition of noise. The choice of

which participant would receive the noise was determined by a preliminary test

before the experiment (see below).

9.3.1.5 Procedure

Each trial was initiated by the participant responding with the keyboard (see

Fig. 9.2). A black central fixation cross (width: 0.75� visual angle) appeared on the

screen for a variable period, drawn uniformly from the range 500 to 1,000 ms.

The two observation intervals were separated by a blank display lasting 1,000 ms.

The fixation cross turned into a question mark after the second interval to prompt the

participants to respond. The question mark stayed on the screen until both partici-

pants had responded. Each participant initially responded without consulting the

other.

In the V condition, participants communicated by talking to each other. Par-

ticipant who used the keyboard responded by pressing ‘N’ and ‘M’ for the first and

second interval, respectively; the participant who used the mouse responded with a

left and right click for the first and second interval, respectively. Individual

decisions were then displayed on the monitor (Fig. 9.2), so both participants were

informed about their own and their partner’s choice of the target interval. Colour

codes were used to denote keyboard (blue—illustrated in Fig. 9.2 by italics) and

mouse (yellow—illustrated in Fig. 9.2 by boldface) responses. Vertical locations

of the blue and yellow text were randomised to avoid spatial biasing. If the private

decisions disagreed, a joint decision was requested. The request was made in blue

if the keyboard participant was to announce the decision and in yellow if the

mouse participant was to announce the decision. The keyboard participant

announced the joint decision in odd trials; the mouse participant on even trials.

Participants were free to verbally discuss their choice with each other as long as

they wanted. They were also free to choose any strategy that they wished. The

experimenter was present in the testing room throughout all experiments to make

sure that the instructions were observed.

In the NV condition, participants did not talk to each other but instead used a

visual schema (Fig. 9.2, lower panel) to communicate their confidence in their

private decisions. After the two observation intervals, a horizontal line appeared on

the screen with a fixed midpoint. The left side of the line represented the first

interval, the right side of the line represented the second interval. An additional

vertical ‘confidence marker’ (colour coded for keyboard and mouse responses—

see above) was displayed in each participant’s panel. By dragging the confidence
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marker to the left or right from centre, the participant reported his choice about

whether the target was in the first or second interval, respectively. The confidence

marker could be moved along the line by up to five steps on either side. Each step

farther from the centre indicated higher confidence. We chose this method for

obtaining the decision (left or right side of centre) and the confidence in the

decision (distance from the centre) all in one step rather than having the partici-

pants report them serially. This ensured that the participants’ private task involved

only one step in all conditions here and in Experiment 2. The participant who used

the keyboard navigated the marker on the confidence rating scale by pressing ‘N’

or ‘M’ to move the marker left or right, respectively. He would then confirm his

decision by pressing ‘B’ when he thought the marker correctly indicated his

confidence. The participant who used the mouse moved the confidence marker by

pressing left or right button to move the marker left or right, respectively. He

would then press the middle button when he thought the marker correctly indicated

his confidence. Participants did not see each other’s confidence rating at this stage.

After the private confidence ratings were made, confidence values were announced

by displaying both participants’ confidence markers along the horizontal line. In

the case of disagreement, a joint decision was requested. Here, the keyboard

participant announced the joint decision in odd trials, and the mouse participant on

even trials. For the joint decision, a white confidence marker was used with the

same five levels as private decisions; the marker was not visible to the other

participant until a joint decision had been made. Participants did not talk to each

other. They were given earphones to eliminate any meaningful auditory commu-

nication. In addition, a screen was placed between them to prevent them from

seeing each other if they turned around. The experimenter was present in the

testing room throughout all experiments to make sure that the instructions were

observed.

In all conditions, participants received feedback either immediately after they

made their private decision, in cases where their private decisions agreed, or after

the joint decision had been made in cases where their private decisions disagreed.

The feedback either said ‘CORRECT’ or ‘WRONG’. Feedback was given for each

participant (keyboard: blue—illustrated in Fig. 9.2 by italics; mouse: yellow—

illustrated in Fig. 9.2 by boldface) and for the dyad (white). Feedback remained on

the screen until the participant using the keyboard initiated the next trial (Fig. 9.2).

Vertical order of the blue and yellow was randomised and the dyad feedback

always appeared in the centre.

In both conditions, participants started the experiment with a preliminary, non-

interactive session (8 blocks of 16 trials) that was conducted in order to identify

the participant who would receive noise in the subsequent main session (see

Assignment of noise). Then, the main experimental session (8 blocks of 16 trials)

was conducted.
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9.3.1.6 Assignment of Noise

We determined which participant would receive the noisy stimuli by first testing the

participants in an isolated version of the task. In each trial, participantsmade a private

decision about the target interval and then received private feedback (i.e. there was

no sharing of private decisions and feedback). At the end of this session, the two

participants’ sensitivity (i.e. the slope of the psychometric function, see Data

Analysis) was assessed, and the less sensitive participant was chosen to receive the

noisy stimuli in the experiment proper. The participants were not informed about this

procedure and were told that the preliminary test served as practice.

9.3.1.7 Data Analysis

Psychometric functions were constructed for each participant and for the dyad by

plotting the proportion of trials in which the oddball was seen in the second

interval against the contrast difference at the oddball location (the contrast in the

second interval minus the contrast in the first; see Fig. 9.3a).

The psychometric curves were fit to a cumulative Gaussian function whose

parameters were bias, b, and variance, r2. To estimate these parameters, a probit

regression model was employed using the glmfit function in MATLAB

(Mathworks Inc). A participant with bias b and variance r2 would have a psy-

chometric curve, denoted P(Dc) where Dc is the contrast difference between the

second and first presentations, given by

PðDcÞ ¼ H
Dcþ b

r

� ffi

; ð9:4Þ

where H(z) is the cumulative Normal function,

HðzÞ �
Z

z

�1

dt

2pð Þ1=2
exp �t2=2

� �

: ð9:5Þ

As usual, the psychometric curve, P(Dc), corresponds to the probability of

saying that the second interval had the higher contrast. Thus, a positive bias indi-

cates an increased probability of saying that the second interval had higher contrast

(and thus corresponds to a negative mean for the underlying Gaussian distribution).

Given the above definitions for P(Dc), we see that the variance is related to the

maximum slope of the psychometric curve, denoted s, via

s ¼
1

2pr2ð Þ1=2
: ð9:6Þ

A large slope indicates small variance and thus highly sensitive performance.

Using this measure, we quantified individual participants’ as well as the dyad’s

sensitivity. We defined ‘collective benefit’ as the ratio of the dyad’s slope (sdyad) to
that of themore sensitive participant (i.e. theonewith higher slope, smax).Acollective
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benefit value above one would indicate that the dyad managed to gain an advantage

over its better participant. Values below one would indicate that collaboration was

counterproductive and that the dyad did worse than its more sensitive member.

The WCS model expressed in Eq. 9.2 [9] identifies the dyad’s potential for
collective achievement under the assumption that the members can communicate

their confidence to each other accurately.We compared the empirically obtained data

to this potential upper bound to see whether and how different modes of communi-

cation helped or hindered collective decision-making. We defined an ‘optimality

index’ as the ratio of the dyad’s slope to that predicted by the WCS model (Eq. 9.2).

(a) (b)

(d)(c)

Fig. 9.3 Experiment 1 results. a Psychometric function relating performance contrast. Data are

from the Verbal condition of Experiment 1 averaged across N = 15 participants for each curve.

The proportion of trials in which the target was reported in the 2nd interval is plotted against the

contrast difference at the target location (i.e. contrast in the second interval minus contrast in the

first). Participants who received clear stimuli (grey) produced steeply rising psychometric

functions with large slopes. Participants who received noise (black) had a much shallower slope.

b The slope of psychometric functions of the dyad members in the Verbal and the NonVerbal

conditions of Experiment 1. Each line corresponds to a dyad. Addition of noise was clearly

effective at reducing the slope in both experiments. c Collective benefit (sdyad/smax; see Methods)

accrued in the Verbal and the NonVerbal conditions of Experiment 1. Horizontal line indicates

that dyad slope was equal to the more sensitive participant’s. d Optimality of group performance

in the Verbal and the NonVerbal conditions of Experiment 1. Horizontal line indicates that group
performance was as good as predicted by the WCS model (cf. Bahrami et al. [9]). * : p\ 0.05
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9.4 Results

As demonstrated in Fig. 9.3b, all participants who received noise showed lower

sensitivity (as measured by the slope of their psychometric function) compared to

their partner who received noise-free stimuli. This result showed that our noise

manipulation effectively rendered one participant’s perceptual decisions much less

reliable than those of the other. Under such conditions, the WCS model predicts

that the dyad will do worse than the better participant.

9.4.1 Comparison of Dyad to the Better Participant

In the V condition dyad sensitivity was significantly worse than that of the better

participant (one sample t test comparing collective benefit to baseline; t(14) =
-2.34, p = 0.03; see Fig. 9.3c). This result is consistent with the predictions of

the WCS model, which predicted that collective decision-making will be coun-

terproductive when dyad members have very different sensitivities [9]. In the NV

condition, on the other hand, dyad sensitivity was no worse than the more sensitive

participant (one sample t-test comparing collective benefit to baseline;

t(14) = 1.42, p = 0.17). Figure 9.3c showing that groups had been at least as

good as the better participant. Importantly, direct comparison of the two conditions

showed that collective benefit was significantly greater in the NV condition

(independent samples t-test, t(28) = 2.61, p = 0.014).

9.4.2 Comparison of Dyad to the WCS Model

The WCS model (Eq. 9.2) slightly (but not significantly) overestimated dyad

performance in the V condition (one sample t-test; t(14) = 1.25, p = 0.23.

Figure 9.3d). In the NV condition, the WCS model showed a trend to underesti-

mate the dyad performance (one sample t-test; t(14) = 1.87, p = 0.08.

Figure 9.3d). Direct comparison of the two conditions showed that the optimality

index was significantly higher in the NV condition (independent sample t-test;
t(28) = 2.24, p = 0.03).

9.5 Data Summary

The impact of verbal and nonverbal communication on collective decision-making

was compared in an experimental situation where previous work had shown

that dyads would perform no better than their constituting individuals [9]. The

results replicate the previous findings, but go beyond them in several respects:
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Bahrami et al. [9] had assigned noise to either one of the dyad members at random.
This trial-by-trial random noise assignment made it impossible for the participants

to form any stable idea of which dyad member was the less reliable one in any

trial. Here we used a block design and assigned noise consistently to one member

of the dyad. Thus, the results of the V condition (Fig. 9.3c, d) show an even more

impressive collective failure: dyad sensitivity was significantly worse than the

more sensitive dyad member. A conspicuous difference in performance did not

protect the groups from suffering counterproductive collaboration.

The results of the NV condition showed that a nonverbal schema for reporting

and sharing decision confidence (Fig. 9.1, lower panel), to some extent, could

remedy the defective collective decision-making process and make it more pro-

ductive; even though all the low-level conditions, especially the asymmetric

administration of noise, were retained. This result is consistent with the suggestion

that the collective failure observed in the V condition is not due to random errors

caused by asymmetric noise but, rather, that direct, verbal communication and its

associated underlying cognitive biases cause the collective failure.

Having demonstrated the beneficial impact of nonverbal communication on

defective collective decisions, we asked whether this benefit is general. Experi-

ment 1 tested collective decisions under asymmetric administration of noise where

we expected no collective benefit to start with. When dyad members have access to

similarly reliable perceptual information, however, direct verbal communication

can indeed confer a robust group benefit that is no less than expected from the

optimal combination of individuals’ decisions [9, 10]. We next asked whether the

nonverbal communication of confidence could provide any additional benefit over

and above direct verbal communication. Indeed, we do not know whether and how

different modes of communication interact with one another towards collective

decisions. In order to address this question, we used a 2 9 2 design where

collective decision-making was tested under all four possible combinations of the

two modes of communication (see Fig. 9.4), without the addition of noise.

9.6 Experiment 2

9.6.1 Methods

9.6.1.1 Participants

Participants were recruited from undergraduate, graduate and faculty members of

Aarhus University, Denmark. Verbal and NonVerbal (V&NV) condition: N = 30;

mean age ± sd: 24.8 ± 3.5; Verbal (V) condition: N = 30; mean age ± sd:

28.30 ± 6.27; NonVerbal (NV) Condition: N = 30; mean age ± sd: 22.2 ± 2;

None (N) condition: N = 28; mean age ± sd: 23.2 ± 2. All participants were

healthy male adults with normal or corrected-to-normal visual acuity. Members of

each dyad knew each other. No participant was recruited for more than one
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experiment. The local ethics committee approved all experiments; and written

informed consent was obtained from all participants. Data from the V and N

conditions have been reported elsewhere [9].

9.6.1.2 Task and Design

We employed a 2 9 2 design to investigate the impact of verbal communication

(two levels: with and without) and nonverbal confidence sharing (two levels: with

and without) on collective decision-making (Fig. 9.4). In the V and V&NV con-

ditions participants communicated verbally. In the NV and V&NV conditions,

participants communicated using the confidence marker (as in the NV condition of

Experiment 1). In the None (N) condition, participants were not allowed to

communicate anything but their decision (first or second interval). The task was

identical to Experiment 1 in all other aspects.

9.6.1.3 Display and Stimuli

Participants received identical visual stimuli and no participant was given any

additional noise. All stimulus characteristics were identical to the noise-free

Fig. 9.4 Two by two design employed in Experiment 2
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stimuli in Experiment 1. In conditions that did not involve nonverbal communi-

cation (i.e. V and N conditions) the bipartite display was not used and both

participants viewed a single stimulus set displayed at the centre of the entire screen.

All other display and stimulus characteristics were identical to Experiment 1.

9.6.1.4 Procedure

In all conditions, after one practice block of 16 trials, two main experimental

sessions were conducted. Each main session consisted of 8 blocks of 16 trials.

Participants switched places (and thereby response device) at the end of session

one. The participants set the pace of the experiment’s progress. All other aspects of

the procedure were identical to Experiment 1.

9.7 Results

9.7.1 Comparison of Dyad to the Better Participant

We first looked at the impact of the mode of communication on the collective

benefit. Following our design (Fig. 9.4), we employed a two (with and without

verbal communication) by two (with and without nonverbal confidence sharing)

between-subject ANOVA with collective benefit (sdyad/smax; see Experiment 1) as

the dependent variable (Fig. 9.5). The main effect of verbal communication was

highly significant (F(1, 59) = 8.4; p = 0.005). Post hoc comparison showed that

collective benefit was significantly higher when verbal communication was

allowed (i.e. Conditions (V and V&NV) versus (NV and N); independent sample

t-test, t(57) = 2.7, p = 0.008). Comparison to baseline (see horizontal lines in

Fig. 9.5) showed that a robust collective benefit (i.e. group performance advantage

over and above the better participant) was observed only where verbal commu-

nication allowed, i.e. V&NV (Fig. 9.5a, one sample t-test, t(14) = 2.47,

p = 0.026) and V conditions (Fig. 9.5b; one sample t-test, t(14) = 5.38,

p\ 0.0001). When communication was strictly nonverbal (NV condition), col-

lective benefit marginally approached significance (Fig. 9.5c; one sample t-test,
t(14) = 2.00, p = 0.064). The main effect of nonverbal communication was not

significant (F = 0.8). Finally, a significant interaction was found between verbal

and nonverbal communication (F(1, 59) = 6.56; p = 0.013). Post hoc comparison

showed that the interaction was driven by a significantly higher collective benefit

in the V condition where participants communicated only verbally: collective

decision-making was significantly less successful when participants were required

to use both verbal and nonverbal communication (i.e. V&NV vs. V condition;
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independent sample t-test, t(28) = 2.54, p = 0.016). Compared to no communi-

cation (N condition), the collective benefit accrued from nonverbal communication

(NV) was not significant.

9.7.2 Comparison of Dyad to the WCS Model

To compare the dyads’ collective performance to the upper bound set by the WCS

model under different modes of communication, we applied a similar two by two

repeated measure ANOVA to the optimality index (Fig. 9.6). Similar to the col-

lective benefit analysis, the main effect of verbal communication (F(1, 59) =
8.745; p = 0.004) and the interaction between verbal communication and non-

verbal communication F(1, 59) = 5.4; p = 0.024) were significant.

Post hoc comparison showed that the interaction was driven by the fact that

sharing confidence nonverbally (NV condition, Fig. 9.6c) allowed the dyads to

approach the WCS model significantly better than without any communication

(a) (c)

(d)(b)

Fig. 9.5 Collective benefit accrued in each condition of Experiment 2. Panels correspond to the

conditions illustrated in Fig. 9.3. Horizontal line indicates that dyad slope was equal to the more

sensitive participant’s. * : p\ 0.05; ** : p\ 0.01
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(N condition; Fig. 9.6d) (independent sample t-test, t(27) = 2.41, p = 0.02). This

result demonstrated that although nonverbal confidence sharing is not an ideal

mode of communication for collective decision-making (recall that the difference in

collective benefit between the N and NV conditions was not significant), com-

municating ‘something’ is still better than ‘nothing’ for collective decision-making.

Comparison to baseline showed that when verbal communication was possible

(V and V&NV conditions) dyads fulfilled the WCS model’s expectations. With

nonverbal communication only (Fig. 9.6c; t(14) = 2.19, p = 0.04) and without

any communication whatsoever, the model prediction exceeded the empirical dyad

performance significantly (Fig. 9.6d; t(14) = 5.91; p\ 10-4, paired t-test).

9.7.3 Meta-d’ Analysis

We used Maniscalco and Lau’s (2011) ‘meta-d’ analysis’ to compare the reliability

of participants’ confidence estimates in the NV and the NV&V conditions.

(a) (c)

(d)(b)

Fig. 9.6 Optimality of dyad performance in each condition of Experiment 2. Panels correspond

to the conditions illustrated in Fig. 9.3. Horizontal line indicates that group performance was at

the level predicted by the WCS model. * : p\ 0.05; ** : p\ 0.01
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Crucially, the analysis filters out confounds due to sensitivity (i.e. ability to detect

contrast target) and response bias (i.e. tendency to endorse low/high confidence)

and thus provides a ‘pure’ measure of the efficacy by which participants’ use the

confidence scale to discriminate between their own incorrect and correct decisions

(see Maniscalco and Lau 2011, for mathematical details and freely available

Matlab code). We found no significant difference in meta-d’ between the NV and

the NV&V conditions (t(58) = 0.890, p[ 0.37). We then divided the data into

two sessions (i.e. two subsets of 128 trials for each dyad) to evaluate whether

meta-d’ improved with time in each condition. While we found no evidence for

improvement in the NV condition (paired t-test between first and second subset,

t(29) = -0.24, p[ 0.43), there was a marginally significant improvement in the

V&NV condition (paired t-test between first and second subset, t(29) = -1.89,

p = 0.06). Unfortunately, these results do not provide adequate power to test the

question whether metacognition could be affected by social interaction but the

trend does point to such possibility of social modulation of metacognition, which

could be pursued in future studies.

9.8 Data Summary

Because dyad members received identical visual stimuli without any asymmetric

noise, collective benefit was expected in all communicative conditions (except the

N condition). Collective benefit was robustly obtained when participants com-

municated only verbally. Nonverbal communication alone (NV condition) also

showed some benefit: dyad performance was closer to the optimal upper bound

(predicted by the model) than no communication (N condition) (Fig. 9.6) and a

trend was observed for collective benefit (Fig. 9.5). Surprisingly, when dyad

members communicated by both means, they obtained less benefit than when they

communicated only verbally (Fig. 9.5a vs. b). The benefits of verbal and nonverbal

communication were, so to speak, sub-additive.

9.9 Discussion

‘How can we aggregate information possessed by individuals to make the best

decisions?’ Condorcet, Galton and Mackay would have been pleased (or disap-

pointed?) to know that a recent survey (http://bit.ly/hR3hcS) of current academic

opinions has listed this question as one of the 10 most important issues facing

social sciences in the twenty first century. The data presented here directly address

this question and the results provide recommendations for enhancing the accuracy

of collective decisions under different circumstances.

Experiment 1 showed that the success of collective decision-making is severely

compromised if the quality of evidence available to verbally communicating
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collaborators is very different. When participants could communicate verbally,

asymmetric sensitivity of the team members led to counterproductive collabora-

tion, even though block design administration of noise to one member, but not the

other, caused a striking and persistent difference in outcome accuracy between

the two collaborators. These results delineate a critical danger facing collective

decisions: too wide a competence (i.e. in our case, perceptual sensitivity) gap

among interacting agents leads to collaborative failure even if the gap is con-

spicuously obvious. If we needed any quantitative evidence for the ‘madness of the

crowds’, this could be it. However, when participants could only share their

confidence nonverbally, dyads did significantly better than those who had talked to

each other directly, even though the competence gap was still firmly in place. The

latter findings suggest that groups composed of members with very different

competences could avoid major losses (and perhaps even accrue some collabo-

rative benefit) if a suitable mode of communication was adopted.

This result is consistent with the ‘egocentric bias’ hypothesis from earlier work

[12] suggesting that verbally interacting human agents operate under the

assumption that their collaborators’ decisions and opinions share the same level of

reliability. As long as this assumption holds (i.e. sQ & sJ), verbal communication

provides an efficient strategy for aggregating information across individuals and

making decisions that are as good as if the individuals had direct access to each

other’s mental representations (c.f. comparison of Eqs. 9.1 and 9.2). However,

verbal communication backfires when the egocentric assumption does not hold

(e.g. sQ � sJ). What aspects of verbal communication might be responsible for

upholding the egocentric bias?

One critical aspect might be the urge to contribute (or make a difference) to the

group despite objectively being less competent. To explore this hypothesis, we

compared the percentage of trials in which the less sensitive dyad member

announced his own decision as the joint decision in the NV and the V conditions of

Experiment 1. If the urge to make a difference were the cause of collective failure
in the V versus NV condition of Experiment 1, we would expect the less sensitive

participants to confirm his own decision more often in the Verbal condition. While

the less sensitive dyad member did tend to announce his own decision as the joint

decision more often in the V than in the NV condition, this difference was not

significant (p[ 0.2). Another critical aspect might be a social obligation to treat

others as equal to oneself despite their objective incompetence. To explore this

hypothesis, we compared the percentage of trials in which the more sensitive dyad

member announced his partner’s decision as the joint decision in the NV and the V

conditions of Experiment 1. Again, while the more sensitive dyad member tended

to announce his partner’s decision as the joint decision more often in the V than in

the V condition, this difference was not significance (p[ 0.2). Future research is

needed to identify the aspects of verbal communication that are responsible for

upholding the egocentric bias despite recurring collective failure.

In Experiment 2, in a 2 9 2 design (Fig. 9.3), we systematically investigated

the impact of verbal communication and nonverbal confidence sharing on col-

lective decision-making. The results showed that combining the two modes of
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communication was counterproductive. When group members had similar sensi-

tivity and made decisions based on similarly reliable information, best (near

optimal) performance was achieved with direct verbal communication. Imposing

an additional nonverbal communication tool significantly reduced the group

performance. Collective benefit was, so to speak, crowded out.
A plausible explanation for this observation may be found in the literature on

introspection and metacognition. The confidence rating schema required partici-

pants to actively introspect about their perceptual experience and then graphically

indicate their internal, metacognitive estimate of the reliability of their decision

(i.e. their confidence). This is no mean feat and indeed a costly cognitive task that

requires allocation of top-down attention [15, 16]. In the condition where partic-

ipants both communicated verbally and used the confidence rating schema, it is

conceivable that the cognitive load introduced by active introspection may have

interfered with the verbal communication and the collective decision-making

process. Unconstrained verbal communication is perhaps more automatic and

humans may be thought of as ‘natural experts’ in it. Indeed, a recent study [17]

(see also Overgaard and Sandberg, this volume) has suggested that asking people

directly about their perceptual experience, rather than having them rate their

confidence, may give a more accurate measure of their metacognitive awareness.

Future research could show if more practice with active confidence rating could

lead to more automatic, effortless introspection, which in turn might contribute to

enhanced collective decision-making beyond what is achievable by direct verbal

communication.

When we consider Experiments 1 and 2 together, an intriguing crossover effect

is observed: in Experiment 1 (with unequal external noise) collective benefit was

higher when participants only share confidence nonverbally, whereas in Experi-

ment 2 (with equal external noise), verbal communication was clearly superior.

The crossover is not consistent with any explanation relying on a single mecha-

nism to determine the success of collective benefit. Egocentric bias inherent in

verbal communication (Experiment 1) and cognitive load of introspection

(Experiment 2) may be interacting with one another to give rise to this crossover.

This suggests that the preferred mode of communication of confidence for col-

lective decisions depends on the similarity of dyad members’ sensitivity. This idea

is illustrated in Fig. 9.7. Each panel shows the relationship between similarity

(smin/smax) and collective benefit (sdyad/smax). Data are from parts of Experiments 1

and 2 in which communication was exclusively verbal or exclusively nonverbal.

The instructive conclusions for how to maximise collective benefit are clear: when

dyad members are highly similar (smin/smax[ 0.6) direct verbal communication

should be used (squares in Fig. 9.7a). But the substantial benefit from verbal,

direct engagement strongly depends on the similarity of dyad members’ compe-

tence. When participants have very dissimilar sensitivities—smin/smax\ 0.6—

direct communication is disastrous (x symbols in Fig. 9.7a). In such situations,

210 D. Bang et al.



nonverbal confidence sharing communication (triangles in Fig. 9.7b) is recom-

mended: it could save the dyad by avoiding the counterproductive collaboration

that is observed with direct verbal communication.

These results provide algorithmic guidelines for Qodrat and Jalal (Fig. 9.1) in

their effort to maximise the accuracy of their perceptual judgement as a group of

umpires. However, perhaps with the exception of refereeing in sports games,

collective decisions are rarely about purely perceptual events amid uncertainty and

noise. In the next section, we will discuss other domains of social interaction

where collective failures have been reported and compare them to these findings.

9.10 Collective Failures in Non-perceptual Domains

Numerous studies in social psychology have documented instances where group

performance is worse than the performance of the best member. In social loafing

[18], individuals exert less effort in the presence of others leading to reduced

overall group performance. Thus social loafing refers to the difference in indi-

vidual performance when individuals act in isolation versus when they act together

as a group. An important feature of collective situations in which social loafing has

been observed (e.g. the ‘tug of war’ game) is that group members share the

(a) (b)

Fig. 9.7 The relationship between collective decisions and similarity of dyad members’

sensitivity. Each panel shows the relationship between collective benefit (sdyad/smax) and

similarity (smin/smax, see Methods). a Data from experiments with exclusively verbal commu-

nication mode (cross symbol Verbal condition in Experiment 1; squares Verbal condition in

Experiment 2). b Data from experiments with exclusively nonverbal communication mode

(triangles NonVerbal condition in Experiment 1; circles NonVerbal condition in Experiment 2)
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responsibility for possible failures such that no specific member could be singled

out and held directly responsible for the group’s misfortune [19].

The collective failures described here and by Bahrami et al. [9] are different

from social loafing for two reasons. First, here dyad members were always tested

in the presence of their partner. The social setup of the task was identical for dyads

that consisted of similarly sensitive members (who achieved a collective benefit)

and those with dissimilarly sensitive members (who incurred a collective loss). In

none of the conditions discussed above did the participants perform the task ‘in

isolation’. Even when participants did not communicate either verbally or

nonverbally (Figs. 9.3, 9.5d and 9.6d), they were still sitting in the same room and

shared decisions and made joint decisions when in disagreement. Interestingly, a

recent finding has suggested that individual sensitivity assessed in collaborative

settings (i.e. private decision stage; Fig. 9.2) was superior to individual sensitivity

assessed in non-collaborating setting where two participants were independently

tested simultaneously in the same room [20]. This individual sensitivity advantage

required the dyad to actively engage in the joint decision making and was therefore

different from social facilitation induced by the mere inactive presence of another

person [21]. Second, in all experiments described here, decision outcomes were

clearly stated for the group as well as both participants leaving little room for

sharing the responsibility for group failures. The participant who led the group

to the wrong decision had, so to speak, nowhere to hide. This is an important

feature of these experiments which shields the group performance against

motivation loss [22].

Groupthink [23] is another case of collective failure. When individuals are not

given the opportunity to make their own decisions privately, they subsequently fail

to develop and voice their disagreeing opinions. Interdependence of individual

decisions leads to groupthink [24]. This phenomenon cannot account for the results

reported by Bahrami et al. [9] because individual decisions were always first made

privately and independently.

Interpersonal competition [25] is also ruled out since the participants were not

differentially rewarded for their decisions and there was no incentive for

competition.

Finally, the ‘hidden profile paradigm’ [26–28] is another extensively studied

case of collective failure with interesting similarities with and differences from the

cases discussed so far. In 1985, Stasser and Titus discovered that group interac-

tions tend to focus on information shared by everybody. This even happens when

some of the interacting individuals have access to unshared information that is

fundamentally relevant—and provides the best solution—to the joint decision

problem and it is in the interest of all individuals to share that exclusive infor-

mation. In other words, group interactions are biased away from hidden profiles.

Groups composed of members with dissimilar knowledge profiles thus tend to
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under-exploit their unshared but available and relevant information.4 The pattern

of collective behaviour in the hidden profile paradigm is consistent with the

illusion of transparency [13] and the egocentric biases [14] in interpersonal

communication. Indeed, the verbal condition in Experiment 1—where one person

is much better than the other (Smax � Smin)—may involve a similar situation: the

better person might be seen as having some implicit knowledge (e.g. less noisy

stimulus) that the other does not have. However, it is difficult to explain the

collective failures that were exposed here based on the hidden profile paradigm per
se. The marked difference in participants’ accuracy on a trial-by-trial basis was

common knowledge because the feedback was given to both individuals at the

same time. As such, after a few trials, the asymmetric reliability of the participants

in Experiment 1 was not exclusive knowledge at all. Moreover, the detrimental

impact of asymmetric noise on collective performance was only observed when

dyads communicated directly rather than when they shared confidence using the

visual schema. If the hidden profile paradigm were responsible for the collective

failures, one would expect not less but, rather, maybe even more collective failure

when communication was minimised and only nonverbal confidence sharing was

used. Nonetheless, it is possible that verbal communication masks the sensitivity

gap, whereas nonverbal communication strips away the social interaction and

magnifies the gap, making it easier to discard the less sensitive participant’s

opinion. At present, the only firm conclusion on this issue would be that more

research is needed to address these possibilities.

9.11 The Impact of Interaction on Alignment

of Metacognition

What are the qualitative features of sharing and discussing metacognitive aware-

ness when Qodrat and Jalal (Fig. 9.1) discuss their opinions? Recently we have

undertaken linguistic analysis of the conversations leading to the collective deci-

sions in the Verbal condition of Experiment 2 [29]. The results (not reported here)

showed that dyadic conversations often focus on participants’ confidence in their

decisions. Most groups used more everyday expressions such as ‘I was not so sure’

4 Thomas Bayes (http://bit.ly/f0uTBk) would perhaps have found the bias for favouring

redundant and frequent information only wise and sensible. In the words of Bellman in Lewis

Carrol’s brilliant The Hunting of the Snark,
‘JUST the place for a Snark!’ the Bellman cried,

As he landed his crew with care;

Supporting each man on the top of the tide

By a finger entwined in his hair.

‘Just the place for a Snark! I have said it twice:

That alone should encourage the crew.

Just the place for a Snark! I have said it thrice:

What I tell you three times is true.’
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and ‘I saw it clearly’. The conversations rarely (i.e. 1 out of 30 sessions studied)

led to spontaneous use of explicit numerical scales to express and compare con-

fidence. On a trial-by-trial basis, interacting participants tended to align with each

other’s confidence expressions. For example, if one started the conversation with ‘I

did not see anything’, the other person would most likely respond with some

expression using ‘see’. Over time, the content of conversations tended to diminish

with practice such that by the end of the experiment, dyad members had converged

to a small, repeatedly used set of expressions.

These qualitative and quantitative observations [29] prompted us to wonder if a

similar practice-dependent alignment of confidence could be observed in the

conditions of Experiment 2 where the confidence rating schema was employed. To

test this hypothesis, we revisited the data from the NV and V&NV conditions of

Experiment 2. For each trial, we calculated the absolute difference in signed

confidence rating (see methods) between the two participants and defined align-

ment as the inverse of this difference. The results (Fig. 9.8) showed robust

evidence for increased alignment in the NV condition where participants only used

nonverbal confidence sharing (Fig. 9.8 left panel, grey; One-Way ANOVA with 3

levels for first, middle and last 1/3 of trials, F(2, 28) = 5.38, p\ 0.012). These

results are in line with the qualitative findings about linguistic alignment of con-

fidence [29] in the verbal condition of Experiment 2 and show that as dyad

members gain experience from their interactions, they tend to ‘describe’ their

confidence more similarly using the confidence rating bar.

However, in the V&NV condition of Experiment 2 where participants used both

verbal and nonverbal communication, confidence alignment decreased (Fig. 9.8,

left panel, black; One-Way ANOVA, F(2, 28) = 5.16, p\ 0.013). In other words,

confidence judgements diverged from one another over time. Whereas use of the

confidence rating schema alone led to alignment of participants’ metacognitive

reports, combining verbal communication and nonverbal confidence ratings led to

a divergence of confidence ratings.

Direct comparison of the NV and V&NV conditions using a mixed ANOVA

(with 2 levels for conditions and 3 levels for trial bins) supported this conclusion

with a significant interaction (F(2, 56) = 9.34, p\ 0.0001). These results cor-

roborate the idea suggested earlier that combining both modes of communication—

as in the V&NV condition—leads to an interference in task performance both at the

individual (as we see here) and collective level (as we saw earlier in the results of

Experiment 2).

Does alignment of metacognition have any relevance for collective decision-

making? In the conditions of Experiment 2 where participants rated their confi-

dence, for each dyad, we calculated the collective benefit accrued within each one

third of the experiment (Fig. 9.8, middle panel). We then tested whether there was

any correlation between alignment (Fig. 9.8, left panel) and collective benefit

(Fig. 9.8 middle panels) across the dyads. The results showed that a significant

correlation (Pearson r = 0.6, p = 0.01, N = 15) emerged in the last third of the NV

condition (Fig. 9.8, upper right panel). When participants only shared confidence

rating but did not talk, metacognitive alignment was associated with collective
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benefit suggesting that with enough practice, dyad members may arrive at and

utilize the alignment to make better group decisions. In line with our previous

observations, in the V&NV condition (Fig. 9.8, lower right panel) where partici-

pants both talked and used the confidence rating schema no such relationship ever

emerged. This finding once again underscores our conclusion that the combination

of two modes of communication was not productive. Moreover, the fact that the

overall collective benefit was not statistically different between the V&NV and the

NV conditions (Fig. 9.5a, c) suggests that dyads in these two conditions achieved

the same level of performance employing different strategies for communication

and decision rules. More research is needed to understand the nature of these

different strategies and decision rules.

We also conducted a similar alignment analysis on the data from the NV

condition of Experiment 1. Our results did not show any significant findings either

for the alignment of confidence ratings or for a correlation between alignment and

Fig. 9.8 Left Alignment of confidence plotted for each time bin consisting of 1/3 of the trials.

Black symbols and curve correspond to the Verbal & NonVerbal condition in Experiment 2 where

participants both communicated verbally and used the confidence rating schema. Grey symbols
and curve correspond to the NonVerbal condition in Experiment 2 where participants only

communicated via the confidence rating schema. Error bars are 1 SEM across dyads (N = 15).

Middle Collective benefit (sdyad/smax) is plotted for each bin. Horizontal line indicates no benefit

(i.e. sdyad = smax). Error bars are 1 SEM across dyads (N = 15). Right Correlation coefficients

between alignment and collective benefit across dyads for each time bin. For V&NV condition

Pearson r = [0.08, -0.15, 0.11] and all p[ 0.55. For NV condition, Pearson r = [0.1, -0.01,

0.6] and p = [0.7, 0.9, 0.01]. Horizontal line indicated zero. Departure from null hypothesis

(p = 0.01) is marked by *. Error bars are 95 % CIs for Pearson correlation using Fisher

transformation [53]
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collective benefit. We believe that this is most likely due to the fact that the

number of trials in the interactive phase of Experiment 1 (i.e. 128) was half that of

Experiment 2; remember that the effects that we see in Fig. 9.8 did not emerge

before the final third of the trials (171–256). Aside from statistical power issues,

however, we are also reluctant to make a strong prediction about alignment of

confidences in Experiment 1 since the main manipulation in that experiment was

to deliver different and uncorrelated levels of independently generated visual input

noise to the two participants in each trial which is expected to weaken any

developing/existing correlation among any outputs from the two participants

including confidence ratings.

9.12 The Role of Feedback and the Contribution of Shared

Metacognition to Social Learning

Could Qodrat and Jalal (Fig. 9.1) achieve any collective benefit from sharing their

opinions and discussing their disagreements if they never found out who was

actually right and who was wrong? This is an important question because none of

the information integration models that we have discussed here [9, 10] assume any

role for decision outcomes. Moreover, and perhaps more importantly, both models

attempt to explain the dyad behaviour as a stable, stationary phenomenon with

little variability over time. As useful as these assumptions may be for simplifying

the problem, few would agree that human group behaviour is—in general—

independent of outcomes and unaffected by social learning.

A recent study [30] examined the development of collective benefit when

feedback was withdrawn from the dyads. Without feedback, dyads did not initially

achieve any collective benefit. However, with practice dyads started to exceed

their more sensitive member such that by the end of the experiment, the collective

benefit of interacting dyads with and without feedback were statistically indis-

tinguishable. Thus, knowledge about outcomes only seemed to accelerate the

process of social learning required for efficient confidence sharing.

Interestingly, feedback is not necessary for optimal multisensory integration of

visual and haptic information [31]. Following the standard practice in psycho-

physics, those results were obtained from several thousands of experimental trials

for each participant to make sure that performance is measured long after any

learning process is finished. It is, therefore, likely that feedback plays a similar

accelerating role in achieving optimality in multisensory integration. To our

knowledge, previous research in perceptual learning of multisensory integration

has not addressed the role of outcome information on the speed of learning.

Once again, collective failure is instructive in helping us to phrase the right

research question. The initial failure of the no-feedback groups to exceed their best

member and their subsequent improvements to the same level as feedback groups

pose serious problems for models of collective decision-making that assume no
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social learning [9, 10]. An important question for future research is to explain the

dynamics of social learning needed to achieve effective collective behaviour over

the course of repeated interactions in the absence of feedback.

Currently, a number of computational models have been proposed for social

learning based on principles of associative reinforcement learning [32–34]. The

critical question here is: how could dyad members in the no-feedback experiment

[30] have accomplished reinforcement learning without any reinforcement

(i.e. without knowing the outcome of their decisions)? It has been suggested [30]

that sharing metacognitive awareness may provide sufficient information to

replace feedback and reinforce social learning. On this account, when participants

are sincere in their opinions, the shared metacognitive awareness that informs the

joint decision provides a noisy but still informative estimate of the true state of the

world which can be used as a substitute for the missing feedback about decision

outcomes [35]. With a noisy substitute, the reinforcement learning process could

still happen but would take longer to develop. With enough practice, learning with

and without feedback would eventually stabilise at similar performance levels.

This account [30] has an interesting, if unexpected corollary: a functional role of

shared metacognitive awareness may be to replace missing reinforcement signals

when decision outcomes are not available (e.g. too complex to estimate or too far

in the future to wait for). Given the abundance of situations in everyday life where

immediate outcomes are difficult, sometimes even impossible to establish, the

hypothesis proposed by Bahrami et al. [9] offers an ecologically relevant role for

metacognition.

9.13 Neuronal, Behavioural and Social Metacognition

Historically, decision science has focused on three aspects of every decision:

accuracy, reaction time and confidence [36, 37] often assuming that all three

originate from the same underlying process [38]. The sequential sampling family

of models [39] was developed to account for speed-accuracy trade-offs observed in

two-alternative choice tasks (for a review see Kepecs and Mainen, this volume).

The idea in sequential sampling is that when a participant is presented with some

sensory signal and asked to categorise it as A or B, s/he keeps sampling the signal

and accumulating the evidence for each alternative. The race between the two

accumulators goes on until evidence collected for one category hits a predefined

boundary determining the chosen category for the signal. These three components,

a sensory receptor, an accumulator and a boundary, are the backbone of perhaps

the most widely popular decision-making models in today’s system neuroscience

[40, 41].

Sequential sampling models have been extended to account for decision con-

fidence as the difference in accumulated evidence supporting each category at the

decision time [42]. Heath [43] showed that such a ‘balance of evidence’ concept

can account for a number of qualitative features of decision confidence [43].
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Recent works have found neuronal substrates in rodent [44] and non-human pri-

mate [45] brains for decision confidence that closely overlap with the known

neural machinery involved in decision accuracy and speed. Moreover, the firing

patterns of these confidence neurons closely match the predictions of the

sequential sampling models. These latter findings thus provide evidence for the

earlier intuition that decision accuracy, reaction time and confidence arise from

the same latent neuronal process [36]. As such, neuronal encoding of confidence

seems to be the cost-free, automatic by-product of the decision process.

But this view is hardly consistent with what is known about metacognition at the

level of behaviour. Introspection is cognitively demanding [15] and therefore

neither automatic nor cost-free. Moreover, if the confidence and choice processes

were one and the same, then restriction of choice time should systematically reduce

metacognitive accuracy in a manner parallel to standard speed-accuracy trade-offs.

However, when speed is stressed in a choice reaction time task, choice accuracy

decreases as expected but, paradoxically, metacognitive accuracy increases [46].

This suggests that rating confidence may involve some post-decisional processing

distinct from the race-to-boundary stage (also see Yeung and Summerfield, this

volume). A tantalising prediction arising from this notion is that, if one repeats our

experiments (reported above) with an emphasis on speed (rather than accuracy) in

the initial perceptual task, then sharing (supposedly) more accurate metacognitive

awareness should enhance the collective benefit.

But the data we have reported here (Experiments 1–2) caution against tightly

connecting behavioural metacognition with shared, social metacognition. Our

results showed that effective sharing of metacognitive awareness depends on some

form of social heuristics (e.g. egocentric bias) and that the sharing process seems

to be dissociable from and interacts with the cognitive demands of introspection

(i.e. behavioural metacognition). As such, our understanding of metacognition at

the levels of neuronal representation, behaviour and social interaction seem to be

disconnected at present, calling for future research to see if it is possible or

meaningful to bring them together.

The neuronal and behavioural interpretations of confidence diverge from each

other in another important conceptual dimension. Confidence in the perceptual

sciences and ‘uncertainty’ in the decision sciences both concern the subjective

probability of choice outcomes. Uncertainty is typically decomposed into ‘risk’

and ‘ambiguity’ and neuroeconomic studies [47] have demonstrated the behav-

ioural and neuronal correlates of each component [48–50]. When the possible

outcomes and their respective probabilities are known, the decision is said to be

‘risky’. ‘Ambiguity’, on the other hand, refers to situations in which the outcome

alternatives and/or their respective probabilities are unknown. At first glance, the

process of continuously estimating confidence in a perceptual task could be

thought of as—through learning—minimising the ambiguity associated with one’s

choices so as to reliably estimate their associated risk. However, an important

distinction seems to be that the notions of risk and ambiguity both refer to sub-

jective probabilities prior to choice whereas the concept of confidence refers to

subjective probabilities that arise during evidence accumulation and after the
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choice has been made. Furthermore, while models of perceptual confidence

assume that it depends on internal (neural) and external (environmental) sources of

noise, models of economic uncertainty appear to only address the latter. In sum,

the connection between perceptual confidence and economic uncertainty is at

present unclear but indeed a very interesting topic that is just beginning to be

investigated [51].

One final word of caution on the scopes and limits of our interpretation of the

data that we have presented here is due. Our results were obtained from male-only

groups of individuals and were geographically restricted to one country, Denmark.

Whether our models of social interaction would generalise to explaining and

predicting the behaviour of female or non-Danish dyads is an empirical question

that only future research can inform us about.

9.14 Closing Remarks

Two heads are not always better than one. This paper focused on recent models

and empirical findings that explored collective failures. These models are inspired

by thinking of collective decision-making as an ‘information integration’ problem

similar to that of multisensory perception. The intuition obtained from these

theoretical and empirical findings is that shared metacognitive awareness (socially

communicated confidence in one’s own perceptual decisions that contributes to

collective perceptual decisions) conveys the strength of the sensory experience and

its reliability inseparably. An important functional role of such metacognitive

awareness may be to substitute missing outcomes in situations where outcome is

necessary for learning but unavailable or impossible to establish.
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Part III

Cognitive Neuroscience of Metacognition



Chapter 10

Studying Metacognitive Processes
at the Single Neuron Level

Paul G. Middlebrooks, Zachary M. Abzug and Marc A. Sommer

10.1 Introduction

Over the past few decades, strides have been made toward understanding how

higher level cognitive processes are mediated by neuronal spiking activity. Neu-

ronal correlates of functions such as attention, executive control, working memory,

decision-making, and reward processing have all been elucidated, to an impressive

level of detail, at the single cell and circuit levels. This explosion in neuroscience-

based discovery has depended crucially on nonhuman animal (animal, hereafter)
models of the behaviors and processes under question. Developing animal models

becomes a greater challenge for cognitive functions that approach the complexity of

those arguably unique to humans.

A prime example is metacognition. As reviewed in the Foundations of meta-
cognition section of this volume, we know that humans engage in complex

metacognitive behaviors. A metacognitive process is by definition about one of

our own cognitive process, and is often referred to as ‘‘thinking about thinking.’’

Hence it is not surprising that metacognition is often associated with our subjective

or conscious sense of self (e.g., [38]). Beyond the human brain, evidence for

metacognition is less clear. There is, as yet, no definitive evidence that animals

experience a subjective awareness, or a continuity of mental experience, similar to

our own. Consequently, many investigators conclude that animals must not possess

metacognition as humans do. Recent behavioral evidence, however, makes a case

for some degree of metacognitive capability in a variety of animal species.

P. G. Middlebrooks (&)

Department of Psychology, Vanderbilt University, 301 Wilson Hall, Nashville,

TN 37240, USA

e-mail: paul.g.middlebrooks@vanderbilt.edu

Z. M. Abzug � M. A. Sommer

Department of Biomedical Engineering, the Center for Cognitive Neuroscience, and the

Duke Institute for Brain Sciences, Duke University, Durham, NC 27708, USA

S. M. Fleming and C. D. Frith (eds.), The Cognitive Neuroscience of Metacognition,
DOI: 10.1007/978-3-642-45190-4_10, � Springer-Verlag Berlin Heidelberg 2014

225



Early attempts to test animals’ metacognitive skills used paradigms that ana-

lyzed relatively simple metacognitive behaviors. Subsequent single neuron studies

have followed suit by developing streamlined tasks that are quick in duration,

austere in terms of sensory stimulation and motor response, and balanced as much

as possible by control conditions. A subtle issue is that animals, primates in

particular, are notorious for finding the simplest strategy for accomplishing a task,

rather than the strategy desired by the experimenter. It is important to verify that

subjects are not ‘‘cheating’’ at metacognitive tasks by using external cues (e.g.,

visual differences between conditions or motor differences between responses)

instead of internal perceptions and memories (see [30] for a review). Taking all of

these considerations into account, investigators have designed a variety of tasks for

evaluating the association between neuronal activity and metacognition. All of the

tasks to date consist of a ‘‘cognitive’’ period followed immediately by a ‘‘meta-

cognitive’’ period. Likewise, all of them use a confidence response or surrogate

thereof. Though the single neuron studies we describe in this chapter do not

attempt to investigate the richness of metacognitive skills that we take for granted

as humans, they serve as a starting point for what hopefully will continue to

develop into a mechanistic neuronal account of metacognition in general.

We begin by describing the behavioral tasks used to test metacognition in

animals, with a focus on those used in single neuron studies. Next we discuss a few

possible ways neuronal firing rates might encode metacognitive processes. The

bulk of the chapter is then devoted to describing and critiquing three studies that

examined metacognitive processes at the single neuron level. Finally, we discuss

the implications and limitations of these and future single neuron studies of

metacognition in animals.

10.2 Streamlined Metacognitive Paradigms: Opt-Out

and Betting Tasks

Before describing the tasks and experiments for studying the neuronal basis of

metacognition, it is important to consider how the field arrived at this point. Before

the term ‘‘metacognition’’ was used, experiments were performed in which sub-

jects were asked to assess their own ‘‘feeling of knowing’’ whether an item was in

their memory even though they could not presently recall it [23]. In the 1970s John

Flavell coined the terms ‘‘metamemory’’ [12] and ‘‘metacognition’’ [13] in his

studies of child development. Subsequently, Nelson and Narens [39] developed a

systematic framework for the study of metacognition that has been widely used

since. In their framework, a distinction was made between two types of meta-

cognitive processes. A ‘‘monitoring’’ process receives information about ongoing

cognitive operations. For example, a student might experience a sense of whether

she is correctly recalling a list of memorized words. A ‘‘control’’ process provides
information to ongoing cognitive processes and allows a subject to strategically

plan. For example, a student can estimate the effort it will take to memorize a list
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ofwords.Within these twomain divisions, monitoring and control processes, Nelson

and Narens’ framework provides multiple subcategories that classify metacognitive

processes according to factors such as which facet of a cognitive process is inter-

acting with the metacognitive process, the responses required by the subject, and

whether the response occurs while a subject is learning or recalling material. A main

goal for the neuroscientific study of metacognition is to embrace these psychological

principles while adapting the tasks for use in nonverbal subjects (animals) in settings

that demand speed and efficiency (single neuron recordings).

Experiments to test animals’ metacognitive abilities have almost all focused on

monitoring processes. In the 1990s David Smith et al. tested whether animals

(dolphins in particular) could monitor their own uncertainty [56] during decision

making. Variously referred to as ‘‘uncertainty monitoring,’’ ‘‘decline,’’ or ‘‘escape’’

tasks, we will refer to this general class as ‘‘opt-out’’ tasks (Fig. 10.1a). Animals are

required to perform a primary decision task, such as making a two-choice per-

ceptual discrimination. Reward is earned for correct responses. On some trials, an

additional ‘‘opt-out’’ response choice is offered that, when selected, always delivers

minimal reward (most studies have offered the opt-out concurrent with the primary

task response targets, but see [20] for an important innovation in which the opt-out

is presented before the animal responds to the primary task). The animal thus can

opt-out of the primary task, which will earn either a large reward if correct or no

reward if incorrect, and instead receive an ensured small reward. The basic premise

is that an animal capable of monitoring its own uncertainty will select the opt-out

response more often during difficult trials. Likewise, when the animal does make a

response to the primary task, accuracy will be higher on trials in which the opt-out

response was offered than those when the animal was forced to perform the primary

task. Multiple species have been shown to opt-out in a manner consistent with the

ability to monitor their uncertainty, including dolphins [56], rats [14, 27], rhesus

macaques [2, 20, 28, 53, 57, 63], orangutans [61], and gorillas [62].

Correct Choice

Incorrect ChoiceStart

Correct Choice

Incorrect Choice

High Bet

Low Bet

High Bet

Low BetOpt-out

Opt-out Betting

Start

(b)(a)

Fig. 10.1 Metacognitive monitoring tasks. a Schematic of opt-out task paradigms. Opt-out tasks

generally involve a two-choice perceptual discrimination. On some proportion of trials, a third

opt-out target appears. Selection of the opt-out target results in a small but ensured reward.

Participants utilizing a metacognitive strategy should select the opt-out target more often on more

difficult trials, and make more accurate responses on trials the opt-out is offered. b Schematic of

betting task paradigms. Betting tasks generally involve a choice stage followed by a betting stage.

Selection of the high bet target results in a large reward after a correct response, and no reward

after an incorrect response. Selection of the low bet target results in a small but ensured reward.

Participants using a metacognitive strategy should select the high bet target more often after

correct decisions. Unlike opt-out tasks, betting tasks require a primary task decision on every trial
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Another line of studies used what we refer to as ‘‘betting’’ tasks (Fig. 10.1b).

Like opt-out tasks, betting tasks require performance of a primary task, such as

making a two-choice perceptual discrimination. However, a response to the pri-

mary task is required on every trial. Reward is not earned immediately. Instead,

once a response is made, there is an option to make either a high bet or a low bet.

High bets earn a large reward after correct decisions and no reward (or a timeout

punishment) after incorrect decisions. Low bets earn a small but ensured reward

following either correct or incorrect decisions. The premise is that animals able to

monitor their own decisions will bet high more often after correct responses and

bet low more often after incorrect responses. Rhesus macaques perform betting

tasks in a manner that suggests they are able to monitor their ongoing cognitive

operations [31, 36, 54, 59].

Comparative studies of metacognition sometimes use other tasks as well. For

example, a series of experiments showed that gorillas, chimpanzees, bonobos,

orangutans, and rhesus monkeys will seek information when it is needed to per-

form better on a task [1, 5, 6, 21], a type of metacognitive control behavior. The

field of comparative metacognition continues to grow and improve methodologi-

cally. But from a neuroscientific point of view, the relative simplicity of opt-out

and betting tasks is attractive. Both tasks are rooted in one of the most successful

fields of neuroscience: decision making. It is not surprising, then, that the single

neurons studies described below employed tasks adapted from previous behavioral

opt-out and betting task studies.

10.3 Mechanisms of Metacognition

Before we highlight the single neuron studies related to metacognition, it is

worthwhile to consider some theoretical perspectives that propose what a meta-

cognitive neuronal signal might look like. In what follows, we outline a few

neuronal coding schemes that plausibly underlie metacognition. In keeping with

the rest of this chapter, we frame our discussion within the context of opt-out and/

or betting tasks, in which a metacognitive judgment is in temporal proximity to its

referent cognitive behavior (a decision). In principle, though, the mechanisms

could apply to other metacognitive tasks with some modification.

Researchers have approached the study of metacognition from decision-making

sciences. The framework of decision making can be extended to include how

information in the signals that encode decisions could be used and/or further

processed to encode related behavior, i.e., a metacognitive signal. Much of what

we understand about how decisions are made, and especially how perceptual

decisions are made, is encapsulated by a family of cognitive models known

as sequential sampling models [17, 55, 68]. Rooted in signal detection theory [19],

sequential sampling models posit that available perceptual evidence is repeatedly

sampled until the amount of evidence reaches a criterion threshold. At that point an

appropriate response is executed. Neuronal firing rates in many regions of the
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brain resemble what sequential sampling models predict. Neurons’ firing rates

increase stochastically, at a rate proportional to available sensory evidence, until a

consistent threshold is reached and a response is made. These regions include

superior colliculus [32, 47, 48], lateral intraparietal (LIP) cortex [49, 52], dorso-

lateral prefrontal cortex (PFC) [29], the caudate nucleus [10], and the frontal eye

field (FEF) [11, 22, 46].

Psychologists have long thought confidence may be encoded simultaneously

with decisions (e.g., [24, 33, 43, 71]). After all, we usually experience a sense of

how well we’re performing some task while in the middle of performing it.

Building on that theme, various proposals have been made by which confidence in

a decision could be encoded using the same mechanisms underlying the decision,

at the same time the decision process occurs. In that case, brain regions encoding

cognitive decisions could concurrently encode metacognitive decisions.

One example proposes that a metacognitive signal is encoded by comparing the

firing rates of neurons selective for the alternative responses in a decision task

(Fig. 10.2a). Consider two hypothetical neurons, each neuron selective for one of

the two alternative responses. During any given trial, the firing rate of the neuron
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Fig. 10.2 Possible mechanisms of metacognition. a Comparison of decision-related activity

between response alternatives. In this model, confidence (MC) is a function of the difference

between neural activity for the chosen (Dc) and unchosen (Du) responses. b Comparison of

decision-related activity to an independent threshold. In this model, confidence is a function of the

difference between neural activity for the chosen response and the threshold. It is not dependent on

activity for the unchosen response. c Sequential coding of decision and confidence. In this model,

evidence continues to accumulate after the decision is made (Dc or Dc’) to subsequently produce a

confidence response (MC orMC’, respectively). d, eDistinct coding of decision and confidence. In

these models, confidence is encoded separately from the decision. Confidence can be encoded by

the same neurons involved in the decision (d) or by distinct neurons (e)
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selective for the response that was chosen (Dc, solid black) will likely be different

than (and usually exceed) the firing rate of the neuron selective for the unchosen

response (Du, dashed black). As the signals develop over the course of the trial, a

metacognitive signal could be computed at any time by taking the difference

between the two decision signals (MC). The magnitude of the difference could

guide the metacognitive behavior. A large difference would correlate with a high

level of confidence, for example. During a different, more difficult trial (grey

lines), the firing rates of the two neurons may differ less and thus lead to a lower

confidence rating (MC’). Models of this nature have accounted for human confi-

dence ratings (e.g., [9, 35, 69]).

A similar but alternate mechanism (Fig. 10.2b) would compare firing rates of

response selective neurons not with the firing rate of neurons selective for the other

response, but with a threshold level representing the boundary between the

alternative choices. During one trial (black line), a decision response (Dc) is made

and the magnitude of the metacognitive signal (MC, black) is proportional to the

difference between the neuron’s firing rate and the threshold (black dashed line).

During a more difficult trial (grey line), the same decision response (Dc’) is made

but with less confidence (MC’). A model of this kind was used to describe rat

behavior in one of the single neurons studies described below [27].

The two mechanisms described assume that cognitive and metacognitive pro-

cesses are encoded simultaneously within a brain area. An alternative proposal

entails a sequence of processing stages within a single brain region, in which the

metacognitive follows the cognitive process (Fig. 10.2c). Like the previous

models, this model exploits the sequential sampling framework. During a given

trial (black line), evidence accumulates to a decision (Dc). The metacognitive

process, however, depends on evidence continuing to accumulate until a meta-

cognitive response is made (MC). During a different trial (grey line), the same

decision may be made (Dc’), but further processing could lead to a higher confi-

dence response (MC’). The stage processing mechanism accounts for human

confidence responses [44] and for changes of mind after a decision has been made

[70]. It should be noted that simultaneous and multistage models of metacognition

are not mutually exclusive. A metacognitive process could be encoded in parallel

with a cognitive process and after the cognitive process, and there is some evi-

dence for such a scenario [42]. In that study, humans’ decision response times

(RTs) increased when the task required confidence responses, suggesting the

metacognitive process interacted with the cognitive process. In addition, confi-

dence response RTs varied with the confidence level reported, suggesting some

post-decisional processing took place as well.

So far we’ve considered extensions of the sequential sampling models that have

enjoyed much success describing decision making. The framework developed by

Nelson and Narens [39] suggests separate cognitive and metacognitive processes

that interact via information flow, as described earlier. For opt-out and betting

tasks, confidence in a given decision would be encoded separately from the

decision. It is possible this could occur in one brain region, as shown in Fig. 10.2d.

The hypothetical neuronal firing rates encode the decision (Dc vs. Dc’) and later
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the metacognitive signal (MC vs. MC’). Alternatively, perhaps most closely

aligned with the Nelson and Narens framework, the metacognitive signal could be

encoded in a separate brain region than the cognitive signal (Fig. 10.2e). If that

were the case, one might observe little or no decision-related activity (Dc vs. Dc’).

Instead, information about the decision would arrive from an external source, as

for example a corollary discharge from the brain region encoding the decision [8,

58]. This copy of the information could be used to encode the metacognitive signal

(MC vs. MC’).

The mechanisms discussed are by no means exhaustive. Perhaps the most

obvious alternative is to posit that metacognitive signals are not encoded by firing

rates, but by a different signal. For example, neural oscillations could be used as a

coding principle, affecting the correlated timing of spikes within a brain region

and/or within a brain circuits across regions [4]. Another possibility is that

metacognitive signals are encoded by reading out some function of the variance of

decision-related spiking neurons during a task [73]. Finally, the worst case

scenario (or most interesting scenario, depending on one’s viewpoint) is that

metacognition is represented along multiple dimensions of neuronal activity,

including one, more than one, or all of the possibilities listed in this section. This is

one reason that single neuron studies are so important. Different neurons within a

brain region or between brain regions may in fact be encoding similar cognitive

attributes in different ways. Methods that sample aggregate activity (e.g., fMRI,

EEG) are unable to tease apart such variegated strategies for neuronal encoding.

While single neuron recordings suffer from their own limitations (e.g., small

sample sizes), they are exquisitely appropriate for discovering the coding mech-

anisms exploited by the brain for sensory, motor, or cognitive functions [72].

10.4 Single Neuron Studies

Metacognition has been studied only recently at the neuronal level in animals.

Though many studies allow for the possibility of metacognition within their

design, only three thus far have tested metacognitive processes specifically. By a

metacognitive task, we mean one in which the activity of single neurons is cor-

related with, and therefore could be used for, monitoring a cognitive process and

acting with respect to that process. A related field of study in neuroscience is so-

called ‘‘performance monitoring’’, which correlates neuronal activity with trial

outcomes and rewards [60]. Performance monitoring signals have been shown to

correlate with adjustments in performance, like changes in trial RTs that depend on

previous trial outcomes (e.g. [45]). But previous performance monitoring tasks

were not designed to test whether information in the signals could be use to

directly affect the outcome within a concurrent trial. Here we focus on studies in

which animals were encouraged to use the monitoring information functionally.

Orbitofrontal cortex Kepecs et al. [27] examined neuronal correlates of con-

fidence in rat orbitofrontal cortex (OFC), an area associated with reward, risk, and
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uncertainty (e.g., [25, 41, 67]). The rats performed an odor discrimination task, the

goal of which was to report the majority component odor within a mixture of two

odors (Fig. 10.3a). Decisions were reported by poking their nose into one of

two ports, one port for each odor. Reward was delivered after a brief delay if the

decision was correct. As expected, rats made more correct decisions on easy trials,

i.e., when the proportion of one odor dominated the other (Fig. 10.3b).

OFC neuronal activity was analyzed during a time when the rats would likely

experience confidence in their decisions: after the decision had been made, while

the rats waited for reward delivery. Firing rates varied as a function of trial

difficulty (Fig. 10.3c) and choice accuracy (Fig. 10.3d). In the population of

recorded neurons, many (21 %, or 120/563) had higher firing rates during more

difficult trials, like the example neuron in Fig. 10.3c, d. Some had the opposite

pattern, higher firing rates during easier trials (12 %, 66/563). Further, many

neurons differentiated between correct and incorrect decisions within a single level

of difficulty. Most had higher firing rates during incorrect than correct trials, like

an example neuron during relatively difficult trials (Fig. 10.3e) and during easier

trials (Fig. 10.3f). The neuron’s firing rate began to distinguish correct from

incorrect choices before the decision was made, and sustained the signal

throughout reward anticipation and reward delivery. This pattern of activity was

evident across the subpopulation of neurons with higher firing rates for incorrect

choices (Fig. 10.3g, h). Another subpopulation of neurons had the opposite pat-

tern—higher firing rates during correct choices (not shown).

The OFC neuron signals could encode confidence in the decisions, and are

consistent with mechanisms in Fig. 10.2a–c. However, the rats were not required to

behave in a metacognitive fashion. To assess the rats’ confidence in their decisions,

the authors added a manipulation to the experiment. Once a rat poked its nose into a

port, a random delay was imposed before reward delivery after a correct decision

(as before no reward was delivered after an incorrect decision). The rats could

endure the wait and earn reward (or risk waiting longer for no reward), or they

could abort the trial and immediately start the next trial. Thus, the task was a hybrid

between an opt-out and a betting task. The rats’ behaved as if they experienced

varying levels of confidence. They waited longer for reward after an easy correct

trial than a difficult correct trial, and conversely after errors they aborted more often

when the error was made on an easy trial than on a difficult trial. OFC neurons were

not recorded during the delayed-reward trials, so we must cautiously assume the

neuronal activity during the modified task was similar to that during the original

task (which is not a fail-safe assumption; see [42]). Instead Kepecs et al. [27]

offered two models, like Fig. 10.2a, b, in which confidence was encoded simulta-

neously with the decision. The models correctly predicted the animals’ behavior

during the delayed-reward (opt-out version) trials and matched the pattern of OFC

firing rates from recordings made during the initial discrimination task.

In sum, rat OFC neurons recorded during an odor discrimination task carried

signals that could be used to make metacognitive judgments about the decisions.

When the rats were subjected to a modified version of the task that encouraged

metacognitive behavior, their performance was consistent with experiencing
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Fig. 10.3 Confidence-related neural activity in rodent orbitofrontal cortex. a Rodents discrim-

inated the majority odor component in a two-choice odor discrimination task. Decisions were

reported by a nose-poke into one of two adjacent ports. b Rodents performed better when the one

odor component dominated the other. c An example OFC neuron that had higher firing rates
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varying degrees of confidence. Models provided a link between neuronal activity

during the discrimination task and performance during the metacognitive task.

Lateral intraparietal cortex Kiani and Shadlen [28] used an opt-out task and

recorded single neurons in rhesus macaque LIP cortex, an area implicated in

visuospatial cognition, attention, and decision making [7, 18, 52]. Monkeys were

trained to discriminate the motion direction of a visual display of randomly

moving dots that had overall coherence in one direction (Fig. 10.4a). During an

initial fixation period, targets appeared in the periphery. A patch of moving dots

appeared briefly then disappeared, followed by a delay, and then a cue to make a

response. Trial difficulty varied with the overall motion strength of the moving

dots and with the duration that the moving dots appeared. On half of the trials, a

response to the stimulus was required, by making an eye movement in the same

direction the dots appeared to be moving (Fig. 10.4a, lower panels). Reward was

delivered after correct decisions. On the other half of trials, an opt-out response

was offered after the moving dots stimulus disappeared, called the ‘‘sure target.’’ If

chosen it ensured a small reward (Fig. 10.4a, upper panels).

When offered the sure target, the likelihood of choosing it increased with trial

difficulty (Fig. 10.4b). In addition, more accurate responses were made on trials

when the sure target was offered but a motion stimulus target was chosen than on

trials when the monkey was forced to choose a motion stimulus target (Fig. 10.4c,

closed circles are trials with sure target present, open circles are forced-choice

trials). Thus, the monkeys optimized reward by choosing the sure target when the

probability of being correct was low, performance consistent with experiencing

less confidence (more uncertainty) on those trials.

LIP activity varied as a function of choosing the sure target or one of the motion

targets, illustrated by an example neuron (Fig. 10.4d). During forced-choice trials

(left), while the monkey viewed the moving dots, the neuron’s firing rate increased

on trials when the target in the response field was the correct motion stimulus

target (black line) relative to the incorrect target (grey line). These signals were

maintained until a saccade was made to a target, similar to many previous reports

of LIP neurons during the dots task (e.g., [49]). In trials when the sure target was

offered, firing rates were again high or low when one of the motion targets was

chosen (Fig. 10.4d right panel, solid black, and gray lines). When the sure target

was chosen, however, the neuron’s firing rates were intermediate (dashed black

and gray lines). Thus, varying levels of firing rates were suggested to correlate with

the monkeys’ confidence. This same pattern of activity was evident across the

population of 70 LIP neurons (Fig. 10.4e).

during more difficult trials. Firing rates were measured after the decision, while the rat waited for

reward. d The same neuron had higher firing rates after less accurate decisions. e, f Activity of an

example OFC neuron differentiated between correct decisions and errors. This difference was

greater and appeared sooner on easier trials (f) than harder trials (e). g, h Population activity

differentiated between correct decisions and errors. The patterns seen in (e, f) are conserved in a

subpopulation of neurons (66/563). Adapted with permission from Kepecs et al. (2007)

b
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Fig. 10.4 Confidence-related neural activity in macaque lateral intraparietal cortex (LIP). a Opt-

out task schematic. Monkeys had to discriminate the motion direction of a random dot-motion

stimulus. Decisions were reported by a saccade to one of two peripheral targets. On some trials, a

third ‘‘sure target’’ appeared after the motion stimulus but before the animal was permitted to

respond. b Subjects were more likely to select the sure target when stimulus presentation time

was shorter and overall motion coherence was lower. c Subjects also performed better on trials in

which the sure target was offered than on trials in which there was no sure target. d Activity of an
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Kiani and Shadlen [28] concluded, as did Kepecs et al. [27], that confidence

was encoded along with the decision-related signal, manifested as graded levels of

that signal. The authors likewise modeled their data using a sequential sampling

framework. Response to the sure target depended on a dynamic threshold of

neuronal activity throughout the trial, the level of which was set as a function of

prior likelihoods of choosing the correct motion target. The LIP neuronal data and

model therefore, like the rat OFC activity, are consistent with the mechanisms

proposed in Fig. 10.2a, b.

Frontal eye field, dorsolateral prefrontal cortex, and supplementary eye field
Middlebrooks and Sommer [36] carried out the most recent single neuron study of

metacognition. A betting task (Fig. 10.1b) was used, inspired by previous

behavioral experiments that tested monkeys’ metacognitive skills [31, 54].

Each trial consisted of a decision stage and a subsequent bet stage (Fig. 10.5a).

The goal of the decision stage was to detect the location of a red target square. The

trial began by fixating a central spot. A red target appeared randomly at one of four

possible locations, then after a varying delay white mask stimuli appeared at all four

locations. A correct decision was reported by making a saccade to the location

where the target appeared, and an incorrect decision was a saccade to one of the

other locations. Difficulty varied as a function of the delay between the target and

mask appearance, known as the stimulus onset asynchrony (SOA). Immediately

after a decision was made, a new fixation spot appeared in the center of the screen to

begin the bet stage. The goal of the bet stage was to make a bet regarding whether

the decision was correct. Once the new fixation spot was obtained, two bet targets

appeared in the periphery—a red high bet target and a green low bet target. The

monkey placed a bet by making a saccade to one of the bet targets. Reward was

earned based on the conjunction of decision responses and bets. A correct decision

followed by a high bet (CH: correct-high) earned maximum reward, and an

incorrect decision followed by a high bet (IH: incorrect-high) earned a brief timeout

punishment. Low bets earned minimal juice rewards regardless of the decision (CL

and IL: correct- and incorrect-low). Thus, a metacognitive strategy would maxi-

mize reward: bet high after correct decisions and bet low after incorrect decisions.

There are a few noteworthy differences between the betting task and the tasks

described above. First, each trial requires both a decision and a bet. The moving

dots opt-out task (Fig. 10.4a) required a single response (a decision or an opt-out),

so neuronal activity related to a decision is potentially complicated during trials in

which the animal opted out. The odor discrimination task (Fig. 10.3a) is more

similar to the betting task by requiring a decision response each trial followed by

either an action (abort trial to restart) or no action (wait for reward). However,

example LIP neuron varied with the decision to choose one of the direction targets or the sure

target. In trials without sure target (left), the cell was more active when the direction target in its

receptive field was selected (black line) than when the alternate target was selected (grey line). In
trials with sure target (right), activity corresponding to its selection was intermediate (dashed
lines). e This same pattern of activity was found in a population of 70 LIP neurons. Adapted with

permission from Kiani and Shadlen [28]
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by requiring a saccadic bet on each trial, trials can be compared in which identical

behaviors can result in alternative outcomes, controlling for behavior as a possible

explanation of neuronal activity.

0

20

10

40

60

70

50

30

80

F
ir
in

g
 R

a
te

 (
s
p
/s

)

(c)

(b)

Correct-High

Correct-Low

Correct-High

Correct-Low

No reward yet:
On to Bet Stage

SOA

(a)

Fixation Target

Appears
Masks

Appear Saccade

to Target Fixation

Regained

Fix. Spot

Re-Appears Bet Targets
Appear Saccade

to Bet

Decision Stage
“Where was the red target?”

Bet Stage
“Did I make the correct decision?”(Interstage)

100 ms/tick

Decision Stage Interstage Bet Stage

F
ir
in

g
 R

a
te

 (
s
p
/s

)

0

10

20

30

40

50

(d)

CH>CL
n=14

Bet
Saccade

RewardBet Targets
Appear

Fixation
Regained

Decision
Saccade

Cue to
Saccade

Target
Appears

Correct Decisions

High Bets

SOA (ms)

16.7         33.3         50          66.7

.4

.6

.8

.2

16.7         33.3         50          66.7

SOA (ms)

Phi correlations

0

.4

1

.6

.8

.2

P
ro

p
o

rt
io

n
 o

f 
T

ri
a
ls

Fig. 10.5 Confidence-related neural activity in macaque supplementary eye field (SEF).
a Betting task schematic. During the decision stage of the task, the goal was to detect the

location of a red target. The red target appeared at one of four locations, and white mask stimuli

appeared at all four locations after a brief delay (SOA). Decisions were reported by a saccade to

one of the four masks. After a decision, the animal regained fixation to begin the bet stage. During

the bet stage a high bet target and a low bet target appeared in the periphery, and the monkey

made a saccade to one of the bet targets. b Decision accuracy and the proportion of high bets

increased as task difficulty decreased (left panel, greater SOA values correspond to easier target

detection). On trial-by-trial basis, high bets were correlated with correct decisions regardless of

trial difficulty (right panel, phi correlations greater than zero indicated correlated decisions and

bets) (c) Activity in an example SEF neuron varied with the likelihood of choosing the high bet

after correct decisions. d This pattern of activity was conserved in a population of 14 SEF

neurons. Adapted with permission from Middlebrooks and Sommer [36]
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Another difference between tasks involves the type of perceptual decisions

required. The decision stage of the betting task required detection of a stimulus. In

contrast, the odor discrimination and the moving dots tasks both required dis-
crimination of a stimulus. The subtle difference may serve better to separate

decision-related signals from metacognitive signals. During discrimination tasks,

perceptual evidence is thought to accumulate in neuronal activity over time until a

decision is reached. This approach has provided rich contributions to under-

standing how decisions are made in the brain [17, 55]. It is possible though that

signals related to the evolving perceptual evidence overlap with signals related to

metacognition. Although this complication is not an issue when analyzing

neuronal activity well after a decision (like the OFC activity during the odor

discrimination task), it may affect interpretation of signals early during the task

(like the LIP activity of the moving dots task). Using a detection task, involving a

brief pulse of sensory information on which to base a decision, provides separation

between perceptual and metacognitive signals, thus untangling them.

The monkeys’ performance during the betting task indicated they used a

metacognitive strategy. During the decision stage, target detection varied as

expected with trial difficulty—correct decisions increased as a function of SOAs

(Fig. 10.5b, left panel). Bets also varied with trial difficulty—high bets increase as

a function of SOA. This overall pattern, the tendency to bet high on trials more

likely to be correct was expected if the animals monitored their decisions. But it

also could result from a probabilistic betting strategy based solely on the difficulty

of the decisions. If so, high bets on average would parallel correct decisions (and

low bets would parallel incorrect decisions), but on a trial-by-trial basis high (low)

bets might not follow correct (incorrect) decisions. To ensure the monkeys adopted

a metacognitive betting strategy, a trial-by-trial analysis confirmed that high bets

mostly followed correct decisions and low bets mostly followed incorrect

decisions, regardless of trial difficulty (Fig. 10.5b, right panel). Thus, monkeys

accurately monitored their decisions to make appropriate bets.

Neurons were recorded in three separate cortical regions: the FEF, dorsolateral

PFC, and the supplementary eye field (SEF). The decision stage of the task was

inspired by previous reverse masking tasks in which FEF neuron firing rates varied

with monkeys’ ability to detect the target [65, 66]. FEF is involved in oculomotor

behavior [3], higher level processes like attention [37], and is known to send

copies of eye movement signals to other brain areas [8, 58]. Middlebrooks and

Sommer [36] reasoned that FEF activity might also vary with monkeys’ processing

of the decision stage to guide a subsequent metacognitive bet. For similar reasons,

neurons in PFC and SEF were recorded. PFC has been implicated in a range

of high-level cognition, like working memory [15], decision-making [29], and

goal-driven behavior [64]. SEF, in addition to having activity related to visual

processing and oculomotor behavior [50, 51], has a known role in so-called per-

formance monitoring—signals related to errors, response conflicts, and rewards

[60]. Performance monitoring signals produced during the decision stage could be

used to encode an upcoming bet.
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Neuronal firing rates were first analyzed with respect to decision outcomes

during the task, regardless of subsequent bets. Early during the decision stage,

when sensory evidence about target location might be encoded, all three cortical

regions’ neuronal firing rates were modulated with decision accuracy. During the

planning, execution, and immediate aftermath of the saccadic response, only SEF

firing rates were modulated. FEF and PFC neurons were active and task-related,

but did not differentiate correct and incorrect decisions (Schall and Hanes 1996,

e.g.). In short, as expected, neuronal activity in each brain region varied with

decision accuracy.

To test whether neurons in these regions were involved in monitoring decisions,

neuronal firing rates were compared between the conjunctions of decision and bet

outcomes—the metacognitive processes. If neurons encoded the accuracy of

monitoring decisions, a prediction would be that their firing rates would be

modulated between trials in which different bets were made after having made the

same (correct or incorrect) decision. Trial outcomes were thus divided to compare

CH versus CL and to compare IH versus IL trials.

Of the three cortical regions tested, SEF seemed most involved in metacogni-

tive processing. There were neurons in SEF that differentiated CH and CL trials

(15 %, or 20/133) and neurons that differentiated IH and IL trials (8 %, or 10/133).

An example neuron that had higher firing rates for CH than CL trials is shown in

Fig. 10.5c. Firing rates for CH and CL outcomes are shown throughout the trial.

The signals diverge quickly after the target appears (before the decision has been

made), reach a peak difference between the decision stage and the bet stage, and

maintain a difference through the betting stage. The example neuron was typical of

the population that had CH firing rates greater than CL (Fig. 10.5d). In general,

SEF activity during the betting task provided more support that metacognitive

processes could be encoded concomitant with and in the same brain region as

cognitive processes.

10.5 Discussion

What do we know about the neuronal basis of metacognition? As attested by the

studies described above, it is too early in this burgeoning field to make definitive

claims about how neuronal activity translates into metacognitive behavior. Neu-

rons in LIP, OFC, and SEF all had firing rates that varied with metacognitive

behavior. There is no way to tell whether the neuronal activity was necessary for

the metacognitive behavior, however, because none of the studies used causal

manipulations. Microstimulation techniques and reversible inactivation or lesions

of brain regions are needed to provide evidence that any region plays a causal role.

A caveat to such approach however, is that it may be difficult to ascribe effects

solely to metacognitive processing if the same brain regions are encoding the

cognitive processes.
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A major challenge facing single neuron metacognition research is the extent to

which animal models of metacognition apply to human metacognition. It seems

likely, based on the success of opt-out tasks, that many animals experience some

measure of confidence along with the decisions they make. It also seems likely,

based on betting tasks, that some animals keep track of the accuracy of their

decisions, at least over short period of times. It is an open question whether these

behaviors occur naturally in the environment or are a product of nurturing rudi-

mentary metacognitive abilities by extensive laboratory training.

The relative simplicity and streamlined design of the tasks described above has

advantages and disadvantages. Each task used a metacognitive component tem-

porally yoked to the cognitive component. Notable advantages of this task design

are the abilities to observe the dynamics of neuronal activity within a single trial,

and to interpret the signals within the context of the large body of knowledge in

decision-making neuroscience. A disadvantage is that they do not capture the

complexity we traditionally associate with human metacognitive processes, which

can refer to events many years in the past or even potential events years in the

future. It will be a challenge for future animal studies to tap into more complex

forms of metacognition.

All three studies in this chapter reported neuronal signals consistent with an

account of metacognition being encoded in near simultaneity and in the same brain

region as the referent cognitive process (Fig. 10.2a–b). None reported signals that

clearly support Nelson and Narens’ [39] framework, in which a metacognitive

process is distinct from and monitors or controls a cognitive process. One expla-

nation is that the limited scope of metacognitive behaviors tested, confidence and

uncertainty in perceptual processes, falls short of complexity that would require

distinct circuits. Though we generally refer to metacognition as if it were a single

process, it is more likely to encompass multiple functions that require various brain

circuits (e.g., [16, 26]), depending on the cognitive processes involved and the

nature of the task. Thus, there may be systems yet discovered that encode meta-

cognitive processes in a way more compatible with Nelson and Narens’ framework.

It should also be noted that even if metacognitive signals reported are directly

available from the cognitive signals, they are not instantaneously available.

Instead, most proposed mechanisms require some computation to read out the

metacognitive signal, whether it’s a comparison between two neurons’ firing rates

(Fig. 10.2a), or a comparison between one neuron’s firing rate and a signal rep-

resenting a threshold from memory, etc. Therefore, the results of the single neuron

studies do not rule out separate cognitive and metacognitive systems. In Nelson

and Narens’ framework, information is proposed to flow between the metacog-

nitive and cognitive processors. Information in the brain, in the form of actions

potential patterns, flows at the millisecond time scale. Hence cognitive and

metacognitive processes could easily overlap in time and location.

An important point to consider is that metacognitive judgments may dissociate

from cognitive performance. In other words, the monitoring or control of cognitive

information (metacognition) is likely based on reduced-fidelity versions of

that information. This occurs in healthy individuals but is worsened in some
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neuropsychiatric disorders (see the chapters in Part IV). One possible source for

these metacognitive ‘‘errors’’ is inaccurate transformations/computations during the

readout of decision-related signals. This is consistent with an account of meta-

cognitive judgments that depend primarily on accurate translation of cognitive

signals. Another potential source of error is misinterpretation of external cues like

familiarity with task stimuli, consistent with metacognitive judgments derived from

sources outside the cognitive signals [30]. These potential sources of error are not

mutually exclusive, as metacognitive judgments could be affected by both factors.

A related issue is that studying high-level processes at the single neuron level

presents the inherent difficulty of interpreting what is actually represented in the

neuronal signals. Because metacognition can involve so many other cognitive

processes, one might expect multiplexed information in the neuronal firing rates.

Each of the three described studies addressed this issue and ruled out some

alternative accounts of the neuronal signals. Thus, cognitive functions like risk

assessment and reward-related processing did not explain the neuronal activity

overall. However, it is unknown how much these and other processes, like

attention, might contribute from trial to trial. It is important to consider these

issues moving forward.

As interesting as it is that some cortical regions were involved in metacognitive

processes, it is also interesting that others were not. Specifically, neither FEF nor

PFC neurons varied with metacognitive performance. The simplest interpretation

is that these regions are not part of the circuit that mediates metacognition.

Another possibility is that metacognition is implemented by some other coding

scheme than firing rates. For example, variation in coherence of action potential

timing among pools of neurons may contribute to metacognitive processes (e.g.,

[34, 40]). Lastly, perhaps FEF and PFC do not contribute to the specific type of

task used but may contribute when other facets of metacognition are tested.

In conclusion, the study of metacognition at the level of single neurons has been

productive. With further refinement of animal-specific tasks and more detailed

surveys of task-related signals across brain areas and species, single neuron data

should continue to complement and inform the growing body of research on

human metacognition.
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Chapter 11

The Neural Basis of Metacognitive Ability

Stephen M. Fleming and Raymond J. Dolan

Abstract Ability in cognitive domains is usually assessed by measuring task

performance, such as decision accuracy. A similar analysis can be applied to

metacognitive reports about a task to quantify the degree to which an individual is

aware of his or her success or failure. Here, we review the psychological and neural

underpinnings of metacognitive accuracy, drawing primarily on research in

memory and decision-making. These data show that metacognitive accuracy is

dissociable from task performance and varies across individuals. Convergent evi-

dence indicates that the function of rostral and dorsal aspects of lateral prefrontal

cortex is important for the accuracy of retrospective judgements of performance. In

contrast, prospective judgements of performance may depend upon medial

prefrontal cortex. We close by considering how metacognitive processes relate to

concepts of cognitive control, and propose a neural synthesis in which dorsolateral

and anterior prefrontal cortical subregions interact with interoceptive cortices

(cingulate and insula) to promote accurate judgements of performance.
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I am not yet able, as the Delphic inscription has it, to know
myself, so it seems to me ridiculous, when I do not yet know
that, to investigate irrelevant things.

Plato’s Phaedrus

The notion that accurate self-knowledge has value, and is something to strive for,

has preoccupied thinkers since Socrates. As the above quotation from Plato

illustrates, self-knowledge is not always (or even often) transparent and at best

tends to be a noisy and inaccurate impression of one’s mental milieu [1]. More-

over, empirical data in the psychological sciences have thrown up counterintuitive

examples of intentions being confabulated, dissociated from reality or otherwise

inaccurate [2, 3]. To take one striking case, when decisions about facial attrac-

tiveness or supermarket goods are surreptitiously reversed, subjects are often

unaware of these reversals, confabulating explanations of why they chose options

they had in fact just rejected [4, 5]. Furthermore, self-assessments of personality

and cognitive biases tend to be poorer than similar assessments applied to others,

leading to an ‘introspection illusion’ [6]. Such subjective inaccuracy can account

for the demise of an introspectionist method in the late nineteenth century; if

verbal reports vary from setting to setting, and can be contradicted from trial to

trial, then what hope is there for an objective science of the subjective? [7].

The very notion that an individual can turn his or her mental faculties inward

was thought logically incoherent by Comte, who considered the idea that the mind

might divide into two to permit self-observation as absurd (cited in [8]). We now

understand the brain as a network of regions working in concert, and it is

unsurprising that one set of regions (such as the prefrontal cortex) might process,

hierarchically, information arising from lower levels (such as primary sensory

regions). Indeed, several recent models of local and large-scale brain function rely

on hierarchy as a principal organising factor [9, 10]. A view that self-knowledge,

and its accuracy, is under neural control is now supported by mounting evidence in

the neuropsychological literature, some of which will be reviewed later in this

chapter. For example, in cases of traumatic injury to the frontal lobes, individuals

may have deficits in self-knowledge of altered cognition and personality, as

measured by the discrepancy between reports from the patient and family members

[11]. Such studies have focussed on alterations in self-related, or autonoetic,

metacognition (see [12]), but analogous discrepancies can be measured in

assessments of task performance in healthy individuals.

By focussing on self-reports about memory performance—metacognitive

reports—Flavell provided a systematic framework for the study of self-knowledge

in healthy individuals [13]. Here, metacognitive report is treated as an object of

study in its own right, and the accuracy of such reports (as dissociated from

accuracy, or performance, on the task itself) provides an empirical scaffold upon

which to build studies of self-knowledge [14, 15]. An influential model of meta-

cognition was developed to account for behavioural dissociations between the

‘object’ level—cognition, or, more correctly, task performance—and the ‘meta’
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level, conceptualised as both monitoring and controlling the object level

(Fig. 11.1; [16]). This approach shares similarities with an influential model of

executive function [17]. This two-level framework has also been extended to study

monitoring of perception [18, 19], decision-making [20, 21], sense of agency [22]

and learning [23]. To the extent that the meta-level imperfectly monitors the object

level, self-reports about cognition will be inaccurate, perhaps manifesting as a lack

of awareness of the object level [24].

Despite progress in the definition and measurement of metacognition, the psy-

chological and neural underpinnings of metacognitive accuracy remain ill under-

stood [25, 26]. In this chapter, we review different approaches to both eliciting

metacognitive reports and quantifying their accuracy. We also consider psycho-

logical and computational explanations for dissociations between metacognitive

accuracy and task performance. We go on to consider recent studies that apply

convergent neuroscience methodologies—functional and structural magnetic res-

onance imaging (MRI), transcranial magnetic stimulation (TMS) and neuropsy-

chological approaches—to reveal cortical substrates mediating differences in

metacognitive accuracy both between and within individuals. We end with a dis-

cussion of how metacognitive processes relate to notions of cognitive control.

11.1 Measurement of Metacognition

There are several flavours of metacognitive report, but all involve the elicitation of

subjective beliefs about cognition—in other words how much do I know (viz. what

can I report) about ongoing task performance? In this section, we review the

behavioural methods available to the researcher interested in metacognition,

focussing primarily on measures employed in the cognitive neuroscience studies

that are discussed in subsequent sections.

Fig. 11.1 a A schematic adapted from Ref. [26] showing how the levels of Nelson and Narens’

cognitive psychology model of metacognition can be naturally mapped onto a hierarchical brain

structure. b The left panel shows a first-order process, such as a simple visual discrimination, that

may occur in the absence of metacognitive report. The right panel shows the same

discrimination, this time with the information available for a second-order commentary about

the decision
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A key distinction is that judgements can either be prospective, occurring prior

to performance of a task, or retrospective, occurring after task completion

(Table 11.1). In metamemory research, prospective judgements include feelings of

knowing (FOK) and judgements of learning (JOL). A judgement of learning elicits

a belief during learning about how successful recall will be for a particular item on

subsequent testing [27]. In contrast, a FOK is a judgement about a different aspect

of memory, namely that of knowing the answer to a particular question despite

being unable to explicitly recall it [28]. FOKs are usually studied by first asking

participants to recall answers to general knowledge questions, and, for answers

they cannot recall, to predict whether they might be able to recognise the answer

from a list of alternatives. A related phenomenon to FOKs is tip-of-the-tongue

states, in which an item cannot be recalled despite a feeling that retrieval is

possible [29].

Retrospective reports can be similarly elicited by asking a subject to give an

additional report or commentary over and above their initial forced-choice

response. For example, Peirce and Jastrow asked observers to rate their degree of

confidence in a perceptual judgement using the following scale [30]:

0 denoted absence of any preference for one answer over its opposite, so that it seemed

nonsensical to answer at all. ‘1’ denoted a distinct leaning to one alternative. ‘2’ denoted

some little confidence of being right. ‘3’ denoted as strong a confidence as one would have

about such sensations.

Since this seminal work, asking for confidence in accuracy has become a

standard tool for eliciting judgements of performance in a variety of settings (e.g.

[23, 31]). One potential problem with eliciting subjective confidence is that of

reliability: why should the subject be motivated to reveal his or her true confidence

when there is little incentive to do so [32]? In addition, the necessarily subjective

instructions given when eliciting reports of confidence preclude the use of these

measures in non-human animal species.

To address these concerns, Kunimoto and colleagues [33] introduced wagers

contingent on the correctness of the decision as an intuitive measure of retrospective

confidence (see also [34]). In the simplest form of post-decision wagering (PDW), a

participant is asked to gamble on whether their response was correct. If the decision

is correct, the wager amount is kept; if it is incorrect, the amount is lost. The size

of the chosen gamble is assumed to reflect a subject’s confidence in his or her

decision. In the same spirit as PDW, the Lottery Rule aims to elicit true underlying

Table 11.1 Summary of metacognitive measures classified by domain and time of elicitation.

We note that a more general class of prospective judgements is also possible that refers to

cognitive abilities not tied to a particular task

Timing Object-level domain

Memory Decision-making Sensory

Prospective Judgement of learning;

feeling of knowing

Performance estimate N/A

Retrospective Confidence Confidence, wager Rating of sensory quality
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decision confidence [35], and is similar to the Becker-DeGroot-Marschak procedure

used to elicit item values in behavioural economics [36].

Once a metacognitive judgement is elicited, how might we assess its accuracy?

Again, several, often complementary, methods are available. Metacognitive accu-

racy is defined by how closely metacognitive judgements track ongoing task per-

formance. Crucially, therefore, all measures require that an independent measure of

the object level—task performance—is acquired, in order to quantify the relation-

ship between the meta and object levels (Fig. 11.1). For example, after asking for a

FOK judgement, we might assess the proportion of times a participant is indeed able

to recognise the correct, but hitherto unrecalled, item from a list of alternatives.

Then, by plotting the strength of the JOL or FOK against objective memory per-

formance (actual recall success for JOLs, and recognition performance for FOKs), a

measure of metacognitive accuracy can be derived from the associated correlation

[15]. Similar confidence-accuracy correlations can be computed for retrospective

confidence judgements. If the metacognitive report bears some relation to task

performance, then these correlation coefficients will be significantly non-zero [37].

A related approach quantifies the accuracy of metacognitive assessments using

the logic of signal detection theory (SDT), which assesses how faithfully an

organism separates signal from noise [38, 39]. In standard applications of SDT

(Type 1), sensitivity is defined by how well an observer can discriminate an

objective state of the world (e.g. the presence or absence of a stimulus; Fig. 11.2a).

By applying similar logic to metacognitive reports, the objective state of the world

becomes the subject’s trial-by-trial task performance (correct or incorrect;

Fig. 11.2a) and the subjective report is now a judgement of that performance [40,

41]. An advantage of the SDT approach is that it dissociates bias from sensitivity;

in other words, measures of metacognitive accuracy are relatively unaffected by an

observer’s overall tendency to use higher or lower confidence ratings (Fig. 11.2b;

although see [42, 43]). Further, it naturally connects a process-level character-

isation of the relationship between the object (Type 1) and meta-level (Type 2) to

measures of behaviour, and this relationship can be taken into account to provide

an unbiased measure of metacognitive accuracy [44]. This generative aspect of

SDT will be discussed further in the following section.

Before closing our discussion on measures of metacognition, we note that a

separate line of research has assessed the extent to which humans and other species

use, or represent, uncertainty about the consequences of their actions to optimise

decision-making (see [45, 46] for reviews). To highlight one example, Barthelme

and Mamassian [47] showed that when human observers are allowed to choose

between pairs of visual stimuli upon which to carry out a task, they systematically

chose the less uncertain, thus improving their performance. Related work has

demonstrated that subjects use knowledge of uncertainty to optimally bias decision-

making in perceptual [48, 49] and motor [50] tasks, and that species as diverse as

dolphins, pigeons and monkeys can use an ‘opt-out’ response to improve their

reward rate when decisions are uncertain [51]. Recent single-neuron recording

studies have begun to outline candidate mechanisms for a representation of

uncertainty in the decision system [52, 53]. However, and crucially for the purposes
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of this chapter, use of uncertainty measures do not dissociate metacognition from

task performance on a trial-by-trial basis, and thus cannot be used to study

mechanisms underlying beliefs about performance. For example, on each trial of

the ‘opt-out’ paradigm, the animal either chooses to complete the task or opt-out.

On trials where the animal opts-out (uses a ‘metacognitive’ response) we are unable

to measure performance, as no task is completed. On trials where the animal does

not opt-out, performance measures are all we have. Thus, measures of metacog-

nitive accuracy cannot be computed based on pairwise correlations between the two

response types (see also [54]).

11.2 Psychological Determinants of Metacognitive

Accuracy

In healthy individuals, metacognitive judgements are usually predictive of sub-

sequent or past task performance [55]. What, then, underlies this ability to know

that we know? On a direct-access view, metamemorial judgements are based upon

Fig. 11.2 a Contingency tables for (left) Type 1 SDT, and (right) Type 2 SDT. Rows correspond
to objective states of the world; columns correspond to subjects’ reports about the world. In the

Type 2 table, High and Low refer to decision confidence. The linking arrow and colour scheme
indicates that ‘correct’ and ‘incorrect’ states of the world for the Type 2 analysis are derived from

averaging particular Type 1 outcomes. b Left panel—example Type 2 ROC function for a single

subject in a perceptual decision task where performance is held constant using a staircase

procedure. The shaded area indicates the strength of the relationship between performance and

confidence. Right panel—theoretical Type 2 ROC functions for different levels of Type 1 d’
(assuming neutral Type 1 response criteria), demonstrating that metacognitive accuracy is

predicted to increase as task performance increases
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a survey of memory contents, and thus draw upon the same information as a

subsequent recognition or recall phase [28]. In contrast, inferential accounts

suggest that JOL, FOK and confidence judgements draw upon various mnemonic

cues that may only be partially related to the target [56] (see [57] for a review).

Such cues include the fluency or ease with which information is processed

[58, 59], the accessibility or relatedness of cue information to the target [60], and,

for retrospective confidence judgements, the speed of a previous decision [16, 61].

Because available cues may only be indirectly related to the target, inferential

accounts naturally accommodated dissociations between memory performance

and metacognitive accuracy; in contrast, direct-access accounts predict a tight

relationship between subjective and objective indices of knowledge.

A complementary perspective on the antecedents of metacognitive reports is

provided by Type 2 SDT. Consider a perceptual decision task where post-decision

wagers are elicited to tap knowledge of task performance. Optimal wagering

behaviour requires computing the conditional probability of being correct given a

previous choice [P(correct|choice)] to decide whether to wager high or low. There

are various proposals as to how this might be achieved (e.g. [43, 62]). In an echo of

direct-access accounts of metamemory discussed above, most involve tracking the

strength of the underlying evidence entering into the choice process. Galvin and

colleagues showed that the conditional probability of being correct or incorrect for

a given decision signal is a linear transformation of Type 1 probability distribu-

tions [41]. Similarly, in a dynamic situation, Vickers [31] proposed that decision

confidence could be derived from the absolute distance between the winning and

losing integrators in an evidence accumulation framework (see also [52]). Confi-

dence, therefore, is directly equated with the difficulty of the decision in these

approaches [63, 64].

Two corollaries arise from this ‘direct translation hypothesis’ [65]. First, given

that confidence is equated with choice probability (as derived from information

governing choice), direct translation approaches cannot accommodate dissociations

between object and meta levels. Second, if both performance and metacognitive

judgements draw upon the same information, metacognitive accuracy, or the ability

to discriminate correct from incorrect decisions, always increases as task perfor-

mance itself increases. Importantly, both these hypotheses have been empirically

falsified: for the same level of task performance, judgement confidence may differ

considerably between conditions [66–68], and, when performance is held constant

using a staircase procedure, metacognitive accuracy varies across individuals [20],

and can be dissociated from performance through pharmacological [69], neural [19]

and task-based [70] manipulations (Fig. 11.3).

Empirical dissociations between first-order and second-order components of

decision-making have prompted a search for models that can accommodate such

findings (see [71]). Recent models have been couched in an ‘evidence accumu-

lation’ framework, in which samples of data are accumulated over time in order to

model the temporal evolution of a decision [18, 72, 73]. Del Cul et al. [18]

proposed a dual-route evidence accumulation framework in which evidence for

behaviour (a forced-choice report of stimulus identity) and evidence for subjective
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report (visibility) were accumulated separately. The fit of this model could account

for the observed decoupling of subjective reports from performance in patients

with damage to the prefrontal cortex (see [74] for an alternative account). In a

related approach, Pleskac and Busemeyer [72] devised an evidence accumulation

scheme that could account for a wide range of empirical regularities governing the

relationship between choice and confidence ratings. The solution here was to allow

accumulation to continue beyond the time at which the first-order decision is

made. In other words the same noisy accumulator is then accessed to form the

confidence judgement at a later timepoint. Interestingly, this model makes strong

predictions about post-decision neural activity in the parietal and frontal cortices

previously associated with pre-decision evidence accumulation [75], and recent

developments of PDW methods in non-human primates may allow this and related

hypotheses to be tested [76].

Despite being dissociable, it turns out that metacognitive accuracy generally

scales with task performance [33, 77–80]. Note this regularity differs conceptually

from the fact that trial-by-trial judgements of confidence tend to correlate with

performance; such scaling is, after all, what measures of metacognitive accuracy

attempt to capture. Instead, both within and across individuals, metacognitive

accuracy itself covaries with performance on the task (Fig. 11.2b). A tied rela-

tionship between performance and metacognition presents a particular problem for

studies of the neural correlates of metacognitive ability: how are we to disentangle

brain systems involved in metacognition from those involved in performing the

task itself (cf. [81])? In the following section, we keep this confound of perfor-

mance in mind, and consider the extent to which it has been, and can be, addressed

by studies of the neural basis of metacognitive accuracy.

Fig. 11.3 Data from a visual decision task demonstrating a dissociation of metacognitive

accuracy from task performance. Subjects made a visual decision (either an orientation or

contrast judgement) and then provided a retrospective confidence rating. A measure of

metacognitive accuracy was derived from these ratings by calculating the area under the Type 2

ROC function. Performance on the orientation judgement task did not predict task performance

on the contrast judgement task (a). However, metacognitive accuracy was strongly correlated

between tasks (b), suggesting that it is both independent of task performance and stable within

individuals. Reproduced with permission from [70]
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11.3 Neural Basis of Metacognitive Accuracy

11.3.1 Studies of Metamemory

The first evidence regarding the neural basis of metacognition was obtained from

neuropsychological cases [82]. Hirst and colleagues [83] suggested that metame-

mory might be impaired in patients with Korsakoff’s syndrome, a neurological

disorder characterised by severe anterograde amnesia that occurs as a result of

chronic alcohol abuse and nutritional deficiency. Structural brain changes in

Korsakoff’s include increases in cerebrospinal fluid and severe volume loss in

regions that include the orbitofrontal cortices and thalamus [84]. Shimamura and

Squire [85] found that Korsakoff’s patients have a selective impairment in the

accuracy of FOK judgements compared to an amnesic control group, despite being

equated on recognition memory performance. These findings suggested that

metamemory impairment is due to damage in brain regions other than medial

temporal lobe and diencephalic midline structures classically associated with

amnesia. In line with this hypothesis, subsequent studies found that non-amnesic

patients with frontal lobe damage also exhibit poor metamemory accuracy (e.g.

[86]; see [87] for a review).

Although implicating frontal lobe structures in metacognitive accuracy, these

early studies lacked anatomical specificity. Using lesion overlap measurements,

Schnyer and colleagues found that damage to the right ventromedial prefrontal

cortex (VMPFC) was associated with decreased FOK accuracy but intact confi-

dence judgements, suggesting a possible dissociation between brain systems

supporting different classes of metamemorial judgements [88] (Table 11.1).

Patients in Schnyer et al.’s study also showed deficits in memory performance, but

impairment in FOK accuracy could not be explained by these changes in perfor-

mance alone. In support of a selective role for medial PFC in FOK judgements,

patients with lesion overlap in the dorsal anterior cingulate cortex (ACC) who

were matched in recognition performance to a control group showed a selective

FOK deficit, despite intact confidence judgements [79]. The reverse dissociation

was reported by Pannu et al. [89] who found that deficits in retrospective confi-

dence judgements were predominantly associated with lateral frontal lesions. As

we discuss below, together this evidence suggests prospective judgements are

supported by medial PFC function, whereas retrospective judgements depend on

lateral PFC.

Complementary functional brain imaging studies have shown that regions in the

medial and lateral prefrontal cortex are active during metamemorial judgements,

with activity in PFC modulated by both prospective and retrospective confidence

judgements [90–94]. VMPFC (peak Montreal Neurological Institute (MNI)

coordinate: -3, 30, -18) showed greater activity during accurate FOK judge-

ments, and increased connectivity with medial temporal lobe memory structures in

the FOK condition compared to a low-level control task [95]. Complementing this

work, individual differences in metacognitive accuracy for prospective JOLs
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correlated with VMPFC activity (peak: -11, 42, -26) on accurate, but not

inaccurate, prediction trials [78]; these differences were not explained by indi-

vidual differences in memory performance.

11.3.2 Retrospective Confidence Judgements

in Psychophysics

Other studies have begun to harness the methods of psychophysics to tightly clamp

or adjust for differences in performance while simultaneously studying metacog-

nition and its neural substrates (Fig. 11.4). As an example of this approach, Lau

and Passingham [67] matched performance between two visual masking condi-

tions, but found differences in threshold for metacognitive commentaries about the

stimulus (‘seen’ responses) that were associated with activity in left dorsolateral

PFC (dlPFC; peak: -46, 48, 14). Confirming a causal role for PFC in subjective

report threshold, patients with lesions to rostrolateral prefrontal cortex (rlPFC,

BA10) have an increased threshold for producing metacognitive commentaries

about a stimulus compared to controls, despite objective performance being

matched between groups [18]. The peak correlation between lesion and decrease in

subjective report threshold was seen in left BA10 (peak: -32, 54, -6).

Taking an individual differences approach, Fleming, Weil et al. [20] constrained

perceptual decision performance to be near-threshold (71 %) through use of a

staircase procedure, while eliciting retrospective confidence ratings. Considerable

variation in metacognitive accuracy (using Type 2 SDT analysis) was found despite

task performance remaining constant across individuals. Through use of structural

brain imaging, this variance in metacognitive accuracy was shown to positively

correlate with grey matter volume in right rlPFC (BA10; peak: 24, 65, 18;

Fig. 11.4 Convergent evidence for a mediating role of rostrolateral PFC in metacognitive

accuracy. a Across individuals, grey matter volume in rlPFC was found to positively correlate

(hot colours) with metacognitive accuracy (Type 2 ROC area) after controlling for differences in

task performance [20]. b In a complementary study, BOLD signal in right posterior-lateral BA10

was positively correlated with metacognitive accuracy (gamma) but not differences in task

performance [98]. c The necessity of lateral PFC for metacognitive accuracy was confirmed by

combining TMS with signal detection theory: following repetitive TMS to bilateral dlPFC,

subjects exhibited reduced meta-d’ (the Type 2 d’ expected from a given level of Type 1

sensitivity) despite intact task performance [19]. Panels reproduced with permission
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Fig. 11.4a), and greater metacognitive accuracy was associated with increased

white-matter integrity (fractional anisotropy) in a region of the corpus callosum

known to project to the rlPFC [96]. Such findings are consistent with individual

differences in localised brain structure affecting a region’s functional properties

[97]. In a study taking a similar approach using functional MRI, subjects performed

a visual working memory test and provided retrospective confidence ratings.

Metacognitive accuracy correlated with the level of activity in right posterior-

lateral BA10 [98] (peak: 16, 56, 28), despite being uncorrelated with task perfor-

mance (Fig. 11.4b).

While studies of individual differences can implicate particular brain regions in

metacognitive efficiency, they are unable to provide information on their func-

tional contribution to metacognition. To address this question, we asked subjects to

carry out a near-threshold perceptual judgement task in the fMRI scanner [109].

On two-thirds of trials, subjects were asked to rate their confidence in their

previous decision using a sliding cursor. On one-third of trials, they were asked not

to reflect on their confidence, but simply to move the cursor into a region of the

scale randomly sampled from one of their previous confidence judgements

(Fig. 11.5a). This provided a control condition under which the perceptual deci-

sion and motor requirements were matched to that of the metacognitive task,

allowing us to investigate activity specific to the confidence rating itself. As

expected, subjects’ confidence judgements tracked fluctuations in task perfor-

mance, showing good metacognitive ability. Turning to the fMRI data, we found

that bilateral rlPFC, dorsal ACC and right posterior parietal cortex showed a dual

signature of activity during metacognitive trials (Fig. 11.5b). First, activity

Fig. 11.5 a Schematic of a perceptual decision task used to examine metacognition-related brain

activity. On each trial, participants were asked to categorise a noisy image as either a face or

house by pressing one of two buttons held in their right hand. In the ‘Report’ condition, post-

decision confidence was indicated using a sliding scale. In the ‘Follow’ condition, participants

were instructed to slide the cursor into the zone indicated by the two vertical lines rather than

make a confidence judgement. After 3.5 s, the cursor changed colour to indicate the participant’s

selected rating. b The timecourse of activity in the right rostrolateral PFC (peak: 27, 53, 25)

shows a dual signature of activity during metacognitive judgements. Activity increases during the

confidence judgement relative to the control condition, and this increase is greater for low

compared to high confidence ratings. Adapted from Ref. [109]
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increased during metacognitive compared to control judgements, consistent with

these regions being specifically involved in the appraisal of a previous decision.

Second, the activity increase was greater for low compared to high confidence

judgements, showing sensitivity to reported confidence. Finally, we found that the

strength of the confidence signal in right rlPFC (peak: 27, 53, 25) predicted

individual differences in metacognition across individuals.

While correlational analyses can reveal candidate brain regions mediating

metacognitive accuracy, confirmation of their necessity ultimately requires inter-

vention studies. By applying repetitive TMS to temporarily inactivate bilateral

dlPFC, Rounis et al. [19] selectively decreased metacognitive accuracy while

leaving performance on a perceptual task unaffected. Further, by explicitly mod-

elling the link between Type 1 and Type 2 responses [44], they were able to show

that dlPFC TMS decreased metacognitive accuracy below that expected from a

direct translation account alone (Fig. 11.4c). Thus, there is a convergence of

evidence in support of the idea that rostrolateral sectors of prefrontal cortex

(BA10/46) play a mediating role in the accuracy of metacognitive judgements.

A role for rlPFC in metacognition is consistent with its anatomical position at the

top of the cognitive hierarchy, receiving information from other prefrontal cortical

regions, cingulate and anterior temporal cortex [99]. Further, compared to non-

human primates, rlPFC has a sparser spatial organisation that may support greater

interconnectivity [100]. One contribution of rlPFC to metacognitive commentary

might be to represent task uncertainty in a format suitable for communication to

others, consistent with activation here being associated with evaluating self-gen-

erated information [101, 102], and attention to internal representations [103]. Such

a conclusion is supported by recent evidence from structural brain imaging that

‘reality monitoring’ and metacognitive accuracy share a common neural substrate

in anterior PFC [104]. In contrast, dlPFC may maintain information about a

previous decision, consistent with its role in working memory [105, 106]. However,

in comparison to, for example, parietal cortex [107], reliable cytoarchitectonic

boundaries are not yet established for human rlPFC [108]. Indeed, activations

ascribed to either lateral rlPFC or dlPFC in this review cluster around a transition

zone between BA10 and BA46 [98, 109], thus it is unclear whether they arise from a

single functional region, or multiple subregions subserving different functions.

Single-subject analyses (e.g. [110]) may aid in solving this puzzle.

11.3.3 Nature of Individual Differences

Harnessing individual differences can provide leverage on the neural correlates of

metacognitive accuracy [20, 78, 98]. Such studies implicitly assume intrapersonal

stability of metacognitive capacity. However, in the metamemory literature,

evidence for a stable metacognitive ability is surprisingly weak [111, 112]. Given

the interdependence of metacognition and performance discussed above,

one explanation for this null result might be methodological in nature, as a
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performance-confidence relationship is naturally harder to quantify than perfor-

mance itself. A similar line of thought led Keleman et al. to speculate that ‘stable

metacognitive performance might be detected using very large numbers of trials’.

In support of this view, Fleming et al. [20] showed good split-half reliability

(r = 0.69) in a perceptual decision task with hundreds of trials, and metacognitive

accuracy has been shown to be stable across two perceptual tasks (r = 0.71),

despite performance itself being uncorrelated (r = 0.05; Fig. 11.3) [70].

An important unanswered question is whether metacognitive accuracy is stable

across distinct domains (e.g. memory and decision-making), as might be predicted

by their overlapping neural substrates [113]. One recent study that addressed this

question examined the relationship between regional brain volume and metacog-

nitive accuracy in both memory and perceptual tasks [114]. Using a measure of

metacognition that adjusts for performance confounds [44], metacognition scores

were positively correlated across domains. However, structural brain imaging

analysis revealed potentially separable neural substrates. Replicating the findings

of Fleming et al. [20], perceptual metacognition was positively correlated with

regional grey matter volume in the rlPFC, whereas metacognitive ability on the

memory task was associated with precuneus volume. In addition, a formal model

comparison indicated that these pathways were relatively independent. The

authors went on to suggest that the behavioural correlation between metacognitive

abilities across domains, while prima facie evidence for a general mechanism for

metacognition, might be driven by the covariation of two separate systems in the

healthy brain. It is clear that further work, for example using functional brain

imaging techniques, is required to understand the precise contribution of different

brain regions to domain-specific metacognition.

11.3.4 Summary

There is now considerable evidence that damage to the prefrontal cortex selec-

tively impacts on the accuracy of metacognitive reports while leaving task per-

formance relatively intact. Intriguingly, there is also evidence for a lateral–medial

separation between neural systems supporting retrospective confidence judgements

and prospective judgements of performance, respectively. The role of ventrome-

dial PFC in prospective judgements of performance may be explained by its strong

connections with both medial temporal lobe memory structures and the precuneus,

and its role in use of mnemonic information to imagine the future [115, 116]. In

contrast, the role of anterior and dorsolateral PFC in retrospective judgements of

confidence may be more closely aligned to that of a performance monitor, inte-

grating and maintaining information pertaining to the immediately preceding

decision to facilitate accurate metacognitive commentary. In the next section, we

focus in greater detail on these performance-monitoring functions to illustrate

connections between metacognition and a separate but substantial literature on the

neuroscience of cognitive control.
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11.4 Relationship Between Metacognition

and Cognitive Control

An influential suggestion is that decision-making systems should be sensitive to

the current level of conflict between possible responses to mobilise additional

‘cognitive control’ resources in an adaptive fashion [117]. Activity in ACC and

anterior insula is increased during heightened response conflict (see [118] and

[119] for reviews), whereas lateral PFC activity correlates with behavioural

adjustments, such as increased caution, following high-conflict trials [120, 121].

Further, the ACC is suggested to recruit lateral PFC to increase levels of control

when conflict occurs [118]. This proposal for a cognitive control loop shares

obvious similarities with concepts of monitoring and control in metacognition

research (Fig. 11.1); indeed, a previous review proposed metacognition might be

commensurate with cognitive control [122].

However, philosophers have discussed and debated two ‘levels’ of metacog-

nition [123]: one involving declarative (conscious) meta-representation [124]; the

other low-level, based on non-verbal epistemic feelings of uncertainty [125, 126].

For present purposes, we focus on monitoring processes that are consciously

reportable, and thus available for deployment outside of a ‘closed-loop’ optimi-

sation of the task at hand (see also [127]). Such reports can be empirically dis-

sociated from monitoring and control, for example, skilled typists show subtle

post-error adjustments in the absence of awareness, and yet accept blame for errors

that are surreptitiously inserted by the experimenters on the screen [128]. Inter-

estingly, subjective effects of heightened decision conflict may themselves be

reportable in the absence of awareness of antecedents of this conflict [129], and

thus it is not always simple to decide whether performance monitoring involves

meta-representation.

What might govern the accessibility of performance monitoring information to

awareness? We suggest that rostrolateral PFC is particularly important for the

representation of information pertaining to a previous decision in a globally

accessible frame of reference. In a direct comparison of confidence judgements

following mnemonic and perceptual decisions, both ACC and right dlPFC activity

increased with decreasing confidence [113]; however, only right dlPFC encoded

confidence independent of changes in reaction time, leading the authors to suggest

that while ACC responds to online decision conflict, dlPFC activity underlies

metacognitive judgements. Furthermore, a recent study found that activity in

rostrolateral PFC both increases during metacognitive reports and correlates with

reported confidence [109]. Thus, accuracy of metacognitive commentaries, as

dissociated from adjustments in performance, might be governed by the fidelity

with which rlPFC integrates and maintains information from regions such as

cingulate and insula involved in online adjustments in task performance, consistent

with reciprocal anatomical connections between these regions [130].

If only a subset of nodes in this network is present, one might find effective

performance monitoring in the absence of awareness. This pattern of results was
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observed in a patient with a large left prefrontal cortical lesion, who displayed

intact performance adjustments in the Stroop task, without being able to report

changes in the subjective sense of effort while performing the task [131]. As the

patient displayed intact conflict-related N2 ERP responses during the Stroop task,

the authors suggested that (implicit) monitoring and control is maintained by an

intact right ACC, whilst a subjective feeling of effort would normally be mediated

by the damaged lateral PFC. Such a conclusion is supported by recent evidence

that lateral PFC activity is higher in subjects with a strong tendency to avoid

cognitively demanding decisions [132]. Importantly for our hypothesis, if lateral

PFC receives input from non-conscious monitoring loops, the reverse dissociation

would not be predicted: we might be able to control objects we cannot report, but

should not be able to report upon objects we cannot (cognitively) control.

The respective roles of distinct nodes in this network remain to be determined,

but there is initial evidence for some form of division of labour. TMS to dlPFC

impairs metacognition following correct but not incorrect decisions, suggesting a

role in representing confidence rather than monitoring for response errors [19]. In

contrast, reporting of response errors has been linked to the error-related positivity

[133] with a possible source in insula cortex [119]. Indeed, accurate metacognitive

commentaries about performance require access to information about both beliefs

and responses. For example, after hitting a shot in tennis, you might have high

confidence (low uncertainty) that the spot you chose to aim at is out of reach of

your opponent (your belief), but low confidence in correctly executing the shot

(your response). Thus, for commentaries to integrate information both about a

belief and response, the ‘frame of reference’ in which information is encoded is

crucial. If information is maintained in segregated sensorimotor loops, perfor-

mance adjustments could be made based on deviations from an expected trajectory

without this information being more generally available for, say, verbal report. It

remains an open question as to the extent to which decision-making relies on

‘embodied’ or domain-general circuitry [134], but a role for the PFC in the abstract

encoding of decision-related information, independent of response modality, has

been found using fMRI conjunction analyses [135, 136]. It will be of interest to

test whether this same activity is involved in metacognition.

11.5 Conclusions

Cognitive psychologists have developed a rich theoretical framework and empir-

ical tools for studying self-assessments of cognition. A crucial variable of interest

is the accuracy of metacognitive report with respect to object-level targets; in other

words, how well do we know our own minds? A detailed, and eventually mech-

anistic, account of metacognition at the neural level is a necessary first step to

understanding the failures of metacognition that occur following brain damage

[87] and psychiatric disorder [137]. In this chapter, we summarised a variety of

behavioural approaches for measuring the accuracy of metacognitive assessments,
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and reviewed the possible neural substrates of metacognitive accuracy in humans.

We conclude that there are potentially separable brain systems for prospective and

retrospective judgements of performance, and our synthesis of recent neuropsy-

chological and brain imaging findings implicate the rostrolateral prefrontal cortex

as important in mediating retrospective judgements of cognition. In this model,

the rostrolateral PFC receives input from interoceptive cortex involved in ‘closed-

loop’ monitoring and control, generating a metacognitive representation of the

state of the system that can be deployed or reported outside of the current task at

hand.
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Chapter 12

The Cognitive Neuroscience
of Metamemory Monitoring:
Understanding Metamemory Processes,
Subjective Levels Expressed,
and Metacognitive Accuracy

Elizabeth F. Chua, Denise Pergolizzi and R. Rachel Weintraub

Abstract Metamemory has been broadly defined as knowledge of one’s own
memory. Based on a theoretical framework developed by Nelson and Narens
(Psychol Learn Motiv 26:125–141, 1990), there has been a wealth of cognitive
research that provides insight into how we make judgments about our memory.
More recently, there has been a growing interest in understanding the neural
mechanisms supporting metamemory monitoring judgments. In this chapter, we
propose that a fuller understanding of the neural basis of metamemory monitoring
involves examining which brain regions: (1) are involved in the process of
engaging in a metamemory monitoring task, (2) modulate based on the subjective
level of the metamemory judgment expressed, and (3) are sensitive to the accuracy
of the metamemory judgment (i.e., when the subjective judgment is congruent
with objective memory performance). Lastly, it is critical to understand how brain
activation changes when metamemory judgments are based on different sources of
information. Our review of the literature shows that, although we have begun to
address the brain mechanisms supporting metamemory judgments, there are still
many unanswered questions. The area with the most growth, however, is in
understanding how patterns of activation are changed when metamemory judg-
ments are based on different kinds of information.
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12.1 Introduction

Metamemory can be broadly defined as knowledge of one’s own memory [58].
Research on metamemory has a long history in cognitive psychology, but in the
past decade there has been a growing interest in understanding the neural mech-
anisms associated with metamemory (e.g., [16–19, 34, 45, 49, 51]). It has everyday
relevance for patients with neurological and psychiatric disorders, and even the
healthy aged, who have deficits in metamemory (e.g., [6, 60, 86]), for educators
who want to promote learning (e.g., [48, 89]), for basic researchers interested in
the fundamental computations carried out by specific brain areas and how they
interact [16–19, 34, 50], and for people who swear they left their keys by the door
only to find them in the kitchen. The goal of this chapter is to review the current
literature on the cognitive neuroscience of metamemory monitoring, and to
provide guidelines for future neuroimaging studies investigating metamemory.

12.1.1 Theoretical Framework of Metamemory: A Brief

Overview

The guiding framework for studying metamemory is the Nelson and Narens [58]
model that defined metamemory as the combination of monitoring and control
processes (Fig. 12.1). Monitoring involves judging the success and/or progress of
memory processing, and can be studied by asking for subjective introspections.
Different kinds of monitoring occur during different stages of memory (e.g.,
encoding and retrieval), and thus there are several different tasks that ask for sub-
jective reports at these different stages. The control component is the action-oriented
component, which allows individuals to direct their behavior, typically by selecting
information, choosing strategies, or ending processes. Extensive behavioral research
has examined both monitoring and control processes, but the majority of research on
the cognitive neuroscience of metamemory has focused on monitoring processes,
which will be our main focus.

12.1.2 Metamemory Monitoring Tasks

Many tasks have been devised to probe metamemory monitoring at different stages
during mnemonic processing ([58]; Fig.12.1). This can be done at a global level by
asking people to make overall judgments about their memory performance (e.g.,
how many questions do you think you will get correct on the memory test that you
will take shortly?), or at a trial-by-trial level by asking people to make a judgment
after each trial. Judgments of learning (JOLs) are predictive judgments that are
taken during, or shortly after, the study phase, and ask participants to judge how
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likely they will later remember information. Feeling-of-knowing (FOK) judgments
are taken during the retrieval phase and occur after a failed attempt at recall, and
require participants to indicate how likely they are to recognize the information
later. A related phenomenon is the Tip-of-the-Tongue (TOT) state, which has been
distinguished based on its subjective feeling of imminent retrieval and accompa-
nying frustration. On the postdictive side are retrospective confidence judgments
(RCJs), which are made after recall or recognition and ask participants to indicate
how certain they are that their responses are correct.

12.1.3 Measuring Metamemory Accuracy

Metamemory tasks require individuals to introspect about the contents of their
mind and then make a subjective report (for review, see [3]). To get a measure of
metamemory accuracy the discrepancy between the subjective reports and the
objective results of the memory tests are compared (for review, see [7]). Broadly
speaking, there are two main types of measurement, absolute and relative mea-
sures. Absolute measures, such as calibration curves and the Hamann index, are
tied to the subjective rating scale used in the metamemory task and examine how
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Fig. 12.1 The theoretical framework of monitoring and control processes in metamemory.
Adapted with permission from Nelson and Narens [58]
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well the subjective measures reflect performance on the memory task. However,
people may use the scale differently, and may not be well calibrated, yet their
performance does get better as their ratings increase, which shows a degree of
metamemory accuracy in that there is some correlation between subjective ratings
and objective performance. This is where relative measures of metamemory are
important, and the most commonly used measure is the Goodman–Kruskal
Gamma, a measures of association based on the difference between concordant
and discordant pairs. More extensive reviews of measures of metamemory accu-
racy are reviewed elsewhere ([7, 60, 87]; Fleming and Dolan, this volume), and are
beyond the scope of this chapter.

12.1.4 Tackling the Cognitive Neuroscience of Metamemory

Neuroimaging allows us to compare brain activity in many ways. We believe that
this can bring us to a better understanding of the many facets of metamemory, and
that it is necessary to understand: (1) brain regions that are involved in engaging
metamemory processes, (2) brain regions that modulate based on the subjective
level of the judgment expressed (e.g., high compared to low confidence), and
(3) regions that correlate with metamemory accuracy, in which the subjective
judgment and memory outcome are congruent (Table 12.1). Understanding the
way the brain contributes to these three aspects of making metamemory judgments
is fundamental in our attempts to understand metamemory and the brain. There is
still much work to be done in understanding these three aspects across the different
metamemory tasks. Once these basics are understood, the critical next steps are
then to understand how these activations may change when metamemory decisions
are based on different kinds of information (e.g., episodic vs. semantic, experi-
ential vs. inferential). Although neuroimaging research at that level of specificity is
currently rare, there are a few studies that meet this goal (e.g., [74, 85]). Finally,
we will also examine common and distinct aspects of metamemory across tasks.
Neuroimaging is correlational, so it is also necessary to examine metamemory in
patients with brain lesions to determine if these brain regions are necessary for
metamemory (Table 12.2), or to use brain stimulation techniques such as trans-
cranial magnetic stimulation (TMS) or transcranial direct current stimulation
(tDCS). Similar to their temporal order, we will begin with JOLs and end with
RCJs.

12.2 Judgments of Learning

JOLs occur during or after learning, and are defined as predictions made about the
ability to later retrieve information that is currently recallable [58]. In most JOL
paradigms, participants study information and then give a subjective rating on how

270 E. F. Chua et al.



likely they think they are to recall the information later. These subjective ratings
may be given immediately or after a delay. Typically, delayed JOLs are more
accurate than immediate JOLs, which indicates that they may be based on different
sources of information [57]. Immediate JOLs are thought to be based on moni-
toring working memory, whereas delayed JOLs are thought to be based on
monitoring long-term memory [58].

Table 12.1 Brain regions associated with different aspects of metamemory using fMRI

Study Judgment Brain regions

Regions engaged in the processes of metamemory monitoring

Do Lam et al. [45] JOL mPFC; OFC
Chua et al. [19] FOK vmPFC; DLPFC; PCC; lateral PPC; MTL
Chua et al. [17] RCJ DLPFC; precuneus; ventral PPC
Chua et al. [19] RCJ vmPFC; DLPFC; VLPFC; PCC; lateral PPC
Regions modulating by the subjective level of the judgment expressed

Kao et al. [34] JOL VLPFC; vmPFC; amygdala; precuneus;
lateral temporal; occipital cortex

Do Lam et al. [45] JOL mPFC; OFC; ACC
Chua et al. [19] FOK MTL; PCC; superior temporal; fusiform
Elman et al. [22] FOK VLPFC; DLPFC; mPFC; ventral PPC; PCC
Jing et al. [32] FOK DLPFC
Kikyo et al. [37] FOK VLPFC; DLPFC
Kikyo and Miyashita [36] FOK mPFC; aPFC; VLPFC; DLPFC; anterior temporal;

lateral PPC
Maril et al. [49] FOK DLPFC; ACC; dorsal PPC
Maril et al. [50] FOK Medial and lateral parietal cortex
Schnyer et al. [74] FOK Medial and lateral PFC; PCC; MTL
Kikyo et al. [38] TOT DLPFC; ACC
Maril et al. [51] TOT mPFC; VLPFC; ACC; lateral temporal
Maril et al. [50] TOT aPFC; DLPFC; VLPFC; ACC
Chua et al. [17] RCJ mPFC; insula; PCC; MTL
Chua et al. [18] RCJ Lateral PFC; mPFC; ACC; MTL; PCC; lateral PPC
Hayes et al. [26] RCJ VLPFC; MTL; dorsal PPC
Henson et al. [28] RCJ DLPFC
Kim and Cabeza [39] RCJ Lateral PFC; PCC; Lateral PPC
Moritz et al. [56] RCJ ACC; PCC; MTL; dorsal PPC
Regions modulating by metamemory accuracy

Kao et al. [34] JOL vmPFC
Schnyer et al. [74] FOK VLPFC; vmPFC; ACC; MTL
Yokoyama et al. [94] RCJ Fronto-polar cortex

Note JOL judgments of learning, FOK feeling-of-knowing, RCJ retrospective confidence judg-
ments, mPFC medial prefrontal cortex, OFC orbitofrontal cortex, DLPFC dorsolateral prefrontal
cortex, VLPFC ventrolateral prefrontal cortex, vmPFC ventromedial prefrontal cortex, ACC
anterior cingulate cortex, PPC posterior parietal cortex, PCC posterior cingulated cortex, aPFC
anterior prefrontal cortex
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12.2.1 JOLs are Dissociable from Memory

A central question in metamemory research has been whether or not metamemory
exists as something outside of memory. Neuropsychological studies have dem-
onstrated dissociations between memory and JOLs, demonstrating that the two
processes are at least partially independent [29, 90, 91] (Table 12.2). Converging
evidence has also been found using event-related potentials (ERPs) [84] and
functional magnetic resonance imaging (fMRI) [34, 45] (Table 12.1).

Patients with lesions to the frontal cortex tend to show impaired JOLs, either
with intact memory [91], or impaired memory [90]. In one study, right frontal
patients showed impaired global JOLs and intact memory for locations of faces,
whereas patients with right posterior lesions showed intact global JOLs and
impaired memory for locations of faces [91]. This double dissociation nicely
demonstrates that memory and metamemory are separable, at least in the case of
global JOLs (Cosentino, this volume). Similar work has been shown in word list
learning paradigms with right frontal patients showing impairments in global JOLs
compared to patients with posterior regions [90]. To further illustrate the double
dissociation, patients with temporal lobe epilepsy (TLE) have impaired memory
and intact JOLs [1, 29, 30]. Taken together, these findings suggest that the frontal
cortex, and not the temporal lobes, is critical for JOLs.

Functional MRI and ERP studies also show that JOLs are separable from
memory processes. Do Lam et al. [45] scanned participants during encoding and
immediate JOLs, as separate tasks. There was a greater activity in the medial
prefrontal cortex (mPFC) and orbitofrontal cortex (OFC) when participants made
JOLs, even when encoding-related activity was masked out. Other regions showed
similar levels of activity during JOLs and encoding. Interestingly, ERPs, which
have excellent temporal resolution, have been able to narrow the similarities
between JOLs and ERPs to early time windows, and differences between JOLs and
encoding to late time windows [84]. Taken together, there is considerable evidence
that JOLs cannot be reduced to memory processes alone.

In summary, the majority of evidence from neuroimaging and neuropsychology
suggests that JOLs are separable from metamemory, and that the frontal cortex is
important in JOLs and memory, whereas the temporal lobes are mainly important
in memory processes and are not critical for JOLs. The nature of the processes
carried out by the frontal cortex, and the specific locations within the frontal
cortex, are informed by further data examining brain regions that modulate based
on (1) the subjective level of JOL expressed, (2) the accuracy of the JOLs, and
(3) the cognitive bases for JOLs.

12.2.2 The Rating Scale: Higher Versus Lower JOL

Critical to understanding the cognitive neuroscience of JOLs is examining the
subjective rating expressed. TLE patients were able to use the JOL rating scale
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similarly to controls [29, 30], suggesting that other brain regions are responsible
for signaling the subjective rating. Neuroimaging data are particularly valuable for
this kind of understanding because they allow data analyses on a trial-by-trial
basis, with the ability to directly compare trials with higher and lower ratings
(Table 12.1). Kao et al. [34] used fMRI and examined which regions showed
greater activity for predicted memory formation (i.e., High JOL vs. Low JOL)
compared to actual memory formation (i.e., Remembered vs. Forgotten), and
showed that the dorsal mPFC, anterior cingulate cortex (ACC), and left lateral
prefrontal cortex (PFC) showed differences in activity for JOLs beyond actual
memory performance. Similarly, in an associative memory task that isolated the
JOL trial, there was greater activity in mPFC, OFC, and ACC for high versus low
JOLs [45]. It is worth noting that the ACC activation reported by Kao et al. [34] is
much more anterior (MNI coordinates: 4, 42, -4) than that reported by Do Lam
et al. [45] (MNI coordinates: -4, 8, 30). Although fMRI work points most con-
sistently to mPFC being modulated by JOL, topographic analyses of ERP data
show a more centro-posterior component distinguishing high and low JOLs [84].
However, given the spatial resolution of ERPs and its poor ability to detect medial
sources, it is unclear how these data map onto the fMRI data. Nevertheless, the
fMRI literature suggests that activity in the mPFC modulates by the subjective
JOL expressed most consistently, and other regions may vary based on stimuli
and/or task demands.

As shown above, the most consistent region that modulated based on the
subjective level of the JOL rating was the mPFC. Other non-metamemory fMRI
studies have consistently shown greater activity in this region when engaged in
self-referential processing (e.g., [27, 31, 35]), and also when reasoning about the
mental states of others (e.g., [54, 71]). JOLs require introspecting on one’s own
memory, and it is likely that the activity in the mPFC reflects monitoring one’s
own mental state. Knowing which regions distinguish higher and lower JOLs is
useful, but a fuller understanding of the cognitive neuroscience of JOLs is gained
by examining the interactions between memory and JOLs.

12.2.3 Accurate JOL

One of the goals in research on metamemory is to determine the antecedents of
accurate JOLs (i.e., when memory prediction is congruent with memory accuracy).
The most common metamemory accuracy metric used is the Goodman–Kruskal
Gamma coefficient. The ventral mPFC (vmPFC) was significantly correlated with
the Gamma coefficient during accurate JOLs, but not inaccurate JOLs [34].
Findings from patients with frontal lesions have shown similar findings, with
patients showing less accurate global JOLs compared to controls and patients with
posterior lesions [90, 91]. However, patients with dysexecutive syndrome, pre-
sumably a prefrontal disorder, showed similar JOL accuracy, as measured by the
Gamma coefficient, to controls [63]. Although there is some mixed evidence for
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the role of the frontal cortex in accurate JOLs, most evidence from fMRI
(Table 12.1) and lesion studies (Table 12.2) suggest that the vMPFC is the most
likely candidate for making accurate JOLs, but given the paucity of studies, further
research is needed.

The vmPFC showed sensitivity to the subjective level of JOL rating expressed
and JOL accuracy [34]. In other domains, the vmPFC has been implicated in
encoding a value signal which then gets used for goal-directed behavior (e.g.,
[24]). Logically, it seems plausible that the vmPFC in JOLs reflects weighing of
mnemonic evidence, analogous to its value, and deciding whether the information
was learned well enough to warrant a particular judgment.

12.2.4 Basis of JOL

Critical to our understanding of JOLs is knowing what forms the basis of the
judgment. Because JOLs are made about how well information is encoded, the most
obvious basis for a JOL is the encoding phase. Kao et al. [34] used a masking
procedure to examine which brain regions were activated for both actual encoding
success and predicted encoding success, and showed that the lateral PFC was
involved in both encoding and JOLs. This suggests that the same processes that
contribute to successful encoding also contribute to JOLs. One possibility is that
increased lateral PFC activity signals increased effort at encoding, which influences
both the memory outcome and the JOL. Another hypothesized explanation for the
lateral PFC activity was that it reflected partial retrieval of the target in working
memory. Logically, this would mean that JOLs could be based, in part, on retrieval
mechanisms.

In order to test the idea that retrieval operations influence JOLs, Do Lam et al.
[45], used an inclusive masking approach to examine regions that showed
increased activation associated with both memory predictions and successful
recall. The mPFC was associated with both recall and JOLs. More generally, the
mPFC has been implicated in performance monitoring (e.g., [69]), suggesting that
in JOLs the vmPFC may be monitoring memory performance with respect to the
recalled candidate information. Correspondingly, ERPs have also shown similar
components for JOLs and recognition using a face task [85]. Thus, although JOLs
are made in reference to encoding, it appears that individuals engage in retrieval
processes to test how well they have learned information.

In addition to factors related to encoding and retrieval processes, more infer-
ential factors may also influence JOLs. One study directly addressing this issue
examined the role of distinctiveness in facial recognition and JOLs [85]. Two
groups of subjects participated in a facial recognition task, with one group giving
JOLs and the other giving distinctiveness ratings while ERPs were recorded.
Behaviorally, individuals in the JOL group reported using distinctiveness to make
their judgments, and distinctiveness ratings were just as predictive of recognition
performance as JOLs. There were similar ERPs for distinctiveness ratings and
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JOLs, and, assuming that similar patterns of brain activity reflect similar cognitive
processes, JOLs in this paradigm were likely to have been based on distinctive-
ness. The use of distinctiveness may depend on the specific task, so further work
using other tasks and other relevant factors is needed. Nevertheless, initial
evidence shows the brain imaging can be an useful tool for investigating the bases
of JOLs, and that, in addition to encoding and retrieval operations, inferential
factors also influence JOLs.

12.3 Feeling-of-Knowing

Closely related to delayed JOLs is the feeling-of-knowing (FOK), but FOK differs
from the delayed JOL in that it pertains only to non-recallable information. Similar to
JOLs, FOK is a prospective metamemory judgment, and is made about future
memoryperformance.The typical FOKparadigmuses a recall-judgment-recognition
(RJR) task design [25]. In an RJR task, participants are asked to recall some target
information. If they are unable to recall the information, participantsmake judgments
of how likely they are to remember it at a later time, which constitutes the FOK
judgment. Following the FOK judgment, they are presented with a recognition test
and asked to choose the correct answer among a set of alternatives.

12.3.1 FOK is Dissociable from Memory

FOK has been shown to be a reasonable indicator of memory by demonstrating
that having a high FOK for a non-recallable item results in a greater probability of
successful subsequent recognition [25]. Because FOK has been related to memory
accuracy, a critical question is whether FOK is merely an intermediate retrieval
state between recognition and recall, or whether FOK judgments are dissociable
from memory. One way to examine whether FOK is distinct from memory is to
examine metamemory and memory performance in neuropsychological popula-
tions (e.g., [6, 61, 62, 73]) (Table 12.2). Several neuropsychological studies have
highlighted the importance of the prefrontal cortex in FOK [6, 75]. Schnyer et al.
[75] showed that frontal patients were impaired on FOK judgments compared to
controls. However, these patients also showed worse memory performance,
making it harder to interpret those data because there needs to be some minimum
level of mnemonic information to monitor for metamemory to be accurate
[41, 55]. Indeed, Schnyer et al. [75] performed covariate analyses and showed that
memory did contribute to metamemory, but was not the only factor. Despite issues
with memory accuracy, patients with the greatest impairments in FOK had more
medial lesions, and they did not show the lowest performance. Another study was
able to more directly test the role of the mPFC in FOK by examining instances
when memory was matched in patients and controls, and the mPFC patients still
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showed significantly worse FOK accuracy compared to controls [55]. Although
there are some ambiguities in the literature when memory performance differs
between patients and controls, the majority of evidence suggests that memory and
metamemory processes are dissociable and the mPFC is critical for accurate FOK
judgments.

A second approach to examining whether memory and metamemory are
separable is to use fMRI to compare metamemory and memory tasks [17–19]
(Table 12.1). Compared to recognition, making an FOK judgment showed greater
activity in the vmPFC, bilateral superior frontal, mid and posterior cingulate, and
large lateral parietal/temporal area, including the inferior parietal lobule, the
tempo-parietal junction (TPJ), and the superior temporal gyrus [19]. Collectively,
these regions have been thought of as the ‘‘default’’ network (e.g., [11, 64, 65]),
which has been implicated in internally directed thought (e.g., [52, 64]), mental
simulation (e.g., [12]), and the self (e.g., [23]), all of which are relevant to FOK
judgments. The vmPFC finding is consistent with lesion work, but it remains an
open question whether a lesion in any part of this network would disrupt FOK
judgments. Regardless, consistent converging evidence from lesion and fMRI
studies indicate that FOK and memory are separable.

12.3.2 Levels of FOK

Another important aspect to understanding how the brain gives rise to metamemory
is knowing which brain regions modulate based on the subjective level of FOK
expressed (Table 12.1). Recent evidence has shown graded activation for FOK
judgments, with greater activity for higher than lower levels of FOK [36, 37, 49, 74].
Earlier studies showed FOK as an intermediate level of activity between successful
recall and failed recall in multiple prefrontal regions [37], or between successful
recall and ‘‘don’t know’’ response in left PFC, left posterior parietal cortex (PPC),
and the ACC [49]. Similarly, comparisons of High versus Low FOK ratings showed
greater activity in the ventrolateral PFC (VLPFC) and dorsolateral PFC (DLPFC)
[19] and ventral PPC [22]. Few studies have reported greater activity for Low FOK
compared to High FOK in any regions, but Elman et al. [22] showed this in the dorsal
PPC. Similar patterns of ascending activity for higher compared to lower FOK
ratings have been shown using a finer scale that rated FOK on a scale of 1–6 [36].
Several regions showed significant linear relationships to the FOK ratings including:
the VLPFC, DLPFC, anterior PFC (aPFC), mPFC, cingulate cortex, as well as
temporal and parietal regions. Altogether, these findings show the most consistent
modulation of brain activity by subjective level occurs in the frontal cortices, with
growing evidence that the PPC also modulates by subjective level.
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12.3.3 Tip-of-the-Tongue: More than FOK?

Related to different levels of FOK is the tip-of-the-tongue (TOT) phenomenon,
which is a subjective state that involves unsuccessful recall but a strong feeling that
retrieval is imminent [10, 51, 77]; Diaz and Schwartz, this volume). Some TOT
research focuses on linguistic aspects [80, 81], but here we will focus on meta-
memorial aspects. Kikyo et al. [38] made inferences about TOTs and suggested that
TOTs elicited activation in the left DLPFC and the ACC. Maril et al. [51] used
explicit behavioral responses to sort TOT trials and showed greater activation in the
right middle frontal gyrus and ACC during TOT states compared to ‘‘Know’’ and
‘‘Don’t Know’’ responses. Considering that the ACC has been implicated in conflict
monitoring and effortful tasks (e.g., [9]), it is not surprising that it is active during
TOT states, which are often described as frustrating and require effortful searching.

There is controversy over whether TOT and FOK are the same process, with
TOT being a strong FOK (e.g., [3]), or whether the processes for FOK and TOT
are distinct [50, 76]. One way to gain leverage on this controversy is to compare
the neural correlates of TOT and FOK [38, 50]. When directly comparing FOK
and TOT states, Maril et al. [50] found that TOT elicited greater activation in the
ACC, right DLPC, right inferior PFC, and bilateral aPFC. However, both TOT and
FOK elicited similar activation in the posterior medial parietal cortex and bilateral
superior PFC. Taken together these findings suggest that, although there is some
overlap with FOK, there are distinct brain regions responsible for the TOT state,
most likely related to the feelings of frustration, conflict, imminent retrieval, or the
decision to continue attempted retrieval.

12.3.4 Accurate FOK Judgments

In addition to studying the levels of FOK, researchers have also investigated accurate
versus inaccurate FOK judgments. An accurate FOK judgment is consistent with
performance at recognition, whereas an inaccurate FOK judgment is inconsistent
with performance at recognition. Converging evidence from lesion [75] (Table 12.2)
and fMRI studies [74] (Table 12.1) have implicated the mPFC in accurate FOK
judgments. Specifically, frontal patients showed lower FOK accuracy, as measured
by the Gamma correlation, a measure of relative accuracy, and Hamann index, a
measure of absolute accuracy, compared to controls [75]. In a subsequent fMRI
study, Schnyer et al. [74] compared accurate to inaccurate FOK judgments, and
showed activation in a left hemisphere network of frontal and temporal cortical
regions, including the medial and lateral frontal cortex, the hippocampus and para-
hippocampal gyrus, and themiddle temporal gyrus. However, some areas in the right
frontal cortex were also active, specifically the inferior frontal gyrus and the ACC.

Although Schnyer et al. [74] showed significant differences in activation for
accurate and inaccurate FOK, several other studies that have tried to examine the
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full range of accurate and inaccurate FOK responses have not shown any signif-
icant differences [19, 32]. Indeed, when comparing High FOKs followed by
correct recognition (an accurate FOK) to Low FOKs followed by incorrect
recognition (an accurate feeling-of-not-knowing), there was greater activity in the
left middle frontal gyrus [32]. This could explain why many studies that group
different types of accurate FOKs (High FOKs followed by correct recognition and
Low FOKs followed by inaccurate recognition) together and group different types
of inaccurate FOKs together (High FOKs followed by incorrect recognition and
Low FOK followed by correct recognition) often fail to find differences for
accurate and inaccurate FOK.

12.3.5 Basis of FOK

A critical question that then arises is: on what are people basing these feelings-of-
knowing or feelings-of-not-knowing? The leading hypotheses about how people
make FOK judgments are: (1) cue familiarity (e.g., [53, 67, 78], (2) partial access
to the sought-after information (e.g., [41, 42], or (3) a combination of cue
familiarity and accessibility (e.g., [43]). Cognitive neuroscience research has only
recently started to address these questions, and current evidence suggests that the
mPFC plays a role in assessing accessibility of the retrieved information [74, 75].
Patients with mPFC damage who show impaired FOK, are able to make famil-
iarity-based judgments, thus eliminating cue familiarity as a basis for their deficit
in FOK [75]. More direct evidence comes from an fMRI study that used structural
equation modeling to show that vMPFC activity was related to monitoring the
outputs of retrieval, or content accessibility [74].

Different types of tasks, such as episodic versus semantic memory, appear to lead
to FOK judgments based on different factors. Some participants show deficits in
episodic FOK, but not semantic FOK [86]. Furthermore, evidence from fMRI shows
that although some brain areasmodulate based on level of FOK regardless ofwhether
the information is episodic or semantic, other regions are task-specific [22, 68].
As one might expect, semantic FOKs activated the anterior temporal cortex, which
has been associated with semantic knowledge, whereas strong episodic FOKs acti-
vated the ventral PPC, which is known to be involved in episodic retrieval [22],
suggesting that the basis of FOK is task-sensitive. Broadly, this highlights the need to
consider the bases of the FOK judgment across different studies.

12.4 Retrospective Confidence Judgments

Retrospective confidence judgments (RCJs) differ from prospective JOLs and FOKs,
in that they require assessing one’s confidence after recall or recognition. In neu-
roimaging, recognition tasks are more commonly used because of challenges in
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collecting verbal responses, so we will mainly focus on RCJs associated with rec-
ognition. Experimental tasks measure confidence by asking the participant to judge
how confident they are in their recognition judgments, and either simultaneously
with the recognition judgment (e.g., ‘‘sure old’’, [39, 40, 56]), or in a two-step process
by asking the participant to rate their confidence immediately following a retrieval
task [17–19]. Confidence judgments have been used outside of metamemory
research, and have often been used in memory studies to assess the strength of
the memory trace (e.g., [88]), or to separate recollection and familiarity (e.g.,
[66, 95, 97]). Although those studies are informative, their focus tends to make them
difficult to interpret in terms of metamemory. Therefore, we have confined our
review to studies that have a specific focus on confidence in recognition memory.

12.4.1 RCJs are Separable from Memory

Behavioral research shows that confidence and accuracy may be based on partially
overlapping information (for review, see Busey et al. [14]), and are often posi-
tively correlated [46, 88, 95], raising the question of whether confidence and
accuracy are separable. However, in several circumstances people report high
confidence in memories that have never happened [47, 59, 70, 72]. Therefore,
memory confidence and memory accuracy must rely, at least partly, on different
information, and have different neural substrates.

The most direct evidence that recognition and confidence judgments are dif-
ferent processes comes from fMRI studies comparing these two tasks (Table 12.1).
Compared to recognition, there was greater activity in bilateral PPC, insula,
bilateral PFC, posterior cingulate cortex (PCC), and the right OFC during confi-
dence judgments [17, 19]. These are similar to the ‘‘default network’’ [64] regions
that were also involved in making FOK judgments.

Given that the fMRI studies highlight the parietal cortex in RCJs, a critical
question is whether patients with lesions to the parietal cortex exhibit a dissoci-
ation between memory and metamemory. There is some anecdotal [21] and
experimental [83] evidence that patients with parietal lesions may have impair-
ments in retrospective confidence despite little or no impairment in memory tasks
[8, 21, 82]. Experimentally, one parietal lesion patient, SM, showed lower
conscious recollection rates compared to controls, using the ‘‘remember/know’’
paradigm [21]. From this finding, it is unclear whether this is a deficit in recol-
lection or in the subjective experience associated with remembering. Anecdotal
evidence from this patient suggests it is related to her subjective experience
because (1) SM complained that she did not feel like she knew where her mem-
ories came from, (2) SM could not assess her confidence for the memories she
retrieved, and (3) SM second-guessed many accurate recognition judgments, often
asking for feedback on whether she was right or wrong.

In a study designed to tease apart recollection and subjective confidence, Simons
et al. [83] showed a dissociation in memory accuracy and memory confidence in
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patients with parietal lesions. Across three experiments, patients and controls
completed (1) old/new item recognition tasks with confidence judgments, and
(2) source recollection tasks with confidence judgments. Patients with parietal
lesions had significantly decreased confidence ratings compared to controls in the
source recollection task, yet patients and controls had similar accuracy in their
source judgments. Consistent with the idea that the parietal cortex is critical in
subjective aspects of memory, such as confidence, TMS to the inferior parietal
cortex showed a greater effect on subjective than objective memory performance
[79]. Further brain stimulation studies that investigate the role of the frontal and
parietal cortices in subjective confidence provide a promising avenue to investigate
some of these issues further.

12.4.2 Regions that Modulate Based on the Subjective

Confidence Level Expressed

In addition to understanding which brain regions are involved in the process of
confidence assessment, it is also critical to know which brain regions modulate
based on the subjective level of confidence expressed (Table 12.1). This includes
understanding which regions show greater activity for high compared to low
confidence responses, and which ones show greater activity for low compared to
high confidence responses.

Similar to other metamemory judgments, regions in the PFC have been shown to
modulate by the level of confidence expressed. However, unlike the other judg-
ments, there is typically more prefrontal activity with lower levels of confidence
[18, 26, 28]. Early work, using a single step design, implicated the lateral PFC with
increased monitoring because there was greater activity in the right DLPFC for low
confidence correct compared to high confidence correct item recognition judg-
ments, regardless of whether the item was judged old or new [28]. Consistent with
this, source memory paradigms have also shown greater activation in the VLPFC
for low compared to high confidence recognition [26], and there were also greater
evoked potentials (FN400) during low confidence than high confidence RCJs over
the lateral PFC [93]. The previous studies were limited in that they examined only
correct responses and used simultaneous confidence and recognition tasks, but
Chua et al. [18] showed greater activity in the DLPFC, VLPFC, and ACC for low
compared to high confidence responses for both correct and incorrect recognition in
a two step judgment. Thus, these studies largely relate the PFC to low confidence
recognition, a condition which is thought to require greater monitoring.

The PPC also plays an important role in signaling the subjective level of confi-
dence expressed, and fMRI studies have indicated that superior and inferior parietal
regions may play different roles in the way they signal subjective memory confi-
dence (e.g., [18, 39]). Greater activity for high compared to low confidence in the
inferior parietal cortex has been shown when individuals make separate confidence
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judgments [17], for true and false recognition [39], for hits and correct rejections
[40], and for item and source memory [26]. In contrast, many of these studies have
also shown greater activity in the superior parietal cortex for low compared to high
confidence. Similarly, this holds true for studies of true recognition [39], item and
source memory [26], for hits, misses, false alarms, and correct rejections [56], and
hits and correct rejections [40]. Although there have been many consistencies, it is
worth noting that the opposite patterns have been shown [18]. One interpretation of
the typical inferior/superior distinction is that the parietal cortex is sensitive to the
strength of memories. Differences that stray from these findings may reflect cases
when individuals are using factors other than memory strength to make their
confidence judgments. Future studies that manipulate the basis of the confidence
judgment could shed light on some of these issues.

12.4.3 Basis of Recognition Confidence Judgments

Few neuroimaging studies have directly investigated confidence judgments based
on different sources of information (e.g., memory strength vs. inferential processing;
episodic vs. semantic; true vs. false recognition). Although there are many simi-
larities in the regions that modulate by subjective confidence, the differences may
reflect different bases for the confidence judgments. Kim and Cabeza [39] compared
high and low confidence in memory for situations that were presumably based on
different information: true and false recognition. False recognition in this paradigm
relied on gist representations, thus allowing examination of high confidence false
recognition when specific details of the remembered item are not present, which can
then be compared to true recognition. For true recognition, frontal and parietal
regions were significantly more activated for low confidence than high confidence
responses, while medial temporal regions were significantly more activated for high
confidence than low confidence responses. Conversely, for false recognition, medial
temporal regions were significantly more activated for low confidence than high
confidence, whereas frontal and parietal regions were significantly more activated
during high confidence than low confidence [39]. Thus, patterns of activation
associated with high and low confidence are related to the basis for those judgments.

12.4.4 Accuracy of the Confidence judgments

An outstanding issue is whether there are brain regions that contribute to accurate
RCJs (i.e., confidence judgments that are congruent with memory accuracy).
Because individuals vary in how well their confidence predicts their accuracy, we
can correlate brain activity with the ability to make accurate confidence judgments
(Table 12.1). Yokoyama et al. [94] first compared which regions activated more
for RCJs compared to a control task (i.e., brightness discrimination). Second, they
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examined which voxels within these regions correlated with metamemory accu-
racy, as measured by the Gamma coefficient. The only region whose activity
correlated with accurate metamemory performance was the right frontopolar
cortex, suggesting this specific region is important in accurate self-monitoring.
Although the frontopolar activity correlates across individuals, one necessary
analysis is to compare accurate and inaccurate RCJs at the trial level within
individuals. Thus far, many of these analyses have shown no significant differ-
ences in accurate and inaccurate trials [17–19]. Thus, it may be that variation in
frontal function is related to the ability to make accurate RCJs, rather than
frontopolar cortex being a signal for an accurate judgment.

To summarize, converging evidence from lesion, neuroimaging and electro-
physiology consistently implicate the PFC and PPC duringRCJs. These regions have
various roles in making a confidence judgment, signaling the subjective level of
confidence expressed, and leading to accurate confidence judgments. The prospec-
tive memory tasks discussed earlier mainly centered on prefrontal regions, and RCJs
implicated the parietal cortex as also having an important role in metamemory.
Explicitly comparing the neural substrates of the different tasks may help us eluci-
date the common neural mechanisms supporting the general demands involved in
metamemory, and distinct mechanisms related to specific metamemory tasks.

12.5 Common and Distinct Metamemory Mechanisms

Thus far, we have examined three aspects of the brain mechanisms subserving
three major metamemory tasks [19] by reviewing brain regions that: (1) are
involved in metamemory processes, (2) modulate based on the subjective level of
the judgment, and (3) correlate with metamemory accuracy. Next, we compare
tasks across these three aspects (Tables 12.1 and 12.2).

12.5.1 Metamemory Processes

One hypothesis is that the process of metamemory monitoring, during which an
individual turns his or her focus inward to the contents of memory, is consistent
and reflects a universal component of metamemory. In contrast, it could be that the
metamemory monitoring mechanisms differ depending on the task and the type of
information being monitored.

There is good evidence that metamemory tasks share common processes
(Table 12.1), most directly from comparisons of FOK and RCJ to non-metamemory
tasks [19]. Both FOK and RCJ showed greater activity in the left and right TPJ, left
and right superior temporal gyrus, vmPFC, and PPC, compared to recognition and
attractiveness judgments. There was also consistently less activity in occipital, lat-
eral PFC, and dmPFC during metamemory tasks compared to non-metamemory
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tasks. This indicates that there are commonmechanisms supporting FOK andRCJ. It
is more difficult to compare JOLs to these findings because JOLs are often compared
to encoding, rather than retrieval. However, JOLs have been shown to activate the
mPFC [45]. This provides indirect evidence that JOLs may also engage some of the
same brain regions as other metamemory tasks, but further work is clearly needed.

The pattern of relative activations and deactivations seen when comparing
metamemory monitoring and memory tasks suggests that the common processes of
metamemory consist of shifting toward internal thoughts and away from external
stimuli [19]; (see also Fox and Christoff, this volume). The vmPFC, lateral PPC,
and PCC regions that showed greater activity for metamemory compared to non-
metamemory tasks have previously been characterized as being part of the
‘‘default network’’ [11, 13, 23, 64]. Further characterization of the functions of
the default network has implicated self-related processing, directing attention to
internal processing, and mental simulation [12, 23, 64]. Metamemory is thought to
engage all of these in the sense that it involves self-reflection, directing attention
to internal thoughts and memory representations, and simulating the contents of
memory. Furthermore, the regions that showed relative deactivations for
metamemory compared to non-metamemory—less activation in the occipital
cortex and the lateral prefrontal cortex—are consistent with less attention to the
external environment [20].

In addition to shared mechanisms between metamemory tasks, fMRI has shown
differential activation when directly comparing FOK and RCJ [19]. These likely
reflect that FOK and RCJ are based on different sources of information. For
example, there was greater activity in the left aPFC for RCJ than FOK, and greater
activity in the hippocampus for FOK compared to RCJ [19], likely reflecting
increased memory demands during the FOK task, which has been shown to rely, at
least in part, on partial access to the to-be-retrieved information (e.g., [41]).
Additionally, there was greater activity in the fusiform gyrus, which has been
shown to be active during face processing (e.g., [33]), for FOK compared to RCJ.
This likely reflects that in this paradigm, the cue was a face, and FOK may rely on
cue familiarity (e.g., [53]).

12.5.2 Subjective Levels of the Metamemory Judgment

The next question is whether there are brain regions that modulate based on the
subjective level of the metamemory judgment, regardless of the task. One possi-
bility is that there are regions that signal overall certainty or doubt in one’s
memory, or may reflect that different amounts of monitoring occur under such
conditions of certainty or doubt. However, it is also likely that the subjective
judgment expressed is related to the specific bases of the different metamemory
judgments, and would, therefore, differ across tasks (Table 12.1).

Direct comparisons have shown that different brain regions modulate based on
the level of FOK or RCJ expressed. Chua et al. [19] showed greater activity in
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aVLPFC and aDLPFC for high compared to low FOK judgments. However, there
were no differences based on the level of RCJ in these regions. These differences
likely relate the fact that FOK and RCJ are based on different information.

However, comparisons across studies have suggested that some metamemory
tasks may signal subjective level similarly. The lateral PPC may modulate based
on both the level of FOK (e.g., [36, 49]) and RCJ (e.g., [26, 40, 56]). These effects
may be more apparent in single task metamemory studies, and not in Chua et al.
[19] because of increased power due to increased trial number. Both FOK and
RCJs are given at retrieval and are thought to be based on either partial or full
access to the sought after information. There are currently many theories being
investigated about the role of the PPC in retrieval, some of which are very relevant
to metamemory, including attention to memory, accumulation of mnemonic evi-
dence, and decision making in relation to retrieval (for review, see [92]). Similarly,
comparisons across studies suggest the subjective level expressed for FOK and
JOLs may share common neural correlates in the PFC [19, 34, 36, 45, 49]. For JOL
and FOKs, cue familiarity has been suggested as a shared monitoring process in
JOLs (e.g., [44]) and FOK judgments (e.g., [78]), and the increasing PFC activity
may relate to increasing familiarity (e.g., [96]).

On the whole, extant evidence suggests that there are no brain areas that signal
certainty or doubt across different metamemory tasks. Instead, there are some
commonalities across prospective tasks and across retrieval-based tasks, suggest-
ing that brain regions that signal the subjective level of the judgment are specific to
the basis of the judgment.

12.5.3 Metamemory Accuracy Across Types of Judgments

Anterior frontal regions have been implicated in metamemory accuracy, but these
tend to be medial for JOLs [34] and FOK [55, 74, 75], and more lateral for RCJs
[94] (Table 12.1). Consistent with the medial-lateral distinction, Schnyer et al.
[75] showed that patients with more medial lesions were impaired on FOK, but
intact on RCJ. In contrast, patients with more lateral lesions were impaired at RCJ,
but not FOK [61]. In a study looking at patients with more circumscribed lesions
on multiple metamemory tasks, Modirrousta and Fellows [55] showed that when
patients with mPFC lesions were equated for memory performance with controls,
patients were impaired on FOK, but not on RCJ or global JOLs. Given that the
neuroimaging literature has suggested that trial-by-trial JOLs activate the mPFC,
further work in patients with mPFC lesions on trial-by-trial JOLs is necessary for
determining whether the mPFC is critical for JOLs, and prospective metamemory
in general. Nevertheless, current evidence suggests that the mPFC plays a critical
role in accurate trial-by-trial FOK judgments, and not RCJ, whereas its role in
trial-by-trial JOLs remains unclear.

Broadly speaking, the aPFC seems to be a prime candidate for accurate
metamemory. Current evidence suggests that the aPFC sits at the top of a hierarchy,
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coordinating signals from the DLPFC and VLPFC, making the aPFC ideal for
monitoring and manipulating internally generated information [2, 13, 15], which is
a key aspect of metamemory monitoring. The distinctions between lateral PFC for
RCJ accuracy, and mPFC for JOL and FOK accuracy, most likely stems from the
predictive nature of JOLs and FOKs. Indeed, recent research has suggested that
the mPFC is important in generating predictions [4, 5]. Further research is clearly
needed given the relatively few studies on the cognitive neuroscience of
metamemory. However, the existing evidence suggests that more medial regions of
the anterior prefrontal cortex may play a role in accurate predictions, whereas more
lateral regions of the anterior prefrontal cortex play a role in accurate postdictions
(see also, Fleming and Dolan, this volume).

12.6 Conclusions

The Nelson and Narens [58] model has been extremely useful in providing a
structure for excellent experimental work in cognitive psychology. Now, we are
beginning to be able to understand how metamemory is represented in the brain. In
this chapter, we laid out what we believe to be the critical pieces in understanding
how the brain gives rise to metamemory. First, we must understand what brain
regions are used during the act of engaging in the process of metamemory mon-
itoring. Second, we need to understand which brain regions modulate based on the
subjective level of the metamemory judgment. Third, we need to understand
whether there are brain regions that signal an accurate metamemory judgment.
Bringing these three together, we then need to know how the brain regions
involved in process, level, and accuracy change when judgments are based on
different sources of information. Comparing different metamemory judgments
gives us some leverage on this, but we also need to explain why there may be
different bases for the final judgment within a particular judgment class. We
encourage researchers to expand on our current understanding of metamemory
monitoring processes in the brain at these different levels, as well as aspects of
metamemory related to strategies and other control processes.
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Chapter 13

Metacognitive Facilitation of Spontaneous
Thought Processes: When Metacognition
Helps the Wandering Mind Find Its Way

Kieran C. R. Fox and Kalina Christoff

Abstract Mind wandering (MW) and metacognition may give the impression of
lying at the opposite poles of the spectrum of human cognition. MW involves
undirected, spontaneous thought processes that often occur without our volition
and sometimes despite our intentions. Metacognition, by contrast, involves the
conscious, often intentional monitoring and evaluation of our own mental pro-
cesses and behaviors. The neural correlates of MW and metacognition may also
appear strictly distinct at first, considering the almost exclusive focus on default
network regions’ involvement in MW, in contrast to the emphasis on higher order
prefrontal regions’ role in metacognitive processing. In this chapter, we will argue
that despite the apparent gulf between MW and metacognition, some of the most
intriguing mental phenomena we humans are capable of experiencing involve an
intimate, dynamic interplay between MW and metacognition. According to the
standard view of their interaction, metacognition serves to correct the wandering
mind, suppressing spontaneous thoughts and bringing attention back to more
‘‘worthwhile’’ tasks. In this chapter, we argue that this ‘‘negative’’ or suppressant
view of their interactions represents only a part of the whole picture. Instead, we
outline and discuss three examples of positive, facilitative interactions: creative
thinking, mindfulness meditation, and lucid dreaming (being aware that one is
dreaming while dreaming). We argue that at both the cognitive and neural levels,
these phenomena appear to involve an intricate balance whereby spontaneous
thought is allowed to arise naturally while at the same time accompanied by
metacognitive monitoring of one’s mental content and state of awareness. In ideal
cases, this symbiotic relationship results in metacognition facilitating or opti-
mizing spontaneous thought processes, so that they become more creative, less
intrusive, and more likely to lead to novel conclusion and realizations.
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Sound serious thoughts on worthy subjects […] cannot be conjured up arbitrarily and at
any time. All we can do is to keep the path clear for them […] We need only keep the field
open to sound ideas and they will come. Therefore whenever we have a free moment with
nothing to do, we should not forthwith seize a book, but should for once let our mind
become tranquil, and then in it something good may easily arise.

Arthur Schopenhauer [123], p. 54

13.1 Introduction

Mind wandering (MW) and metacognition may appear to lie at opposite poles of
the spectrum of human cognition. The former calls forth notions of daydreaming,
spontaneous thoughts, perhaps even Freud’s seething unconscious—a stream of
undirected ruminations. In contrast, metacognition, the ability to reflect on and
evaluate our own thoughts and behaviors, is often viewed as a high-level, delib-
erate process, the pinnacle of human thinking and a distinguishing hallmark of our
species.

But could there be any overlap and interplay between the seemingly primitive
flow of spontaneous and undirected musings, and the lofty self-reflective evalua-
tions of metacognition? One standard view is that the brain networks involved in
task-related cognition and in MW operate in an anticorrelated, almost mutually
exclusive fashion [50, 51], but the view expressed by Schopenhauer [123] in the
epigraph above suggests at least one potential overlap: the process of insight, or
creativity. It suggests not only that thoughts and insights arise spontaneously, but
that some (and only some) of these thoughts are sound and good—implying that
self-generated content must subsequently be subjected to critical metacognitive
evaluation.

In this chapter, we will argue that, despite the apparent gulf between MW and
metacognition, some of the most intriguing mental processes human beings are
capable of experiencing involve an intimate, dynamic interplay between ‘‘low-level’’
spontaneous mental processes and ‘‘high-level’’ metacognitive monitoring. What’s
more, recent evidence suggests that evenMW itself, in the absence of metacognitive
awareness, may share neural resources with brain regions traditionally viewed as
metacognitive and executive ([23, 24]; Fig. 13.1b).

We begin with a brief overview of behavioral and cognitive neuroscience
research that has explored these two cognitive processes independently of one
another. We then review the standard view of their interaction, wherein metacog-
nitive monitoring serves to correct the wandering mind, suppressing spontaneous
thoughts and bringing attention back to more ‘‘worthwhile’’ tasks. We argue that
this ‘‘negative’’ (i.e., suppressant) view of their interactions, although important,
represents only a part of the whole picture. We go on to discuss three examples of
positive, facilitative interactions: creative thinking, mindfulness meditation, and
lucid dreaming (being aware that one is dreaming while dreaming).
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The limited scope of this chapter necessitates broadly defined terms. We
therefore use MW in a general sense to refer not only to thoughts that involve
deviation from a particular task, but to all forms of undirected or spontaneous
thought, such as daydreaming or ‘‘zoning out’’ [19]. On the other hand, by
‘‘metacognition’’ or ‘‘metacognitive monitoring’’ we mean the general ‘‘ability
to reflect upon, comment about, and report a variety of mental states… [i.e.,]
cognition about cognition’’ [43]. We use these terms not only in the literal sense
of ‘‘thinking about thinking,’’ but more broadly, to encompass meta-awareness,
meta-attention, and metacognitive judgments about perception and performance.

Fig. 13.1 Brain recruitment during mind wandering. a Mind wandering simultaneously recruits
dorsolateral prefrontal cortex (E), anterior cingulate cortex (A), medial prefrontal cortex (B),
inferior parietal lobule (D), and posterior cingulate cortex (C). b Mind wandering without meta-
awareness, compared to mind wandering with meta-awareness, recruits a number of traditional
metacognitive regions, including RLPFC (F) and RMPFC (E). Numbers indicate stereotactic
coordinates in Montreal Neurological Institute (MNI) space. Reproduced with permission from
Christoff et al. [23, 24]
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13.2 The Cognitive Neuroscience of Spontaneous Thought

Processes

Extensive first-person reports of spontaneous thought and MW go back nearly a
century (e.g., [149]), but it was in the 1960s, 1970s, and 1980s that thorough
explorations of the subjective content of spontaneous thought (typically referred to
then as ‘‘daydreaming’’) began revealing its complex nature (for reviews and
seminal papers, see [6, 25, 47, 80, 132, 133, 131]). Based on these studies of
content, MW mentation was shown to contain elements of fantasy [78, 79, 81], to
be largely audiovisual in terms of sensory content [81], and to be largely based on
memories and pre-existing behavioral repertoires [80, 81]. Studies suggest that
spontaneous thought occupies a large proportion of our mental lives—anywhere
from 30 to 50 % of our waking hours [75, 77, 81].

A number of studies have now examined brain activity during ‘‘rest’’ with
intriguing results. For example, in an early report, Andreasen et al. [3] found that,
compared to a nonmemory task, both autobiographical memory recall and ‘‘rest’’
revealed similar brain activations in numerous regions later found to be part of the
‘‘default mode network’’ (see Table 13.1). When asked what had been going
through their minds at ‘‘rest,’’ subjects regularly reported recollection of memo-
ries, planning for the future, and other thoughts [3]. The study of this ‘‘default
mode’’ of brain function [113], and its relation to MW, was refined over time:
early studies compared blocked periods of ‘‘rest’’ with blocked task periods (e.g.,
[3, 26, 129, 112]); later work made similar comparisons in a trial-by-trial, event-
related fashion (e.g., [23, 24, 148, 127]); and the most recent studies have
examined functional connectivity (temporally correlated activation and deactiva-
tion) across numerous default mode network hubs (e.g., [19, 62]).

Collating data from these three methods has allowed a tentative delineation of
core cortical default mode network regions (Table 13.1; [14]). Researchers have
hypothesized that activation of the posterior cingulate cortex (PCC) and the anterior
medial PFC may reflect the affective, self-relevant nature of spontaneous thoughts

Table 13.1 Core cortical components of the default mode network

Region Approximate brain areas (BA)

Ventromedial prefrontal cortex 24, 10 m/10 r/10 p, 32 ac
Dorsal medial prefrontal cortex 24, 32 ac, 10 p, 9
Posterior cingulate/retrosplenial cortex 29/30, 23/31
Inferior parietal lobule 39, 40
Lateral temporal cortex 21
Hippocampus –
Parahippocampus 35, 36
Entorhinal cortex 28, 34

Key cortical brain structures contributing to human default mode network activity, and poten-
tially to the subjective state of mind wandering/spontaneous thought. Adapted from Buckner et al.
[14]. BA Brodmann area
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[5]. Medial PFC recruitment may also reflect acts of spontaneous mentalizing, i.e.,
imagining the thoughts and intentions of other individuals [138]. The temporopolar
cortex may also contribute to spontaneous mentalizing [138]. By virtue of its
anatomical connectivity with medial temporal lobe (MTL) structures and its role in
autobiographical memory [61], the temporopolar cortex may also participate
in experiencing spontaneously arising memories [26], especially those memories
rich in sensory–perceptual detail [27].

With default mode network regions relatively well-defined, subsequent studies
found that both retrospective [99] and online, trial-by-trial [23, 24] self-reported
MW predicted increased activity in default mode network hubs (as well as other
regions, however—a point to which we will return). Recent work has also found
that self-reported intensity of engagement in internally directed thought predicted
higher activation in default mode network hubs [148], and that self-reported fre-
quency of thoughts about the past and future predicted the strength of functional
connectivity between default mode network regions in MTL memory structures
and in other default mode network parietal regions [5]. Taken together, first-person
reports have provided a wealth of information about the subjective content of
spontaneous thoughts and have tied spontaneous thought to activation of, and
functional connectivity within, default mode network regions.

We stress, however, that default mode network activity and spontaneous
thought are not merely the objective and subjective aspects (respectively) of a
single phenomenon (see also [20]). Though we agree that there is now fairly strong
evidence linking MW to recruitment of key default mode network regions
(reviewed in [19]), several caveats are in order. Numerous studies noted above
have used an a priori region of interest approach, which presupposes a link
between the default mode network and MW, and often precludes looking at
regions outside the default mode network; others have found activation of
numerous regions beyond the default mode network during MW, including tra-
ditionally ‘‘metacognitive’’ regions like RLPFC and DLPFC ([23, 24, 99];
Fig. 13.1). Furthermore, multiple forms and definitions of spontaneous thought can
be delineated [19]. Thus, although we use default mode network regions
(Table 13.1) as a neuromarker for MW-related processes throughout the remainder
of this chapter, we do so not out of certainty about the exclusivity of this rela-
tionship, but rather out of uncertainty about MW’s true neural correlates. It should
be emphasized that present evidence suggests [23, 24, 26, 99], and we suspect
future work to confirm, that many brain regions outside the default mode network
are also key neural substrates of spontaneous thought processes.

13.3 The Cognitive Neuroscience of Metacognition

Metacognition comes in many forms, but all tend to share the notion of a second,
‘‘meta’’ level of cognitive processing or awareness that is to some degree disso-
ciable from a primary (or ‘‘object’’) level involving perception, decision making,
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or attention [43]. This meta-level can relate, for example, to one’s sense of the
accuracy of one’s own perceptions; certainty about the accuracy of one’s decisions
or performance; metacognitive evaluation of one’s own ideas and theories; or
meta-awareness of the quality of one’s attention (e.g., focused vs. distracted).

A preliminary understanding of the neural underpinnings of metacognition has
implicated rostrolateral, rostromedial, and dorsolateral prefrontal cortices (RLPFC,
RMPFC, andDLPFC, respectively) in variousmetacognitive abilities [21, 22, 42, 44,
57, 58, 100, 114, 117, 120]. There also seem to be some finer distinctions between the
metacognitive functions carried out by RLPFC, DLPFC and RMPFC [57, 58].
Metacognitive evaluation in the context of ‘‘cognitive’’ tasks, such as working
memory, episodicmemory retrieval, and abstract thought [11, 24, 118, 151] appear to
involve the RLPFC rather than RMPFC. On the other hand, reflecting upon one’s
own emotions activates primarily the RMPFC, rather than RLPFC [87, 108, 109].
An alternative, but not mutually exclusive, subdivision between medial and lateral
PFC contributions to metacognitive processing takes into account the temporal
focus of metacognitive judgments: on this view, prospective judgments selectively
recruit RMPFC, whereas retrospective judgments preferentially recruit RLPFC and
DLPFC [42].

A more extended account of metacognition should also involve the anterior
insula as an important center subserving conscious meta-awareness of emotions
and the state of the body [29, 30, 32], and potentially as a key node relaying such
information to higher PFC areas [42]. For example, Farb et al. [38] found a
significant correlation between activation in the insula and lateral prefrontal cor-
tex, including RLPFC, in subjects trained in mindfulness meditation that were
asked to become aware of their thoughts, feelings, and body states (see Sect. 13.5,
below). Consistent with these results, our group found improved self-regulation of
anterior insula activity during a training paradigm that involved meta-awareness of
one’s own mental states, in parallel with improved RLPFC self-regulation based
on real-time fMRI feedback from this region [100].

As with spontaneous thought, we use several regions (Table 13.2) as putative
neuromarkers of the involvement of metacognitive processes, with the caveat that
these areas are of course only a preliminary estimate of the neural structures
central to metacognition, and a necessary simplification for the purposes of this
brief chapter. Throughout, we focus specifically on RLPFC/RMPFC and DLPFC
due to their basically unequivocal involvement in metacognition, but other regions
too, including anterior cingulate cortex (ACC) and anterior insula, are discussed.

Table 13.2 Core cortical regions implicated in metacognition

Region Approximate brain areas (BA)

Anterior prefrontal cortex (RLPFC/RMPFC) 10
Dorsolateral prefrontal cortex (DLPFC) 9/46
Anterior cingulate cortex (ACC) 32/24
Anterior insula 13

BA Brodmann area; RLPFC rostrolateral prefrontal cortex; RMPFC rostromedial prefrontal
cortex
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13.4 Mind Wandering as Illness, Metacognition as Cure

One kind of interaction between metacognition and MW has a corrective function.
This is the case with the primarily suppressive, regulative role metacognition
sometimes plays during goal-directed thought and behavior: it can note MW in the
form of distractions (e.g., thoughts about competing external stimuli) and can
redirect attention to the task at hand [122]. On this view, MW is conceptualized as
an unwelcome detriment to the performance of more worthwhile tasks, and
metacognition as the sentinel guarding against such costly, occasionally even
dangerous, lapses (e.g., [135]).

This ‘‘negative’’ view, which highlights the role of metacognition in the sup-
pression and disengagement from MW, has motivated the majority of research so
far. It has led to a substantial number of studies focusing on the detrimental effects
of MW on performance during a variety of traditional experimental tasks, such as
memory encoding and reading comprehension (for reviews, see [122, 136]). The
tendency to mind wander ‘‘too much,’’ or too much about ‘‘negative’’ subject
matter, has even been linked to clinical pathologies such as depression (reviewed
in [135]) and attention-deficit/hyperactivity disorder (e.g., [128]). Such a negative
view of MW was recently epitomized in a high-profile study whose title simply
declared, ‘‘A wandering mind is an unhappy mind’’1 [77].

This focus has been unfortunate, but understandable given our cultural bias
toward viewing MW as something negative, even pathological. In contrast to the
more desirable pursuit of ‘‘rational’’ thought, MW is often portrayed as undesir-
able—a wasteful mental diversion and potentially dangerous distraction, a ‘‘mere
whimsy without body and without subject’’ [102]—causing motorists to crash their
cars [147], students to disregard their studies [154], and readers to skim over whole
paragraphs before realizing they have absorbed none of the material on the page in
front of them [121].

Overall, our culture values control and effort, and devalues spontaneity and
leisure. Since metacognition is often associated with the former and MW with the
latter, it is no wonder that research has so far been heavily influenced by this
implicit mind-wandering-as-illness, metacognition-as-cure approach. Unfortu-
nately, however, this has left us relatively ignorant of the more positive kinds of
interactions through which metacognition may facilitate and even enhance the
arising of spontaneous thought, thus enabling beneficial outcomes that would not
otherwise be obtained.

1 The empirical evidence presented by this paper in support of its title’s claim is much more
controversial than the title suggests. For example, far more spontaneous thoughts were rated as
emotionally positive (42.5 %) than negative (26.5 %) [77].
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13.5 When Metacognition Helps the Wandering Mind Find

Its Way

Though the ‘‘suppressant’’ MW-metacognition interactions are undoubtedly part of
everyday life, in this chapter we aim to make a step toward redressing the
imbalance of research focus by concentrating, albeit in a preliminary and specu-
lative fashion, on three phenomena—creative thinking, mindfulness meditation,
and lucid dreaming—that we believe represent examples of positive, facilitative
interactions between MW and metacognition (Table 13.3).

13.5.1 Creative Thinking: Metacognitive Evaluation

of Spontaneous Ideation

Creative thinking is a unique mental ability that relies on the skilled engagement of
both deliberate, and spontaneous thought [25]. Often defined in terms of its product,
creativity is the ability to produce ideas that are both novel (original and unique)
and useful (appropriate and meaningful) [13, 54, 140]. In following with this two-
fold definition of the creative product, emphasizing both its novelty and utility,
psychological findings have suggested that creative thought involves two main
components: the generation of new ideas, on the one hand, and the evaluation of any
generated ideas as to their utility and originality, on the other [8, 16, 41, 69, 156].
This dichotomy is also present in subjective accounts by artists of their own creative
process, which they often describe as alternating between rough sketching and
critiquing [33, 49].

Table 13.3 Three examples of mental phenomena during which metacognition may interact
with mind wandering in a positive, facilitative fashion

State Aspects of mind wandering Aspects of metacognition

Creative
thinking

Spontaneous generation of ideas,
imagery, verse, music, solutions,
insights, etc.

Evaluation of the novelty, quality,
utility, and value of self-
generated ideas; monitoring of the
effectiveness of the creative
process

Mindfulness
(‘‘insight’’)
meditation

Arising of spontaneous thoughts;
spontaneous ‘‘chaining’’
(elaboration) of thoughts;
spontaneous emotional reactions

Monitoring the focus and quality of
attention; maintaining a detached,
nonelaborative mental stance

Lucid
dreaming

Spontaneous generation of visual and
auditory imagery, and often a fully
immersive dream world resembling
physical space; spontaneous
construction of narratives, characters
with personalities and motives, and
theory of mind-like judgments

Recognition that the physical self is
actually asleep in bed, and that
the perceived ‘‘physical’’
environment is actually a mental
representation; directing of the
course of the dream and its
imagery (rarely)
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Although somewhat over-simplifying matters, creative evaluation can be seen
as heavily relying on metacognition, while creative generation likely relies on
spontaneous thought processes. With the recognition that, when engaged simul-
taneously, metacognition might inhibit spontaneous generation, the optimal crea-
tive process is often considered to employ metacognitive evaluation and creative
generation sequentially. Although these two components of the creative process
certainly can and do occur in parallel, creating a temporal separation between the
two is known to increase the creativity of outputs [8, 110]—a principle applied in
the practice of ‘‘brainstorming.’’ This iterative generation-evaluation process
parallels the sequential nature of metacognitive judgments of perceptual decision
making, for example confidence judgments about performance on a perceptual
task (see [159]).

The facilitating effects of metacognition on creative generation are not, how-
ever, limited to simply preventing metacognition from occurring simultaneously
with generation. Metacognitive evaluations can also be used to guide future cre-
ative generation efforts in directions that have been identified as novel and useful
during previous evaluation phases [49]. In this way, metacognition can play a
positive, facilitative role in the spontaneous generation of thoughts and ideas
during the creative process.

Traditional metacognitive brain regions, as well as default mode network regions,
are known to be involved in the creative process (for a review, see [20]; also
Table 13.4). The DLPFC and dorsal ACC are known to be activated during a variety
of creative tasks, including piano improvisation, creative story generation, word
association, divergent thinking, fluid analogy formation, insight problem solving and
visual art design [9, 18, 55, 83, 126]. Similarly, enhanced activations in the area of
the inferior parietal lobule (IPL) and lateral temporal cortex (LTC), medial PFC, and
PCC/retrosplenial cortex—three key hubs of the default mode network—have been
observed during divergent thinking tasks, creative story generation, hypothesis
generation, fluid analogy formation, remote associates insight problems, and jazz
improvisation [55, 68, 72, 83, 90]. Recruitment of MTL regions such as the
hippocampus and the parahippocampus are also observed [37, 40, 84].

What are the neural correlates of creative evaluation versus creative generation,
and how do they interact at the neural level? A recent study from our group addressed
these questions directly [37]. It revealed, on the one hand, simultaneous recruitment

Table 13.4 Metacognitive and default mode network regions known to be involved in creative
thinking

Metacognitive brain regions Default mode network regions

DLPFC Medial PFC
Dorsal ACC PCC/retrosplenial cortex
RLPFC IPL/lateral temporal cortex
Anterior insula Medial temporal lobe (hippocampus, parahippocampus)

ACC anterior cingulate cortex; DLPFC dorsolateral prefrontal cortex; IPL inferior parietal lobule;
PCC posterior cingulate cortex; PFC prefrontal cortex; RLPFC rostrolateral prefrontal cortex
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of metacognitive brain regions and default mode network regions during the process
of creative evaluation (Fig. 13.2b). Three metacognitive regions—RLPFC,
RMPFC, and the anterior insula—were specifically identified as being part of
metacognitive creative evaluation, even though they have not been emphasized in
terms of their contribution to the creative process in the literature so far.

On the other hand, the results revealed that the process of creative generation is
preferentially linked to recruitment of the IPL, as well as the hippocampus and
parahippocampus—the two MTL regions that have also been implicated in default
mode network functioning (Fig. 13.2a; see also [14]). The parahippocampus may
form new, or access old, associations that are then recombined by the hippocampus
with other information to construct episodic simulations [119]. Previous studies
have also indirectly linked the MTL to the spontaneous generation of thoughts and
memories, spontaneous re-activation of memories in humans [56], spontaneous
mental processing during rest [10, 26, 139] and including replay of memories
during rest [45, 141]. The associative and spontaneous nature of MTL function
suggests that it may be important for creative thought by facilitating the generation
of novel ideas and associations, as well as the recombination of old ones.

Fig. 13.2 Brain recruitment during the generation and evaluation phases of artistic creativity.
Creative thinking recruits hippocampus, parahippocampus, and IPL during the generation of
ideas (a), and subsequently involves activation of DLPFC, RLPFC, MPFC, and PCC during
noetic metacognitive evaluation of one’s own thoughts (b). Numbers indicate stereotactic
coordinates in Montreal Neurological Institute (MNI) space. A-INS anterior insula; CBL
cerebellum; DACC dorsal anterior cingulate cortex; DLPFC dorsolateral prefrontal cortex; HPC
hippocampus; IPL inferior parietal lobule; MPFC medial prefrontal cortex; PCC posterior
cingulate cortex; PHC parahippocampus; PMA premotor area; PREC precuneus; RLPFC
rostrolateral prefrontal cortex; TPC temporopolar cortex; TPJ temporoparietal junction.
Reproduced with permission from Ellamil et al. [37]
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In addition to being co-activated during creative evaluation, metacognitive and
default mode network regions also exhibited positive functional connectivity
during the creative process (Fig. 13.3). This finding provides specific neural evi-
dence for the existence of temporally coupled, possibly facilitative interactions
between these two networks in the process of creative evaluation.

How might metacognition facilitate spontaneous thought during the creative
process? First, low levels of metacognitive control during the generation phase
may enable an associative mode of information processing that facilitates and
ensures the generation of novel ideas [67]. This may allow access to more diverse,
non-obvious pieces of information to combine and use as building blocks for novel
ideas, or more comprehensive and unusual connections [150]. Second, metacog-
nitive evaluation of already-generated ideas during the evaluation phase may
assign positive cognitive and emotional associations to those ideas or directions of
creative thought. These positive associations may then be used during subsequent
generation phases in order to guide the further generation of novel ideas. Signif-
icantly, the metacognitive regions involved in creative evaluation are not limited
to strictly cognitive metacognition regions, but also include self- and emotional
evaluative regions such the medial PFC and the anterior insula, suggesting the
potential importance of affective and visceroceptive forms of evaluative process-
ing during creative thought.

Fig. 13.3 Functional connectivity between metacognitive and default mode network regions
during the evaluation phase of creative thinking. Functional connectivity analyses using seed
regions in (a) dorsal ACC and (b) right DLPFC (indicated by green arrows) reveal strong positive
temporal correlations of activity between default mode network and metacognitive brain regions.
DACC dorsal anterior cingulate cortex; DLPFC dorsolateral prefrontal cortex; MPFC medial
prefrontal cortex; PCC posterior cingulate cortex; PREC precuneus; TPJ temporoparietal
junction. Reproduced with permission from Ellamil et al. [37]
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In summary, during creative thinking metacognition appears to facilitate
spontaneous thought by first being selectively attenuated during generation phases
in order to ‘‘make way’’ for spontaneous thoughts to emerge, and second, by being
used during the evaluation phase to identify fruitful directions toward which the
generation of spontaneous thought can be directed in subsequent generation
phases. One positive outcome of these facilitative interactions may be the arrival at
novel conclusions, solutions, and insights that may not otherwise be reached by
MW alone, without the positive evaluation and facilitation from meta-awareness.

13.5.2 Mindfulness Meditation as Meta-Awareness of Mind

Wandering

Meditation can be thought of as a broad set of mental techniques for focusing and
training attention, regulating emotion, enhancing awareness of the body, and
various other processes [96, 134]. A crucial component of meditation is a per-
sistent metacognitive monitoring of one’s progress in, and execution of, the
practices. At the same time, the arising of spontaneous thoughts is a virtually
universal experience among practitioners of meditation [60, 145]. In contrast to
creative thinking, where spontaneous thought generation and metacognitive
evaluation are ideally separated in time, during meditation the two processes
ideally occur simultaneously, so that metacognition is present in parallel with any
spontaneously arising thoughts.

Two broad strategies can be delineated in response to MW during meditation
practice, both of which involve metacognitive monitoring. One common technique
involves the simple focusing of attention on the sensations associated with res-
piration—typically, to the exclusion of all else. The practitioner must also monitor
the effectiveness with which they are maintaining attentional stability: laxity (e.g.,
drowsiness or lack of focus) and outright lapses (e.g., MW) are to be not only
noticed, but usually corrected for as well [91]. That is, not only should attention be
sustained on a single object, but meta-attention must also be continuously
employed [2, 145] during such a ‘‘focused attention’’ meditation [96]. In focused
attention meditation, the role of metacognition is in noticing lapses of attention,
and then redirecting focus to a chosen object. As such, it strongly resembles the
negative, ‘‘suppressant’’ MW-metacognition interaction discussed above.

A second strategy releases the meditator from the need for a single object of
focus during practice. Instead, the practitioner maintains an open attentional
stance: they neither give preference to, nor attempt suppression of, any stimulus
that arises, be it incoming sensation or internal thoughts and emotions. Commonly
referred to as ‘‘mindfulness’’ [73], ‘‘open monitoring’’ [96], or ‘‘Insight’’ medi-
tation [88], this practice involves a nonreactive, nonjudgmental, nonelaborative
mental stance, during which any object of attention is acceptable so long as
metacognitive monitoring of one’s stream of thought and emotional reactions is
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continuously maintained. In contrast to focused attention meditation, during
mindfulness meditation the role of metacognition is to maintain detachment from,
or restrain elaboration of, thoughts and sensory input, and further to regulate
arousal so that one does not become over-involved emotionally [73, 91, 96].

Neuroimaging studies of mindfulness meditation have often shown greater
activations in both default mode network and metacognitive brain regions
(Table 13.5). The former include greater recruitment during mindfulness of PCC
[70], IPL [38] and the hippocampal formation [92]. Activations in metacognitive
regions include results in RLPFC [98, 115] and DLPFC [38, 98]. There are
exceptions to this trend, however, with some studies showing default mode net-
work or metacognitive region deactivation during mindfulness meditation (e.g.,
[38, 70]). As noted above (Sect. 13.3), the insula has been hypothesized to play a
role in metacognition [42], and so significant insular cortex activations during
mindfulness meditation are also of interest [38, 53, 95, 98]. Again, there are
exceptions to this observation, too (e.g., [70]).

If meditation practitioners are indeed consistently engaged in metacognitive
monitoring, it is possible that this skill may be trained by its persistent engagement
[97]. Though the evidence to date remains tentative, work by our own group [48]
and others [106, 142] suggests that metacognitive abilities might be enhanced in
long-term meditation practitioners. A persistent engagement of metacognitive
skills alongside attention to spontaneous thoughts is not only consistent with the
functional neuroimaging results discussed above, but would also likely entail a
corresponding reorganization of brain structure. Speaking to this possibility,
numerous studies have now examined brain structure differences in both long-term
meditation practitioners (with thousands of hours of experience) and novices
undergoing short-term training. The subjects come from a wide variety of
contemplative backgrounds, but essentially all have training in some form of
meditation that could be classified as either focused attention or mindfulness.
Among many other intriguing differences in both gray and white matter, across
cortical and subcortical regions (reviewed in [46]), structural heterogeneities in
several default mode network (Table 13.1) and metacognitive (Table 13.2) regions
are salient. In 21 structural neuroimaging studies of meditation to date contrasting
meditators versus controls, several have found structural enhancement of RLPFC
(BA 10) [76, 88, 152], DLPFC [76, 88], and the insula [64, 76, 88, 143]. Default
mode network regions are also consistently altered in meditation practitioners,

Table 13.5 Brain regions activated during mindfulness meditation

Metacognitive brain regions Default mode network brain regions

RLPFC Posterior cingulate cortex
DLPFC Inferior parietal lobule
Insula (anterior) Hippocampal formation

DLPFC dorsolateral prefrontal cortex; RLPFC rostrolateral prefrontal cortex
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including differences in hippocampus [64, 65, 93, 94] and parahippocampus
[76, 89], as well as PCC [65, 66].

We recently conducted a review and meta-analysis of all structural neuroim-
aging studies of meditation. We found meta-analytic clusters of cross-study
structural enhancement in RLPFC (BA 10), ACC, anterior insula, and hippo-
campus (among other regions), suggesting that the structure of metacognitive and
default mode network areas is consistently and significantly altered in relation to
meditation practice [46].

What might be the benefits of such an open, nonjudgmental metacognitive
stance toward spontaneous thought processes? A primary contention in classic
Buddhist thought is that mindfulness meditation leads to a gradual lessening of
one’s identification with passing thoughts and emotions, and thereby to improved
well-being (e.g., [2, 145]). This could prove beneficial in the context of negative,
depressive thoughts, for instance—such mental phenomena could come to be seen
as merely ephemeral experiences, rather than traits that define one’s identity.
Indeed, such metacognitive detachment from self-identification with negative
rumination has been proposed to be a key mechanism underlying the beneficial
effects of mindfulness meditation for clinical disorders such as depression and
anxiety [28, 144].

A related possibility is that of decreased automaticity in the associations among
spontaneous thoughts: although the incidence of spontaneous thoughts per se
might not decrease with mindfulness practice, an open, nonjudgmental metacog-
nitive stance might reduce the ‘‘chaining’’ or elaboration of the thoughts that do
arise. Reduced elaboration of habitual cognitive and emotional associations might
then allow for greater cognitive-emotional flexibility and novel, more adaptive,
behavioral responses (e.g., [103]). Furthermore, some spontaneous thoughts—
especially those previously judged to be of negative or of a personally ‘‘unac-
ceptable’’ nature—may be suppressed before they reach awareness through a
habitual elaborative process that may over time become automatic. The emotional
sequelae of those ‘‘unconscious’’ thoughts may affect mood negatively and without
the person’s awareness. By maintaining an open, nonjudgmental metacognitive
mindset, meta-awareness during mindfulness meditation may therefore enable
such habitually suppressed thoughts and their emotional consequences to come
more fully into conscious awareness, allowing increased insight into the func-
tioning of one’s own mind and a greater flexibility in directing mental activity
toward personally beneficial goals.

In summary, mindfulness meditation is a unique phenomenon during which
brain regions associated with both MW and metacognition appear to be activated,
and during which metacognition may occur simultaneously with MW, facilitating
the emergence of spontaneous thoughts that may otherwise not reach awareness.
This process may enable the meditator to reach new realizations and conclusions
and may allow for improved behavioral and mental flexibility.
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13.5.3 Lucid Dreaming: Meta-Awareness of the Dream State

Lucid dreaming is perhaps the least researched and most elusive of our examples
of potential facilitative interactions between metacognition and spontaneous
thought. This seemingly paradoxical phenomenon, wherein one is aware that one
is dreaming while in the dream state (and can in some cases direct the dream’s
course and content), has fascinated humanity for millennia. Ancient written
records from both the East and West have elaborated on the notion of lucid
dreaming: the Indian scriptures known as the Upanishads [111], for instance,
discuss the possibility of maintaining conscious awareness throughout the sleep
cycle; Aristotle in his writings on sleep and dreaming [52] noted that, ‘‘Often when
one is asleep, there is something in consciousness which declares that what then
presents itself is but a dream;’’ and archaic Tibetan Buddhist meditation practice
manuals [59, 157] discuss methods of attaining, and beneficial effects of, dream
lucidity at length.

As lucid dreaming involves meta-awareness of the true state of the physical self
(asleep in bed), as well as recognition that the apparent dreamworld is in fact a
projection of the self, it can be considered a form of autonoetic (i.e., self- as
opposed to perception-focused) metacognition [74, 101]. But is regular (nonlucid)
dreaming a form of spontaneous thought? In a recent review and meta-analysis of
the subjective content and neural basis of dreaming, we argue that it likely is [47].
First, the subjective reports from daytime MW and nighttime dreams overlap
considerably in terms of sensory content, bizarreness, emotionality, and so on.
Second, brain activations during dreaming (compared to waking) show a pattern
highly similar to that of the resting state/default mode network [47]. The combined
neurophysiological and experiential evidence has led us to propose that nighttime
dreaming can be considered as a more intense and immersive version of waking
MW or daydreaming [47]. Interestingly, compared to waking rest, nonlucid
dreaming typically involves the deactivation of prefrontal cortical regions involved
in executive control and metacognitive monitoring, including DLPFC [47, 63,
105], which may explain the lack of meta-awareness during regular dreaming.

If dreaming is an even more immersive form of MW, can the light of meta-
cognitive awareness still penetrate to such depths? Paralleling the ancient accounts
mentioned above, some contemporary researchers argue that indeed it can (e.g.,
[12, 159]), but lucid dreaming continues to meet with considerable skepticism. As
the voluntary musculature of the body is paralyzed during rapid eye movement
(REM) sleep, when lucid dreaming has been assumed to take place, communi-
cating one’s meta-awareness in a verifiable way to outside observers had seemed
impossible. It was eventually noted, however, that voluntary control of the muscles
of the eyes appeared intact, and that observable eye movements during REM
seemed to correlate with direction of gaze in the subjective dream experience
[116]. In the early 1980s, a team at Stanford University published the first
objective evidence of lucid dreaming by using complex, pre-arranged patterns of
eye movements to signal meta-awareness from within verified REM sleep [86].
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Further work found other correspondences between subjective reports of lucid
dreaming activity and various physiological measures, including increased respi-
ration during dreamed speech and greater electromyographic (EMG) activity
during dreamed muscle flexion [39]. Recent work has now complemented these
early results by taking advantage of sophisticated methods combining simulta-
neous electroencephalography (EEG) and fMRI [34].

The latest work has begun to reveal features that distinguish lucid from regular
dreaming at the neural level. A recent study employing EEG found that, compared
to nonlucid dreaming, lucid dreaming showed greater overall coherence levels
across the entire EEG frequency spectrum, as well as greater 40 Hz (c-band)
power localized to frontal and frontolateral regions of the brain [153]. The finding
of high gamma activity is of particular interest, since c-band (*30–70 Hz) syn-
chrony has been argued to be a key neural correlate of conscious awareness, with
the ensuing capacity for self-reflection (e.g., [31]).

Localization of EEG signals to particular cortical areas is contentious, however,
and the gold standard for studying lucid dreaming has long been considered fMRI,
due to this method’s high temporal and spatial resolution. To date only a single
case study of lucid dreaming measured with combined EEG/fMRI has been
reported [35]. The results, though highly tentative, are suggestive: lucid REM
sleep dreaming, as compared to regular REM dreaming, showed higher activation
in numerous cortical regions [35]. Most relevant to the present discussion were
activity increases in right DLPFC as well as bilateral RLPFC, both of which have
been strongly linked to metacognitive awareness (see Sect. 13.3). Their increased
activity was therefore argued to be the basis of the heightened self-reflective
awareness present during lucid dreaming [35] (Fig. 13.4).

But to what end does one engage metacognition during dreaming? The reasons
are many and varied. Ancient Tibetan Buddhist texts, for example, view lucid
dreaming as a chance to practice deep meditation, and as an aid to understanding
the impermanent, partially mind-constructed nature of the waking, physical world
[59, 158]. Professional athletes have attempted to use lucid dreaming as an
opportunity to rehearse demanding or possibly dangerous physical activities
[85]—in line with fairly ample evidence that mental practice, including dreaming
of recently learned skills [157], improves actual performance (reviewed in [36]).

Others view lucid dreaming as a potential adjunct to psychotherapy [146].
Many regular (nonlucid) dreams are characterized by negative emotion [107, 124],
and intriguingly, the attainment of lucidity is frequently triggered by nightmares
[125]. Metacognitive awareness in dreams, then, may also serve to attenuate the
high levels of fear and negative emotion in dreams or nightmares [125], while at
the same time facilitating the continuation of the spontaneous dream mentation
that would otherwise abruptly end if intense negative emotion led to sudden
awakening.

Though the cognitive neuroscience of lucid dreaming remains in its infancy, the
preliminary work outlined above suggests an intriguing cognitive state that
demands rigorous and extensive research. Much work will be required to further
understand how immersion in a spontaneously generated, immersive dream world
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can be simultaneously accompanied by metacognitive awareness of the illusory,
self-generated nature of one’s perceptions and experiences. Just as important will
be research into the putative benefits of lucid dreaming, including the potential for
mental training, and cultivation of positive emotions and experiences.

13.6 Conclusions and Some Remaining Questions

In this chapter, we focused on the contrast between suppressive and facilitative
interactions between metacognition and MW in order to bring more attention to
the usually overlooked positive effects of metacognition during MW. But a
number of questions still remain: Could the suppressive and facilitative interac-
tions be simply flip sides of the same coin—that of selective pressures exerted by
metacognition on spontaneously generated mental contents? Is continuous meta-
cognition, occurring in parallel with the stream of consciousness, possible—and
indeed desirable? And are there any other examples of human cognition, in
addition to the three we have outlined here, during which there may be positive
interactions between metacognition and MW?

13.6.1 Survival of the Fittest in the Cortical Ecosystem?

Nature’s profligacy is notorious: a single tree may throw millions of seeds to the
wind on the off chance that but one will find fertile ground. So long as slight
variations characterize individual units, however, the high cost of such extrava-
gance may conceivably be justified by the immense reward of a single success
perpetuating the individual, and possibly the species.

Fig. 13.4 Brain recruitment during lucid dreaming. Lucid dreaming involves simultaneous
recruitment of default mode network and metacognitive regions, including rostrolateral (RLPFC)
and dorsolateral prefrontal cortex (DLPFC), as well as medial prefrontal cortex (MPFC), inferior
parietal lobule (IPL), and posterior cingulate cortex (PCC). Modified and reproduced with
permission from Dresler et al. [35]
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Could the human brain function in a similar fashion, generating an unending
array of ideas, plans, and solutions, in order that a single triumph might justify
hundreds, perhaps thousands, of failures and mere fantasies? Could metacognition
serve to decide among these innumerable ideas and thoughts, and judge their value
or utility? This framework was most famously applied by Donald T. Campbell to
scientific and artistic creativity, as well as problem solving generally [16, 17, 130].
Campbell’s ‘‘selectionist’’ theory of creativity retains enormous influence today.
He considered spontaneous thoughts as quasi-random variation of pre-existing
ideas and patterns of behavior; metacognitive evaluation as selective pressure; and
long-term memory as the substrate allowing for ‘‘heritability’’ or persistence of
selected variants.

Such ‘‘selectionist’’ accounts are consistent with the kind of facilitative MW-
metacognition interactions we have discussed throughout this chapter, and are
certainly worthy of further investigation (cf. [130]). It is worth noting, however,
that the analogy with evolutionary selection, albeit useful to some degree, may
also obscure other possible facilitative long-term effects that metacognition may
have on the spontaneous generation of thoughts. For example, it is possible that by
positively evaluating certain spontaneously generated ideas, metacognition makes
related ideas more likely to spontaneously arise in the future (as in the case of
creative thought). This kind of interaction may be missed if our understanding is
framed solely in selectionist terms, which emphasize competition between entities
and the ‘‘survival of the fittest.’’ In contrast, when it comes to spontaneously
generated thoughts and ideas, metacognition may enable an active prospective
biasing of certain semantic domains and therefore types of ideas at the neural level,
which may then make it more likely for these types of ideas to be spontaneously
generated in the future. This prospective biasing would need to be examined and
explained in neural rather than evolutionary terms, because of the obvious dif-
ferences in the way biological species and mental ideas are produced.

13.6.2 Is Continuous Metacognition Possible?

A large body of research suggests that ‘‘self-regulation’’—the ability to control
oneself, delay gratification, and maintain vigilance—is a limited resource ([104];
but see also [71]). It seems plausible that a related higher-order skill like meta-
cognitive monitoring is also subject to ‘‘depletion’’ with continued use, although to
our knowledge this remains an unexplored question. As we discuss above, how-
ever, it has been suggested that repeated use during, for example, meditation,
might not just temporarily deplete metacognitive resources, but may also ame-
liorate metacognitive skills such as introspection—at least over the long term
[48, 97]. Relatedly, advanced meditation practitioners have claimed that with a
certain amount of training a qualitative change occurs, after which metacognitive
monitoring is effortless and virtually perpetual—attention can be directed to any
object, for any length of time, without distraction [155]. As noted above with
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respect to creativity, metacognition might be a double-edged sword that, if over-
applied, can interfere with certain processes, such as creative generation. Whether
continuous metacognition is indeed an enviable skill or state remains to us an open
question, then. But the plausibility, and indeed desirability, of a continuous state of
metacognitive monitoring (not only during MW and meditation, but all thoughts
and actions whatsoever) is salient in even the earliest Buddhist writings [2].
Although such claims remain highly speculative from a scientific standpoint, we
consider them intriguing questions that could be addressed by future work.

13.6.3 Other Constructive Interactions Between

Spontaneous Thought and Metacognition

Above we have outlined three processes suggestive of a ‘‘positive’’ or facilitative
interaction between metacognition and spontaneous thought processes, but there
may of course be others as well [4]. Related to creativity, for example, is the
phenomenon of sudden insights or ‘‘Aha’’ moments, during which one is some-
times unaware of the MW process until a ‘‘correct’’ and/or fully formed solution
presents itself spontaneously (e.g., [33, 82]). Such sudden presentations of
apparently pre-evaluated ideation raise the intriguing possibility that high-level
metacognitive evaluation of some kind could also take place semi-unconsciously
(for further discussion see, e.g., [7]). Trial-and-error problem solving presents
another related case, in which a somewhat more focused, albeit still creative and
spontaneous, approach is brought to bear on a particular issue. Here, spontaneous
thought processes might be more closely monitored and guided by metacognition
(than during, say, artistic creativity) in order to avoid immaterial distractions and
ensure a swift solution. Spontaneous musical improvisation (e.g., [90]) seems to be
a related case, wherein the two stages of creative thinking are condensed into one,
and metacognitive evaluation accompanies spontaneous ideation quasi-simulta-
neously. Imagining detailed future situations also appears to recruit a combination
of default mode network and PFC metacognitive areas (e.g., [1]), suggesting that
prospection (thinking about the future) too may involve the spontaneous genera-
tion of scenarios with a simultaneous metacognitive valuation of their likelihood
or utility (see [15], for a review).

13.6.4 Conclusions

Aside from the everyday interaction whereby metacognition quells or helps us
disengage from MW, we have argued here that there are also a number of mental
states during which metacognitive evaluation functions instead to facilitate or
guide spontaneous thought processes toward personally relevant, higher-order
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goals. These may be goals such as artistic or scientific creativity, improved
understanding of a complex problem, insight into the operation of one’s own mind,
or greater flexibility and adaptability of emotional and behavioral responses. We
believe that this ‘‘positive’’ interplay is indicative of some of the most intriguing
mental states we as humans are capable of experiencing. We reviewed evidence
that neuroscientific measures of these states support the notion of interplay
between spontaneous thought and metacognitive judgment or awareness, including
both simultaneous and sequential recruitment of midline default mode network
and metacognitive brain regions, as well as evidence for positive functional
connectivity between the two during processes such as creative thinking. We also
elaborated on some of the possible cognitive mechanisms whereby metacognition
may positively interact with MW, facilitating spontaneous mentation and oppor-
tunities for arriving at conclusions and realizations that may not otherwise be
reached by spontaneous thought processes alone.

Donald Campbell once remarked, ‘‘Mental meandering, mind wandering… is
an essential process. If you are allowing that mentation to be driven by the radio or
the television or other people’s conversations, you are just cutting down on… your
intellectual exploratory time’’ (quoted in [33]). Perhaps it is only with the assis-
tance of metacognition that we can make the best use of our mental meanderings
and help our wandering mind find its way during those highly valuable, and
possibly uniquely human, intellectual explorations.
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Chapter 14

What is the Human Sense of Agency,
and is it Metacognitive?

Valerian Chambon, Elisa Filevich and Patrick Haggard

Abstract Agency refers to an individual’s capacity to initiate and perform
actions, and thus to bring about change, both in their own state, and in the state of
the outside world. The importance of agency in human life cannot be understated.
Social responsibility is built on the principle that there are ‘‘facts’’ of agency, on
which individuals can generally agree. At the individual level, the experience of
agency is considered a crucial part of normal mental life. Abnormal sense of
agency (SoA)—such as in the well-documented ‘‘delusion of control’’—is
recognised as one of the key symptoms of mental disorders. Yet, beyond abnor-
malities of control that pertain to psychiatric conditions, normal SoA can be easily
fooled. Errors in agency attribution and agency experience have received much
attention in recent experimental literature. In everyday life, coincidental con-
junctions between our actions and external events commonly occur. The fact that
the SoA can be over or underestimated, or that judgements of agency can be
wrong, testifies to a significant gap between what individuals think or believe their
control capabilities are, and what these capabilities really are. The ability to
experience these computations as the causes driving and shaping our actions may
account for our ability to correct our behaviours when, precisely, they seem to
escape our control. In this sense, any reliable theory about human agency must
explain how we can sometimes be deluded about our own agency, but also must
account for why we are not deluded all the time. In this chapter, we first identify
which signals may contribute to an SoA, and how they might be integrated. We
will ask whether human cognition of agency is best analysed as an experience or as
an inference. We evaluate the existing data in relation to two contrasting accounts
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for agency, namely prospective versus purely retrospective approaches. We draw
on two major classes of data throughout: psychological data that aims to capture
the experience of agency, and physiological data that aims to identify the neural
basis of this experience. Finally, we will consider whether the human SoA should
really be called ‘metacognitive’. In particular, we directly compare key features of
metacognition of agency with perceptual metacognition.

14.1 What is Agency?

Agency refers to an individual’s capacity to initiate and perform actions, and thus
to bring about change, both in their own state, and in the state of the outside world.
The importance of agency in human life cannot be understated. Societies depend
on the idea that there are ‘‘facts’’ of agency, on which individuals can generally
agree. This allows societies to hold individuals responsible for their own actions
and for their consequences, thus rewarding or punishing the individual for what
they do. Legal responsibility, and payment for labour provide two pervasive
examples.

There are at least two aspects of agency. First, agency is an objective fact,
demonstrated by individuals’ behaviours and the consequences of those behav-
iours. But agency has a first-person component as well: it involves distinct cog-
nitive processes and subjective experience unique to the agent. The experience of
agency is considered a crucial part of normal mental life. Abnormal sense of
agency (SoA)—as in the well-documented ‘‘delusion of control’’—is recognised as
one of the key symptoms of mental disorders. Further, links between SoA and
health and well-being in the general population have been clearly established [7].
Nevertheless, the basis of the SoA is poorly understood.

Here we investigate what aspects of agency, if any, are metacognitive. We do
this by analysing agency into a number of components, and by investigating how
each component is computed in the human brain. We use two major distinctions to
investigate the basis of SoA. First, we distinguish the types of signals contributing
to SoA. This allows us to distinguish prospective SoA based on predictive signals
linked to action intentions, from retrospective SoA based on action outcomes.
Second, we distinguish the types of cognitive processes operating on those signals,
to ask whether agency is best analysed as an experience or as an inference. In each
case, we ask whether the particular component of agency can be considered
metacognitive or not, and why. Finally, we compare the metacognition of agency
with the features of the more widely studied perceptual metacognition.

We will draw on two major classes of data throughout: psychological data that
aims to capture the experience of agency, and neural data that aims to identify the
neural basis of this experience. The ability to experience these computations as the
causes driving and shaping our actions, may account for the ability to correct our
actions when action control is suboptimal. In this sense, any reliable theory about
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human agency must also explain how we can sometimes be deluded about our own
agency, but also must account for why we are not deluded all the time.

To investigate whether SoA is or is not metacognitive, we need a clear defi-
nition of metacognition. Under a wide definition, metacognition is the general
ability to monitor mental states and processes. This monitoring may be explicit or
not. Explicit monitoring leads to meta-representations that allow reflecting upon,
commenting about and reporting on the metal processes. Experience monitoring,
however, may be implicit and may not allow explicit judgements based on first-
order processes. Rather, the operation of the first-order processes is experienced.
The concepts of first and second-order processing are central in current work on
metacognition. Two main approaches have been taken, towards the study of
metacognition. First, in psychophysical tests, experimenters may ask human vol-
unteers to make simple (typically visual) perceptual judgements, and to also report
their confidence on each of their responses [32]. Confidence judgements are
thought to depend on purely internal aspects of the processing of first-order per-
ceptual input signals. A second important body of work has investigated the
relation between knowledge, and ‘‘knowing that you know’’ [42, 43]. In both
cases, second-order processing within the brain itself generates an experience that
can play a functional role in the organism’s mental life and behaviour. In both
cases, the distinguishing feature of metacognition is the presence of an internal,
first-order signal as the content of a second-order representation or process.

Based on this view, we can now consider (a) which signals contribute to
agency, (b) whether SoA is metacognitive in virtue of the nature of those signals,
and why, (c) whether the SoA is similar, or essentially different, from other
metacognitions, given that its 0th-order contents (i.e. actions and outcomes) differ
from the 0th-order contents studied in other well-established areas of metacog-
nition, such as perception (e.g. visual input) and knowledge (e.g. facts about the
world). Addressing these questions must inevitably begin with a clear, analytical
understanding of SoA.

14.2 Experiences of Agency

Agency can be defined from the point of view of an external observer, as it is
related to the objective fact that individuals can make actions, and change their
environment. However, agency also involves distinct cognitions and experiences
on the part of the agent. Following Synofzik et al. [69] we use the term ‘sense of
agency’ (SoA) to refer to the feeling or experience that individuals may have in
relation to their own actions, and to the consequences of their actions, when they
control those actions. We use the term ‘judgement of agency’ (JoA) to refer to an
explicit judgement made by an individual regarding whether they, or another
individual, brought about the action, or the external event. Note that both SoA and
JoA are cognitive constructs rather than external physical facts. To this extent they
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are both subjective, rather than objective, and both can be wrong. For example, an
individual can have an illusion of agency when they in fact are not the agent, as we
will see later. Note also that JoA and SoA are normally related. In particular, an
individual may judge that they are the agent of an event because they have an SoA
with respect to that event. Likewise, and individual may judge they are not the
agent, because they lack an SoA. We return to the relation between SoA and JoA
later in this chapter.

The relationship between SoA and JoA is also important for the organization of
societies. All known human societies depend on attribution of blame, and thus on
individual responsibility for action. That is, societies depend on the idea that there
are facts of agency, on which individuals can generally agree. Third-person
judgements of agency must then have clear and objective truth conditions. How-
ever, agreement about judgements of agency and responsibility is only possible if
individuals’ brains support a subjective experience of agency. Only then will
individuals feel and understand their actions and responsibilities, and accept
society’s third-person judgements of agency. To be useful, judgements of agency
must align both with facts of agency, and with SoA, in most cases, though not
necessarily in all. Therefore, the experience of agency is considered a crucial part
of normal mental life. Abnormal SoA is recognised as one of the key symptoms of
mental disorders, and links between SoA and health and well-being have been
clearly established [7].

Despite this importance, SoA has only recently been addressed within cognitive
science, perhaps because appropriate methods of measurement have been lacking.
In particular, the SoA, as in general the experience of voluntary action, has been
described as ‘thin’ and ‘elusive’. Few psychophysical studies have sought to
identify the factors that influence SoA and JoA.

14.3 Analytic Structure of Agency

14.3.1 Agency Impressionism

As a first step in an experimental analysis of SoA, we should characterise the
experience of agency itself, and consider how it can be measured. On one view,
agency is an atomic experience, and without any internal analytic structure. It is an
impression that individuals directly and authoritatively have in cases where they are
in fact responsible for an external sensory event. We call this view agency impres-
sionism, by analogy with Michotte’s concept of a causal impression [53]. Indeed, it
was classically suggested that a direct impression of one’s own motoric agency
formed the basis for cognition of general causation in the external world [16]. A
principal difficulty for agency impressionism is to explain why, if agency is directly
perceived, illusions and misperceptions of agency may nevertheless occur [76].
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14.3.2 Relational View

An alternative view is based on the relational aspect of agency. The facts of
agency depend on a particular relation between an individual and an event,
expressed by the proposition ‘‘I did that’’. On the relational view, these two
components ‘‘I’’ and ‘‘that’’ remain present in the experience of agency itself. SoA
is not, therefore, an immediate perceptual experience in the same way that a sound
or a smell may be, because it involves a second-level relation between two primary
elements, the agent and the event. Relational theories would view SoA as more
than an atomic percept. Following Hume’s view of causation [39], relations cannot
be perceived directly. Rather, the relational view suggests that the mind supplies
the relation between agent and event, based on the conjunction of the percepts of
the cause (one’s own intentional action), and the effect (the action outcome).

The relational view has two strong merits. First, it explains how SoA can be
generalised, substituted or extrapolated from one case to another. An individual’s
SoA when they switch on a light has much in common with their SoA when they
switch on a radio, or cause some similar event in the outside world. The ‘‘that’’ in
‘‘I did that’’ can be substituted. The agent and action remain the same, though the
outcomes differ, and the feeling of being in control also remains broadly the same.
By the same token, the SoA may be similar when an individual uses their hand or
their head to switch on the light [34]. Similarly, the ‘‘I’’ in ‘‘I did that’’ can be
substituted. One individual’s SoA is assumed to be much like another’s, so that
one can understand another’s SoA by observing the relation between their actions
and subsequent outcomes [25]. The idea of agency as a relation implies that the
key aspects of SoA should remain constant even when the basic content of action
and outcome vary.

Recent experiments broadly confirm the relational view. The effects of time
delays between action and outcome have been particularly extensively studied. In
particular the intentional binding effect [35] reliably shows that actions are per-
ceived as shifted in time towards the outcomes that they cause, while outcomes are
perceived as shifted back in time towards the actions that cause them. This tem-
poral attraction emphasises the temporal contiguity and conjunction between
action and effect [39]. The effect is reduced or absent in cases of involuntary or
passive movement [35]. Equally, when participants make numerical judgements
about the interval between action and effect, their judgements show a perceptual
compression, relative to intervals that begin with equivalent passive movements
[20]. These data provide strong evidence that the relation between action and
outcome is indeed a core component of SoA. They are also consistent with a
broadly Humean associationist account of SoA. There may be no direct experience
of agency over and above the experiences of the action and outcome itself, yet the
mind may associate experiences of actions and outcomes so that they stand in a
characteristic relation to each other. In the next section, we consider the signals
that are related, and how the relation might be computed.
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14.3.3 Signals for Agency

A person who grasps the relation ‘‘I did that’’ must be sensitive to two different
signals, corresponding to the ‘‘I’’ and the ‘‘that’’. This suggests that SoA presupposes
a relation between two quite distinct components, which we call attribution and
instrumentality. Attribution concerns the ‘‘I’’ component. From a signal-processing
point of view, someone who grasps that ‘‘I did that’’ must be capable of discrimi-
nating between themselves and other agents. That is, they must be able to attribute
the outcome to ‘‘I’’, rather than ‘‘you’’, or any other cause. This requires a signal
sensitive to one’s own agency, i.e. some neural event that is present when one is the
agent, and only when one is the agent. In philosophy, the direct, first-person access to
one’s own intentional states provides this signal [61]. In contrast, in neuroscience,
awareness of one’s own intentions remains controversial [29, 45], and the idea of
immunity from error through self-identification has been questioned. Nevertheless,
experimental studies show that self-recognition through active movement is supe-
rior to that with passive movement [71]. Efferent signals—i.e. signals that are sent
from the brain’s motor centres via the spinal cord to the muscles—therefore play an
important role in discriminating ‘‘I’’ from other agents, andmay provide the basis for
attribution aspects of agency. Importantly, errors in agency attribution should then
occur when efferent signals provide little discriminative information about agency,
for example in situations where several people act at once.

Instrumentality refers to the ‘‘that’’ component of ‘‘I did that’’. To have an SoA,
an individual must discriminate between events that she did cause, and events that
she did not. Again, signals regarding one’s intentional actions may play a key role.
To know that ‘‘I did p’’, but ‘‘I did not do q’’, it may be sufficient to have access to
an efferent signal that correlates well with p, and correlates poorly with q. Several
studies have investigated the role of motor identity (i.e. response—stimulus
associations), temporal relations and statistical contingency in the representation
of agency [73]. In some cases, one can cause something to happen despite not
intending to do so. One may even retrospectively acquire an SoA in such cases, by
coming to believe that one had intended to do so. However, these are cases where
SoA is decoupled from facts of agency. The primary task of a metacognitive
account of agency is to deal with how our factual agency is experienced [60].

Interestingly, most previous studies of ‘‘agency’’, focus either on attribution
(‘‘I’’), or on instrumentality (‘‘that’’), but do not clearly distinguish between the
two aspects. This has lead to considerable confusion: often studies of ‘‘agency’’
meet with the reaction ‘‘that’s not what we mean by agency’’. We believe that, in
many cases, this critique should really be translated as ‘‘What does your account of
instrumentality imply for attribution?’’, or ‘‘What does your account of attribution
imply for instrumentality?’’.

The crucial link between attribution and instrumentality is that both depend on
action signals. But a signal-processing approach clearly shows that these signals
can provide information of two different kinds. In computing attribution, efferent
signals are used to discriminate between agents, and can support explicit
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judgements of agency. In computing instrumentality, efferent signals are used to
discriminate between outcomes. Efferent signals provide an SoA relating to some
outcomes, but not others. The implications of this distinction for metacognition are
discussed in Sect. 14.7.

14.4 Computational Models of Agency

14.4.1 Comparator Models

We previously took ‘‘I did that’’ as the cardinal expression of agency. This shows
that agency also implies a specific process of action control (corresponding to
‘‘did’’) that relates these terms. Specifically, agency implies a control mechanism
that has goals, and that controls actions to achieve them. This concept was suc-
cessfully formalised as a comparator model [52, 78]. These models translate
intentions into outcomes, by continually monitoring whether action consequences
occur, or do not occur, as predicted. Though originally formulated as models of
motor control, comparator models have also been increasingly used to explain the
subjective SoA.

Because of their importance in the agency literature, we will present these
models in some detail (see Fig. 14.1). A typical framework comprises two internal
models: an inverse model and a forward model (see [30]). The desired goal is first
fed to the inverse model which selects appropriate motor commands for achieving
the goal. These commands are then executed, by sending them from the brain to
the musculature. At the same time, a copy of the motor commands (‘‘efference
copy’’) is fed to the forward model, which predicts their effects. Thus, the motor
control system can predict the current state of the body in advance of delayed
sensory feedback about the effects of a motor command. This predictive infor-
mation can then be used in two critical comparisons.

First, it can be compared to the desired goal state, to assess whether further
motor commands are required, or whether the action has achieved its goal. Second,
it can be compared to sensory information about actual effects of action. This
second comparison assesses whether sensory information is or is not a predicted
consequence of the current motor command. Crucially, this second comparison
can distinguish self-caused sensory events (reafferences) from external events
(exafferences). Thus, it functions as an agency-detector: no error means ‘‘I did
that’’, while any error signal means ‘‘I didn’t do that’’. On this view, agency can be
attributed by low-level, pre-reflective mechanisms that learn to predict conse-
quences of motor commands [9, 69].

Several studies confirm a role for motor prediction in agency judgement (see
[14] for a review). Introducing a temporal or a spatial transformation between an
action and its visual consequences reduces participants’ sense of control in pro-
portion to the mismatch induced. In one task, participants received distorted visual
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feedback of their hand moving a joystick. When the movement of the virtual hand
did not correspond to the subjects’ movement [23], or when an angular bias was
introduced between the subject’s and the virtual hand’s movement, participants
more readily attributed it to another agent [13, 21, 27, 68]. Note that manipulating
temporal relations between actions and outcomes had similar effects [13, 15, 22,
28, 44, 49].

On comparator accounts, a positive SoA is the default operation when no error
occurs. It is the experiential output of subpersonal processes that mostly run outside
consciousness [69]. Crucially, although SoA relies on real-time motor signals, it
can only be computed after those signals are compared with reafferent (visual,
motor, or proprioceptive) feedback. Thus, a reliable, explicit SoA may only be
formed when reafferent signals become available for matching with intentions.
Thus, one cannot feel agency over any event until that event has been registered and
processed in the brain. Although agency is informed by online signals about motor
guidance and control, it can only be retrospectively attributed [9].

14.4.2 ‘‘Belief-like’’ Models

An alternative model treats agency not as a result of sensorimotor computations,
but as an inference about authorship. Prior thought about an event, and general
predictability of the event boost the experience of agency [3, 48, 63, 75]. This

Fig. 14.1 A computational framework for action. Point A marks a point after movement
selection where conscious awareness of intention might arise. Point B marks an integration of
efference, predicted feedback and sensory information, which might lead to the sense of agency
(adapted from Haggard 2005)
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series of findings strongly suggests that agency does not simply depend on pre-
dictive motor signals. Instead, agency may be based on a general mechanism for
estimating event likelihoods. When prior conscious thought about doing X co-
occurs with X itself, a causal relationship is retrospectively assumed [39]—
between the self and an external event, so that the event is inferred as having been
caused through one’s own will or action [74]. On this view, the experience of
action would be necessarily reconstructed as an output of this secondary, belief-
fixation mechanism. Thus, both belief and comparator models are reconstructive.
Agency attribution, as a way of rationalising our actions and experiences, could
thus primarily depend on conceptual, reflective processes or states—such as ad hoc
theorising about oneself [72] or personal background beliefs [31]—, and not only
on a signals within comparator. Importantly, belief-based models of agency allow
that SoA is a consequence of JoA, rather than a cause.

14.5 Neural Bases of Agency

Reduced SoA following spatial and temporal mismatches between anticipated and
actual action consequences is associated with increased activation in the angular
gyrus (AG, [21–23]. Activation of AG should code for feelings of non-agency

under ambiguous experience, rather than for positive self-agency experience [56].

The cerebellum may also signal discrepancies between predicted and actual sen-

sory consequences of movements [5, 6, 59]. Other candidates for the comparator

role have also been suggested, including premotor cortex [18, 19]. Interestingly,

the opposite pattern of activation has been observed in the insula. Insula activation

is positively correlated with control felt by subjects over visual consequences of

their action [21]. However, this activation has also been interpreted as related to

sense of body ownership, rather than agency [70].

By contrast, the belief-like account of agency might recruit higher cortical

centres such as the prefrontal cortex (PFC), which provide conscious monitoring

[67] rather than sensorimotor integration. Specifically, the dorsal lateral part of the

PFC has been implicated in conflict monitoring and detection such as between

intention and sensory outcome (e.g. [24, 66]). The supplementary and pre-sup-

plementary motor areas might also be recruited when motor intention matches

with a sensory feedback, to give rise to the intentional binding, mentioned before

[56]. Finally, the interplay between these medial frontal areas and the PFC may be

crucial for SoA. On one view, mismatches in cases of non-agency detected by AG

are transmitted to PFC where alternative accounts of agency would be computed

retrospectively (see [59]).

We may ask whether comparator models and belief models are truly meta-

cognitive. That is, are judgements of agency generated by second-order processes

that process purely internal signals? In the case of comparator models, the answer

is a clear ‘yes’: the model is based on an efference copy and an internal predictor

that operates in advance of action itself. If a signal that roughly corresponds to an
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internal intention contributes to SoA or JoA, then these states are, at least partly,
metacognitive. However, it is much harder to prove that any particular JoA cru-
cially depends on these internal signals. In particular, the internal signals are
highly correlated with signals provided by the sensorimotor action itself. Thus,
alternative, non-metacognitive accounts based on reconstructive inference from
non-internal signals are always available. For example, if I judge that I switched
on the light, the comparator model would view the judgement as driven by an
efferent signal corresponding to the intention to switch on the light. However, the
same judgement could also be an inference or assumption that one had switched on
the light, driven by one’s knowledge that it was dark, one’s first-level experience
that one’s hand is touching the light switch, and one’s first-level experience that
the lights have come on [74].

Belief-like models need not be metacognitive. As the above example of the
light switch shows, the belief model might begin with a ‘‘prior conscious thought’’
that it is dark. Somatosensory feedback from the hand on the switch, and visual
feedback from the lights coming on are then sufficient to infer agency. This
inference then leads to reconstruction of a first-person, explicit, judgement of
agency. This judgement need not be related to first-order internal processes. Thus,
previous studies linked to comparator and belief models provide only modest
support for the view of agency as a form of metacognition.

In our view, only one class of evidence conclusively demonstrates that SoA is
based on the internal efferent signals of the comparator model. Patients with
anosognosia for hemiplegia [4] report an SoA over actions which they are, in fact,
unable to make because of paralysis. This experience appears to be driven the
internal signal corresponding to the intention to act [33]. Because of deficient
feedback-based monitoring due to the lesion, this signal is sufficient to generate an
SoA in the patients [26].

In addition to evidence from patient populations, we consider an alternative,
more recent class of evidence from studies in healthy volunteers in the Sect. 14.6.

14.6 Beyond Comparators: Experiential Metacognition

of Agency

14.6.1 Action Selection Contributes to Feelings of Control

Previous studies have shown that judgements of agency tend to be related to how
participants think that they perform in a task [51]. Similarly, errors in task per-
formance may lead to a feeling of something dysfluent during the task, without any
explicit awareness of an error, and without ability to explicitly report the error (see
[51]). The term ‘epistemic feeling’ has been coined to describe this subjective,
online, experience of an error [12, 58]. Importantly, these epistemic feelings
strongly influence the SoA, as shown by recent subliminal priming studies.
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We have recently identified a situation where an avowedly internal signal
appears to contribute to the SoA [77]. We showed that the SoA could be modu-
lated by using subliminal priming to affect the fluency of action selection pro-
cesses. Interestingly, this procedure allowed us to manipulate the subjective sense
of control, without manipulating the predictability of action outcomes. We inter-
pret this as an implicit, non-conceptual form of metacognition [9, 58].

In this experiment, participants pressed left or right keys in response to left- or
right-pointing arrow targets. Prior to the target, subliminal left or right arrow
primes were presented, unbeknownst to the subject. Prime arrow directions were
either identical (compatible condition) or opposite (incompatible condition) to the
subsequent target (Fig. 14.2). Responding to the target caused the appearance of a
colour after a jittered delay. The colour patch can thus be considered as the action
outcome. The specific colour shown depended on whether the participant’s action
was compatible or incompatible with the preceding subliminal prime, but did not
depend on the prime identity or the chosen action alternative alone. Unlike pre-
vious studies, therefore, the primes did not predict action effects, nor could any
specific colour be predicted on the basis of the action chosen. Participants rated
how much control they experienced over the different colours at the end of each
block [77].

Analyses of reaction times showed that compatible primes facilitated
responding whereas incompatible primes interfered with response selection. More
importantly, priming also modulated the sense of control over action effects:
participants experienced more control over colours that followed actions com-
patible with the preceding primes than over colours that followed prime-incom-
patible actions. Thus, subliminal priming made action selection processes more or
less fluent, and this modulation of fluency affected the sense of control over action
outcomes.

Fig. 14.2 Schematic of trial procedure and stimuli (cued-choice conditions only). Example trials
from the two possible combinations of the prime-action compatibility (compatible: left panel;
incompatible: right panel). The appearance of the effect was randomly jittered 150, 300 or 450 ms
after the keypress to avoid ceiling effects in perceived control. Adapted from Wenke et al. [77]
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These results have several important cognitive implications. First, they suggest
that the SoA depends strongly on processes of action selection that necessarily
occur before action itself. Second, strong SoA may be associated with fluent,
uncontested action selection. In contrast, conflict between alternative possible
actions, such as that caused by incompatible subliminal priming, may reduce the
feeling of control over action outcomes. Third, this prospective contribution of
action selection processes to SoA is distinct from predicting the outcomes of
action, since action outcomes were equally (un-) predictable for compatible and
incompatible primes. That is, these primes did not prime effects of action as in
previous studies (e.g. [1, 46, 62, 76]). Therefore, participants could not retro-
spectively base their control judgements on match between primes and effects
alone. Rather, their stronger experience of control when primes were compatible
could only be explained by the fluency of action selection—i.e. by a signal
experienced before the action was made, and the effect was displayed.

Finally, participants did not consciously perceive the subliminal primes.
Therefore, participants’ sense of control could not be based on (conscious) beliefs
about the primes. Instead, action priming itself presumably directly influenced the
subjective sense of control. Pacherie [61] (see also [69]) has suggested that action
selection conflict need not necessarily be conscious [57]. Such conflict may elicit
the feeling ‘‘that something is wrong’’, without (necessarily) leading to knowledge
about what is wrong. Wenke et al.’s study shows that subjects can rely on this first-
person, implicit feeling to make judgements about their own control over action
effects.

14.6.2 Dissociating Fluency of Action Selection

from Performance Monitoring

Monitoring fluency signals generated during action selection could therefore be an
important marker for the experience of agency. If so, agency would clearly have a
metacognitive component, because these signals are generated internally by the
process of action selection. However, it is also possible that participants might
have estimated agency based on implicit monitoring of their own performance,
such as their reaction times (RTs). Since RTs are lower on compatibly primed
trials [17, 64, 65], participants would therefore feel more control on compatible
trials, because they respond more rapidly. On this second view, agency would
depend on retrospective monitoring of action execution performance [50], not on
prospective monitoring of premotor fluency signals. Importantly, SoA would have
a metacognitive aspect according to the latter view, but not the former.

To distinguish between these two accounts of sense of control, Chambon and
Haggard [10] used an experimental procedure that dissociated fluency of action
selection from performance monitoring. Specifically, they increased the interval
between mask and target to take advantage of a Negative Compatibility Effect
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(NCE) in priming. Longer mask-target latencies increase RTs following com-
patible primes, relative to incompatible primes [65]. By combining this factor with
Wenke et al.’s design for assessing sense of control, it was possible to directly
compare the contrasting retrospective (performance monitoring) and prospective
(action selection) accounts. Specifically, if sense of agency depends on intentional
fluency, it should be greater when actions are compatibly versus incompatibly
primed, irrespective of whether priming benefits or impairs performance. Alter-
natively, if SoA depends only on performance monitoring, it should be stronger for
rapid versus slower responding, irrespective of whether priming is compatible or
incompatible with the action executed.

Crucially, reversing the normal relationship between prime-target compatibility
and RTs did not alter subjective sense of control. Thus, in compatible NCE trials,
participants experienced stronger control despite slower response times and higher
error rates, compared to incompatible NCE trials. These results suggest that the
feeling of control normally experienced by subjects on compatible trials does not
depend on retrospectively monitoring performance, thereby strengthening the
evidence for a prospective contribution of action selection fluency to SoA.

In both Wenke et al. [77] and Chambon and Haggard [10] experiments, priming
did not influence the actual objective level of control that participants had over the
colours presented after their actions. Indeed, the contingency between action and
colour effect was similar for compatibly primed and incompatibly primed trials. So
the prospective sense of control identified in these experiments is in fact an illusion
of control, since it is not based on differences in the actual statistical relation
between action and effect. In other words, action selection is irrelevant to actual
action/effect contingency, and thus to the agent’s actual ability to drive external
events. However, this prospective sense of control may nevertheless be a conve-
nient proxy for actual control, because we often just know what to do and what
will happen next. In that sense, fluent action selection is generally a good advance
predictor of actual statistical control over the external environment [37]. If pro-
spective agency is a particular conscious experience generated by action pro-
gramming, which we learn to use as a convenient marker of our own factual
agency, it might indeed qualify as a metacognition.

14.6.3 Prospective Agency: Neural Underpinnings

Taken together, these findings suggest that neural activity in action preparation
circuits prospectively informs agency, independent of outcome predictability of
the outcome, and actual performance. Tracking dysfluency in action selection
networks [54, 59] could be the basis for this prospective SoA. Recently, Chambon
and collaborators [11] adapted the prospective agency paradigm for functional
neuroimaging (fMRI). They studied whether the angular gyrus (AG), which has
been shown to compute retrospective agency by monitoring mismatches between
actions and subsequent outcomes [21, 22], may also code for a prospective sense
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of control, by monitoring action selection processes in advance of the action itself,
and independently of action outcomes. This would inform one whether one’s
actions are appropriately following through one’s original intentions. If a dysfl-
uency, or causal break between intention and action occurs, SoA over outcomes
would be reduced.

Again, participants experienced greater control over action effects when the
action was compatibly versus incompatibly primed. More importantly, this pro-
spective contribution of action selection processes to SoA was accounted for by
exchange of signals between specific frontal action selection areas and the parietal
cortex. First, Chambon et al. found that activity in the angular gyrus was sensitive
to mismatches, but not matches, between prime arrow and actual response to the
target arrow. Moreover, this activity due to the prime-target mismatch predicted
the magnitude of subsequent sense of control: for incompatible trials only, activity
in the AG decreased as sense of control over outcomes increased (Fig. 14.3a).
Importantly, this neural coding of non-agency occurred at the time of action
selection only, as in Wenke et al.’s original experiment.

Second, activity in the AG (signalling non-agency) in incompatible trials was
negatively correlated with activity in the dorso-lateral prefrontal area (DLPFC)
(Fig. 14.3b). This pattern of fronto-parietal interaction would reflect contribution
of action selection brain areas to sense of control. Indeed, DLPFC has long been
associated with top-down cognitive control and selection of appropriate responses
according to current instructions or task demands [41, 55]. In particular, a key
control function of DLPFC is to resolve conflicts by allowing responses with
weaker activation levels to gain priority over stronger ones under appropriate
circumstances. In incompatible trials, DLPFC may therefore provide conflict
resolution between action alternatives (i.e. left or right key press), through
reducing activations for incompatibly-primed responses. Since AG activation
negatively correlates with the subjective sense of control in incompatible trials

Fig. 14.3 Parametric interaction of control and compatibility in the angular gyrus (AG). Left AG
is differentially modulated by participants’ control ratings depending on how fluent action
selection is; scale shows t-value. Adapted from Chambon et al. [11]
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only, strong executive contribution of DLPFC to resolve conflict in these trials
would produce a weaker activation of AG, corresponding to a greater sense of
control. Overall, this suggests that AG may monitor signals of conflict resolution
generated during action selection within DLPFC, to prospectively inform sub-
jective judgements of control over action outcomes.

14.7 So is Agency Metacognitive?

Metacognition is a relatively broad term that encompasses a variety of different
processes. These processes all have in common that they are second-order
representations of first-order mental states. The first-order mental states that are
meta-represented can range from simple forms of visual perception, in cases of
perceptual confidence in detection judgements, to knowledge [42], to (perhaps)
agency. The first-order mental processes and states of visual perception are clearly
very different from those of action control, computationally, neutrally and
phenomenally. Could there then be a single second-order process that monitors
them, or does each type of first-level process require its own content-specific
metacognitive monitoring circuit? A common, metacognitive monitoring circuit
for all first-order processes would imply a strongly hierarchical, quasi-homuncular,
cognitive organization. In contrast, independent metacognitive systems would
imply a highly distributed mechanism.

To answer the question of domain-generality versus domain-specificity, we
examine each alleged metacognitive domain in turn, and draw comparisons
between them.

In the case of agency, Miele et al. [54] argue that JoA are metacognitive and
meta-representational for two reasons. First, judgements of agency are conscious,
in contrast to action monitoring and action correction, which may be unconscious
[8]. Second, according to Miele et al., JoA are meta-representational. By this, it is
meant that judgements of agency take first-order action representations as their
content. However, this latter point seems problematic. If judgements of agency are
judgements about ‘‘my actions’’, then Miele et al.’s point stands. However, this
alternative, retrospective, inferential view would not require judgements of agency
to be metacognitive. If judgements of agency were simply narrative explanations
of somatosensory input (‘‘why my body moved’’), then the content is not a first-
level representation of action, but, ultimately, a basic-level somatosensory signal.
The critical distinction seems to be whether internal, efferent signals tag body
movements as being specifically ‘‘my action’’. If they do, then agency is meta-
cognitive. But, if they do not, then agency may not be based on any first-order
mental states, and should therefore not be considered as a metacognitive process.

It has long been argued by ideomotor theorists that retrospective SoA is only
possible because (1) the computations underlying motor control are largely
unconscious, for reasons of cognitive economy, and (2) the consciously available
information regarding action is largely a representation of action effects [38].
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However, we have shown that even ‘‘vague’’ signals such as selection fluency,
which do not produce conscious phenomenology in the conventional sense, can
nevertheless participate in distinctive, first-person experiences, such as SoA. The
results described above show that one can experience the cause of a conflict arising
during action planning/selection even though the cause behind this conflict cannot
be fully represented (or defined, or named, or even accurately identified). In other
words, such conflict may elicit the feeling ‘‘that something is wrong’’, without
(necessarily) leading to awareness or knowledge about what is wrong (see page
331 of this chapter). Similarly, fluent action selection appears to contribute to the
‘‘buzz’’ of agency, because the agent just knows what to do. The vagueness of
these feelings is interesting: because one cannot perfectly, and consciously, rep-
resent what causes this experience of fluency or conflict, the feeling is easily
mistaken for something else. In our case, selection fluency is interpreted or
experienced as real agency, and selection conflict is experienced as reduced
agency.

This aspect of agency experience is clearly metacognitive in the sense that it is
driven by the first-level motor signals associated with planning and selecting an
action. However, the prospective SoA that we have described refers to these
signals in a purely experiential, rather than in a representational, format. Put
differently, SoA is second-order (in the sense that it directed to identifiable first-
level signals), but it is not a second-order representation, because the specific first-
level content does not form part of the second-level phenomenology. In the terms
of Muñoz [58], action selection fluency contributions to prospective agency would
fit better with a ‘‘control’’ theory of metacognition than with a ‘‘meta-represen-
tational’’ theory.

14.7.1 Metacognition of Agency Versus Perceptual

Metacognition

Because metacognition can be so clearly defined in the domain of perception, it is
useful to compare perceptual metacognition and agency metacognition. Muñoz
[58] argued that a second-order (or metacognitive) representation requires ‘‘the
self attribution of a mental concept together with a first-order representation’’. This
is easily operationalised, in the case of perceptual metacognition, by the example
‘‘I know that I see that it rains’’. In this example, seeing that it rains is a first-order
representation of an event in the external world. ‘‘I know that I see’’ is, in turn, the
second-order representation. However, this definition of metacognition will not do
for agency, because of some specific peculiarities of action signals.

First, agency judgements do not directly represent action fluency signals, at
least not in the same way that ‘‘I know that I see’’ represents visual signals. In
particular, action fluency signals lack strong phenomenology [47], and do not form
a clear first-order representation. People commonly act without being fully aware
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of their actions, leading to the textbook observation that action control is often
automatic [12]. In contrast, pace the special case of blindsight, vision often pro-
vides strong phenomenology with clear first-order representational content that can
be monitored, evaluated and described. To summarise, we suggest that basic-level
sensorimotor signals may be processed in either or both of two dissociable ways
(see schematic Fig. 14.4). They may be used by first-level processing for action
monitoring, or by second-level processing for agency judgement. However, these
two routes are independent, and dissociable. Unconscious adjustment of actions
demonstrates the possibility of first-level processing without metacognitive SoA
[8, 40]. Anosognosia for hemiplegia provides an unusual case of SoA for actions
where first-level processing is effectively absent because of primary sensorimotor
damage.

There is therefore a dissociable parallelism between SoA (the ‘first-order’
signal) and JoA (the ‘second-order’ signal). This implies that the two cognitive
processes, namely unconscious movement monitoring and conscious agency
evaluation depend on the same underlying signal, but not on each other. This is
strikingly opposite to what happens in cases of perceptual metacognition, in which
the hierarchically organised second-order process is formed by directly accessing
the first-order process.

Fig. 14.4 Comparison between perceptual metacognition (left panel) and metacognition of
agency (right panel). In metacognition of perception, the first-order processes are thought to be
accessible to hierarchical second-order metarepresentational processes. The key feature of
agency, on the other hand, is the parallel existence of two monitoring processes: A first-order
process of action monitoring, and a second-order process of explicit agency monitoring both
depend on the same zero-th order events, but via dissociable paths. The two paths may contribute
to SoA and to JoA, respectively (see text for full details)
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14.8 Implications

The nature of intentional action and agency are hotly disputed. This may be
because the societal importance of these concepts is so widely recognised. Thus,
individuals are responsible for their own actions, and outcomes of these actions,
before society and before the law. Further, the legal concept of mens rea implies
that individuals consciously intend particular outcomes, and that their actions
realise those intentions. That is, legal responsibility depends on an SoA, which is
present as part of the intentional generation of action, and at the time of controlling
one’s actions. However, this view has recently come under attack from two quite
distinct forms of determinism. First, neurobiological determinism holds that
conscious intentions are not directly controlled by persons, but are rather con-
scious consequences of unconscious neural events in the brain that prepare actions.
Holding people responsible for unconscious, neurobiological events seems at odds
with traditional ideas of ‘free will’ on which legal responsibility is based [36]. A
second, rather different version of determinism is equally problematic for tradi-
tional ideas of legal responsibility. Social-psychological determinism suggests that
people’s ‘voluntary’ behaviour is in fact caused by subtle, often social influences
of which they may be quite unaware [2].

The questions of free will, determinism and agency have been debated many
times. Here, we have identified a prospective aspect of SoA, based on experi-
mental analyses. Therefore, we simply ask, what implications does a prospective
SoA have for the ideas of voluntary action and legal responsibility. First, our work
shows that frontal executive processes for planning action are involved in the SoA.
Our work therefore supports the idea that people are aware of actions and action
outcomes (just) before they act. The neurobiological machinery that underlies
planning and volition can also process action outcomes. On the other hand, our
work clearly shows that this system can be driven by subliminal primes. In that
sense, it is not strictly voluntary, in the sense that intentional action selection is not
truly endogenous, but driven by an external prime.

14.9 Conclusions

To summarise, experimental analyses of responsibility suggest that the sense of
being in control of one’s own actions, and through them the external world, can be
studied experimentally. We have distinguished between attributional and instru-
mental aspects of SoA. Most research to date has focused on neural mechanisms
that match the predicted and actual consequences of action, and these mechanisms
can be used for computing either instrumentality or attribution. These mechanisms
are necessarily reconstructive, since they rely on delayed action consequences. We
have argued that SoA also depends on a prospective aspect, in which fluent
selection between alternative actions in the frontal cortex is monitored by parietal
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mechanisms at the time of action selection itself. A component of agency is
therefore computed in advance of action execution, based on a purely internal
signal. This aspect of agency must, in our view, be metacognitive, but it is an
experiential rather than a judgemental form of agency. Finally, we have suggested
a peculiarity of agency judgement, lacking in perceptual judgement. Specifically,
the ‘automatic’ nature of action processing means that first-level processing of
action signals can occur without second-level, metacognitive, explicit self-attrib-
utive JoA. Thus, voluntary actions are generally accompanied by prospective SoA,
which may be termed metacognitive. People may also make retrospective judge-
ments of agency, which may or may not be metacognitive, depending on whether
they are simply inferences about action events, or depend on internal action sig-
nals. The implications of prospective agency for voluntary control of action and
legal responsibility require future research.
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Chapter 15

Failures of Metacognition and Lack
of Insight in Neuropsychiatric Disorders

Anthony S. David, Nicholas Bedford, Ben Wiffen and James Gilleen

Abstract Lack of insight or unawareness of illness is the hallmark of many
psychiatric disorders, especially schizophrenia (SCZ) and other psychoses, and
could be conceived of as a failure in metacognition. Research in this area in the
mental health field has burgeoned with the development and widespread use of
standard assessment instruments and the mapping out of the clinical and neuropsy-
chological correlates of insight and its loss. There has been a growing appreciation of
the multifaceted nature of the concept and of the different objects of insight such as
the general awareness that one is ill, to more specific metacognitive awareness of
individual symptoms, impairments and performance. This in turn has led to the
notion that insight may show modularity and may fractionate across different
domains and disorders, supported byworkwhich directly comparesmetacognition of
memory deficits and illness awareness in patients with SCZ, Alzheimer’s disease
(AD) and brain injury (BI). The focus of this chapter will be on the varieties of
metacognitive failure in psychiatry, particularly the psychoses.We explore cognitive
models based on self-reflectiveness and their possible social and neurological bases
including data from structural and functionalMRI. Themedial frontal cortex appears
to play an important role in self-appraisal in health and disease.
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Everyone complains of his lack of memory, but nobody of his
want of judgment.

de Rochefoucauld (1613–1680)

15.1 Introduction

The topic of metacognition has had a huge stimulating effect on what might be
termed cognitive neuropsychiatry—that is, the field which, ‘seeks to promote the
study of cognitive processes underlying psychological and behavioural abnor-
malities’. In particular the sorts of abnormalities which have been illuminated
when viewed in the light of metacognition include most notably, autistic deficits
(not considered here) but also psychotic symptoms. In a volume dedicated to
metacognition and severe adult mental disorder, Saxe and Offen [1] described two
meanings for the term in this context. The first they called ‘‘attributive metacog-
nition’’ which concerns the ability to attribute beliefs and desires to oneself and
was seen as a variety of self-knowledge. The second meaning they termed
‘‘strategic metacognition’’, which denotes the ability to monitor and control
ongoing mental activities. The definition continues:

Attributive and strategic metacognition differ from one another both in the objects of
thoughts (beliefs and desires versus mental activities and plans) and actions taken (attri-
bution in the service of explanation versus monitoring in the service of control) p. 14.

The following chapter concentrates on the strategic type of metacognition but a
certain blurring of the boundaries occurs when the outcome of the latter leads to a
revision in the former. For example, monitoring of a cognitive operation may
reveal deficits and impairments which then require a revision in self-knowledge,
specifically the knowledge that one is impaired or ill or in need of help. Similarly,
we may wish to expand the range of ‘objects’ under scrutiny to include not just
mental operations and day-to-day beliefs and desires, but a particular set of beliefs
about the self or personality which presumably change (if at all) at a slower pace.

The terminology used in clinical circles to capture these notions also requires
some comment. In neuropsychiatry, the terms anosognosia, and lack of awareness
are often used synonymously to describe a collection of attitudes and behaviours
directed at one’s illness. Anosognosia may be used to convey lack of awareness of
specific functions seen after brain injury (BI), leading to for example hemiplegia
[2]. In contrast, insight (and occasionally, somewhat colloquially, denial or being in
denial) is typically used to describe the phenomenon in psychiatric disorders, such
as schizophrenia (SCZ), addictions, bipolar disorder and even personality disorders,
and in neurological conditions, such as AD and BI. Here the expressed awareness in
question refers to that of being ill in general and more specifically, the capacity to
judge impairment of, say, memory or social behaviour. It is also applied to
judgements of the content of experiences or symptoms, such as delusions and
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hallucinations, as not being real [3, 4]. Rather than lack of insight being a symptom
in its own right it is more usefully thought of as a relational concept: insight into
something [5]. Broadly, this may encompass stated awareness of an objective,
obvious (physical) deficit such as hemiplegia, or behaviour such as excessive
alcohol intake, through to objects that are verifiable but invisible. One may or may
not have insight into a mental failure or deficit—true metacognition—such as
amnesia. This is different again from objects which are purely subjective experi-
ences such as hallucinations, where the insight concerned may take the form: did I
just hear the voice of my dead mother or was my mind playing tricks on me?

Insight research, particularly in relation to SCZ and the psychoses, has bur-
geoned over the last 20 years with the development of operationalised definitions
and easy to administer rating scales. It was probably the realisation that insight was
not a unitary phenomenon but rather a multidimensional construct that revived
interest in the field. This may have been because such a formulation rang true with
clinicians. Furthermore, the separation of awareness of deficits or symptoms from
their attribution chimed with advances in other areas of cognitive and behavioural
science, such as social psychology (attribution theory) and developmental psy-
chology (‘theory of mind’).

Lack of insight was once held to be the sine qua non of ‘psychosis’ [3] but this
has given way to a more nuanced and quantitative view. David [3, 4] proposed
three insight dimensions: recognition of having a mental illness, compliance with
treatment and the ability to label unusual mental events (e.g. hallucinations) as
pathological. Amador et al. [6] split insight into five components: four relate to
(un)awareness of having a mental disorder, of the effects of medication, of con-
sequences of illness and of specific symptoms, and the final component is the
attribution of symptoms to illness. Popular measures of insight include
the Schedule for the assessment of insight—Expanded version (SAI-E) [7, 8]; and
the semi-structured interview: Scale to assess unawareness of mental disorder
(SUMD) [6]. Many authors, particularly in the dementia and BI fields, have made
use of patient–carer discrepancy questionnaires [2, 9, 10].

Dividing insight into sub-components clarifies one aspect, namely detecting and
labelling unusual mental events as pathological (as per schemes advanced by
David and Amador and colleagues) which are metacognitive in the strategic sense
defined above. Indeed, within schizophrenic psychopathology, the types of events
or objects of contemplation extend to delusions, negative symptoms and thought
disorder at the very least and it appears that insight into one aspect does not
necessarily predict insight into another (see Fig. 15.1b, [11]).

In this chapter we will summarise work specifically addressing the fractionation
of insight in different disorders across domains of cognitive functions. Next, we
will highlight some of the challenges in extending studies of metacognition from
‘cold’ information processing to ‘hotter’ areas of self-concept and the presentation
of self and some preliminary findings. We will then describe some of the key
findings on insight-related metacognition in psychiatric and neuropsychiatric
disorders, including neuroimaging research.
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15.2 Metacognition Across Diagnostic Groups

Most clinical studies of metacognition consider a single patient population, but
there is a case for comparing different patient groups on the same measures. Just as
patients with SCZ have, in addition to their core symptoms, cognitive impairments
and behavioural and social deficits, so patients with AD and BI may have a range
of psychopathologies which they may or may not be able to monitor and appraise
and of which they have varying degrees of awareness. We can ask whether the
same factors associated with metacognition are consistent across the groups [see
e.g. 12–14]. Modularity of ‘awarenesses’ is perhaps the most likely pattern from
the neurological literature [15]. This is illustrated in Fig. 15.1. In a large pan-
European BI study [16] considerable within-diagnosis heterogeneity of awareness
was found. Similarly in the dementia field, different levels of awareness have been
noted by contrasting behaviour with cognition [17–19] (see Fig. 15.1).

We recently compared aspects of insight and metacognition in three different
neuropsychiatric populations: SCZ, BI and probable AD [9, 10, 20 in preparation]
(Table 15.1). The former were mostly sub-acute, chronic and treated out-patient
plus some inpatients at the Maudsley Hospital, London, while the Alzheimer group
were locally dwelling subjects identified as part of a larger cohort study. The BI
patients were a heterogeneous group with a mixture of traumatic, hypoxic and
vascular aetiologies and with behavioural problems. Naturally, the patients were
not matched on factors such as age and length of illness.

Social 
difficulties

Cognitive 
problems

Psychiatric 
symptoms

Poor ADLs
Physical 

disabilities

Insight into… Insight into… Insight into… Insight into… Insight into…

Mood +/-

modulation

Fig. 15.1 Illustrating a multiple modality specific awareness systems (modularity) but with
general modulation by factors such as mood. In this theoretical example insight is preserved into
‘objects’ such as social difficulties, psychiatric symptoms and physical disability but not cognitive
problems and poor activities of daily living (ADLs). Adapted from Gilleen et al. [10]
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The groups were compared on measures of estimated premorbid IQ (National
Adult Reading Test; NART) and clinician rated and patient–carer rated awareness
scales. All were rated on the SAI-E, and the SUMD and the Dysexecutive (DEX)
Questionnaire (Table 15.1).

The DEX Questionnaire from the Behavioural Assessment of the DEX
Syndrome (BADS) [21] is a 20-item measure of functioning which addresses
problems such as impulsivity, apathy, distractibility and unconcern for social rules
and difficulties with abstract thinking. Informants rate patients’ functioning and the
patient rates him/herself on the scales and the difference between patient and
informant scores creates a discrepancy score, the greater and more negative the
discrepancy between the scores, the greater the unawareness of the patient. Items
are scored on a 5-point scale from 0-never to 4-very often. Hence, DEX dis-
crepancy scores can range from -80 to +80. So if a patient is rated by a carer as,
‘‘losing his temper at the slightest thing’’, ‘very often = 4’, while the patient
himself says that this occurs ‘occasionally = 1’ then there is a discrepancy of -3
on that one item. A score of zero indicates perfect awareness in that the patient
agrees with the level of impairment scored by their respective informant.

The validity of the discrepancy index to measure insight and awareness or
metacognitive failure, may be questioned since it assumes that the informant is the
‘gold standard’ [see 17, 18]. Nevertheless, the methodology has been found to be
valuable and consistently shows underestimation of deficits by patients in relation
to informal caregivers.

Across the groups, patient- and informant-ratings of behavioural problems, as
measured by the total DEX score, were highly discrepant in the BI and AD disease
groups (see Table 15.1), representing low awareness of behavioural impairments
but this was much less so in the SCZ group, and suggests that patients exhibit
different levels of unawareness of behavioural deficits. This is despite the fact that
the SCZ patients as a group were rated by clinicians on the SAI-E as having rather
poor insight into their psychiatric disorder and symptoms (11.2± 7.15), worse than
the BI group (15.4 ± 5.7 out of 28), a few of whom denied that they had any

Table 15.1 Demographic and insight data on clinical groups

Variable mean (SD) Schizophrenia
N = 31

Brain injury
N = 26

Alzheimer’s
N = 27

Age, years 38.3 (10.4) 40.0 (12.1) 82.4 (4.3)
Sex, m/f 16/15 22/4 14/13
Premorbid IQ, (NART) 102.3 (12.8) 102.2 (13.8) 109.1 (12.8)
SAI-E 11.2 (7.15) 15.4 (5.7) 7.0 (6.4)
SUMD awareness of mental illness 3.37 (1.6) 1.92 (1.43) 4.04 (1.4)
DEX discrepancy scoresa (mean

and range)
2.48 (-33 to 31) -14.76 (-55 to 15) -25.96 (-62 to 13)

NART National adult reading test (estimate of premorbid IQ)
SAI-E Schedule for the Assessment of Insight—Expanded
SUMD Scale to Assess Unawareness of Mental Disorder
a Self-rating of difficulties minus informant rating of difficulties yielding a negative score. The
more negative, the greater the discrepancy (greater patient unawareness)
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impairments or deficits. Pooling all patients, DEX-discrepancy and SAI-E scores
correlated moderately and significantly at r = 0.32; r = 0.46 in the BI group alone,
but r\ 0.2 (NS) in the SCZ and AD groups. In other words, not only do patients
with different neuropsychiatric disorders show very different levels of awareness
into DEX problems, there is little relationship between a patient’s ability to view
their DEX behaviours as problematic and their overall insight according to a
clinician rating, perhaps because they are governed by different processes.

15.3 Meta-Memory

Metacognitive awareness can also be calculated as a discrepancy score between
actual performance and ratings by the patient or other persons. Clare et al. [22]
have developed the Memory Awareness Rating Scale (MARS) which provides a
variety of awareness of memory measures based on discrepancy scores between
predicted and actual functioning on the Rivermead behavioural memory test
(RBMT; [23]) and pre-test, post-test self-ratings and informant ratings. Impor-
tantly, the MARS offers an ‘isomorphic’ and ecologically valid measure of
awareness in as far as the questions are easily understood in terms of everyday
memory tasks, and the questions that form the ratings are analogous to the RBMT
sub-tests thus allowing direct comparison between ratings and functioning. Thus a
patient may be asked to predict how many words they think they will remember
from a list, pre-test (and the same question is put to the informant about the
patient). The test is then given and an objective score is obtained. Next the patient
is asked how they think they did.

With the same sample already described, the BI and SCZ patients scored
comparably on the RBMT scale—in the ‘moderately impaired’ range. The AD
patients scored in the very impaired range and scored significantly lower than the
SCZ (p\ 0.001) and the BI groups (p\ 0.001) (see Table 15.2). Of interest is
that all groups reported similar levels of functioning on the pre-test rating scale
despite clear memory functioning differences.

BI and AD patients (t(1, 26) = -13.78, p\ 0.001), but not SCZ patients
(t = (1,30), p = 0.72) significantly overestimated their memory functioning
before completing the memory test. Following test completion, BI (p = 0.01) and
AD patients (p\ 0.001), but not SCZ patients still significantly overestimate their
memory functioning. In terms of informant ratings, informants for the AD
(p\ 0.001) but not the BI or the SCZ group also significantly overestimated the
memory functioning of the respective patients.

Correlation analyses showed that in the SCZ sample, post-diction (r = 0.58,
p = 0.001) but not prediction (r = 0.18, NS) scores correlated significant with
memory scores, whereas informant scores were associated with memory scores at a
trend level (r = 0.38, p = 0.052). In the BI group, informant (r = 0.57, p\ 0.005)
and post-diction (r = 0.89, p\ 0.001) ratings correlated highlywith actual memory
scores, while prediction scores showed a strong trend to be associated with memory
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scores (r = 0.39, p = 0.051). Lastly, in the AD group, neither informant nor post-
diction scores correlated significantly with memory scores, whereas prediction
scores showed a strong negative trend association (r = -0.38, p = 0.053)—the
lower the RBMT score the greater the predicted memory performance.

The SCZ patients were poor at pre-rating their own memory performance
(r = 0.18), the BI group somewhat more accurate, however, the AD group were
particularly poor at predicting memory performance. Indeed, while the SCZ and BI
groups showed positive correlations between prediction and actual performance—
if they were better they generally said they were better—the AD group showed a
negative correlation between the two scores indicating that as their actual memory
scores became worse they thought they were better.

On average, AD and BI patients showed an approximately 50 % improvement
in their estimation of functioning, after testing. This would conform to Agnew and
Morris’ notion of ‘‘mnemonic anosognosia’’ [24]—which describes an inability to
update one’s default appraisal of one’s memory but with at least some intact ability
to detect errors and monitor performance ‘on-line’. In other words, this aspect of
strategic metacognition was not failing entirely but the output of this process
(presumably being provoked each time there was a memory lapse in the real
world), failed to register. The SCZ patients’ reasonable estimate of their memory
appeared to be dissociable from their insight into the core aspects of their disorder.

A similar approach was taken by Williamson et al. [25] recently in a small
study using items from the Neuropsychological Assessment Battery who compared
10 AD patients with 10 with fronto-temporal dementia—who are clinically
characterised as severely lacking in ‘insight’ attributed to frontal lobe deficits.
They found that, unlike controls, patients consistently overestimated their per-
formance, the FTD group more so than the AD group (see also [26, 27]). Overall,
neither showed much variation in estimations pre- versus post- test although, as in
our study, the AD patients did overestimate their performance less on the memory
subtest, post test.

Table 15.2 Mean (SD) RBMT memory scores, out of 48, and discrepancy scores bet-
weenRBMT and pre-test self-ratings, post-test self-ratings and informant ratings

Group RBMT Discrepancy mean scores (sd)

Self pre-test Self post-test Informant % Improve

Schizophrenia 30.65 (9.51) 0.71 (10.78) -0.63 (7.76) -1.40 (11.38) a1.34
Brain injury, 27.31 (14.75) -7.96 (13.67) -4.08 (7.92) -3.83 (12.89) 47.6
Alzheimer’s disease 4.11 (4.42) -28.63 (10.80) -13.22 (7.35) -11.02 (7.79) 53.8

Negative scores reflect over-estimation of functioning. Percent improvement from pre- to post-
ratings are also shown. Italicised scores show significant difference with RBMT scores. a The
average rating switched from under- to over-estimation of functioning (a total change of 1.34
points), and so improvement scores cannot be calculated, but in any case, represent a negligible
change
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15.4 Clinical Insight

As noted above ‘lack of insight’—into the experiential and behavioural manifes-
tations of major mental disorders has been regarded as a defining feature (see
[4, 28] for reviews). In an effort to clarify the relationship of awareness and
psychopathology, Mintz et al. [29] conducted a meta-analysis of 40 relevant
studies and found small negative associations between awareness and global,
positive and negative symptoms accounting for 7.2, 6.3, and 5.2 % of the variance
in awareness respectively. This would strongly suggest that symptomatology plays
a small part in, and is relatively independent from, the degree of awareness dis-
played by SCZ patients.

Several studies have shown that SCZ patients present with less insight than
patients with other diagnoses such as bipolar disorder and major depressive dis-
order [30] and schizo-affective disorder and mood disorder with and without
psychosis [31–33], or similar levels of insight as bipolar patients but less than
patients with unipolar affective disorder [34]. However, others have found no
significant differences between different patient groups [35, 36].

15.5 Mood

One of the more reliable findings in the literature is the positive correlation between
metacognitive ability leading to awareness of illness, and low mood or depression
(and between elevated mood and lack of awareness), which has been shown across
different patient groups [4, 5, 17, 18]. Although findings are variable, many studies
have reported that increased awareness in SCZ is associated with greater depressive
symptoms [37–42] including a meta-analysis [29]. In this way, poor insight is often
conceptualised as a form of denial, in order to maintain self-esteem, while good
insight equally is regarded as an example of ‘depressive realism’. The mechanism
underlying this may be conceptualised in signal detection terms as a modulation of
response bias. The exception that proves the rule is psychotic depression. Here, a
point is reached wherein the usual relationship between low mood and better insight
breaks down and the psychosis predominates (see [43]).

15.6 Insight and Neurocognition

Several studies have suggested a relationship between intelligence (IQ) and insight
in SCZ [44]. The largest individual study to investigate this relationship in over
500 psychosis patients reported that lack of insight did reflect a generalised
cognitive deficit rather than a specific relationship with a particular function [45].
Others claim a more specific association with executive functioning [46, 47],
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particularly as assessed using the Wisconsin Card Sorting Test (WCST). The
WCST is generally thought to be a measure of set-shifting ability, where
impairment has been hypothesised to be analogous to patients’ inability to shift
from an previously established ‘set’ (that of being well); to a more accurate, post-
morbid ‘set’ (of being ill). Cooke et al. [48] examined 29 studies which included a
measure of WCST performance and awareness. Of these there were nine studies
where all WCST measures and nine where some measures correlated with
awareness. All findings were in the anticipated direction, with lower awareness
being associated with poorer WCST performance. The most comprehensive and
quantitative systematic review and meta-analysis of work in this area [49] suggests
that WCST performance has more in common with awareness than other measures
such as IQ, or memory, with 13 studies creating a pooled effect size of r = 0.23.

The pattern of neuropsychological impairment associated with poor insight in
first episode psychosis (FEP) is also unclear. Several studies have found general
cognitive impairment to be related to insight [50–52], whilst others have shown
insight to be linked to working memory [53], or verbal memory [45]. Koren et al.
[54] were perhaps the first to consider an aspect of metacognition in relation to the
clinical concept of insight, that is, the ability to accurately judge one’s own
performance and found a relationship with executive functioning.

In summary, clinical insight which includes the ability to re-label symptoms as
pathological and to recognise that one is suffering from a disorder which merits
treatment, seems to require a degree of executive functioning ability and could be
considered to be an executive function in itself. However within the psychosis,
where there have been the most studies, the magnitude of this effect is modest
suggesting the importance of other contributory variables.

15.7 Cognitive Insight

More recently, a distinction has been proposed between ‘cognitive’ insight and
clinical insight. This was introduced by Beck et al. [55], and separates a person’s
awareness and acceptance of illness (clinical insight), from their cognitive style or
attributive metacognitive ability; specifically flexibility towards their beliefs,
judgements and experiences. The Beck Cognitive Insight Scale (BCIS; [55, 56]) is
a self-report questionnaire developed to measure cognitive insight. The scale
has two theoretically driven and empirically derived factors: self-certainty and
self-reflectiveness. Self-certainty refers to overconfidence in the judgments and
attributions that one makes (e.g. ‘‘I know better than anyone else what my prob-
lems are’’), while self-reflectiveness (e.g. ‘‘Some of the ideas I was certain were
true turned out to be false’’) refers to recognition of one’s own fallibility and
acceptance of correction. A composite index can also be calculated by subtracting
the self-certainty score from the self-reflectiveness score.

Research using the scale [57] has shown a correlation between increased
severity of delusions and decreased cognitive insight on at least one BCIS subscale
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[58–61]. However, findings have not been consistent (see [62, 63]). The self-
reflectiveness subscale has been the less consistent of the two, with one study
finding active delusions associated with higher (rather than the predicted lowed)
self-reflectiveness [64].

The scale has also been used in non-clinical samples with the promise of pro-
viding a normative understanding to the insight construct. It has been shown [65]
that amongst students, theoretical delusion proneness was significantly positively
correlated with self-certainty, but not self-reflectiveness. Comparisons between
patients and controls have had mixed results. Self-reflectiveness seems to be lower
in deluded patients than for controls, and self-certainty seems to be higher [64, 66],
as might be expected. Others, however, have found no differences between healthy
controls and individuals with SCZ or bipolar disorder on either subscale [67]. There
are reasons why the scale is problematic for use in controls. Specifically, several
items refer to attitudes towards ‘unusual experiences’ (e.g. ‘my unusual experiences
may be due to my being extremely upset or stressed’), which may be interpreted
inconsistently by healthy controls, who may not have had such experiences.

Another question for research is what is the relationship between ‘cognitive’ and
‘clinical’ insight? The expected positive correlation between clinical scale scores
and cognitive insight scores is found in most [56, 61, 68], but not all [63, 69]
studies. Much like with clinical insight, it is intuitive to suggest that failures in self-
reflection and poor evaluation of one’s own thinking may be, at least in part, caused
by an inability to perform the complex metacognitive operations required and that
high levels of self-certainty may be related to mental inflexibility. Investigation of
the neuropsychological correlates of cognitive insight [70] has shown that the
composite score was related to verbal learning and memory in a sample of 51 FEP
patients. The composite index appears to be related to visual working memory, with
self-certainty related to both verbal and visual memory as well as non-perseverative
errors from theWisconsin Card Sort Task [71], see also [68]. An investigation using
the Metacognition Assessment Scale [72], found that the ‘understanding one’s own
mind’ subscale (which correlated with BCIS total score at r = 0.43) was signifi-
cantly related to several measures of executive function.

The only published study to date which assessed the relationship between
neuropsychological function and cognitive insight in healthy controls found that the
index score was significantly correlated with perseverative errors on the WCST
[73], which is the opposite direction to the results using patient samples.

We recently carried out a study in 107 patients experiencing their first episode of
psychosis, and 72 healthy controls from South London as part of the National
Institute of Health Research (NIHR) Biomedical Research Centre, Genetics and
Psychosis study. Simple correlations showed a positive association between
‘cognitive’ and ‘clinical’ insight in patients (Pearson’s r ranged from0.34 to 0.48) for
the subscales and composite respectively and the total SAI-E (Wiffen et al. [74]).

In terms of cognitive functioning, there were some moderate correlations
between BCIS scores and a battery of neuropsychological tests, but these were
exclusively confined to the patient group. A regression analysis showed that
cognitive variables explained 11.9 % of the variance (R squared change = 0.119,

354 A. S. David et al.



p = 0.017) along with psychotic symptoms scores and IQ. Immediate verbal
memory was the only neuropsychological variable to contribute independently to
the final model.

Whilst metacognition in the form of self-reflection and self-certainty may
reflect some sort of cognitive style in healthy participants which may put them at
risk of psychotic disorder, it may not necessarily reflect the same mechanism as in
patients. Indeed, the present results suggest that the style is moderated by memory
(and positive psychotic symptoms) in patients while there is little or no evidence of
this in healthy controls.

There was a small trend towards a correlation between the composite score and
depression score. Results in the literature on this have again beenmixed [63, 75]. The
relationship between depression and cognitive insight parallels the same finding for
clinical insight [29]. Conceptually, it ismore likely that the correlationwith cognitive
insight is driven by self-reflectiveness rather than certainty since the former can take
on a ruminative quality typical of depressive thinking. However, the association
found here is relatively small (r = 0.21), so should be interpreted with caution.

In sum, there is still much work to be done to establish whether there is a
general thinking style involving self-reflectiveness and self-certainty captured by
the BCIS analogous to insight into psychotic illness. One conclusion from the
work reviewed is that despite suffering from delusions and other phenomena,
psychotic patients show surprisingly little evidence for a gross disturbance in this
thinking style or an overarching metacognitive failure. However, this may be due
to inherent difficulties in measuring such concepts and possible confounds such as
mood and intellectual functions (especially memory). There is also the uncom-
fortable fact that assessing cognitive insight with questionnaires like the BCIS
threatens an infinite regress: you must be able to reflect accurately on your ability
to reflect accurately.

15.8 Insight and Self-Reflection

One of the issues raised by the BCIS work is the difficulty in finding a normal
equivalent of clinical insight. After all, asking a self-aware healthy person to
perform the metacognitive task of saying whether they suffer from a mental illness
or symptoms thereof should lead to an emphatic ‘no’ while the patient with SCZ
who lacks all insight into their condition will give the same response, with the
same certainty. However, self-reflection directed at personality traits is something
everyone, in principle, should be able to perform meaningfully. And the extent to
which this process is equivalent to illness awareness will be considered later.

Work by Nick Bedford for his Ph.D. [76–78] addressed this question using a
variety of novel paradigms. A simple starting point was to examine the acceptance
of trait adjectives by patients and controls, both positive and negative, some of
which were related to mental illness but in a way that might be seen applicable to
many people, with or without a clinical psychiatric diagnosis. He carefully
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constructed a list of 96 trait adjectives matched on important psycholinguistic
parameters and carried out a number of memory and evaluative studies using them.
Examples included: Mental illness related: unstable, crazy, disordered, psychotic;
Negative: evil, cruel, hostile, dishonest; Positive: wonderful, great, special, clever;
Physical illness-related terms were also included to act as a control for psychiatric
illness-related terms: diabetic, cancerous, paralysed, etc. Note there is no attempt
to relate judgement to a ‘gold standard’.

However, one of the most striking results came from simply contrasting the
extent to which demographically matched participants—healthy volunteers
(n = 28), SCZ patients with good (n = 14) and poor insight (n = 12) according to
standard scales—would admit to the trait applying to themselves, on a Likert Scale
from 0 (not at all) to 4 (extremely). See Fig. 15.2. From inspection of the figure it
appears that the patients who are repudiating any mental illness in themselves
show variation according to the way the illness is described. So being ‘unwell’ or
‘ill’ seems to be acceptable even more so in the poor insight than the good insight
patients, yet being ‘crazy’ seems to be abhorrent to poor insight patients while
quite acceptable to good insight patients and even some healthy volunteers. The
technical term ‘schizophrenic’ is, not surprisingly, acceptable to the good insight
patients, not at all to the controls and yet is endorsed to an intermediate degree by
the remaining patients.

Participants were also asked to rate the desirability of the traits on a similar
5-point scale. It would be reasonable to hypothesise that social and interpersonal
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factors affect trait ownership and this complicates (biases) the assessment of meta-
cognitive ‘accuracy’ in determining self-reflective ability—e.g. self-serving and
other biases [79]. Overall there was a tendency for ownership and desirability to co-
vary, especially for negative traits—i.e. the less desirable a trait, the less strongly it
was ‘owned’. Mental illness trait desirability did not correlate with ownership at all
in healthy subjects (r = -0.02) but correlated in the good insight (‘accepting’)
patients at r = 0.28 (NS) and r = 0.45 (NS) in the poor insight (‘denial’) patients
suggesting that perceived desirability may have been one but certainly not the most
powerful driver for mental illness trait ownership [77, 78]. Correlations between
desirability and positive trait ownership were, however, especially strong in poor
insight patients (r = 0.82, p\ 0.05) but not the other groups.

Nevertheless, there is still the concern that metacognitive processes aimed at
personal illness evaluation inevitably end up requiring the individual to ‘admit’ to
something bad about themselves. Being ill in some way is never a good thing.
Hence there is a potential confound in all such self-reflection tasks. We attempted
to tackle this by devising vignettes in which, paradoxically, the protagonist stood
to benefit if they admitted that they had a mental illness or condition [77]. For
example, Tom, a person with mental health problems gets a Council Tax bill. He
fears that he will struggle to pay it. However, the bill is slightly lower for people
who are unemployed and much lower for people who have psychiatric problems.
The participant is then given a number of options on how they would proceed if
they were Tom, ranging from admitting he has psychiatric problems and paying
the lower amount to paying the amount in full. In short, all participants were
influenced by the relative advantageousness of admitting to mental health prob-
lems, but the SCZ patients less so than controls. There was no clear difference
between the low and high insight patients. To conclude, it appears that many
patients with mental illness are reluctant to acknowledge their mental illness traits
or history. This does not seem to be easily explained on the basis of perceived
benefits/losses. Instead, the possibilities include a ‘genuine’ inability to reflect
accurately one’s life story or current mental contents (a failure of strategic
metacognition), or, the activity of self-reflection may be performed but the
appraisal of the material, the ‘object’ under scrutiny, is systematically biased or at
fault (a failure of attributive metacognition).

15.9 Clinical Insight and Brain Structure

Imaging findings first suggested an association between poor insight and reduced
total brain volume [50, 80, 81], reduced frontal lobe volume [82–85] reduced
cingulate gyrus and temporal lobe grey matter volume [86, 87]. There are now
several studies, but much study variation in the location of brain-insight correlates
and in some instances a failure to identify any brain abnormalities associated with
poor insight [12, 36, 89] see Table 15.3. One explanation for this inconsistency
could be the use of different image analysis techniques such as region of interest

15 Failures of Metacognition and Lack of Insight 357



measurements or voxel-based morphometry (VBM) methods of analysis [87–89].
In some studies a single insight assessment item has been used [35, 81, 86] while
in others, insight schedules were employed. The most recent studies have started to
employ novel imaging methods, for example, cortical thickness [90] and white
matter integrity [91].

Nevertheless, frontal abnormalities predominate. In our study, Kevin Morgan
et al. [92] used VBM methods in a large sample of FEP patients and found deficits,
particularly with respect to attribution of symptoms in cingulate cortex, perhaps

Table 15.3 Summary of neuroimaging studies in relation to insight in psychosis

First authors (year)
[Reference]

Patients Main findings (association
with reduced insight and
brain indices)

Insight
measure

Antionus (2011) [92] Sz (n = 36) Fronto-temporal/temp-parietal
white matter

SUMD

Berge (2010) [90] Sz, FE (n = 21) ;Medial frontal bilat; sup frontal,
R inf temporal, inf frontal grey;
VBM

SUMD

Buchy (2010) [91] Sz, FE (n = 79) L frontal, temp (and parietal)
cortical thinning

SUMD

Morgan (2010) [93] Psychosis, FE
(n = 82)

;Posterior cingulate and right
precuneus/cuneus grey density

SAI-E

Cooke (2008) [88] Sz/Sz Aff, OPs
(n = 52)

;L temporal and parietal;
precuneus grey; VBM

SAI-E/BIS

Sapara (2007) [85] Sz, chronic,OPs
(n = 28)

;Prefrontal grey SAI-E

Shad (2006) [86] Sz (n = 14) ;R dorsolateral prefrontal and
;awareness; :R orbitofrontal
and abnormal attributions

SUMD

Bassitt (2006) [89] Sz (n = 50) No assoc. with prefrontal
grey/white vols

SUMD

McEvoy (2006) [50] Sz (n = 251) ;Total grey/white/whole brain ITAQ
Ha (2004) [87] Sz OPs (n = 35) ;Grey L post/R ant. cingulate and

bilateral inf. temporal
PANSS

Rossell (2003) [12] Sz (males) (n = 78) No assoc. whole brain,
white/grey vols

SAI-E

Laroi (2000) [83] Sz (n = 20) Frontal lobe atrophy (CT) SUMD
Flashman (2001) [84] Sz spectrum (n = 30) ;Frontal lobe volume SUMD
Flashman (2000) [80] Sz spectrum (n = 30) ;Whole brain volume SUMD
David (1995) [35] Mixed psychosis

(n = 128)
No assoc. with ventricular

vol. (CT)
PSE

Takai (1992) [82] Sz, chronic (n = 22) Ventricular enlargement PANSS

Magnetic resonance imaging (MRI) unless otherwise stated
CT computed tomography; ITAQ Insight and Treatment Attitudes Questionnaire; OPs outpatient;
PANSS Positive and Negative Symptoms of Schizophrenia Scale; PSE Present State Examina-
tion; SAI-E Schedule for the Assessment of Insight (expanded); SUMD Scale for the assessment
of Unawareness of Mental Disorder; Sz schizophrenia patients; FE first episode; BIS Birchwood
Insight Scale
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related to the midline cerebral system for self-processing [93, 94] as well as right
posterior deficits—reminiscent of regions implicated in neurological cases of
anosognosia of hemiplegia and neglect [95]. Damage to any of these putative
systems could potentially account for impaired self-awareness. Research in other
psychiatric disorders is needed before we can say whether or not these findings are
disorder specific.

15.9.1 Functional Imaging

The functional correlates of self-reflection have been the topic of several imaging
experiments. These have been carefully reviewed and summarised [93, 94] and
found to reveal a fairly consistent picture, namely that there is a ‘cortical midline
system’ which is reliably engaged in such tasks encompassing the medial frontal
(ventro-medial, Brodmann Areas (BA) 10,11) and dorso-medial, BA 9) and cin-
gulate cortex. Furthermore, Fleming et al. [96] showed that metacognitive ability
on a perceptual task was related to grey mater volume in BA 10. A quantitative
meta-analysis was performed by van der Meer et al. [97], which highlighted the
anterior portion of the system as most often engaged when self-appraisal was
contrasted to other-appraisal. This region overlaps with that noted in structural
imaging studies in SCZ as differentiating low and high insight patients—a tan-
talising hint that there might be structural–functional convergence. This prompted
further work in which 11 of the 12 patients studied by Bedford mentioned above
also underwent functional MRI during a version of the self-reflection-attribution of
traits task. We hypothesised that the cortical midline system would be less active
in self- versus other appraisal when considering the self-relevance of trait adjec-
tives (with each also contrasted to a letter monitoring baseline condition).

Results of this ongoing study [98] seem to suggest that the medial frontal cortex
is indeed critical to abnormal self-appraisal in patients with SCZ since this region
was the only one to reach statistical threshold for the interaction between patients
and controls and self- versus other appraisal (taking all trait terms together). As
shown in Fig. 15.3, activation in the left superior frontal gyrus (BA 9) close to the
midline (Talairach coordinates -6, 53, 32) increased when controls considered
themselves as opposed to a famous ‘other’ (in this case, Tony Blair), while patients
failed to show this increase—which we interpret as demonstrating a failure to
differentiate sufficiently self and other metacognitive processing. These findings
are in line with recent fMRI work [99] which showed that patients with SCZ
activated less medial prefrontal regions and relatively more mid and posterior
cingulate cortex during a similar self-reflection task to the one used by Bedford
et al., the difference being that in this task the patient’s mother was the ‘other
person’ comparator. Similar central midline brain regions are highlighted in an
fMRI study of students scoring highly on a questionnaire recording psychotic
experiences but seem to show increased rather than reduced activation [100].
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15.10 Conclusions

It is possible to place the clinical, especially psychiatric, concept of insight into
illness within a metacognitive framework. From this a number of fairly reliable
associations emerge: worse symptoms tends to go with worse insight, with the
exception of mood (lower mood, better insight); in contrast, better cognitive
ability, general (IQ) and specific (executive function; memory) are associated with
better insight. The effect of low mood may be mediated by a more conservative
response bias, or as some clinicians would have it, may reflect the consequences of
insight into a disorder. This is an area ripe for research and may exploit the
emerging notion of ‘cognitive insight’ which seeks to provide a normative
metacognitive framework relevant to psychiatry. Hence the effects of mood on
metacognition can be studied naturalistically without reference to actual disorder.
The association between cognitive impairment and poor insight may point to
common information processing deficits underlying impaired metacognition and
self-refection/appraisal.

Exploration of failures of metacognition across different neuropsychiatric
conditions (SCZ, AD and BI) reveals that Alzheimer and brain injured patients
demonstrate on-line awareness of memory problems, but we inferred a failure to
use this to update knowledge about memory ability. We also showed that there
could be marked variability across diagnostic groups both within and across
domains (i.e. memory versus symptom awareness). This fractionation, even within
the narrow sphere of psychotic symptoms, arguably raises questions about the
modularity or content specificity of metacognition in general. That is to say,
studying failures of metacognition may illuminate healthy metacognition. There
are also parallels to be drawn between the notion of insight in psychopathology as
a relational concept—there are potentially many objects of insight and good
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Fig. 15.3 Functional MRI study showing region of significant activation difference between
schizophrenia patients (red boxes) and healthy controls (blue trapezoid) during self-reflection
task for self versus Blair. Left superior frontal gyrus (BA9)—x, y, z coordinates: 6, 53, 32 [57
voxels]
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insight or accurate metacognition that may pertain to some but not all—accords
well with the non-clinical literature on meta-memory [101].

This principle may be extended into the neurological instantiation of metacog-
nition which again, may be revealed more strongly by inference from pathological
systems. A clear cerebral localisation for a system supporting self-reflection
centring on the medial frontal and posterior medial cortex is becoming accepted.
Summarising structural neuroimaging findings in relation to insight in psychotic
disorders, particularly SCZ, we find that a clear pattern has yet to emerge despite
several studies using different imaging modalities. However, taking some of the
findings along with preliminary functional imaging work of self-reflection in
patients presented here, points to an important role for dorso-medial frontal cortex
in mediating metacognition in relation to psychopathology.
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Chapter 16

Judgments of Agency in Schizophrenia:
An Impairment in Autonoetic
Metacognition

Janet Metcalfe, Jared X. Van Snellenberg, Pamela DeRosse,

Peter Balsam and Anil K. Malhotra

Abstract We investigated judgments of agency in participants with schizophrenia
and healthy controls. Participants engaged in a computer game in which they
attempted to touch downward falling X’s and avoid touching O’s. On some trials
participants were objectively in perfect control. On other trials they were objec-
tively not in complete control because the movement of the cursor on the screen
was distorted with respect to the position of the mouse by random noise (turbu-
lence), or it was lagged by 250 or 500 ms. Participants made metacognitive
judgments of agency as well as judgments of performance. Control participants’
judgments of agency were affected by the turbulence and lag variables—indicating
that they knew they were objectively not in control in those conditions. They were
influenced by their assessments of performance. The patients also used their
assessments of performance but neither turbulence nor lag affected their judgments
of agency. This indicated an impairment in agency monitoring. The patients,
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unlike the healthy controls, used only publically available external cues about
performance in making judgments of ‘agency’ and did not rely on any additional
access to internal self-relevant cues that were diagnostic in indicating whether or
not they were, in fact, in control.

Keywords Metacognition � Agency � Schizophrenia

The question of how an individual is able to determine whether it was the self or an
alternative cause that was responsible for an action—metacognition of agency—is
the concern of this chapter. This ability is crucial for learning and understanding
one’s own causal effect on the world, for all social interactions, and especially for
coordination of individual and joint action (where the allocation of effort depends on
knowing what one is doing and what the other is doing, and titrating one’s own
actions to accommodate those of others). This metacognitive capacity also underlies
higher order social judgments such as those that are necessary for the assignment of
credit and blame. Understanding of how people make judgments of agency and how
othermetacognitive judgments relate to these self-referential judgments is important
in many domains. But, not all people make these judgments in the same way, and
some have great difficulty in doing so accurately. In particular, the inability to keep
the self straight—to know what is self-produced and what is externally produced—
characterizes a large part of the core deficit in patients with schizophrenia. Inves-
tigation of the cues that are used to make these self-relevant judgments as well as
specification of the cues that patients with schizophrenia are unable to recruit may
increase our understanding both of schizophrenia and of the processes underlying
how people know about their own agency.

Following Tulving [1], Metcalfe and Son [2] have argued that there are three
levels of metacognitive judgments: anoetic judgments (which are judgments about
objects or events currently present in the world), noetic judgments (which are
judgments concerned with internal representations, but without self-relevance), and
autonoetic judgments (which are self-knowing judgments in which reference to the
individual’s self is implicated). While many researchers have argued that a central
reason for studying metacognition is that it is the hallmark of human self-reflective
consciousness, this characteristic only applies to autonoetic metacognition, and not
to the other kinds. Reflection upon the self is not involved in either noetic or anoetic
metacognition. Anoetic metacognition involves a judgment about a stimulus that
remains present at the time of judgment. It is sometimes thought that it is not even
metacognition proper since no internal representation, or cognition, need be
involved [3]. Most animals are capable of anoetic ‘metacognition.’ And although
noetic metacognition, in which a judgment is made about an internal representation,
is thought by virtually all researchers to really be metacognition (and some non-
human animals have this capability, [4–6]) it does not necessarily implicate self-
reflective consciousness. No self need be involved. Judgments of agency, though, are

truly autonoetic metacognitive judgments, being both self-reflective and self-

knowing [7]. They are a reflection on a cognition concerning the extent of one’s own
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personal involvement and responsibility for an action [8]. Isolating the cues that
people use to accurately make these particular self-relevant judgments concerning
how they know they are the agent, is, then, of specific interest for understanding the
nature of human self-reflective consciousness. Considerable recent research has
been devoted to the problem of how the cues to agency are isolated and combined [9]
as well as to their diagnosticity [10, 11]. People with schizophrenia frequently have
difficulty with attributions of just this sort.

Jeannerod [12], Synofzik et al. [13] and Voss et al. [14] have noted that patients
with the positive symptoms of schizophrenia, such as hearing voices and experi-
encing hallucinations and delusions, have difficulty in accurately reflecting upon
their own agency. Such symptoms are also related to imaging findings showing
hyperactivity in areas of the brain, in particular, the temporal parietal junction [15]
that relate to the detection of a discrepancy between one’s own intentions and the
outcome that ensues [16, 17]. These brain activity differences almost certainly
relate to impairments in action monitoring, and have been related to the mecha-
nisms specified by the comparator model (see, Chambon et al. [18] this volume).
There are also known deficits in such patients in frontal brain areas that are
associated with self-relevant processing [19–23] which likely relate to deficits in

metacognitive judgments [24, 25]. With such impairments, one might easily make

the mistake either of thinking that one’s own internal thoughts came from outside

and were produced by someone else rather than by oneself, or of believing that one

was controlling events that were externally caused. Whether the representation

one perceives came about because of one’s own thought—or image—generation

processes or was externally produced, is, at base, an attribution of agency, that is, a

judgment about who or what was causal in producing the percept. These and other

kinds of thought processes and inferences associated with schizophrenia [26–28]

might well result from impairments in a circuit that normally, accurately and

efficiently, evaluates agency. Finally, there are some indications that feelings of

being in control are linked to striatal reward systems and preSMA [29] suggesting

a potential link to the dopamine hypothesis of the locus of impairment in

schizophrenia.

Although healthy adults are usually able to make accurate judgments of agency

[30], even they can sometimes be fooled about whether or not they were the agent

[31, 32]. Furthermore, people at different stages of development make judgments

of agency that are systematically sensitive to different parameters [33]. The

findings of illusions of agency, and of systematic differences in these judgments

even in healthy adult populations, substantiate the idea that there are a number of

distinct cues that contribute to agency judgments. Both the cues and the judgment

processes appear to be malleable.

The idea that metacognitive judgments of agency are based on cues, rather than

direct knowledge [34, 35] is consistent with the widely held view that other

metacognitive judgments are cue based. There are many cases, detailed in the

voluminous metacognitive literature, in which it has been shown that certain

judgments rely on different cues from one another (see, [36–42] for discussion and

evidence concerning the cue-based nature of different metacognitive judgments).
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Understanding which cues are used for making judgments of agency, as well as
what neural circuitry underlies them, is important in ameliorating distortions seen
in these judgments in people with schizophrenia. Studying the locus of the deficit
in patients who have impairments in this particular metacognitive domain may
allow more intensive scrutiny of the cues and mechanisms contributing to these
central metacognitive judgments in healthy people. The investigation of meta-
cognition of agency, though relatively new, points to four cues, or sources of
information, that appear to contribute to these judgments, only one of which—the
discrepancy detection cue—is valid [9, 11, 43, 44]. Interestingly, while the
judgments themselves are concerned with whether the self was or was not
responsible for an action, people often use cues to make these judgments that are
neither internal nor self-referential.

16.1 Cues Contributing to Judgments of Agency

16.1.1 Judgments of Performance

Perhaps surprisingly, the single most important factor that has emerged as a pre-
dictor of people’s agency judgments is another metacognitive judgment, namely,
judgments of performance. While judgments of agency are autonoetic—being
explicitly about the role of the self in an action—judgments of performance need
not reference or even reflect the self. They are merely noetic (i.e., judgments about
a representation, but without the necessary involvement of the self that would
make them autonoetic). In the task that we will investigate (see [29]), people play a
computer-based game of having a cursor touch X’s and avoid touching descending
O’s by moving a computer mouse. At the end of each trial they are asked for a
judgment of performance. The judgment of performance does not, itself, require
that the individual participant be the agent. Such a judgment about the proportion
of X’s touched and O’s avoided on the last trial could be made even if someone
other than the subject had been controlling the mouse. In short, this judgment is
noetic, not self-referential, and need not imply access to the participant’s own role
as the person controlling the mouse to touch the X’s. Even though this assessment
says nothing about who was responsible for the action, people’s perception of
performance is, nevertheless, an important cue used to make judgments of agency:
when performance is perceived to be good agency is claimed; when performance is
perceived to be poor, agency is denied.

Regression analyses directed at determining the sources of information that
contribute to normal adults’ metacognition of agency have revealed that people’s
perception of their level of success on the task on each trial is a strong contributor
[10, 28]. The self-relevant autonoetic agency judgment, then, is based in large part
on a non-self-referential noetic judgment concerning the goodness of performance.
It is not necessary to be the agent at all, or to evaluate any internal or visceral cue
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to which one has privileged access, to make a judgment of performance. For
instance, in one experiment [10] the target X’s that the person was supposed to
‘pop’ by touching their representations with the computer cursor popped only
75 % of the time, even when the person had executed the planned action perfectly
and had touched the X, that is, had exercised perfect control over everything that
could be controlled by self-action. But whether the resultant outcome was the
intended popped X or not was not up to the participant, but rather was due to
external circumstances beyond the participant’s control. This distal cue about
success or failure at the task was, nevertheless, integrated into people’s judgments
of agency through their perception of performance. Whether the program was set
to pop the X’s 100 % of the time, 75 % of the time, or never was not up to the
agent, but to the external world. And yet, people apparently use these judgments
about performance outcomes to a large but, importantly, not exclusive extent to
evaluate whether or not they were in control of an action.

While acknowledging that people do use their judgments of performance to
make agency judgments, Metcalfe and Greene [30] and Metcalfe et al. [33] have
argued that since these performance judgments do not indicate the source of the
action, they should be factored out of the analyses, to allow investigation of
whether people were sensitive, in a veridical way, to cues implying that the self
was or was not the agent. They also noted that people’s judgments of agency
should be assessed relative to their perception of their performance, rather than
their actual performance, since it is not how the person is doing objectively that
counts, but rather how they think they are doing. The use of judgment of per-
formance, to anchor people’s judgments of agency, also provides some leverage on
how individuals’ use the rating scales. The question of interest in evaluating the
accuracy of people’s judgments of agency is whether—in the conditions in which
they are not fully in control—they pick up on their lack of control, over and above
their perception of their overt performance. Thus, to evaluate people’s metacog-
nition of agency in past experiments [30, 33] people’s judgments of agency were
compared to their judgments of performance. Because there may be scaling effects
in how people ground the judgment of agency scale the Control condition—in
which there were no distortions of their actual control—was used to anchor their
use of the performance and the agency scales. In the analyses that follow in this
article, we, too, will use the difference between judgments of performance and
judgments of agency, and will use the Control condition as the baseline against
which to evaluate differences in these two judgments that occur in the experi-
mental conditions in which objective control was distorted. In addition, we will
also use regression analyses to investigate the contribution of this cue.

Before leaving the topic of the role of judgments of performance on judgments
of agency, it is notable that other researchers have also shown that noetic meta-
cognitive and autonoetic judgments sometimes appear to be intertwined. Cosen-
tino et al. [45] have shown that noetic judgments of learning are strongly related to
autonoetic judgments of agency. Similarly, David et al. [46] (this volume) have
discussed the relation of metacognition to anosagnosia, and Cosentino et al. [47]
have shown that inaccuracy in metamemory judgments (again, noetic judgments)
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are associated with a lack of awareness of memory deficit (anosagnosia)—an
awareness of one’s own capabilities that would seem to involve self-knowing
consciousness. And, finally, Fleming et al. [24] (and see [25, 48]) showed that the
same brain area (BA10) that Miele et al. [29] isolated as being more strongly
activated in making self-relevant judgments of agency as contrasted with
judgments of performance, is also, itself, implicated in noetic metacognitive
judgments. Indeed, as Fleming et al. [24] showed, individual differences in the
accuracy of (noetic) metacognitive judgments was shown to be related to structural
brain differences in this area. Thus, the two kinds of judgments—while concep-
tually distinct—may be functionally related at a deep level.

16.1.2 Discrepancy Monitoring of the Correspondence

Between Plan and Outcome

Frith et al. [26] (and see [49–52]) have proposed a brain-based framework for

motor control that relates in a natural way to people’s metacognitions of agency.

The ‘comparator’ model was originally devised to explain how people make fine-

grained corrections of motor movements, and has been shown to be valuable in

illuminating one source of information that could provide a focal cue in agency

judgments. According to this scheme, when a person has a goal, it gives rise to an

internal model of their intentions (inverse model) and expectations (forward

model) about achieving the goal. This initiates a motor plan which provides the

specifications about what needs to be done to achieve the goal. The plan or

expectation runs off in real-time simultaneously with the person’s motor actions. A

comparator mechanism evaluates the correspondence of the actions and the plan.

A match between the expectation and the outcome indicates that the person’s

intentions corresponded to what happened, and no motor adjustment need occur. A

discrepancy provides a signal to the motor system indicating that the movement

needs to be adjusted to achieve the goal. The discrepancy can also be used by the

metacognitive system as a cue indicating that something or someone else was

interfering with the intended action: the person was not in complete control. For

example, if turbulence or noise were introduced into the instrument the person is

controlling, then the plan for the motor actions would fail to match what happened

because of the noise. In such a situation, the discrepancy may be a cue used in a

judgment process that provides a reliable indicator that the person was not com-

pletely in control.

In schizophrenia, either the plan or the internal feedback from the person’s own

actions may be distorted, and this may give rise to misattributions of control [53]

that are the result of such a discrepancy monitoring mechanism. The model even

points to components of a brain network (the temporal parietal junction, with

cerebellum involvement) where one might seek to find evidence of this discrep-

ancy. Given that discrepancy detection is closely linked to motor control, one might
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expect to see altered motor control in patients whose impaired metacognition of
agency is due to an impairment in the forward model. For example, Synofzik et al.
[13] showed that patients with positive symptoms showed a higher threshold for
detecting discrepancies in feedback rotations, indicating an impairment in the
precision of sensory predictions. Additionally, many patients with schizophrenia
exhibit motor impairments, as well as abnormalities indicating irregularities in this
action monitoring system.

However, not all patients exhibit such motor impairments. Knoblich et al. [54]
conducted an experiment in which the participants—both healthy controls and
people with schizophrenia—attempted to keep their stylus on a circling moving
dot on the screen. When the dot accelerated off course, such that the participants
had to change their action pattern to allow it to continue following the correct path,
participants were supposed to keep the dot on the circle and to indicate that they
detected the distortion that was occurring. People with schizophrenia were able to
do the motor task—altering their motor behavior—as well as the healthy control
participants. However, they were much slower and less likely to consciously notice
the distortion (i.e., to have metacognition about the change) than were healthy
controls. Thus, it appears that the metacognitive assessment can sometimes be
dissociated from the motor aspects of the task in schizophrenia, suggesting that
metacognitive judgment processes themselves may be independent of the action
monitoring guiding motor performance.

16.1.3 Reward

While it is logically possible that the feeling of being in control is just a lack of
feeling out of control [55] it is also possible that positive feelings of agency are,
themselves, neurally coded, and distinct from such a proposed default state of not
being out of control. Feelings of being in control have been claimed by a number
of ‘positive’ psychologists (e.g., [56]) who stress the role of self-determination, to
be both intrinsically rewarding, and to be associated with learning. Consistent with
this notion, in Miele et al. [29] fMRI study, it was found that trials in which
participants reported a high level of feeling ‘in control’ were associated with
increased activity in the presupplementary motor areas, the rostral cingulate zone
and the dorsal striatum, regions that are linked to self-initiated action and reward.
The activation of this intention and reward-related system, in conjunction with
feelings of being in control, rather than, say, deactivation of the temporal parietal
junction area (which would indicate a default state of not being out of control)
lends some credibility to the idea that feeling ‘in control’ may, itself, be a sepa-
rable state with consequences.

Kirkpatrick et al. [57] work also converges on the idea that the reward system is
related to positive agency judgments. In their study, methamphetamine users, after
receiving either the drug or a placebo, engaged in a motor agency task similar to
the one used in the present article. Insofar as methamphetamine has its effects on
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the dopamine/reward system, effects of the drug itself on the judgments of agency
might be thought to be mediated by the reward system. Interestingly, then,
although there was no difference in performance on the task depending upon
whether the participants were on methamphetamine or not, their judgments of
agency were increased, under conditions of objectively perfect control, when they
were on the drug rather than on placebo. The drug, evidently, made them feel more
agentic, or more in control.

Finally, Tricomi et al. [58] have found that reward-related areas were activated
during conditioned learning, but only when the participants were aware of the
contingency between their button presses and the outcomes. Being aware of the
contingency between one’s actions and the outcome, of course, could be rephrased
as knowing that one was in control. If we interpret the results in this way, they
would suggest that learning, associated with activation in the striatum, is related to
feelings of agency. These data, then, suggest that knowledge of agency may be
necessary for reward-related learning.

The potential involvement of the reward system in metacognition of agency
may be of importance in schizophrenia because of the involvement of dopamine in
schizophrenia. It is possible, perhaps even likely, that people with schizophrenia
have abnormal responses to reward that relate in a complex way to misperceptions
of agency. The role of reward and its impact upon people’s metacognitions of
being in control may, therefore, have especial interest in this context.

16.1.4 Temporal Delay

A judgment of agency is a special case of a judgment of causality, in which the
question is whether the self is the causal agent. It would, therefore, be expected
that factors affecting people’s perception of causality would also affect judgments
of agency. Perhaps the most studied of these factors that affect judgments of
causality is temporal contiguity. Michotte [59] (and see [60]) has shown that when
one moving object makes contact with another, and then the second, without any
delay, begins to move, this interaction is perceived as causal with the first object
causing the movement of the second. Michotte called this phenomenon the
‘launching’ effect. The perception of causality is systematically diminished as a
lag is interposed between the movement of A and the movement of B. It follows
that feelings of agency should also be decreased if a delay is interposed between
one’s act and the result.

In keeping with this idea, Blakemore et al. [61] have shown that when there is
no temporal delay between the act of attempted self-tickling and the resultant self-
stimulation, healthy individuals are unable to tickle themselves. They argue that
the reason an individual cannot tickle him/herself is that the concordance between
plan and outcome results in a diminution in the perceived stimulation. No such
diminution occurs with a mismatch, and the tickle sensation is, hence, perceived
when another person is responsible for the tickling. However, when a delay is

374 J. Metcalfe et al.



interposed between the act of tickling oneself and the resultant self-stimulation (by
means of a mechanical device) healthy individuals can self-tickle, underlining the
role of temporal delay. It is notable, in this context, that Blakemore et al. [62]
found that, unlike healthy participants, patients with schizophrenia were able to
tickle themselves even without a temporal delay being interposed.

The data of Schlottman and Shanks [63] show systematic decreases in causality
ratings as delay is increased. Nevertheless, even at fairly large delays people still
judged A and B to have a causal relation, consistent with the Kantian idea that
causality is inferred as long as there is any rule that is seen to mediate between A
and B. In the experiment below, we equated the amount of discrepancy between
the position of the cursor and the position of the mouse in a pure ‘turbulence’
condition, in which no rule mediates, and in a time delayed condition where there
was a mediating rule. Past research has indicated that healthy adult participants
feel less out of control in the time delayed condition, which has a mediating rule,
than in the turbulence condition which does not [33]. People with schizophrenia,
though, may have difficulty picking up on such a subtle mediating rule, and hence
may not use this cue.

16.1.5 The Judgment Process

Finally, while the cues used and the sensitivity to them may vary from person to
person, and some or all of them may be impaired in people with schizophrenia, it is
possible that these cues to agency could all be normal, and yet an impairment in
metacognition of agency could still result. It is possible that the judgment process
itself could be distorted. An fMRI study has shown that there is a difference in
neural processing in anterior prefrontal cortex between making a judgment of
agency as contrasted to making a judgment of performance [29]. In other research,
this area has been shown to be associated with other kinds of self-referential
processing [21, 64, 65] and metacognitive judgments [24, 25]. The self-referential
metacognitive judgment appears to be distinctive. It is possible that patients could
have either intact or impaired ability to make such self-referential judgments.
However, if this judgment process were impaired, agency judgments would be
expected to be impacted even in the presence of veridical cues.

16.2 Experiment

The task employed was the same as has been used in past experiments [33] in
which metacognition of agency was compared between young adults, children, and
elders. As mentioned above, participants played a computer game in which they
moved the mouse to touch downward falling X’s on the screen and, at the same
time, to avoid touching O’s. Objective control of the cursor by the mouse could be
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undistorted, in the control condition (i.e., the person was objectively in full con-
trol) or could be altered by means of a lag in the relation between the mouse
position and the cursor position or by turbulence (random noise) intervening
between the mouse position and the cursor position. At the end of each trial, the
participant made a judgment of his/her own control, that is a judgment of agency,
as well as a judgment of performance. This task allowed us to investigate whether
manipulations that objectively altered the person’s control were open to accurate
metacognitive assessment.

16.2.1 Method

16.2.1.1 Participants

The schizophrenia patient group included 22 patients recruited from The Zucker
Hillside Hospital (ZHH), a division of the North Shore-Long Island Jewish Health
System (NSLIJHS), in Glen Oaks, NY. to a protocol designed to assess functional
disability in stable outpatients. Inclusion criteria for patients included clinical
stability as defined by no hospitalization in the last 6 months, between 18 and
59 years of age with a DSM-IV diagnosis of schizophrenia or schizoaffective
disorder, and no substance abuse in the preceding 1 month. All patients were on
antipsychotic medication at time of testing. The mean age of the patient sample
was 42.3 years (SD = 11.1) and 40.9 % were female. Healthy comparison sub-
jects were recruited from the general population through the ZHH Healthy Control
Initiative. Potential controls were excluded if they had a DSM-IV axis I diagnosis
or a first-degree relative with a known or suspected axis I disorder. The mean age
of the control sample was 38.1 years (SD = 11.3) and 45.0 % were female.
Patients and controls with a history of CNS trauma, neurological disorder
(including seizures), mental retardation, or known genetic disorder were excluded.
All subjects provided written informed consent to a protocol approved by the
NSLIJHS Institutional Review Board.

16.2.1.2 Diagnostic Measures

Patients’ diagnoses were established with the structured clinical interview for DSM-
IV (SCID) [66] and confirmed by diagnostic consensus conference, which utilizes
expert clinical opinion alongside SCID and corroborating medical record informa-
tion. Brief psychiatric rating scale (BPRS) mean was 27.2 (5.8) and the scale for the
assessment of negative symptoms (SANS) was 29.3 (12.2). Comparison subjects
were assessed with the SCID–Non-Patient Edition to rule out axis I diagnoses.
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16.2.1.3 Apparatus

All experiments were conducted on individual iMac computers, used with a
mouse, and mouse pad. Participants were tested individually.

16.2.1.4 Procedure

The instructions were: ‘‘Throughout this experiment you are going to play a game
in which you will use the computer mouse to move a box on a gray track. Your job
is to touch all of the X’s as they come into range and to avoid touching any of the
O’s. After each trial, you will be asked to assess your performance. If you felt you
got all of the X’s, and avoided all of the O’s, you should click to the far right of the
blue bar, indicating everything correct. If you felt you got none of the X’s, and
touched all of the O’s, then you should click to the far left, indicating nothing
correct. You may also click anywhere in between. You will also be asked to assess
how in control you felt. If you felt you were in complete control, click to the far
right of the red bar. If you felt that you had no control, click to the far left. You
may also click anywhere in between.’’

In this experiment, the performance judgment was always made before the
judgment of agency. The constant order was used to minimize possible confusion.
Previous experiments that have used either only an agency judgment or only a
performance judgment on each trial [29, 30] have produced comparable results to
those that have used both judgments on every trial [33].

Participants practiced both playing the game and making judgments, under the
supervision of the experimenter, who made sure that the participant understood
how the task and how the rating scales worked by having the participant report
what each judgment meant, following each practice trial. The practice trials were
repeated as many times as was necessary. After the practice trial(s), the experi-
menter asked if there were any questions, and if there were, he or she answered
them. At the end of the experiment, the participant was questioned about what they
had done, and was paid and thanked for participating.

16.2.1.5 Design

The experiment included six within-participant conditions: a Control condition in
which the participant had perfect control of the mouse, a short lag condition (Lag1)
in which the cursor responsiveness lagged the mouse position by 250 ms., a long
lag (Lag2) condition in which the cursor position lagged the mouse position by
500 ms., a small amount of turbulence (Turb1) condition, which was discrepancy-
matched (as will be described shortly) to the Lag1 condition, a large amount of
turbulence (Turb2) condition, which was discrepancy-matched to the Lag2 con-
dition, and a Magic condition, which artificially inflated performance, and was
important so that participants did not become discouraged. The magic condition
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showed no differences between the control and patient participants on any mea-
sure, and is, therefore, not included in the analyses or discussed further. There
were four replications of all conditions.

The amount of noise in the Turbulence conditions was matched to the amount
of discrepancy between the mouse position and the cursor position in the Lag
conditions. This was done by measuring every 8 ms., on the first lag trial, the
discrepancy between the mouse position and the cursor position, and then reran-
domizing these signed difference scores and adding them to the cursor position at
each 8 ms, interval in the appropriate turbulence condition. This added noise was
smoothed to prevent sudden jerks. Because of this matching algorithm, the amount
of discrepancy—where discrepancy is considered to be the difference between the
mouse position and the cursor position at each sampled position over the entire
15 s trial—was the same in the Lag condition and in the matched Turbulence
condition, and so Type of Discrepancy and Amount of Discrepancy could be
treated as factors. The difference between the two type of discrepancy conditions
was that the discrepancy between the mouse position and the cursor position in the
Turbulence condition was random, while in the Lag condition it was lawfully
mediated by a time lag rule: If one were to shift the cursor position function back
by 250 or 500 ms., in the Lag conditions, it would match the mouse position
function perfectly. The Lag and Turbulence conditions, with high and low levels of
discrepancy, therefore, comprised a 2 9 2 design. In the Control condition, which
is used as a baseline, there was no discrepancy between the cursor position and the
mouse position.

To equate the discrepancy as outlined above, the Lag condition had to come
first, which constrained the randomization of the order of conditions within block,
though all conditions were well distributed over the entire session. The data were,
therefore, analyzed both with and without the first lag trial. Because there was no
difference depending on its inclusion, it was included in the analyses that are
reported below. The data from the four trials in each condition for each participant
were collapsed.

The two metacognitive dependent variables of central interest were people’s
Judgment of Performance (i.e., how well did they think they had done on touching
the X’s and avoiding the O’s), and their Judgment of Agency (i.e., how in control
did they think they were). Both were measured on an analog scale coded from 0 to
1.0. We also computed performance using hit rate (i.e., the proportion of times the
person touched in range X’s) and false alarm rate (i.e., the proportion of times
the person, incorrectly, touched O’s). In past experiments on this paradigm, as in
the present experiment, hit rate and d’ were highly correlated, and only the former
has shown a strong relation to people’s judgments of performance with false alarm
rate having only a very small impact on their judgments [30]. We therefore report
only hit rate here.
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16.2.2 Results

In the results that follow, in cases where a participant did not finish all trials, their
data are included as long as they completed at least two trials in each condition. A
value of p\ 0.05 was used to determine significance.

16.2.2.1 Performance

As is shown in Fig. 16.1, there was a main effect of condition on hit rate, F(4, 160)
= 136.04; p\ 0.01. There was also a main effect of group on hit rate, F(1, 40) =
6.15, p\ 0.02 but this effect was qualified by significant interaction between
condition and group, F(4, 160) = 6.27, p\ 0.01. Post hoc tests showed that that
the healthy controls performed significantly better than did the patients only in the
control condition, t(40) = 3.43, p\ 0.01.

16.2.2.2 Metacognition of Performance

Figure 16.1 also shows that judgments of performance closely tracked hit rate in both
groups. There were strong correlations between hit rate and judgments of perfor-
mance (collapsing across conditions, within participants, and using Fisher’s r-to-Z
transformation throughout to normalize the distributions). The mean correlation
(± SD) for control participants was 0.87 ± 0.48, which was significantly greater
than zero [tð19Þ ¼ 11:52; p\0:01]. For patients, the mean correlation was
0.64 ± 0.43,whichwas also significantly greater than zero [tð21Þ ¼ 7:81; p\0:01].
Although the correlation for controls was significantly greater than that for patients
[tð40Þ ¼ 3:81; p\0:01], the correlations shown between performance and judg-
ments of performance by the patients were still very high and comparable to the
correlations found, in this same paradigm, with children, r = 0.67, and elders,
r = 0.81 [33]—groups that showed very good metacognition of agency.

Fig. 16.1 Hit rates and judgments of performance in control participants, in (a), and patients
with schizophrenia, in (b)
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A measure of calibration for each participant in each condition was computed
based on the difference between their hit rate and their judgment of performance.
As can be seen from Fig. 16.1, judgments of performance were only slightly lower
than hit rate for the control participants, whereas judgments of performance were
higher than performance for the patients. Statistically, while there was neither a
main effect of condition nor an interaction between condition and group, there was
a significant calibration main effect of group [Fð1; 40Þ ¼ 9:72; p\0:01]. This
difference in calibration between groups—showing that the healthy controls were
slightly under confident while the patients were overconfident—may relate to a
‘reward’ related difference in perception between the two groups: the patients, but
not the controls, thought they had done better than they had.

In summary, both the patients’ actual performance and their noetic metacog-
nition, as measured by the correlation between their judgments of performance and
their performance, were well above chance, though not as good as those of the
healthy control participants.

16.2.2.3 Metacognition of Agency

We next asked whether participants picked up on their lack of control, appropri-
ately, over and above their perception of their overt performance. To evaluate
whether people experienced a greater decrement in their feelings of agency in the
turbulence and lag conditions, we computed summary ‘agency’ scores, namely, the
contrast: (Judgment of PerformanceC-Judgment of AgencyC)-(Judgment of Per-
formanceE-Judgment of AgencyE) where the subscript C refers to the control
condition and E refers to either Turb1, Turb2, Lag1 or Lag2.1 This summary score
tests for an interaction between the performance and agency ratings.

As can be seen from Fig. 16.2, the control participants were sensitive to both
the turbulence and the lag conditions’ effect on decreasing their control—they
showed strongly negative contrast scores. In contrast, the patients were insensitive
to these manipulations—showing contrast scores of zero. There was a significant
main effect of group, F(1, 40) = 4.55, p \ 0.05, but no other main effects or
interactions. Furthermore, one sample t-tests revealed that control participants had
significantly negative contrast scores in all four conditions (all p’s\ 0.01), while
patients’ contrast scores were not different from zero in any of the conditions (all
p’s[ 0.66). These patient data reveal a lack of metacognition of agency unlike
that seen in any group that we have studied to date. In contrast to the data pre-
sented here, all previous groups tested on this paradigm have shown significantly
negative values on all four contrast scores.

1 In the control condition the patients had agency judgments lower (58.60, SD ¼ 21:63) than
performance judgments (60.28, SD ¼ 21:76), while the healthy controls’ agency judgments
were higher (69.79, SD ¼ 22:22) than performance judgments (65.85, SD ¼ 20:09). This latter
pattern has been found in other studies with healthy participants.
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Although numerically the controls showed slightly more negative scores in the
turbulence conditions than in the lag conditions (as has been shown with young
adults in past experiments, 21), the interaction was not significant.

We conducted correlation analyses to determine which, if any, symptoms in the
patients’ diagnostic profiles, predicted the above contrast scores. Insofar as neg-
ative contrast scores indicated sparing of metacognition of agency, we hypothe-
sized that some symptoms, or some lack of symptoms, might predict such sparing.
However, the results of these analyses failed to show significant results selective to
any symptoms. We conducted a similar analysis with the raw Judgment of Agency
scores, and, again found no correlation between particular symptoms and scores.

Finally, we conducted a regression analysis to investigate what information
contributed to participants’ judgments of agency. As can be seen from the (nor-
malized) beta values given in Fig. 16.3, the control participants’ judgments of
agency were predicted by their judgments of performance as well as by the tur-
bulence and lag conditions in which control was objectively impaired. In contrast,
the patients’ judgments of agency were predicted only by their judgments of
performance. Control participants’ judgments of agency were influenced by their
judgments of performance [t(19) = 11.37, p\ 0.01], as were those of patients
[t(21) = 11.03, p\ 0.01], and the two groups were not different (t(40) = 1.02,
p = 0.32). However, with all other predictors, there was a difference between the
controls and the patients. Control participants’ judgments of agency were signif-
icantly influenced by the Lag1 condition [t(19) = 3.87, p\ 0.01], by the Lag2
condition [t(19) = 4.07, p\ 0.01], by the Turb1 condition [t(19) = 4.02,
p\ 0.01], and by the Turb2 condition [t(19) = 4.31, p\ 0.01]. In contrast, as can

Fig. 16.2 Contrast scores in the turbulence and lag conditions for control participants, and for
patients with schizophrenia. Scores provide a summary of the interaction between JoPs and JoAs
in the turbulence and lag conditions, relative to the control condition. Negative scores in the
turbulence and lag conditions in which participants were not fully in control, indicate that the
person picked up on their lack of control, over and above their perception of their overt
performance
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be seen from the figure, the patients’ judgments of agency were not significantly
influenced by any of these conditions. As might be expected, in each of the four
cases, the influence of the condition on judgment of agency was significantly
greater for the control participants than for the patients (respectively for Lag1,
Lag2, Turb1 and Turb2: t(40) = 3.69, p\ 0.01; t(40) = 3.04, p\ 0.01;
t(40) = 2.94, p\ 0.01; t(40) = 2.98, p\ 0.01).

16.3 Discussion

The results presented here provide further indication that people’s metacognition
of agency is based on specific cues that are evaluated by a judgment process. The
results also provide support for the separation of noetic and autonoetic metacog-
nition. The healthy controls used both noetic (performance-related, that could be
purely external) and autonoetic (internal) cues in making their agency judgments.
These data indicate, however, that the patients used only the noetic cues, and did
not recruit the autonoetic cues in making their judgments of agency.

The patients with schizophrenia performed very well on many aspects of the
task. Moreover, their noetic metacognition, as given by the high correspondence
between their judgments of performance and their actual performance, was good,
though not quite as good as that of healthy controls. Thus, they did not show a
profound deficit in all kinds of processing, or even in all kinds of metacognitive

Fig. 16.3 Cues used by control participants and patients with schizophrenia to make judgments
of agency. The figure shows mean betas from regression models calculated for each participant,
with individual trials as the unit of analysis, and in which Judgment of Agency was the criterion
variable. The potential predictors were Judgment of Performance and the experimental
conditions—Lag1, Lag2, Turbulence 1 and Turbulence 2
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processing. However, they showed no sensitivity whatsoever to internal factors
that objectively provide the kind of cues that healthy controls use to determine,
accurately, when they are in control and when they are not. Unlike healthy control
participants, the patients with schizophrenia appeared to be unaware of the pres-
ence of turbulence in the mouse controls, or by the fact that the response of the
cursor was altered by a time lag of up to half a second. Healthy control participants
know, very reliably, that they are ‘out of control’ under those circumstances.

The patients were not random in making their judgments of agency. The
regression analyses showed that they did use one cue that is also used by healthy
control subjects, namely the perceived goodness of performance. Furthermore,
they appear to use this cue to about the same extent as do the healthy controls. But
this was the only cue that the patients with schizophrenia used. Judgments of
agency were, apparently, made without evaluation of any internal or visceral cues,
or, indeed without any reference to the self, insofar as judgments of performance
could be made purely externally and visually, by simply observing and remem-
bering what happened in the trial. It was not necessary to know who was the agent
(or, indeed, that there even was a human agent) to make such a judgment. Thus,
the cues that provided the input for the purportedly self-referential judgments
were, for the patients, lacking in any privileged or internal information. It is of
some interest that Synofzik et al. [13] have observed a similar reliance on external
visual cues in patients with schizophrenia. They propose that this reliance on
external cues occurs because patients’ internal cues are unreliable. The fact that
basic noetic metacognitive processes—though not the self-referential ones—seem
to be spared in the patient group, indicates, along with other evidence surveyed
herein, that self-referential or autonoetic metacognition, while building on more
basic metacognitive processes that are noetic in nature, may, nevertheless be both
different and separable.

It is clear from this study that some aspects of the positive symptoms of
schizophrenia could arise from a deficit in the perception of agency based on either
a difficulty in perceiving the autonoetic cues or on using those cues to make
judgments. It would be interesting to know if this difficulty encompasses all au-
tonoetic cues or only those related to discriminating the relation between actions
and outcomes. Further, it might be possible to explicitly train patients to dis-
criminate autonoetic cues, perhaps producing a significant reduction in some
positive symptoms such as delusions. Current pharmacologic treatments only
temporarily meliorate positive symptoms. In contrast, interventions such as the one
suggested above hold the potential for more permanent alterations by directly
treating the underlying deficit.

Finally, the present results point to the interweaving of different kinds of
metacognitive cues in the service of an externally posed task. This study asked for
a judgment that directly focused on participants’ own personal involvement as a
causal agent. And yet, despite the task requirements, those judgments were made
by using cues related to external outcomes that have no necessary connection to
the role of the self in the action. Judgments about agency were, in healthy control
participants, also based on internal cues indicating distorted objective control.
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These internal cues provided reliable information about the individual’s role as an
agent. In contrast, the patients used only the performance cues, and did not access
the internal cues that could allow accurate evaluation of the causal role of the self
in action. The dissociation between the judgments of patients and healthy controls
provides support for the importance of a distinction between noetic and autonoetic
metacognition.
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Chapter 17

Metacognition in Alzheimer’s Disease

Stephanie Cosentino

Abstract It has long been recognized that a significant proportion of patients with
Alzheimer’s disease (AD) display some degree of unawareness for disease related
memory loss. Historically, the majority of studies examining awareness in AD
have implemented subjective assessment tools including clinician rating scales and
informant based discrepancy measures. In the past two decades, there has been
increasing focus on the objective assessment of metacognition in AD. These
studies have made important strides in advancing our understanding of the nature
of awareness deficits in AD and the mechanisms which may contribute to meta-
cognitive variability in AD. However, there are several methodological issues that
may complicate interpretation of existing data and that require consideration as
this field moves forward. This chapter will: (1) review several commonly used
subjective and objective approaches to measuring memory awareness in AD;
(2) highlight important dissociations that characterize metacognitive functioning
in AD; (3) evaluate specific models of metacognitive deficits (i.e., anosognosia) in
AD and; (4) discuss future directions for metacognitive research in AD.

17.1 Introduction

Alzheimer’s disease (AD), the most common cause of late life dementia, affects an
estimated 5.2 million Americans and has a projected prevalence of 13.8 million by
the year 2050 [107]. This neurodegenerative disease is traditionally diagnosed in
the context of progressive change in memory and at least one other cognitive
domain that is sufficient to interfere with everyday functioning [7, 65]. More
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recently, this diagnostic framework has been revised to accommodate non-
amnestic presentations of AD whose earliest symptoms may relate to language,
visuospatial abilities, executive functioning, or even social cognition [8, 66].
Indeed, while memory impairment is considered a classic and hallmark feature of
AD, there is marked heterogeneity in the actual presentation of this disease with
subsets of individuals demonstrating relatively greater impairment in other
domains [30, 42, 68, 69].

The extent to which specific cognitive domains are impaired reflects the
underlying distribution of neuropathology, a phenomenon which is perhaps most
apparent in cases of posterior cortical atrophy [6] and frontal variant AD [49]. In
less extreme examples, cognitive profiles can be fairly different across participants
such that comparable memory deficits are accompanied by quite different degrees
of spatial, semantic, or executive dysfunction, reflecting the relative involvement of
parietal, temporal, and prefrontal networks, respectively. This heterogeneity in
cognitive functioning is mirrored by heterogeneity in self-awareness, or metacog-
nitive functioning, across individuals with AD [22]. It has long been recognized that
a significant proportion of patients with AD display some degree of unawareness
for disease related memory loss [54, 76, 88, 99]. Level of symptom awareness can
vary dramatically among individuals with similar levels of global cognition and
memory [24]. Estimates regarding the prevalence of impaired memory awareness
in AD range widely, from as low as 25 % [33] to as high as 81 % [88], almost
certainly reflecting differences in the criteria used to define awareness, the method
of assessing awareness, and the disease severity of the sample.

Growing evidence suggests that level of awareness reflects the integrity of
cognitive and neural networks that are critical for processes of self-evaluation
[50, 52, 77, 90, 114]. However, the precise cognitive and neural components of such
networks have long been debated and remain fairly ambiguous. Moreover, aware-
ness in AD does not appear to map clearly onto disease severity [32, 70, 88, 99, 116],
level of memory impairment [33, 70, 88, 104], depression [88, 99, 106], psychosis
[58, 59], or executive dysfunction [31, 39, 58, 70, 88, 97, 105, 110].

In the past two decades, there has been increasing focus on the objective
assessment of metacognition in AD, [20, 47, 74, 83, 84, 101]. These studies have
made important strides in advancing our understanding of the nature of awareness
deficits in AD and the mechanisms which may contribute to metacognitive vari-
ability in AD. However, there are several methodological issues that may complicate
interpretation of existing data and that require consideration as this field moves
forward. This chapter will: (1) review several commonly used subjective and
objective approaches to measuring memory awareness in AD; (2) highlight
important dissociations that characterize metacognitive functioning in AD;
(3) evaluate specific models of metacognitive deficits (i.e., anosognosia) in AD; and
(4) discuss future directions for metacognitive research in AD.
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17.2 Approaches to Measuring Memory Awareness

Historically, the majority of studies examining awareness in AD have implemented
subjective assessment tools including clinician rating scales [33, 63, 88, 116] and
informant-based discrepancy measures [59, 99]. In the former, the clinician or
examiner rates the participant on an ordinal scale, generally according to his or her
answer to an open ended question regarding his or her memory. In the latter,
participants and knowledgeable informants independently rate the participant
across a range of abilities relating to cognition, behavior, and/or activities of daily
living to determine the extent to which the participant’s ratings differ from those of
the informant. These tools are valuable in that they provide a clinically meaningful
and quickly obtained snapshot of awareness level. They also characterize an
individual’s everyday perception of themselves, sometimes referred to as a global
or off-line level of awareness [41, 85, 93]. Moreover, global awareness has been
shown to relate to local or online levels of awareness, that is objectively measured
metamemory in the context of a specific task [24, 40, 41, 93]. These associations are
independent of disease severity measured with global cognitive performance or
memory, suggesting that there is a specific self-referential quality that is captured
by each type of assessment. Despite this association, however, the correlation
between global (i.e., subjective/clinically based) and local (i.e., objective/task
based) metamemory assessments is imperfect. Indeed, in a recent study, approxi-
mately 39 % of participants received discrepant ratings, with awareness appearing
intact on global but not local measures in 9 %, and the reverse pattern in 30 % of
individuals with AD [19]. There is also preliminary evidence that awareness
metrics differ in their correlates, with global but not local ratings being associated
with depression, for example [18]. Future work should explore these associations in
more depth, with consideration of premorbid personality style and its effects on
different levels of awareness.

Global measures of awareness have important advantages including their
reflection of everyday or ‘‘real world’’ levels of awareness. In some respects, a
global score may be better able to inform practically and clinically relevant issues
including the extent to which participants appreciate the need to seek assistance or
devise strategies for completing cognitively demanding activities. For example,
everyday decision-making capacity related to managing medications in everyday
life appears to relate primarily to global awareness, independent of cognition, and is
unrelated to local awareness [25]. However, a disadvantage is that global awareness
scores are limited in their ability to inform the nature of impaired awareness. That
is, an overall subjectively derived score is less amenable than local metacognitive
metrics to examination of its component properties and the manner in which they
change under different task manipulations. In order to further advance the study of
memory awareness in AD, and to shed light on the errors that give rise to this
deficit, it is necessary to dissect memory awareness into clear and identifiable
components that can be measured objectively [22, 54, 100].
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A growing number of studies have applied objective tasks to examine memory
awareness, or metamemory, in AD [9, 11, 12, 16, 20, 24, 34, 41, 57, 61, 64, 72, 73,
82, 83, 90, 101]. These studies have been critical in allowing us to examine the
nature of metacognitive errors in individuals with AD and to then draw inferences
about the basis of the clinical syndrome of impaired memory awareness. A variety
of approaches have been used to collect information about the integrity of self-
assessment including global predictions and retrospective ratings regarding the
overall number of words that would be (or were) remembered, as well as item by
item predictions or postdictions regarding the likelihood of accurately recognizing
(or having recognized) a given stimuli at test. A number of objective metrics are
used to synthesize information from predictions with information about accuracy,
and to determine either the extent to which an individual is over or under confident
(i.e., calibration/absolute accuracy) or the extent to which predictions for perfor-
mance covary with accuracy (i.e., resolution/relative accuracy). While critical for
fully appreciating the implications of findings from metacognitive studies in AD
and potential discrepancies across studies, a detailed discussion and comparison of
these metrics is beyond the scope of this chapter (see Fleming and Dolan, this
volume; Schwartz and Diaz, this volume). When relevant, however, attention will
be drawn to measurement issues and their implications for understanding disor-
dered memory awareness in AD.

17.3 Dissociations in Metacognition in AD

and Implications for Models of Anosognosia

Six years ago, Souchay performed a comprehensive review of metamemory
studies in AD, concluding that there appeared to be a fractionation of metame-
mory, with preservation of specific abilities and degradation of others [100]. First,
multiple sources of evidence converged on the idea that individuals with AD
appreciate, or are sensitive to, characteristics of the stimuli or task at the time of
encoding that influence their recallability [74]. Specifically, predictions in AD are
appropriately reduced for delayed tasks as compared to immediate memory tasks
[64], recall tasks as compared to recognition [73], and as a function of item
difficulty [75] and distinctiveness [16]. Thus, knowledge regarding the factors that
influence encoding is comparable to that seen in healthy older adults and therefore
cannot account for the metamemory deficit seen in a subset of individuals with
AD.

Moreover, it is not the case that objectively measured metamemory deficits
simply reflect difficulty with the nature of metacognitive tasks, due to working
memory or comprehension difficulties. This is clear when one considers the dis-
sociation between semantic metamemory and episodic metamemory [11, 24, 57].
That is, individuals with AD tend to perform similarly to controls when asked
whether or not they will recognize answers to general knowledge questions, but
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are frequently impaired in their predictions regarding the likelihood that they will
recognize newly learned information [24, 83, 101]. This dissociation has been
conceptualized to reflect the greater potential for reliance on cue familiarity rather
than the retrieval of partial information regarding the target word in semantic tasks
[100]. Both factors have been theorized to contribute to Feeling of Knowing
(FOK) judgments, predictions regarding the likelihood that a specific piece of
information will be recognized [55, 67]. The potentially greater role of cue
familiarity in semantic FOK tasks derives from the fact that such tasks are gen-
erally probed in the form of a question whereas episodic FOKs are often probed by
a single word, and therefore more reliant on the retrieval of partial information
regarding the target word. Souchay [100] also suggests that the dissociation in
semantic versus episodic FOK judgments in AD may reflect preserved noetic
consciousness (knowing) related to semantic memory in the context of altered
autonoetic consciousness (self-knowing, or remembering) as an extension of
deficient episodic memory [109].

A second dissociation that has been reported relates to relatively impaired
predictions for performance in the absence of task experience (prospective judg-
ments) versus improved estimations of performance after experience with the task
(retrospective judgments) [9, 73, 74]. This dissociation has the potential to inform
the basis of impaired metamemory in AD, implicating an intact mechanism by
which to evaluate performance retrospectively, yet a seemingly compromised
ability to hold onto information about memory failures over the long term to
enable accurate prospective ratings. This pattern of metamemory performance
would be consistent with the mnemonic subtype of anosognosia as outlined by the
Cognitive Awareness Model (CAM) [5, 46]. According to the CAM, information
about a memory failure is first processed through a comparator mechanism; that is,
the memory failure is compared with information in one’s personal knowledge
base to categorize it either as a regular or irregular occurrence. These occurrences
are then stored in one’s personal knowledge base. Mnemonic anosognosia is
theorized to occur when one is unable to update the personal knowledge base by
consolidating new memory failures over time, despite recognizing the memory
failure as aberrant when it occurs [5, 46]. As a result, individuals appear to form
expectations for performance based on an outdated, or ‘‘petrified’’ sense of self
[71]. This form of anosognosia has been contrasted with an executive anosognosia
in which failure is theorized to occur at the level of the comparator, that is, at the
level of error monitoring or detection.

While the relative advantage of retrospective ratings of memory performance as
compared to prospective ratings appears to support the mnemonic model of
anosognosia in AD, closer consideration of this dissociation challenges the validity
of applying this model. Unlike the presence of episodic memory loss, the presence
of memory awareness deficits in AD (whether measured clinically or objectively)
is not universal [24]. Almost all studies that have examined metamemory in AD
combine individuals with heterogeneous levels of memory awareness, potentially
clouding our ability to understand the exact nature of the metamemory impairment
in only a subset of the participants. One potential problem with this approach
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relates to the fact that healthy young and old adults make more accurate retro-
spective ratings of memory than prospective ratings [21]. Thus, individuals with
AD who are aware of their memory loss would also be expected to have better
retrospective than prospective ratings, a phenomenon that could pull up the group
mean and make it appear that those individuals with metamemory impairment
improve significantly after exposure to the task.

This possibility is supported by the pattern of results obtained in a recent study
of online versus offline memory awareness in AD [93]. 20 individuals with AD
made predictions and post-task estimations of performance on the Rey Auditory
Verbal Learning Test. Consistent with earlier studies, participants improved their
estimations of performance after exposure to the task. Interestingly, however, the
degree of improvement was correlated with the offline subjective measure of
awareness (informant based discrepancy score), such that individuals whose
estimations improved the least were those that had the least amount of reported
awareness of memory loss on a day to day basis. This suggests that individuals
who are the least aware of their memory loss in general (i.e., those who have
anosognosia) do not benefit as fully from exposure to the task as those who have
greater day to day awareness of their deficits. Depending on how one interprets
these findings, there are different implications for a cognitive model of anosog-
nosia in AD. In one respect, it could be said that individuals with the greatest
degree of anosognosia have compromise not only to the personal knowledge base
but to a comparator mechanism as well. Alternatively, one could argue that the
correlation between everyday anosognosia and lack of adjusted estimations after
task exposure suggests that the primary basis of anosognosia in AD is at the level
of the comparator mechanism rather than the personal knowledge base. In other
words, it is possible that the petrified self could be an ‘‘epiphenomenon’’ of a more
central executive dysfunction [71].

Let us consider a different set of findings that may lend support to a mnemonic
model of anosognosia in AD. Several studies have shown that memory accounts
for differences in metamemory across healthy elders and individuals with AD
[101, 102]. That is, group differences in metamemory disappear when memory is
entered as a covariate in between group analyses. However, it is important to
consider whether this is the same thing as memory being correlated with
metamemory in individuals with AD. In fact, within AD participants (as opposed
to AD and healthy elders combined), FOK was unrelated to a memory composite
score [101]. As the authors suggest, this could reflect a lack of statistical power in
the limited group of participants. However, it is also worth considering the
question that if all participants with AD, by definition, have considerable
impairment in storing new information, how is it that some patients are able to
update the personal knowledge base, and others are not? In other words, how can
some participants ‘‘remember that they forget’’ while others cannot? It has been
suggested that heterogeneity in awareness may be due to individual differences in
the preservation of personal semantics, or the presence of residual abilities to
acquire new semantic knowledge [71]. It is also possible, however, that other
non-memory based aspects of cognition related to error detection may play a key
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role in contributing to impaired memory awareness, and it has been suggested that
this type of deficit is present in at least some individuals with AD [5, 46]. Moving
forward, computational models of metacognitive efficiency that explicitly model
influences of task performance on metacognition may help to clarify the extent to
which deficits in memory itself contribute to disordered metamemory in AD [62],
see also Maniscalco and Lau, this volume.

While not a problem-free solution, isolated examination of individuals who are
clinically classified as unaware may shed light on the relationship between error
detection and metamemory deficits in AD. As an aside, one potential problem with
selection of this subsample is that it restricts analysis to individuals who have
impaired awareness at a global rather than local level, and while related, these two
constructs are not synonymous as discussed earlier. Another approach could be to
select only those individuals who perform poorly on objective metamemory testing
to determine whether specific types of errors contribute to lowered scores, and
whether or not particular task manipulations improve metamemory scores. How-
ever, this approach could be limited by regression to the mean effects, in which task
performance improves under different task conditions not because of the critical
task manipulation, but simply because performance on the original task was
required to be poor. Recent experience in our lab has reinforced this idea; specif-
ically, when the unaware sample was defined on the basis of poor metamemory
scores, metamemory improved under all task conditions and the opposite pattern
was observed for the aware sample. That is, those individuals who were selected on
the basis of intact metamemory scores demonstrated significantly lower metame-
mory scores under all other task conditions [27]. As this phenomenon obscures the
ability to determine the factors which enhance test performance in unaware indi-
viduals, we return to the idea that identification of unaware individuals may be best
accomplished by clinical ratings. While imperfect, this procedure has the benefit of
informing the basis of the clinical syndrome of disordered awareness seen in a large
proportion of individuals with AD.

Examination of metamemory errors in participants selected to be clinically
unaware of their memory loss revealed a pattern of results that may be more
consistent with an error detection problem, or an executive anosognosia, than a
primary problem with storing information about memory failures [24]. Specifically,
clinically unaware individuals failed to adjust their predictions for performance
after experience with the task and became overconfident over the course of several
metamemory trials, as compared to clinically aware individuals with AD and
healthy controls who moved toward under-confidence. This dissociation in per-
formance across aware and unaware participants argues that the latter either do not
recognize when memory failures are occurring, or they do not use information
about memory failures to form judgments for future performance. Qualitative
examination of responses on metamemory testing suggests that a problem with
error detection may be primary. Specifically, in instances in which participants did
not recognize the correct answer during the test phase of a metamemory task,
clinically aware individuals more often answered ‘‘I don’t know’’ than did clini-
cally unaware individuals who were more likely to endorse a recognition foil.
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Lack of awareness for individual errors could reflect several different issues
including a failure to systematically attend to one’s performance, or to detect
memory errors as they occur. Recent work from our lab has examined these two
possibilities by comparing performance across three versions of a metamemory
task [27]. In the standard condition of the task, individuals are asked to make
predictions about their ability to recognize newly learned information. For details
on the task, see [24]. In the query condition, participants are asked to make
predictions as well as retrospective ratings of accuracy after each item. Two
metamemory scores are calculated in this condition. In the first (the query score),
metamemory scores are still calculated using predictions for performance; the
critical manipulation is that by adding item by item retrospective ratings, indi-
viduals are forced to evaluate their performance after each trial. In other words,
they are forced to attend to their performance and systematically evaluate them-
selves. The second score (the retrospective score) is calculated using the post-
dictions to determine if assessment of performance is intact immediately following
a memory failure. Improved performance in this condition only, as compared to
the standard and query conditions, would suggest that a deficit in error detection is
not a primary source of metamemory impairment in AD. Interestingly, in indi-
viduals clinically rated as unaware, performance does not improve significantly in
either the query or retrospective condition. The fact that cuing participants to
systematically evaluate themselves after each trial does not improve predictions
suggests that metamemory is not compromised secondary to a failure to attend to
one’s own performance. Rather, the fact that obtaining estimations immediately
following the test item did not improve performance suggests that a failure to
detect the memory failure as it occurs may be a primary basis of anosognosia in
AD.

However, two recent studies examining explicit versus implicit levels of
awareness in AD suggest that the basis of disordered awareness as it relates to
error awareness is likely to be more nuanced than this [61, 72]. Specifically, while
individuals with AD demonstrated an impaired ability to retrospectively judge
level of performance with explicit ratings, measures of implicit awareness
including speed of reading dementia-related words versus neutral words, and
emotional reactivity on self-report and analysis of facial expressions after memory
failures suggested that individuals with AD had some level of awareness about
poor task performance. Interestingly, explicit and implicit metrics of awareness
were unrelated in both AD participants and healthy elders, implicating separate
pathways [72]. The integrity of implicit awareness informs the basis of awareness
deficits in AD to the extent that it demonstrates some preservation of error
detection, perhaps selectively shifting the metacognitive dysfunction away from
the comparator mechanism to one of its output routes, namely the explicit route to
the personal knowledge base, but not the implicit route which bypasses the
personal database as outlined by the CAM [5].

A failure in communication between the comparator mechanism and the per-
sonal database, rather than the comparator mechanism per se, could potentially
explain why metamemory impairment in AD is not consistently related to a central
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executive dysfunction. While executive functioning has been tied to memory
monitoring in several studies of healthy older adults [26, 103] its association with
memory monitoring in AD has been less clear. Several (but not all) studies using
subjective measures of awareness have tied lack of awareness to executive
dysfunction [31, 58, 70, 82, 88, 104]. There are certainly reasons to expect such an
association, including the substantial literature in both clinical and healthy pop-
ulations implicating the role of the PFC in supporting executive functioning and
aspects of self-awareness, and the conceptual similarities between executive
functioning and memory monitoring. However, findings from empirical examin-
ations of the relationship between objectively measured metamemory and exec-
utive function in AD and MCI do not support this idea [84, 101, 102]. A recent
study designed to disentangle the cognitive correlates of metamemory in AD
suggests that a specific cognitive domain may be less influential for metamemory
than the extent to which a task relies on a critical set of brain regions [95].
Specifically, FOK in a large sample of individuals with AD (n = 68) was pref-
erentially related to nonverbal measures of both memory (figure learning) and
executive functioning (design fluency). Given the relatively greater role for the
right hemisphere in supporting these nonverbal tasks [43–45] and the long
documented effect of right hemisphere damage on self-awareness in a variety of
illnesses [1–4, 15, 38, 87, 94], these findings preliminarily suggest that damage to
a critical fronto-temporal network, seemingly right greater than left, may con-
tribute to metamemory impairment in AD.

Indeed, there is steadily growing evidence that this metacognitive disturbance
may reflect compromise to a critical set of brain regions spanning frontal, midline,
and temporal regions that are integral for processes of self-assessment. Specifically,
reduced awareness of memory loss has been related to decreased functional con-
nectivity between the medial prefrontal cortex (mPFC) and anterior cingulate
cortex (ACC) [90], attenuated activation in the mPFC and posterior cingulate cortex
(PCC) during a self-appraisal task [89], and prefrontal hypoperfusion [88]. The
mPFC and PCC both appear to play an important role in accurate self monitoring
and self-appraisal in healthy adults [50, 51], and the ACC plays an important role in
error detection, responding to errors, and conflict monitoring [14, 17, 108]. These
cortical midline regions emerged as a highly consistent set of structures in a meta-
analysis examining a number of neuroimaging studies investigating the neural basis
of self-referential processes [77]. The results of cluster and factor analysis sug-
gested that within the larger set of cortical midline structures, there may be three
clusters representing ventral (medial orbitofrontal cortex, ventromedial PFC, and
subgenual and pregenual ACC), dorsal (dorsomedial PFC and supragenual ACC),
and posterior (PCC, retrosplenial cortex, and medial parietal cortex) regions with
functional specializations. These regions did not diverge across stimuli type (e.g.,
mnemonic vs. emotional), and were thus theorized to differ with regard to their
specific processes in supporting aspects of self-assessment, with the ventral region
critical for tagging stimuli as self-referential, the dorsal region for appraising
self-related stimuli, and the posterior region for placing self-related stimuli in a
temporal context and linking them with past self-related stimuli. In addition to these
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regions, the lateral PFC was prominently involved across a number of self-refer-
ential tasks; however this seemed to be the case primarily for those tasks that had a
strong cognitive component related to linguistic or mnemonic processes, for
example.

A recent study by Zamboni et al. [115] examining the neural basis of impaired
self-awareness in AD supported the role of the mPFC and cingulate, while also
implicating the bilateral anterior temporal lobes for the assessment of self-specific
information related to cognitive and behavioral traits in individuals with AD.
Specifically, while healthy elders and participants with MCI used mPFC and
anterior temporal regions while making ratings of others as well as themselves,
individuals with AD showed significantly decreased activation in both of these
regions when conducting the self-rating as opposed to the other rating. Moreover,
level of activation in the mPFC during the self- condition was associated with two
informant based ratings of anosognosia, independent of disease severity, or
memory loss. This study was one of the first to demonstrate a role for the anterior
temporal lobe in supporting aspects of self-assessment in AD. The authors suggest
that this may reflect the importance of the ATL in supporting knowledge about
people in general, and learning facts about others [98, 113]. Interestingly, the role
of the temporal lobes was highlighted in an earlier study by Salmon and colleagues
who reported a negative correlation between anosognosia as measured by a
caregiver based discrepancy score and metabolism on FDG-PET imaging in
regions including the bilateral temperoparietal junctions and inferior temporal
cortices, and the left superior frontal sulcus in a large sample (n = 209) of indi-
viduals with mild to moderate AD [92]. This relationship was independent of a
variety of disease related factors including global cognitive decline measured with
the Mini Mental State Examination and Clinical Dementia Rating Scale, as well as
age and apathy as rated on the Neuropsychiatric Inventory. Finally, recent work
has highlighted a potentially important role for the right insula in supporting
memory awareness across both healthy elders and individuals with AD [23]. This
is consistent with previous imaging work implicating the insula in aspects of self-
awareness in healthy adults including recognizing one’s own face and detecting
performance errors [29], as well as a long standing literature pointing to a pref-
erential role for the right hemisphere in subserving accurate self-assessment across
diverse clinical populations.

The brain regions that support memory awareness in AD are coming into focus,
and it is becoming increasingly clear that these regions comprise a broad anterior
to posterior network with integral roles not only for cortical midline regions
including the medial PFC, and anterior and posterior cingulate, but for multiple
regions within the temporal lobes as well. The precise functions served by each of
these hubs in the network, as well as other potential regions, remain a matter of
debate as does the specific nature of metamemory errors in AD. It is quite possible
that the basis of metamemory impairment in AD is heterogeneous, reflecting
involvement of different neural regions and cognitive processes within the broader
network across different patients. This possibility is underscored by clinical
observations with patients who enter an evaluation at the family’s request and who
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have no personal complaints regarding memory or other cognitive abilities. In
some cases, such individuals leave the evaluation with an increased sense of
cognitive difficulties based on experience with the tasks. In other cases, however,
failure on the tasks appears to do little to increase deficit awareness and is instead
greeted with perplexity, or superficial reasons for poor performance (e.g., ‘‘The
lighting is not good’’ or ‘‘I don’t remember these words because they aren’t
important to me’’). Moving forward, the development of metacognitive tasks to
understand the cognitive and neuroanatomic basis of awareness deficits in AD
would be greatly informed by careful consideration of the clinical syndrome of
disordered memory awareness in this population.

17.4 Future Directions

The examination of metacognition in AD has gained momentum over the past
decade. Still, there is a great deal of work that needs to be done in the future. In
addition to methodological issues raised throughout the chapter, there are several
big picture issues for consideration in future research. First, the field would benefit
from increased attention to assessment of metacognition at the earliest end of the
disease spectrum. A growing literature has documented the presence of impaired
self-awareness in individuals with Mild Cognitive Impairment (MCI) suggesting
that in at least some individuals, disordered awareness is present from the onset of
memory loss rather than as a symptom that emerges over the course of the disease
[84, 89]. Prevalence rates of impaired memory awareness in MCI have been
reported to be equal to those seen in AD [111, 112], although this is not consistent
across studies [81, 91]. Despite the frequency and clinical relevance of impaired
memory awareness in early AD and MCI, much is unanswered regarding its
emergence and course in the context of memory loss, the specific cognitive errors
and neural changes that underlie this symptom, or the scope of its impact on
everyday life; thus little is known about how to manage it. Just as early exami-
nation of individuals is critical for an accurate differential diagnosis of dementia,
examination of metamemory changes at their earliest stage will offer important
information regarding the nature of such changes. The value of early assessment
reflects the progressively global nature of AD, and the resulting involvement of
multiple brain areas that can obscure the specific nature of a cognitive or meta-
cognitive deficit. Moreover, the longitudinal evaluation of metamemory from the
earliest stages of the disease spectrum will provide new and important information
regarding its course and outcomes.

In addition to pushing forward our understanding of the nature and course of
metacognitive deficits in AD, greater attention needs to be paid toward the exam-
ination of the practical effects of metacognitive deficits in AD, such as impaired
capacity for everyday decision making. Decision-making capacity is fundamental
to an individual’s independence, and invariably deteriorates at some point along
the dementia continuum, compromising autonomy in financial matters [60],
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medical care [35, 78], and informed consent [13]. In some patients with AD,
decision making can be affected relatively early in the disease, and the extent to
which patients perceive themselves to have impaired functioning is likely to affect
the manner in which they make decisions. Indeed, previous work has demonstrated
an important role for metacognitive factors including memory awareness and
disease awareness in determining individuals’ decisions about taking a hypothetical
treatment for AD [53], discontinuing driving [28, 48], and managing medications
[25]. These associations raise the question of how memory awareness influences
everyday decisions about other cognitively demanding activities, and at what point
along the disease spectrum impaired metamemory may begin to compromise such
decisions. For example, poor awareness of memory loss may prevent an individual
from implementing strategies to ensure accurate bill paying. Indeed, it has been
shown that individuals with MCI and dementia are often unaware not only of
cognitive decline but of functional limitations as well [32, 36, 60, 79, 80]. Although
a myriad of instruments exist to document everyday functioning [37, 56, 86], these
instruments do not assess an individual’s decision to monitor or modify their par-
ticipation in such activities based on concerns about their memory or other thinking
abilities. Moreover, while there are several validated and comprehensive tools to
assess decision-making capacity, such measures are lengthy and involve an in-depth
investigation into a single decision [10, 25, 53]. Measures are needed to briefly
survey individuals’ decisions about a range of cognitively demanding activities
which they may discontinue or approach differently in the context of significant
memory impairment e.g., managing medications, managing finances, preparing
meals, scheduling appointments, taking public transportation, driving, working, etc.
Importantly, examining an individual’s decision to cease or modify their engage-
ment in these activities is different than simply assessing function. All individuals
with declining cognition will eventually demonstrate impairment on a measure of
everyday function which represents the extent to which subjects have difficulties
with a given task. However, individuals with intact metamemory will likely put into
place better systems for, and make better decisions about, navigating functional
difficulties, and will therefore have fewer problems as a result of their functional
decline, and preliminary data support this hypothesis [96]. In other words, while
two individuals might have similar functional ratings on driving, awareness of one’s
cognitive limitations is likely to influence the extent to which a person engages in
that activity, and thus the likelihood of undesirable consequences of the functional
disability (e.g., a car accident).

This leads to a third direction for future research, which includes examination
of the value, feasibility, and potential means of remediating metacognitive deficits
in AD. If metamemory deficits stem from dysfunctional error detection, or a
disconnection between the comparator mechanism and the personal knowledge
base, it is possible that some sort of feedback could be critically important for
improving metamemory. However, it remains to be determined if improving
metamemory would be desirable. In one respect, memory awareness could lead to
increased anxiety or depression. Alternatively, preserved memory awareness could
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extend an individual’s autonomy through the preservation of everyday decision
making, in which case remediation of metamemory deficits could be highly
valuable for both the individual and the family. Cognitive studies are needed to
examine whether or not feedback facilitates metamemory, and the manner in
which it does. For example, feedback may differentially enhance awareness of
memory failures, that is, information that was unsuccessfully remembered despite
expectations that it would be remembered. Alternatively, feedback may differen-
tially enhance awareness of memory successes, or information that was success-
fully remembered despite expectations that it would not be. Another important
issue to be determined is whether improvements in metamemory in the context of
feedback are restricted to specific items, or whether feedback on specific items
generalizes to other items within the task. Finally, it would be critical to determine
the extent to which any benefit of feedback generalizes to a task without feedback.
At the least, investigation of the value of feedback will provide additional infor-
mation regarding the nature of metamemory deficits, and inform the mechanisms
by which such deficits might ultimately be remediated.
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