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Chapter 1
Introduction: A “Hidden World” of Nonformal 
Expert Reasoning

This book attempts to examine sources of creative theory formation in scientists. This 
interest leads to an investigation of the domain of nonformal reasoning in science, 
including analogical reasoning, mental model construction, imagistic simulation, 
applying physical intuition, and advanced techniques such as using Gedanken 
(thought) experiments. Some historians and philosophers of science believe that these 
nonformal, creative reasoning processes play a crucial role in original discoveries in 
science even though those processes can be well hidden from sight in published 
scientific articles and presentations. However, others are quite skeptical that such 
nonformal methods can play a role in scientific thinking. The book documents these 
methods actually being used, through the analysis of video tapes of scientists thinking 
aloud while attempting to solve problems and understand unfamiliar systems.

Transcripts from these tapes capture scientists in the act of generating creative 
analogies, extreme cases, mental models, and thought experiments, as well as men-
tally performing imaginative spatial transformations such as deforming, cutting, 
and reassembling objects in novel ways. They also allow the analysis of insight 
episodes where a subject makes a conceptual breakthrough accompanied by “Aha”-
type exclamations. A major goal of this book is to better understand this “hidden 
world” of expert nonformal reasoning by describing subprocesses occurring in each 
of the above methods.

1.1 Why Study Nonformal Reasoning?

1.1.1 The Need for a Theory of Learning with Understanding

One section of the book deals with learning in science students. There has been a 
long history of struggle in studies of learning to explicate the idea of “meaningful 
learning” or “learning for understanding.” The basic intuition underlying this strug-
gle is that there appears to be a palpable difference between learning that leads to 
rote knowledge and learning that leads to deeper understanding. Students who 
achieve deeper understanding are able to do several important things, such as to give 
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2 1 Introduction: A “Hidden World” of Nonformal Expert Reasoning

explanations in their own words, determine when it is appropriate or not to use a 
scientific principle, solve conceptual problems quickly on the basis of insightful, 
qualitative causal reasoning, and transfer knowledge flexibly to new situations. 
Deeper understanding of this kind can be very difficult to teach. So there is an impor-
tant need to formulate better models of what “learning for understanding” entails.

By working toward a theory of three major sources for understanding, namely, 
analogical transfer, explanatory model construction, and intuitively grounded knowl-
edge expressed in imagistic simulations, I believe that progress can be made on this 
question. (These correspond to three sections of the book.) I focus most on describing 
these sources in experts in order to examine the claim that they are legitimate sources 
of scientific knowledge. It is important to study these processes while experts are in 
the process of solving conceptual problems in order to develop descriptions of actual 
scientific understanding and reasoning in practice as opposed to the more formal 
versions on display in scientific articles. Whether these processes also occur naturally 
in students and the extent to which they can be utilized in instruction are topics of 
Section III of the book and part of the concluding Chapter 21.

1.1.2 A Strong Parallel Between Expert and Student 
Learning Processes

This book merges findings from what was originally two separate tracks of work. 
The expert track focused on creative nonformal reasoning. The applied track 
focused on methods for dealing with students’ preconceptions in physics and math-
ematics. However, work on scientific reasoning in experts has many more implica-
tions for theories of instruction than I originally estimated. The simplest way to 
foreshadow this conclusion in one sentence is that many of the powerful nonformal 
reasoning and learning processes used by experts to achieve scientific understand-
ings are also useful in helping students learn scientific understandings. This paral-
lel between processes occurs in each of the three major categories of applying 
intuitively grounded knowledge, analogical reasoning, and model construction, and 
provides one motive for the study of nonformal reasoning.

1.2 The Background from Which I Approached This Work

1.2.1 Novice Problem Solving

A brief description of the path from two tracks of work which led to the studies 
described in this book may be in order, so as to say something about the particular 
point of view I bring to this work. The applied track began with a think-aloud study 
of conceptual physics problem solving with freshman science and engineering 
majors, leading to one of the first papers to identify misconceptions and reasoning 



difficulties that impede learning in students (Clement, 1982b). However, a set of 
unexpected, more positive observations also emerged in this period. While students 
often had misconceptions (ideas that conflict with presently accepted theory) about 
abstract physical principles, they were sometimes able to solve the problems using 
more concrete methods involving analogies to familiar situations. Approximately 
60 spontaneous analogies were generated by the students, and in some cases these 
tapped useful intuitions about familiar physical events that could be applied to the 
original problem (described in Chapter 8).

The most impressive protocol came from a freshman engineering student who 
produced a remarkable solution to a conceptual physics problem involving the con-
cept of mass in space. In this protocol he generated a number of analogies, extreme 
cases, and even thought experiments, and used them to overcome a common mis-
conception concerning inertial mass. (A case study analysis of this solution is given 
in Chapter 9.) I was amazed that one could observe such methods – heuristics that 
Polya (1954) and Wertheimer (1959) had identified as sophisticated and creative 
plausible reasoning strategies used by Archimedes and other great mathematicians 
– in a young student who had not been trained in their use. His use of an elaborate 
chain of analogies to familiar and invented cases, where he could apply his own 
physical intuitions about the behavior physical objects, was especially flexible and 
powerful. This convinced me that there might be some natural forms of nonformal 
reasoning that we knew very little about but that could be quite powerful, even for 
students. In addition, we eventually discovered what seemed to be several very dif-
ferent ways of generating and confirming analogies at work in his protocol. This 
provided an initial motive that work in this area might produce a more fine-grained, 
observation-based description of nonformal reasoning methods than had previously 
been offered. However, the reasoning used was unfamiliar and difficult to “decode.” 
A coherent analysis of the protocol was not completed for 10 years.

I also eventually came to see an overlap between the processes this student was 
using spontaneously and processes I had seen operating in some successful tutoring 
interactions with other students who had asked for help in physics courses. 
Analogies to physical problems in the form of familiar examples that the students could
relate to seemed to play a key role in tutoring in giving meaning to equations that 
were otherwise considered hopelessly abstract by the students. However, this tutoring 
strategy was based entirely on “teaching intuitions.” At this time we had no theory 
whatsoever of how to use analogies effectively.

1.2.2 Expert Studies

In what started as a separate interest, I was intrigued by the plausible reasoning 
processes used by colleagues to solve unfamiliar problems. My colleagues and I 
would often challenge each other with qualitative physics problems. These were 
conceptual problems that were not very amenable to the immediate application of 
familiar mathematical principles from courses. In some cases, they drew out the use 
of more interesting problem-solving techniques such as analogy, and I became 
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fascinated with the challenge of describing the form of those plausible reasoning 
methods. I decided to try capturing these processes in experts using think-aloud 
techniques. Polya’s books are a large compendium of such plausible reasoning 
processes in mathematics, but they are not supported by systematically collected 
evidence on experts, and they do not treat reasoning about physical systems or 
physical intuition much at all. The challenge was to see whether we could actually 
document the form of plausible reasoning techniques in experts.

At this time in the 1970’s some early efforts were being made by Papert, Gruber, and 
Cohen at MIT to collect qualitative problems for their effort to understand how basic 
knowledge and reasoning processes were used in physics. Like the problems I had 
developed, many of these problems could be solved in an elegant way without using 
mathematics; if one could only find the “right way to look at the problem,” the underly-
ing mechanism would suddenly, or not so suddenly, become obvious. But finding the 
“right way to look at the problem” was a deeply subtle and nontrivial task. The problem 
discussed in Chapters 4 and 17 of where to push on a heavy wheel to roll it up a hill 
was one of the tasks suggested in Cohen (1975). Their problems of this kind inspired 
me to invent other problems that were not amenable to homework-style solutions.

A series of grants from the National Science Foundation then allowed us to pur-
sue the issue of plausible reasoning more seriously. This funded a study of experts 
that was done using standard think-aloud recording techniques. The initial focus 
was on analogical reasoning. An initial set of subjects were interviewed on a vari-
ety of problems. The subjects were advanced doctoral students (who had passed 
their comprehensive examination) or professors in technical fields. Subsequently I 
began to report results in the Proceedings of the Cognitive Science Society and the 
journal Cognitive Science. This set of solutions was expanded over a number of 
years and comprises the expert database for this book.

1.2.3 Background of Work on Expertise and Science Studies 
and Remaining Gaps in Our Understanding 
of Scientific Thinking

1.2.3.1 Higher-order Processes

In general, in the history of psychology, there has been a significant shortage of 
research on higher-order cognitive processing in proportion to that on other areas of 
human performance. For example, case studies of creative reasoning or hypothesis 
formation in experts were and continue to be rare. One cause of this was the ten-
dency to restrict research to experimental rather than descriptive paradigms. It can 
be argued that this restriction is inappropriate for the initial study of higher-order
reasoning and learning. There are several reasons that doing controlled experiments 
to analyze processes as complex as hypothesis construction are extremely difficult. 
First, the processes are so poorly understood that it is not clear what variables to try 
to vary or control. Second, there are likely to be many choices open to a creative 



problem solver, and many possibilities for feedback loops, processes that call each 
other, and recursion. For the goal of identifying what these processes are, these non-
linear properties make the use of a controlled experiment (usually designed to identify 
simple linear relationships between variables) very difficult to use at best. There are 
psychometric approaches to studying general characteristics of creative thinkers 
(Plucker and Renzulli, 1999), but authors such as Mayer (1999) have called for 
research that goes beyond these to study the nature of creative processes. One alterna-
tive to the experimental tradition came from the work of Piaget and his followers 
(e.g. Piaget, 1930, 1955; Inhelder and Piaget, 1958; Easley, 1979; Witz, 1975), who 
initiated the use of protocol analysis and opened up the descriptive study of intuitive 
knowledge structures and natural reasoning processes for different age groups.

1.2.3.2 Initial Studies of Expertise

Newell and Simon (1972) led the way in psychology in exploring alternatives to the 
predominant experimental tradition with their landmark think-aloud study of prob-
lem solving. This study was descriptive rather than experimental and attempted to 
propose hypothesized reasoning processes that were supported by observations 
from transcripts. This study led to a theory of general reasoning processes used by 
humans. Perhaps of necessity, this early study focused on problems that were much 
simpler and more well defined than scientific discovery. However, from that time, 
many expert studies continued to focus on puzzle problems or practiced skills 
rather than the process of learning for deeper understanding or conceptual change. 
Studies of typing skill and algebra symbol manipulation skills fall into the former 
category. Even physics problem solving, when approached as the use of a set of 
rules for solving problems in a certain category, can be treated as a highly practiced 
skill without much attention given to building conceptual understanding. There has 
been a tendency to study physics experts in the task context of first-year physics 
homework problems (Larkin and Simon, 1987) – not a very realistic domain for 
capturing creative processes experts use in their own research. However their 
research program did go beyond the study of algebraic symbol manipulation in 
identifying “working forward” as an alternative problem-solving strategy in which 
the subject first develops a (usually causal) model of different components in the 
problem system before attempting to solve equations. And Langley (1981) pub-
lished important research using AI programs to model processes of scientific dis-
covery. However, the analysis was limited to “empirical discovery” of inductive 
patterns in data sets, and did not address the question of how deeper theoretical 
concepts and hypotheses are invented to explain such data sets.

It can be argued that the focus of the above research was not at a high-enough 
level to be relevant to problems of theory formation in science; to develop models
of conceptual change or growth, the focus in experts must be on processes at a higher 
level than homework-level problem solving or finding patterns in data sets. For the 
same reason, there is a significant problem in applying most studies of expertise to 
problems of conceptual change in education. Only when experts are dealing with 
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new questions that force them to construct new models do we have a learning process
that reflects significant conceptual change and the development of new understand-
ings. This is the level that is most relevant to theory change in science and the kind 
of student learning that can overcome deep seated difficulties in science, and this is 
the level dealt with in this book. An example of more recent work in psychology 
that has used descriptive methods to study conceptual change is that of Chinn and 
Brewer (1998) who find large variations in student responses to anomalous data, 
from rejection, to theory accommodation.

1.2.3.3 More Recent Studies of Expertise in Science

The early focus on puzzle problems in experts is one reason that our own group began 
to study experts working on unfamiliar problems outside their own area of specialty. 
This creates the possibility for real learning and discovery situations because the 
expert is operating on the frontier of his or her own personal understanding, and may 
be able to expand that understanding during the interview. Thus, for the purposes of 
this study, by “expert” I mean a person who is an experienced problem solver in a 
technical field but not necessarily in the domain of the problems in this study. In other 
words the expertise studied is that of adaptive expertise in scientific problem solving 
in general (Hatano and Inagaki, 1986). In this way we began to collect and analyze 
expert protocols that exposed nonformal reasoning and qualitative model construc-
tion processes. These early studies included processes of analogy (Clement, 1982a), 
dissonance, and model criticism and revision (Clement, 1981).

A number of studies by cognitive historians of science have begun to expose the 
model based nature of theory development. Pioneering studies of Darwin (Gruber, 
1974), Faraday (Tweney, 1985; Gooding, 1990), Kepler (Gentner et al, 1997) conti-
nental drift (Giere, 1988), biochemistry (Langley et al., 2006), and the history of 
genetics (Darden, 1983) have focused attention on the many steps necessary to create 
a new theory during model construction. Specific analogies are also cited as impor-
tant in theory development, although the details of how they work as a process are 
difficult to infer from  information at a broad historical timescale. For example, in a 
series of penetrating studies, Nersessian (1984,1991) has proposed the following 
findings, based on article drafts and other data from scientists such as James Maxwell. 
Although Maxwell’s final theory was expressed compactly in the form of equations, 
he developed his initial theories of electromagnetic induction using qualitative mod-
els of fields, starting from hydrodynamic and mechanical analogies. He developed 
the qualitative model incrementally in cycles of improvement rather than all at once. 
Furthermore, these cycles were not cycles of theorizing alternating with empirical 
tests. Rather, Maxwell appeared to be occupied with thought experiments through 
which he would then evaluate and refine his model. Maxwell’s theory was not con-
structed at the level of patterns in behavior of electrical apparatus. Rather, he was at 
pains to explain already established patterns in terms of theoretical entities such as 
fields and their interactions. Rather than behavior patterns induced from data, the 
models he proposed appeared to be abductive constructions that would explain 
behavior if they were true. His initial aim appeared to be to develop a set of coherent 



qualitative visualizable models. And he spent significant amounts of effort to achieve 
them. These then paved the way for quantitative modeling.

These fascinating findings document the importance of processes like analogy, 
thought experiments, and qualitative model construction in the thinking of preemi-
nent scientists. The fact that Maxwell’s early work was qualitative and used nonfor-
mal reasoning and concrete mechanisms is highly significant, since this work is 
foundational for one of the most successful mathematical abstractions ever achieved 
by a physicist: the E/M field equations. These findings add to our motives for better 
understanding of the processes of analogy, abductive model construction, and thought 
experiments, as well as of their relation to quantitative models – issues that I will 
attempt to contribute to in this book. To move further in the direction suggested by 
studies like Nersessian’s, we need to address questions such as: do scientists use early 
analogies or thought experiments or models that are so conjectural that they are not 
even candidates for a written record of drafts on paper? How are these rejected or how 
do later versions grow from these? Do sudden insights or Aha events ever actually 
occur during theory development? What triggers these if and when they occur?

Thus, several historical studies using data from scientists’ diaries and drafts of 
papers has opened an exciting window on nonformal, nondeductive processes in 
scientists. However, that kind of data has less to say about questions about short-
term processing. To acquire evidence at a finer detail on these processes, we also 
need studies of experts “in process,” working “live” on such problems.

1.2.3.4 Studies of Analogical Reasoning

It is true that some early psychological studies of analogical reasoning broke away from 
the “homework problem” mold to a certain extent. (Gentner, 1983, Holyoak and 
Thagard, 1989) These studies began to address issues about insight that were raised by 
the Gestalt psychologists. The use of analogies in problem solving cannot be fully 
characterized by the application of conscious rules, especially during the phase of 
accessing an analogous case. I will review structural mapping theories of analogy in 
Chapter 2. They are highly refined and have explained a large body of empirical 
 evidence. However, the existing work in psychology on analogy has concentrated on 
analogies presented to the subject. Very little work has been done on spontaneous analo-
gies suggested by the subject. Studies of analogy have also tended to be limited to nov-
ices and nonscientific adults, with too little work done on expert use of analogy. 
Therefore this book begins with studies of experts spontaneously generating analogies 
for unfamiliar problems and later looks at this process in students as well.

1.2.3.5 Discussions in Scientific Laboratories

An exception to the latter summary are the studies by Dunbar of biogeneticists in 
working laboratories by Dunbar (1997). These have focused on highly productive 
research teams and their interaction in large group research meetings. Thus Dunbar 
has crossed the threshold to studying “live” scientists in the act of reasoning, as was 
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true of an early pioneering study by Tweney (1985). Dunbar also has been able to 
study the social interaction dimension in group discussions in real laboratory ses-
sions as an important complement to studies of individual thinking. (Nersessian has 
also recently “moved in” to a bioengineering laboratory.) Dunbar was able to distinguish
between three types of analogy used in these meetings. “Local” analogies usually 
involved mapping an idea for a procedure from a previous experiment to a current 
one and were quite common. “Regional” analogies mapped a system of relation-
ships from one area to another (e.g. phage viruses to retroviruses). Their use was 
less common but still significant. More remote, “long distance” analogies were less 
common and usually used pedagogically or metaphorically rather than playing a 
role in discoveries. Thus, Dunbar has been able to study scientists as they generate, 
rather than respond to, analogies and finds that analogy use is quite common in 
research meetings. This provides further motivation to study the ways that scientific 
analogies and other kinds of generative processes work in detail.

I believe that individual thinking-aloud studies are complementary to these labora-
tory studies in an important way. A limitation of the research meeting studies is that 
the record cannot show the uninterrupted train of thought of any one scientist. This is 
because there cannot be a record of his or her thinking while others are speaking. Also, 
scientists think independently between the meetings and those processes are not 
recorded. Also, side issues may tend to be more common in meetings, complicating 
the flow of ideas and making it more difficult to study a particular type of reasoning.

For a finer-grained analysis of processes like analogy or model formation, there is a 
need to study the train of thought of individual scientists under think-aloud instructions. 
These may yield a more complete and continuous database that can allow one to exam-
ine issues such as: How exactly are the analogies generated and evaluated by a scientist? 
How are they then applied and perhaps modified in the service of model construction? 
Another reason for using individual think-aloud techniques is that videotapes of indi-
vidual work allow documentation of the use of drawings by the subject. Data can be 
collected on when and where the subject is attending, pointing, or gesturing over part 
of a drawing. Beginning in Section IV, I work from data on drawings and depictive hand 
motions, among other observations, to begin modeling the role of spatial reasoning and 
imagery at an even finer-grain size than the earlier sections. This allows one to consider 
questions such as: How do thought experiments work; are there different kinds? What 
is the source of new knowledge in such thought experiments? Do they involve conclu-
sions from “mental simulations”? If so, what cognitive processes could possibly be 
responsible for such “simulations”? What is the role of imagery in these processes? Can 
imagistic simulations play a role in analogies and model construction, and if so, how? 
Are subjects able to enhance (improve the quality of) their own imagery?

1.2.3.6 Studies of Imagery

Specific previous psychological studies of imagery are described in Chapter 12, but 
some of the general gaps I hope to speak to here are:

● The majority of previous studies of imagery have focused on static, two-dimensional
images. There is a need to focus on dynamic, three-dimensional imagery in 



order to deal with processes such as mental simulation. Our ability to model 
processes of spatial reasoning – especially the process of predicting the conse-
quences of actions in space – is still in a very primitive state.

● A considerable amount of effort has gone into studying inferences along propo-
sitional chains and networks of causes (despite often being called mental simula-
tion) beginning with de Kleer and Brown (1983); Forbus (1984). But the 
elemental simulation of a single causal relation is usually not studied and is not 
treated as an imagistic process with dynamic properties that takes place over time. 
Cognition involving the coordination of simultaneous actions is also avoided.

● In this regard, there is a need to consider the role of the motor system in dynamic 
imagery and kinesthetic imagery. In some contexts it may be important to include 
perceptual motor images and knowledge structures rather than just simply visual 
images. These may tap lower-level cognitive systems which take into account basic 
spatial and physical constraints affecting the design of any mechanism or any assem-
bly of real-world objects. In Section IV of this book I treat perceptual motor schemas 
that originate from everyday practical actions on the world as a different type of 
knowledge than discrete linguistic encodings. Experts sometimes refer to these as 
“physical intuitions.” Previous work has not tended to make connections between 
expert processes and this level of knowledge, although some beginnings have been 
made by diSessa (1985), and by others in laboratory studies (Schwartz and Black, 
1996, 1999), situated learning theory (Clancey, 1997; Greeno, 1997) and history of 
science (Tweney, 1991; Ippolito and Tweney, 1995; Gooding, 1990).

1.2.4 Educational Applications of Expert Studies

Work on expertise typically assumes that novices display only deficits in compari-
son to experts. Novices are considered to be “experts with holes.” However, novices 
may have prior knowledge conceptions that differ from the expert’s. Some of these 
will be misconceptions, but others may be useful intuitions that can be molded into 
expert conceptions.

The traditional focus has been on expert–novice differences. As stated earlier, I will
also focus on expert–novice similarities, where they occur, as a way of pointing out 
where education can tap into and build on unused reasoning abilities or prior 
knowledge intuitions in students. In particular, the use of physical intuition, 
imagery, simulation, and analogies to prior knowledge schemas will be examined.

1.2.5 Summary

In summary, science studies have provided initial evidence that nonformal processes
like analogy and qualitative model construction were used by preeminent scientists 
and are actually used in formative research meetings in leading laboratories. These 
studies have provided strong motives for pursuing a fine-grained analysis of nonformal

1.2 The Background from Which I Approached This Work 9



10 1 Introduction: A “Hidden World” of Nonformal Expert Reasoning

reasoning using think-aloud techniques. We appear to have entered an era in 
research on scientific thinking where historical, laboratory, sociological, and indi-
vidual protocol studies can complement each other by focusing on processes at dif-
ferent time scales, contexts, and levels of thinking, appropriate to the character and 
grain size of their respective data collection methods.

1.3 Generative Methodology: Qualitative Nature of the Study

1.3.1 Descriptive Case Studies

I have chosen to use methodology appropriate to the embryonic state of the field of 
studying reasoning in scientists, namely descriptive case studies, in response to the 
need for studies which map out subprocesses used in nonformal reasoning. For 
example, the precise role of analogical reasoning in complex model construction is 
not at all clear, nor are the various subprocesses used in analogy generation, anal-
ogy evaluation, or imagistic simulation. Through the analysis of think-aloud case 
studies, models of cognitive processes in these areas will be proposed that will 
grounded in naturalistic observations. Because the processes are complex, these 
models will surely be incomplete, but the hope is that they can provide us with a 
starting point that is grounded in case study observations of real behavior.

The think-aloud procedures used with experts throughout this set of studies is 
described in detail early in Chapter 2. The goal was to use think-aloud instructions 
and occasional probing that encouraged a subject’s verbalizations about their 
thought process but that avoided suggesting strategies or ways of describing think-
ing. I would therefore describe the data collected for the studies in this book as 
intensive fieldwork observations. As in Newell and Simon (1972) there was no 
manipulation of experimental variables in the study – simply the careful collection 
and analysis of think-aloud protocols, yielding evidence for processes that produced 
the protocol. Thus it is more like the methodology of naturalistic protocol used by 
Darwin in South America than an experimental or psychometric technique. There 
were a variety of methods used by different subjects on the same problem, so one 
might say that different “species” of problem solving and explanation behaviors 
were collected. The analysis of the data also shares some characteristics with 
Darwin’s theoretical work, including its generative, abductive character, where the 
goal is to construct the simplest possible hypotheses about underlying cognitive 
process characteristics that are constrained by, and therefore still fit, as many of the 
observations in the database as possible. This often involved struggling to find a new 
way to look at some passages of transcripts that seemed hopelessly convoluted and 
tangled at first. Many of the reasoning “moves” the experts made were difficult to 
describe since there seemed to be no current vocabulary for their component parts, 
overall structure, or function. This was often further confused by sidetracks in their 
arguments and returns to previous lines of thought. Paradoxically, at some points the 
data seemed at once too rich and too incomplete to be tractable.



However, certain patterns of reasoning were eventually discerned which do appear 
to form coherent strategies and which account for originally unexplained sections of 
transcripts from a number of different subjects. I have had to invent new vocabulary 
for naming some of these patterns, such as “extension analogies,” “imagistic simula-
tion,” and “imagery enhancement.” Certain other vocabulary is in common use but is 
used in too many ways, and these needed more precise definitions, such as “analogy,” 
“extreme case,” “intuition,” and “thought experiment.” Thus, part of the analysis task 
in an exploratory study of previously undocumented behavior is to formulate stable, 
independent, and useful concepts that appear to reflect or explain natural units or pat-
terns in the behavior, and to formulate corresponding vocabulary. (See Glaser and 
Straus, 1967, for discussion of technique; and D. Campbell, 1979, for urging its 
importance.) When these new conceptual entities describe a cognitive structure or 
process, they also constitute what Harre (1972) calls an “existential hypothesis”; that 
is, a hypothesis that a certain process or structure exists in some form in the subject. 
These concepts then become the “atoms” out of which more elaborate theories of 
larger structures and processes can be built. Thus, the methodology used is that of 
concept and hypothesis construction from descriptive case studies.

1.3.2 Exploratory Documentation of Imagery and Mental 
Simulation

Another major difficulty adding to the rationale for a qualitative approach in this study 
was the lack of knowledge in the field about the role of mental imagery and mental simu-
lation in higher-order thinking. Imagery has long been a controversial topic in psychol-
ogy. Partly because it is much harder to collect evidence on than linguistic thought, the 
very existence of imagery and mental simulation, and especially their importance in 
 thinking, have been challenged repeatedly in the history of psychology. As a conse-
quence, very little work has been done on the possible roles imagery plays in cognition, 
especially for higher-level cognition (two exceptions are Finke (1990) and Shepard 
(1984). Therefore this book starts conservatively by postponing the discussion of 
imagery and mental simulation until Section IV. This allows the display of a variety of 
pertinent phenomena without making a premature theoretical commitment to an imagis-
tic form of mental representation. Having this database in place subsequently allows one 
to outline a framework for thinking about higher-level uses of imagery and simulation 
that is grounded in a body of observations. This should allow readers a chance to try out 
alternative interpretations of the data in the first two sections of the book, if desired, as a 
way to comparatively evaluate the later interpretations using imagery concepts.

1.3.3 Instructional Applications

Eventually, the separate track of work we were conducting on ways to deal with 
students’ preconceptions did converge with the expert findings. Although I had 
hoped this might happen, I am still surprised by the extent to which processes we 
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saw experts use turned out to be useful as processes to encourage learning in stu-
dents during instruction. Some of our planning diagrams for physics lessons (see 
Fig. 15.6), now use the same format as diagrams we used to describe the results of 
expert model construction processes. Thus, the present work is highly interdiscipli-
nary, in the tradition of cognitive science, and makes use of concepts from various 
disciplines of cognitive science in order to describe model construction processes 
in both experts and students.

1.4  General Features of the Analysis Method Used: 
Contact Between Data and Theory

The theories of plausible reasoning processes developed here will consist of con-
cepts and hypotheses constructed in order to account for observations of behavior 
in descriptive case studies. In most of this study I have tried to maintain close con-
tact with detailed observations of human cognition. Contact with observations 
means that, the generation of these models has incorporated the constraint of pro-
viding coherent explanations for as many of the observed behaviors as possible. 
Whenever possible, the constructs are grounded by reference to multiple locations 
in the transcripts that support them.

This book provides evidence that the construction of scientific models in 
experts can proceed via a process in which an initial model is constructed and 
then successively refined through cycles of criticism and modification. One can 
also apply this view of model construction to the methodology of investigation 
used in this book. During their development, models of cognitive processes have 
been formulated to explain sections of transcript, then criticized and revised 
repeatedly in light of data in subsequent sections and patterns across the larger 
protocols. Unlike methods of statistical analyses, this process of early qualitative 
model evolution does not necessarily require large sample sizes. Thus Newell and 
Simon (1972), in their seminal work, Human Problem Solving, were able to 
develop a very influential theory for a particular kind of thinking on the basis of 
a small number of protocol analyses.

Much of this book takes the form of “existence proofs”: it exhibits case studies 
of one or a few subjects using certain processes. Such small sample sizes may seem 
insignificant to experimental psychologists, but in unexplored areas of science 
where one does not even know what the relevant variables are, in-depth case studies 
can make an important early contribution (e.g. the study of the first identified case 
of a planet with a moon, or a new life form, or a new kind of astronomical object, 
will not be dismissed because of low sample size) (Cronbach, 1975; Newell and 
Simon, 1972; Clement, 2000). A model of mental processes is constructed that can 
explain behaviors in a protocol and that does not conflict with other events in the 
protocol.

In the paper “You Can’t Play Twenty Questions with Nature and Win,” Alan 
Newell (1973) advocates think-aloud case studies as an essential tool in the formation



of viable hypotheses in psychology. Also, Anzai and Simon (1979), in commenting 
on reasons for using this methodology in an article analyzing a single subject, 
remark:

It may be objected that a general psychological theory cannot be supported by a single 
case. One swallow does not make a summer, but one swallow does prove the existence of 
swallows. And careful dissection of even one swallow may provide a great deal of reliable 
information about swallow anatomy. (p136)

From another point of view though, the sample size in their work and also this one 
is very large – if one counts each clause in the protocols as representing an act of 
cognition that should be consistent with the theory. The above construction process 
is more constrained than it may seem, at first sight, to be. Criticism of the theory in 
this case takes the form of finding inconsistencies, both between the theory and the 
numerous episodes within the transcripts, and between elements of the theory. One 
finds that it is not so easy to make a model that survives such criticisms. The theory 
is then continuously revised to remedy the inconsistencies. Numerous model gen-
eration, criticism and revision cycles of this kind foster the growth of more and 
more coherent models of the reasoning and learning processes used.

Within the realm of qualitative modeling, there are different stages of model 
development, from early exploratory work to later, more confirmatory work 
(Clement, 2000). A spectrum of methods from different stages has been used here. 
These methods include: analysis of individual short examples from problem solutions,
used to provide “existence proofs” and introduce new observational and theoretical 
constructs by example, as in Chapters 2 and 4; extended individual case studies or 
microanalyses in Chapters 6 and 9, which examine a process in depth (Glaser and 
Straus, 1967; Easley, 1979); surveys across a sample, as in the analogy generation 
methods in experts and novices in Chapters 3 and 8, respectively, where frequency 
of occurrence data across 10 or more subjects are given; and expositions in Chapters 
7, and the end of 18, where the findings were connected with issues in the history 
of science at a broader and more speculative level. Each method above is appropri-
ate according to whether the purpose is to provide an existence proof for a phenom-
enon or process, to describe the frequency of a phenomenon in a sample, unpack a 
process into plausible hypothesized subprocesses, or to add to the coherence of a 
theory by connecting it to other areas.

The models put forward here tend to be somewhat more detailed than those from 
history of science since the source of data is much more fine grained. On the other 
hand, they tend to be less detailed than some AI models which actually run on a 
computer; that requirement often takes AI theories far beyond the level of detail cur-
rently available in data from humans. In this regard, first-order empirically grounded 
models at a low or intermediate level of detail are significant if there is little prior 
work in the field; they are a major advance over having no viable grounded models 
at all. They are appropriate to an early stage of development of the field. Here, for the 
most part, I have tried to stick to a level of detail in modeling corresponding to the 
level of detail in the data. This enables maintaining connections to empirical support. 
The resulting models of expert reasoning are then considered “grounded hypotheses” 
– models that have some initial support in the case study observations they explain.
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1.5 General Theoretical Framework

The findings presented in this book support a theoretical and epistemological 
framework at a general level concerning the central role of explanatory models in 
conceptual understanding in science. The present study began with an interest in 
analogical reasoning, partly in response to the work of an important group of scholars 
in the philosophy of science, including Campbell (1920), Harre (1961), Hesse 
(1966), and Nagel (1961), who suggested that analogies may be a source of hypoth-
eses in science. Their argument is that scientists not only find patterns of empirical 
observations in their work, but also think in terms of theoretical explanatory models 
such as molecules and black holes that constitute a different type of hypothesis than 
empirical laws. These models are not simply condensed summaries of empirical 
observations, but are actually theoretical mechanisms that scientists invent. On the 
other hand, these explanatory models do not consist simply of formulas and state-
ments of abstract principles; they are concrete models, which underlie the compre-
hension of formulas. An example is the elastic particle model for gases. Scientific 
models such as this are built up from analogies to more primitive and familiar 
notions, so as to explain and fit with what is observed in nature. The above authors, 
as well as Black (1979), argued that scientific models involve analogies to a famil-
iar system (such as a collection of colliding balls). In Nagel’s (1961) terms, such 
analogue models help the scientist “make the unfamiliar familiar.” This suggests 
that analogical reasoning may work as an important noninductive source for gener-
ating such hypothetical models by tapping into familiar prior knowledge schemas. 
In sum, these writers have put forward the thesis that conceptual understanding in 
science utilizes concrete mental models, which in turn depend on analogies to 
familiar experiences.

This book attempts to analyze protocol data in order to evaluate the view 
above and to develop more detailed theories about the relationships between 
intuitions, imagistic simulations, analogies, and explanatory models. Data to 
be presented here support the idea that many primitive components of models 
are refined intuitions based on one’s personal experience in interacting with the 
world. For example, an analogy can be implicitly drawn between an intuition 
about the effect of a baseball hitting one’s hand and the effect of molecules in 
an expanding gas on a piston. This kind of concrete grounding can provide the 
core meaning of a mechanistic explanation for the phenomenon of gas pressure 
that makes sense at an intuitive level and provides an important foundation for 
more formal theories.

Later in the book I will use protocol data to support and motivate the hypothesis 
that “concrete,” as used above, should mean “imageable,” and that the construction 
of such models involves nonformal reasoning processes such as analogy, spatial 
reasoning, abduction, and imagistic simulation. In this view, nonformal reasoning 
plays a key role in scientific thinking and learning for both experts and students, 
and central elements of science are based on an extension of intuitive knowledge 
structures via natural reasoning processes.



1.6 Section Summaries and Approaches to Reading This Book

Locations of definitions for most specialized terms are identified in the index. As 
seen in the table of contents, the book is divided into two parts of three sections each. 
Part One deals with the major topics of analogy and model construction, and Part 
Two analyzes these processes more deeply as depending on imagery and physical 
intuition. Within Part One, analogical reasoning is examined in Section I because it 
is the simplest to describe. In Section II model construction processes (which use 
analogical reasoning as a subprocess) are described. Applications of these ideas to 
problem solving and instructional situations with students are described in Section 
III. A discussion of spatial transformations, imagery, and intuition are postponed 
until Part Two, Section IV because the connections to behavioral evidence are more 
difficult to make. Section V uses the newly developed constructs for imagery and 
intuition to analyze analogical reasoning, thought experiments and model construc-
tion as heavily dependent on imagistic processes. This section also extends the scope 
of the investigation to mathematical model construction. Conclusions in Section VI 
summarize the theories of analogy, imagistic simulation, and model construction and 
tie them to larger questions about discovery in science.

Part One and to some extent Part Two can be read independently. Part One dis-
cusses similarities in expert and novice reasoning with respect to the role of analogies, 
and the educational applications of these findings. Section III is the most immediately 
relevant section for those who wish to apply this work to learning or teaching situa-
tions. The first two thirds of Chapter 19 provides a concluding summary of the find-
ings in Part One. A summary of the implications for learning and teaching appears in 
the middle of Chapter 21. Part Two also examines analogies and model construction, 
but to show how they can depend on imagery, the analysis is done at a finer level of 
detail by examining hand motions and other indicators from transcripts. In addition, 
Part Two examines processes by which thought experiments work and the payoff 
properties of scientific models that are capable of generating mental simulations. 
Thus Part Two attempts to develop a more elaborated and detailed theory of imagistic 
learning. For the reader interested primarily in this part of the work, a review of the 
figures and tables in Part One, should prepare one to concentrate on Part Two.

1.6.1 Creativity, Imagery, and Natural Reasoning

In the final chapter the larger question of how experts used creativity effectively is 
discussed. Although nonformal reasoning modes are heuristic in the sense that they, 
unlike deductions, are not guaranteed to work or produce truths from given truths, 
they can combine in powerful ways to meet the challenge of fostering both creativity 
and validity at the same time during model construction. Imagistic transformations 
and simulations expand the potential for divergent creativity greatly. But demanding 
precisely coherent and connected imagistic models also deepens the capacity for 
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repeated cycles of stringent criticism and revision. This system can be beautifully 
balanced and modulated, so as to provide varying degrees of divergence – volatile 
divergence at an early stage and focused convergence in a later stage of a solution.

Similarities between novice and expert reasoning processes documented else-
where in the book are reviewed. Evidence indicating that these processes can be 
utilized in the classroom to foster the construction of qualitative models is summa-
rized. In this view, qualitative, nonformal reasoning involving dynamic imagery 
plays a key role in both scientific thinking and student learning. Finally, findings 
are reviewed that indicate that although the best expert thinking is remarkable 
rather than ordinary, major aspects of creative processes in experts are neither 
unnatural nor unexplainable. This suggests that scientific thinking is an extension 
of natural forms of thinking. This means that there is a large potential for engaging 
students in these processes.



Part One
Analogies, Models, and Creative 

Learning in Experts and Students



Section I
Expert Reasoning and Learning 

Via Analogy

It has often happened in physics that an essential 
advance was achieved by carrying out a consistent 
analogy between apparently unrelated phenomena…. 
The association of solved problems with those 
unsolved may throw new light on our difficulties 
by suggesting new ideas. It is easy to find a 
superficial analogy which really expresses nothing. 
But to discover some essential common features, 
hidden beneath a surface of external differences, 
to form, on this basis, a new successful theory, 
is important creative work.

A. Einstein and L. Infeld (1967, p. 270)



Chapter 2
Major Processes Involved in Spontaneous 
Analogical Reasoning*

2.1 Some Major Issues in Analogical Reasoning

2.1.1 Historic Recognition of Importance of Analogy

When one examines the literature on creativity in science, one of the first topics one 
encounters is analogical reasoning. The quote from Einstein and Infeld on the pre-
ceding page captures the respect that some prominent scientists have for the role of 
analogies. Investigators such as Campbell (1920); Dreistadt (1969); Gentner 
(1982); Hesse (1966); Einstein and Infeld (1967) have argued that analogies can 
play an important role in the creation of new theoretical hypotheses. In some cases 
these hypotheses can become established analogue models, such as the “billiard 
ball” model for gases. Most of this work has been at a philosophical level or is 
based on retrospective reports of scientists. However, the present study aims to 
provide an initial body of more direct evidence from “live” think-aloud protocols 
that capture scientists in the act of analogical reasoning as it occurs. Other literature 
on the role of analogy in constructing scientific models will be reviewed in Chapter 6. 
Historically, in psychology and education, analogical reasoning has long been sus-
pected of being important in both the learning of scientific models and in the trans-
fer of this learned knowledge to new, unfamiliar problems (diSessa, 1983, 1985; 
Rumelhart and Norman, 1981; VanLehn and Brown, 1980; Vosniadou and Ortony, 
1989). A full issue on the role of analogy in science teaching appeared in the 
Journal of Research in Science Teaching (vol. 30, issue 10). Again historically, 
investigators have long ascribed an important role to analogical reasoning in prob-
lem solving (Dunker, 1945; Gick and Holyoak, 1980; Polya, 1954; Schon, 1981; 
Wertheimer, 1959), measures of intelligence (Sternberg, 1977), and the develop-
ment of concepts (Lakoff and Johnson, 1980). Thus there has been recognition for 
some time of the importance of analogical reasoning in advanced cognition.
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This chapter first foreshadows some contrasts between findings from previ-
ous work on analogy and findings that will emerge in this book. It then provides 
some initial examples from think-aloud protocols of the use of spontaneous 
analogies in expert problem solving. Four major processes involved in using 
spontaneous analogies will be identified: generating the analogy, understanding 
the analogous case, determining whether the analogy relation is valid, and 
applying findings from the analogy. These processes provide an initial view of 
analogy as a rational but nondeductive type of creative reasoning with both 
generative and evaluative components.

2.1.2 Definitions of Analogy

By “analogy” most investigators have meant the following. Given a problem in the 
context of an original situation called the target, the analogy is a connection based 
on structural similarity between the target and a different case called the base or 
source. Once the similarity is deemed valid or sound, useful additional information 
can sometimes be inferred in the target.

2.1.2.1 Presented vs. Spontaneous Analogies

Of the existing psychological studies of analogy, almost all have focused on pre-
sented analogies, in which at least part of the analogy is presented to the subject for 
completion. Here I will focus on spontaneous analogies, where the subject initiates 
and forms the entire analogy. Roughly, these occur when a subject, in thinking 
about a target situation A, shifts, without being prompted, to consider a situation B 
(the base) which differs in some significant way from A, and hopes to apply find-
ings from B to A. In successful solutions by analogy the two contexts being com-
pared are often perceptually different but are seen by the scientist to be functionally 
or structurally similar in some way. (In Chapter 3, I will give a more detailed 
definition.)

2.1.2.2 Analogy vs. Literal Similarity

Dedre Gentner (1983) proposed a pioneering theory of analogical reasoning based 
on what she terms structural mapping. This theory represents both the base and 
target as propositional semantic network representations. This allows her to talk 
about knowledge within each representation as symbols used in predicates at dif-
ferent levels of abstraction, from higher-order relations to lower-order relations to 
concrete attributes. For Gentner, analogies can be contrasted with what she terms a 
literal similarity between two cases. In a literal similarity, the two cases share many 
concrete surface attributes as well as abstract relations, whereas in an analogy, the 



cases predominantly share abstract relations and very few surface attributes. I will develop
an alternative view to this syntactically defined view of analogy. I will consider the 
possibility that some “close” analogies that Gentner would call “literal similarities”
are difficult, powerful, creative achievements that deserve to be called analogies 
(Clement, 1988).

2.1.3 Theories of Analogical Reasoning

Gentner (1983) and Forbus et al. (1997) described the processes involved in ana-
logical reasoning as follows:

1. The analogous case is accessed by being activated associatively and retrieved 
from permanent memory.

2. A mapping is generated between corresponding entities in the base and the tar-
get and the soundness of the analogy is assessed.

3. One or more key elements are inferred in the target.

In this theory access is a process that relies predominantly on surface attributes, whereas 
mapping1 and soundness assessment tend to focus more on abstract relations.

Holyoak adopted a similar point of view on the essential elements above. His 
analysis has focused most strongly on the mapping process as the most difficult 
process to account for (Holyoak and Thagard, 1989). This reflects the view, which 
I share, that it is easier to find a possibly analogous case but not so easy to find a 
good or meaningful analogy. What are the properties of a good analogy? This turns 
out to be a deep and difficult question. The two cases should be alike in important 
ways – but what is the best meaning for “important”? One property of good analogies
according to Gentner is the presence of interconnected higher order relationships in 
the base that can be placed in correspondence with interconnected higher order 
relationships in the target (a syntactical criterion called systematicity).

Holyoak has argued that evaluating soundness is a more complex and goal oriented
process, and has argued for the strongly weighted influence of corresponding problem
contexts (such as problem goals) and of particular corresponding semantic rela-
tions such as causal relations. He has also proposed connectionist models for 
implementing associative access processes and for doing the weighted calculations 
of soundness evaluation. Nevertheless, for both authors, the processes are assumed 
to operate on sets of explicit, discrete propositional descriptions of the base and 

1 One difficulty is that different papers in the literature use different meanings for the term “map-
ping.” Possible subprocesses as referents are: identifying identical relations in base and target; 
identifying other corresponding relations and elements in base and target; scoring the strength of 
the above matches for evaluating soundness; and identifying candidate inferences in the target. 
Because I see evidence for the fourth process sometimes taking place separately, I will use the 
term “mapping” to refer to the first three subprocesses
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target in the classical theory. Although Gentner and Holyoak have disagreed on 
details concerning the mechanisms of access and evaluation, these details are not 
so germane to the focus of this book. As an advanced organizer, the following section
foreshadows a comparison between findings to be presented in this book and the 
common features of the classical theory as espoused by Gentner and Holyoak.

2.1.4 Preview of Alternative Processes for Analogical Reasoning 
Identified in This Book

In the studies to be described in this book, it was found that when experts use spon-
taneous analogies, they exhibit a wider variety of creative behavior than those in 
the classical theory. For example, the chapters that follow argue that the main proc-
esses mentioned above are more richly varied in the following ways:

A. Access:

1. Analogies are not just accessed in permanent memory by association from 
the target; they can be generated by transforming the target case.

2. Many of the cases generated in this way turn out to be newly invented, rather 
than accessed cases; this leads to several implications that differ with the 
basic theory above.

B. Evaluating soundness: In previous theories, mapping connections between dis-
crete symbols in the representations of the target and base is the lion’s share of the 
work of determining soundness; once the mapping process is complete, soundness 
is calculated from a weighted scoring system for the soundness of the mapping.

The present study suggests that there are other important methods for evaluating
the soundness or validity of an analogy besides mapping of discrete symbols, 
including generating secondary bridging analogies (Chapter 4), finding conserving 
transformations, or conducting dual imagistic simulations for the base and the 
target (Chapter 17). These methods may all rely heavily on imagery.

C. Comprehension of the source or analogous case: Most previous studies assume 
that the subject has an adequate understanding of the knowledge in a source 
conception that is pertinent to the target (although the subject may not yet see 
the relevance of the source to the target). The present study finds that subjects 
may also need to develop and refine their understanding of a source analogue 
before they are able to apply results to a target problem.

D. Application via direct inference: It also finds that analogies do not always lead 
to a direct inference from base to target. They can also play other roles; one of 
these is a more provocative role in activating an essential schema that has never 
been applied before to either the target or the base. In the classical theory of 
analogy, Gentner and Holyoak emphasized the roles that analogies can play as:

1. An aid to problem solving or predicting behavior, via direct inference as 
mentioned above



2. An aid to learning via an inductive generalization from the common features
seen in a target and one or more analogous cases

In contrast, this book discusses evidence from transcripts for the following addi-
tional roles:

1. As mentioned above, an analogy can work through indirect provocative triggering 
of a new principle, schema, or method, as the analogous case itself is analyzed.

2. Analogies can be applied recursively to evaluate earlier analogies. These may 
contribute by helping to confirm the previous analogy relation, for example, 
rather than via direct inference.

3. There are differences in the types of tasks used in the literature on analogy in 
problem solving. Much of the previous literature emphasizes “insight” prob-
lems (Holyoak) or story comprehension (Gentner) where the task is usually to 
plan an action or to make a prediction. Part of the present work focuses on con-
ceptual explanation tasks in science. In these the task is to make a prediction and 
explain why the physical system behaves that way. The analogical reasoning 
processes used in explanation tasks may be somewhat different than in simpler 
tasks. In particular, analogies may serve as proto-models, that is, as a starting 
point or source analogue for the development of a scientific explanatory model. 
Clement (1981, 1989); Falkenhainer (1989), Holland et al. (1986), and Gentner 
et al. (1997) have proposed that advanced model construction in science may 
begin with an analogy that is modified as it is criticized and revised to eventually 
become a useful model. A related but expanded role, and its connection to previ-
ous literature in history and philosophy of science, will be discussed in Chapters 
6, 7, and 16.

2.1.4.1 Frequency of Use

Catrambone and Holyoak (1989) paint a discouraging picture in finding that the use 
of cross-domain analogies is quite infrequent for laymen solving insight problems. 
Frequencies rise only when the experimenters prompt the solver to use a previously 
described analogous case or ask the solver to describe what several previous analo-
gous cases have in common. This provides a rather discouraging prognosis–since 
these results are for presented analogies, they suggest that non-presented, spontane-
ous analogies might occur very rarely. However, Chapter 3 questions this prognosis 
in general by examining scientific problems where analogies occurred fairly fre-
quently among a sample of experts, and Chapter 8 does the same for a sample of 
engineering students. Studies undertaken by Dunbar (1997) document ongoing 
group problem-solving processes in genetics laboratories, and these also show 
more frequent uses of analogical reasoning. On the other hand, the present study 
will show that successful uses of analogy in expert problem solving can also be 
difficult and time consuming, rather than being quick shortcuts to a solution, as they 
are sometimes portrayed.
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In summary, several groups in cognitive science have focused on analogical rea-
soning processes over the last 15 years, but there has been very little prior research 
done on the spontaneous use of analogies in experts. Chapters 3–6 focus on this 
type of analogy in order to describe any new processes that may be involved. The 
remainder of this chapter simply introduces the method used to study spontaneous 
analogies, and develops some initial hypotheses about them. I will examine two 
brief examples from think-aloud protocols and develop a notation for analyzing 
four major processes involved in analogical reasoning.

2.2 Method of Study

2.2.1 Data Collection

Subjects and tasks. All expert subjects in this book were professors in technical 
fields or advanced doctoral students who had passed their comprehensive examina-
tion. The database for much of the present section of the book comes from video-
tapes of subjects’ working on the “Spring Problem” shown in Fig. 2.1. An example 
of an analogy for this problem would be to think about the weights hung vertically 
from long and short elastic bands of the same thickness instead of from wide and 
narrow springs. Knowing that the larger band will stretch more might suggest that 
the larger spring will stretch more. In fact, the correct answer to the spring problem 
is that the wide spring will stretch farther. This seems to correspond to many people’s 
initial intuition about the problem. However, giving a full explanation for why this is 
correct is a much more difficult task.

A second problem about whether it would take more force to push a wheel up a 
hill by pushing parallel to the slope at the top or at the rear of the wheel (the 
“Sisyphus” problem) will be presented and discussed primarily in Chapters 4 and 
17. The name refers to the character in Greek mythology who was condemned to 
pushing a large stone up a hill forever. A third problem called the Torus Problem 

Fig. 2.1 Spring problem

A weight is hung on a spring. The original
spring is replaced with a spring:

--Made of the same kind of wire,
--With the same number of coils,
--But with coils that are twice as
   wide in diameter.

Will the spring stretch from its natural length,
more, less or the same amount under the
same weight? (Assume the mass of the spring
is negligible compared to the mass of the
weight.)

Why do you think so?

(2)(1)



involved calculating the volume of a torus without taking an integral. Data collection
was complicated by the fact that solution times on the problems varied tremendously 
(e.g. from 6.4 to 52 min on the Spring Problem). Since subjects were at a considerably
higher level professionally than undergraduates and were not able to offer more 
than an hour or two of time, this meant that subjects completed different numbers 
of problems, depending on how long it took them to do the first problem. These 
numbers for book sections I–IV are: Spring Problem (10 subjects), the Torus 
Problem (8 subjects), and the Sisyphus Problem (7 subjects).

Smaller sections of chapters that report on specific issues also use protocols 
from several other simpler problems that are similar in character to the Spring and 
Sisyphus problems.

Think-aloud instructions. Before solving a set of problems, subjects in the 
studies throughout this book were told that the purpose of the interview was to 
study problem solving methods and were asked to think aloud as much as possi-
ble during their solution attempt, including reporting preliminary thoughts. 
Subjects were given instructions to solve the problem “in any way that you can,” 
and were asked to give a rough estimate of confidence in their answer. No sug-
gestions were made to encourage the use of analogies, imagery, or any other 
method and in fact the interviewer avoided introducing those terms altogether. 
Probing by the interviewer was kept to a minimum, usually consisting of a 
reminder to keep talking. Occasionally the interviewer would ask for brief clari-
fication of an ambiguous report. At the end of the problem solution more exten-
sive clarification was sought on other ambiguous reports. Subjects were able to 
use a large pad of paper and magic marker if needed. Almost all sessions were 
videotaped. Exceptions to this procedure occur in the instructional interviews in 
Chapters 10 and 18, where the interviewer as tutor was also introducing new 
questions and ideas in addition to encouraging thinking aloud.

2.3 Initial Observations

2.3.1 Initial Results on Frequency of Analogy Use

The spring problem solutions took from 6.4 up to 52 min, and the average length 
was 23.7 min. All subjects favored the (correct) answer that the wide spring would 
stretch farther. But the subjects varied considerably in the types of explanations 
they gave for their prediction. The frequency of analogy usage was:

Total number of spontaneous analogies generated 38
Number of subjects generating at least one analogy 8

Thus the proportion of subjects using analogies was high, indicating that analogy 
generation among experts is not limited to a few special individuals. These data will 
be discussed in more detail in Chapter 3.
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2.3.2 Observations from Transcripts

The main purpose of this chapter is to introduce some initial examples of the 
phenomena of spontaneous analogical reasoning by examining excerpts from the 
protocols of two subjects solving the spring problem. A broader survey of the solu-
tions will be given in Chapter 3.

First, consider an excerpt from the solution of a research physicist, S1. To 
counter the idea that analogies are used only by those who lack more formal 
reasoning methods, it can be noted that this subject was a Nobel laureate in 
physics. This subject had actually wound springs in the lab, and after stating 
with confidence, on the basis of experience, that the wider spring will stretch 
more, he proceeds to consider the harder quantitative question of determining 
how much more.

S1: The equivalent problem that might have the same answer is – suppose I gave you the 
problem in a way instead of being a coiled spring, it’s a long U spring like that, just like a 
hairpin. (draws Fig. 2.2). And now I hang a weight on the hairpin, and see how far it bends 
down. Now I make the hairpin twice as long with the same wire and see how far it bends 
down. Now that [deflection] goes with the cube [of the wire length]. That’s the deflection 
in the length of the cantilever beam. Heh, heh – and maybe it comes out that way with the 
spring. So my – I would bet about, about 2 to 1, I would bet that the answer to this [the 
wider spring] is that it goes down 8 times as far. (In this book comments in brackets are the 
author’s for clarity).

S1 has generated an analogous case, that of a hairpin, and made a quantitative 
prediction about its behavior: its deflection will increase with the cube of its length. 
Although he is confident of his prediction for the analogous case, he is not positive 
that he can transfer this conclusion to the original problem. In fact, he feels that his 
conclusion warrants a bet with only “2–1” odds. Although the process of deductive 
reasoning starting from assumed certain principles can produce certain conclusions, 
reasoning by analogy starting from assumptions can only produce varying degrees 
of confidence. Although S1 eventually used more formal methods in his solution, 
his starting point in attacking this problem was to generate an analogy. His subse-
quent work served to confirm that the wider spring will deform more. This supports 
the view that spontaneous analogies can be used by even the most sophisticated 
experts during problem solving.

Other subjects in the study had had less experience with springs than S1, and for 
them, the qualitative question of whether the wide spring stretches more was much 

Fig. 2.2 Hairpin analogous case



more challenging, and occupied the entire session. Therefore in this chapter, I will 
be concerned only with the qualitative aspects of the problem. (Arguments about 
whether the deformation varies with the cube of the spring’s width are discussed in 
Chapter 14.)

2.3.3 Evaluating the Analogy Relation

The term analogy is not used consistently across the various disciplines; in some 
instances it is used strictly to refer to a relationship, while in others it refers to the 
base case in the relationship. I am interested here in the process of analogical 
thinking as much as in the result of this process. Therefore, in this book, unless a 
more restricted meaning is clear from the context, I mean the term analogy to 
include all of the above; it includes the target case and the analogous case,
together with their analogy relation. The target case in the preceding example was 
the spring, the analogous case was the hairpin, and the subject proposed an anal-
ogy relation of a partial equivalence between the spring and the hairpin with 
respect to the relationship between width and stretch. This subject appeared to 
have very high confidence in his belief that the large hairpin would stretch eight 
times as much as the small hairpin, that is, in his understanding of the analogous 
case. But he had only moderate confidence in his answer for the original target 
case of the spring. This leads us to infer that he has only moderate confidence in 
the equivalence of the hairpin to the spring problem, that is, in the validity of the 
analogy relation. This supports the view that there are two different evaluation 
processes involved here: one for the analogous case and one for the analogy rela-
tion. In other instances, subjects were observed to reject the validity of an analogy 
relation completely, that is, they decided that the analogous case was not similar 
enough to the original problem to draw any conclusions from it whatsoever. They 
then moved on to another analogy or another method.

2.4 Major Processes Used in Direct Analogical Inference

Observations of this kind suggest the hypothesis that the processes listed in Table 2.1
are fundamental in making an inference by analogy (Clement, 1982a, 1988). 
However, subjects can initiate P2, P3, and P4 in any order and go back and forth 

Table 2.1 Major Processes in Direct Analogical Inference

P1. Generation of the analogous case
P2. Evaluation of the analogy relation
P3. Evaluation (and if necessary, development) of understanding of the analogous case
P4. Application via inference projection
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between them. Thus, at least at this level, the subjects do not appear to use a simple, 
well-ordered procedure for controlling their solution processes. In the case of S1 
there was an initial process of accessing or generating the idea of a hairpin (process 
P1). This was followed by his analyzing details about the hairpin as a cantilever 
beam, a standard model in physics (process P3). In the quotation, he also appears 
to briefly assess the validity of the analogy relation (process P2) in order to give his 
confidence estimate. He also indicates that one may be able to apply the finding 
about the width–stretch relationship from the hairpin to the spring (process P4).

2.4.1 Analogies from a Second Subject

I will next examine the solution of a subject, S3, who was an advanced Ph.D. can-
didate in computer science, and who had worked as an electrical engineer. The full 
protocols for difficult problems are quite long, therefore I present verbatim seg-
ments of protocols.

008 S3: (Reads Spring Problem)…Umm… I have no idea. Umm, and my first thought is 
that the length…of the coil spring being greater (traces circles in air with finger spiraling 
downward) and the strength of the metal being the same means that there’s going to be kind 
of more leverage for bending [in the wider spring].

009 S3: And that therefore it’s going to hang farther down. And that’s pretty much strictly 
an intuition based on my familiarity with metal and with working with metal…. Let me just 
think through that.

010 S3: (Draws horizontal wires in Fig. 2.3) And my intuition about that is that if you took 
the same wire that was fastened on the left here [short horizontal wire] and doubled the 
length and hung some weight on it, that the same material uh, with some weight on it, 
would bend considerably further….

019 S3: It would seem that that means that um, that back in the original problem, the spring 
in picture 2 [the wider spring] is going to hang farther; it’s going to be stretched more.

021 S3:and I have a confidence of about 75%….

022 S3:I have a great deal of confidence that Da [the displacement of the long wire] is greater 
than Db [the displacement of the short wire] in any case. I would say 100% confidence.

(b)(a)Fig. 2.3 Analogous case of bending rods



2.4.2 Analysis of Major Events in S3’s Transcript

1. The subject refers to an “intuition” that predicts the larger spring will stretch 
farther (line 009).

2. He draws the picture of a new problem, a straight, horizontal wire bending under 
a weight (line 010). His discussion indicates that he has spontaneously generated 
a case he considers analogous to the spring. His belief is that, in this new case, 
the long wire would bend more than the short wire, again on the basis of “intui-
tion.” (Later, in line 022, he reports a 100% level of confidence in this predic-
tion.) This is evidence that that, by the end of line 010, he has generated and 
comprehended the analogous case (steps P1 and P3 in Table 2.1).

3. He applies his findings from the new case to the original case (step P4) inferring 
that his analogy predicts the larger spring in the original problem will stretch 
further (line 019). However, he reports only 75% confidence in his answer to the 
original problem (line 021). A plausible explanation for this lack of confidence 
is that he was not fully satisfied with requirement P2 (evaluating the analogy 
relation between A and B).

It is interesting that step P4, inference projection, was initiated before the subject 
had completed step P2: the subject was able to make a tentative prediction about 
the original case before fully evaluating the analogy relation. The prediction at this 
stage is of the form “If the analogy is valid, then the wider spring will stretch more.” 
Figure 2.4 shows another way to represent the four major processes. In this nota-
tion, the dotted squares represent poorly understood or uncertain predictions about 
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Fig. 2.4 Four major processes in a direct analogical inference

2.4 Major Processes Used in Direct Analogical Inference 31



32 2 Major Processes Involved in Spontaneous Analogical Reasoning

cases. When a prediction for a case is strong, the dotted square is changed to a solid 
square to represent a confident prediction. Dotted and solid lines between squares 
represent unconfirmed and confirmed analogy relations between cases, respec-
tively. Process P1 results in setting up a tentative analogy, but there are three ques-
tion marks indicating uncertainties to be resolved before it becomes a useable 
analogy. Each of the subsequent steps then eliminates one of these question marks. 
The diagram shows an idealized example in which steps 2 and 3 are fully confirmed 
(assigned a high level of confidence). Unlike the previous examples, the diagram 
depicts a situation where the analogy relation is questioned and confirmed first, 
followed by questioning and confirming a prediction for the analogous case; thus 
the order of steps P2 and P3 is not fixed. This leads to the original case A about 
springs being confidently predicted in step 4, as symbolized by the solid box around 
A. This can only happen when the previous three steps have all been completed. 
However, in a nonidealized situation with real problem solvers, the confidence in 
each of these steps may be only partially rather than fully confirmed.

The final state of the analogy at the end of the section of S3’s protocol, above, is 
shown in the diagram of Fig. 2.5. A poorly understood conception of the spring is 
linked by analogy to a well-understood conception of the wire, with the analogy relation 
not yet confirmed. That is, even though the subject was sure that he understood how 
to make a prediction for the bending-rod situation, he was still unsure whether it was 
sufficiently similar to the spring to use to predict its behavior. Therefore, I describe 
him as having a tentative or unconfirmed analogy relation at this point.

2.5 Conclusion

In summary, with regard to the four processes in Fig. 2.4, the most basic initial 
observation is that subjects appear to speak separately at times about each of these 
processes, suggesting that they exist as separate cognitive activities. Further evi-
dence for these processes will be provided by the other case studies of analogy use 
examined in this book. The chapters of Section I and II that follow will examine each 
of the four processes in more detail, revealing a richer variety of processes than has 
been described previously.

a

Fig. 2.5 Final status of S3’s bending-rod analogy



Chapter 3
Methods Experts Use to Generate Analogies*

3.1 Introduction

The first step in using a spontaneous analogy is to generate the analogous case. By 
“generation” here I mean accessing or constructing an analogous case and raising the 
question of whether there is a valid analogy relation between it and the target problem. 
This is often considered to be the most creative part and by some even an unconscious 
part of using an analogy, and therefore it may be the one which is least well understood. 
The classical view of analogy generation is that a related case is accessed in permanent 
memory by association and brought into conscious attention in working memory 
(Gentner, 1983; Holyoak and Thagard, 1989). The purpose of this chapter is to examine 
think-aloud evidence on spontaneous analogies generated by experts. I will present 
 evidence that some analogies are indeed accessed by association but that many are 
 generated via a transformation or via a principle and that the classical view misses cer-
tain methods for generating analogies, some of which are quite powerful. Thus this 
chapter focuses on subprocesses used for process P1 in Table 2.1

The first part of this chapter elaborates the definitions used in referring to 
 analogies, and the criteria for recognizing them in transcripts in more detail than 
was possible in Chapter 2. A variety of analogies from the study of ten expert 
 subjects solving the spring problem are then described. The number of significant 
analogies and examples of the different types of analogies generated, including 
several creative invented cases, are presented. Finally different methods of analogy 
generation are identified and discussed.

* Some segments of this chapter, along with Figs. 3.1 and 3.2 are reproduced with kind permission 
of The Cognitive Science Society as copyright holder from Clement, J. (1988). Observed methods 
for generating analogies in scientific problem solving. Cognitive Science, 12, 563–586.
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3.2 Definitions of Basic Concepts and Observations

3.2.1 Definition of “Spontaneous Analogy”

In order to describe in more detail the frequency with which analogies were 
 generated, one must begin with a more careful definition of the concept of a 
 spontaneous analogy. In defining criteria for recognizing a “spontaneous analogy,” 
it is desirable for the definition: (1) to include attempts to produce cases that are 
similar to but different from the original problem situation; (2) to include such 
attempts whether or not they ultimately yielded an answer to the problem; (3) to 
rule out trivial cases that involve only a surface similarity without a structural or 
functional similarity; and (4) where appropriate, to separate analogy generation 
from other problem-solving processes such as breaking a solution into independent 
parts or analyzing the problem in terms of a  theoretical principle.

The following observation criteria were used to code for the generation of a 
spontaneous analogy: (1) the subject, without provocation, refers to another 
 situation B where one or more features ordinarily assumed fixed in the original 
problem situation A are different, that is, the analogous case B violates a “fixed 
feature” of A (to be defined below); (2) the subject indicates that certain structural 
or functional relationships (as opposed to surface attributes alone) may be 
 equivalent in A and B; and (3) the related case B is described at approximately the 
same level of abstraction as A.

(a) (b) (c) (d)

(e) (f) (g)

Fig. 3.1 Some analogous cases generated for the spring problem: (a) Longer sawblade bends 
more. (b) Longer rod bends more. (c) Longer hairpin bends more. (d) Longer diving board bends 
more. (e) Longer spring stretches more. (f) Foam rubber with larger air holes compresses more. 
(g) Larger kinks in a wire easier to remove



We have already seen an example of spontaneous analogy generation in Chapter 
2 where the subject attempted to relate the spring problem to the analogous problem 
of comparing long and short horizontal wires or rods bent by the same weight, as 
shown in Fig. 2.3. (The saw blade in Fig. 3.1a is another variation of this analogy 
from another subject.) Several of the subjects generated similar analogies and had 
a strong intuition that a long straight object would bend more than a short one. They 
reasoned that since the longer object would bend more, the wider spring would 
probably stretch more. This analogy in fact leads to the correct prediction, and 
 provides a plausible initial justification for it. In some instances, a more  complicated 
analogy was constructed (such as a spring with square coils) which led to a more 
accurate justification of the answer.

As used here, fixed features are those features of the problem situation that are 
commonly assumed to be given which are not subject to change; and problem 
 variables are features that are assumed to be changeable or manipulable. Two 
aspects that are assumed to be fixed features in the spring problem are the equal 
thickness of the wire in the two springs and the helical shape of the springs. Aspects 
that are assumed to be problem variables are coil diameter and amount of stretch. 
Effectively, the subject’s assumptions about which aspects of the situation are fixed 
and which are variables determine a stable context that affects the problem 
 representation within which he or she works on the problem. Considering the 
 problem of a horizontal rod, then, represents a change in what was originally a fixed 
feature (the shape of the spring) in the subject’s initial comprehension of the 
 problem. Thus the bending rod can be treated as an analogous case. An analogy, 
then, changes the problem representation being considered.

3.2 Definitions of Basic Concepts and Observations 35

(a) (b) (c)

(d) (e) (f)

Fig. 3.2 Six more analogous cases generated for the spring problem: (a) Polyesters. (b) Spiral 
spring in two dimensions. (c) Car spring. (d) Longer rod twists more under same torque. (e) 
Parallel springs stretch less. (f) Car climbs farther per circuit on wider mountain, given the same 
incline angle (so wide spring stretches more)
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The above definition excludes several types of related cases that were not counted 
as analogous. First, when subjects used a simple partition such as looking at a single 
coil of the spring, it was not counted as an analogy if it consisted simply of thinking 
about a part of the original system (without changing the shape or other characteristics 
of the parts). Second, the indication of a mere surface similarity, such as one subject’s 
comment that the drawing of springs in the original problem “reminded him of eels,” 
was not counted as an analogy. Third, certain extreme cases, such as considering a 
very narrow or very wide spring, were not counted as analogies, because width is 
considered to be a problem variable, not a fixed feature. Fourth, the use of the term 
“analogy” was confined to a related case B at  approximately the same level of 
abstraction as A. This criterion rules out saying that a robin is analogous to a bird, or 
that a spring is analogous to the general notion of a harmonic oscillator. Thus, when 
one subject thought about the behavior of a door spring as a particular example of a 
helical spring, this was not counted as an analogy. 

3.2.2 Observed Spontaneous Analogies

Instances of spontaneous analogies were coded from the transcripts and videotapes 
using the definition given above. In addition, an analogy was only classified as sig-
nificant if it appeared to be part of a serious attempt to generate or evaluate a solu-
tion, and as nonsignificant if it was simply mentioned as an aside or commentary. 
As an example of a nonsignificant analogy, one subject was reminded of another 
problem he had seen involving the deflection of piano strings of different lengths, 
but apparently mentioned this as an aside without the intention of applying findings 
back to the spring problem. Since the primary focus here is on processes involved 
in attempts to use analogies, the significance of an analogy did not depend on 
whether the solution generated was correct. Two independent coders analyzed tran-
scripts for 80 related cases not identical to the original problem, with 84% agree-
ment on identifying significant analogies, and with resolution by concensus. The 
results were as follows (Clement, 1988).

Number of subjects 10
Total number of spontaneous analogies generated 38
Total number of significant analogies generated 31
Number of subjects generating at least one analogy  8
Number of subjects generating a significant analogy  7

Thirty-one of the analogies were significant according to the criterion above, and a 
number of these are illustrated in Figs. 3.1–3.3. The 31 significant analogies include 
three generated by the Nobel laureate discussed in Chapter 2. The most common spe-
cies of analogy was the bending rod and variations thereof, such as a bending saw blade, 
a bending wire, and a diving board. Six of the subjects  generated an analogy of this type. 
Thus the number of significant analogies for this problem was quite high, indicating that 
analogical reasoning is a process that is available to many expert subjects.
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Fig. 3.3 Three novel analogous cases generated for the spring problem: (a) Circular, hexagonal, 
and square coils (b) Two-dimensional zigzag spring and modified zigzag with stiff joints. (c) 
Pitting the wide spring against the narrow spring

3.2.3 Analogy Generation Methods

Analysis of the transcripts indicated that there were at least three types of analogy 
generation methods. “Generation method” here refers to the way in which the 
 analogous case B first comes to the attention of the subject during the solution. 
Examples of each type are discussed below.

3.2.3.1 Generation from a Formal Principle

A plausible hypothesis to explain how analogies are generated in science derives 
from the situation where a single equation or formal abstract principle (such as 
conservation of energy) applies to two or more different contexts. This suggests 
that analogies may be formed by first recognizing that the original problem situ-
ation, A, is an example of an established equation or principle, P, as shown in Fig. 
3.4a. The analogous situation, B, is then retrieved or generated as a second exam-
ple of principle P. For example, after S1 referred to the fact that bending is pro-
portional to the cube of the length in the engineer’s model of a cantilever beam, 
he  immediately thought about a person standing on the end of a diving board (an 
example of this principle). If this turns out to be the main method used by sub-
jects, it will support the hypothesis that analogy generation can be reduced to the 
 processes of assimilation by a formal principle, followed by accessing an exam-
ple of the principle.
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Fig. 3.4 Three types of analogy 
generation: (a) Generation via a 
principle. (b) Generation via a 
transformation. (c) Generation via 
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3.2.3.2 Generation via a Transformation

This occurs when a subject creates an analogous situation B by modifying the 
 original situation A and thereby changing one or more features that were previously 
assumed to be fixed. In these instances there is no mention of a formal principle or 
equation. Consider the following example from subject S9:

041 S: I’m going to unroll these things [the two springs] and see if that helps my intuition 
any. Um. if I essentially, uh, uncoil or project the spring into a wire…the wire will actually 
go from here to here (draws horizontal line.) That’s if I actually unroll the wire.



The subject proceeds to consider the effects of hanging weights on the ends of long 
and short horizontal wires. Unrolling the spring into a straight wire is an example 
of a transformation. It is hypothesized that such a transformation occurs when the 
subject focuses on an internal representation of the problem situation A and 
 modifies one or more aspects of it to change it into a representation of situation B, 
as shown in Fig. 3.4b. If the changed elements are not causally important to the 
behavior in question, such a transformation should produce an analogous case.

The transformation cited above involved a single continuous action but other 
examples can involve discrete acts of modification. S2 uses a discrete transforma-
tion to generate the idea of a square spring early on in his solution, while debating 
about whether a horizontal bending rod (which has a changing slope) works in the 
same way as the stretched spring (which has a constant slope)

023 S: I still don’t see why coiling the spring [from a horizontal rod] should make any 
 difference. ... Why does it have to be a [circular] coil? Surely you could coil a spring in 
squares, let’s say, and it…would still behave more or less the same.

3.2.3.3 Generation via an Association

In contrast to generating an analogy via a transformation, the subject generating 
an analogy via an association is “reminded” of an analogous case B in memory, 
rather than transforming A into B. Such an analogous case may differ in many 
ways from the original problem but still have important features in common with 
the original situation. For example, S2 produced evidence for several analogies 
generated via an association in his protocol when he said: “I feel as though I’m 
reasoning in  circles and I think I’ll make a deliberate effort to break out of the cir-
cle somehow. ... What else stretches?. ... Like rubber bands, molecules, polyes-
ters.” Intuitively, it is as if the subject were “letting his mind wander” in a 
divergent  process that allows him to retrieve similar situations. However, the 
focus on the concept of stretching here appears to play a role in constraining and 
guiding the activation process.

In another example, subject S6 compared the wide and narrow springs with two 
blocks of foam rubber, one made with large air bubbles and one made with small 
bubbles in the foam, respectively (Fig. 3.1f). He had a strong intuition that the foam 
with large air bubbles would be easier to compress. Another subject, S5, examined 
the relationships between coil width, coiling angle, and wire length by thinking 
about mountain roads winding up narrow and wide mountains (Fig. 3.2f).

Comparing the Generation Processes. As shown in Fig. 3.4c, the fact that cases 
generated by association differ in many ways from the problem situation suggests 
that an established schema B is being activated associatively in permanent memory, 
as opposed to being constructed via a transformation of A in working memory. A 
stretched rubber band, for example, does not appear to be a construction created by 
modifying the original spring situation; rather, it appears to be a familiar idea that 
has been activated as a whole. Thus associative analogies would tend to be more 
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“distant” from the original situation conceptually than those produced by transfor-
mations in the sense that they share fewer features with A.

It may be difficult for some to see how generating an analogy via a principle could 
aid in problem solving, since if the principle is already known, there should be no 
need for an analogy. However, if the subject is unsure of the applicability of the prin-
ciple to the target problem, then an analogy might help to evaluate this. In the use of 
both analogies and principles, evaluation of appropriateness is all important.1

Figure 3.4c is undoubtedly oversimplified, since it portrays an association as a 
single connection, whereas in some cases a much more complicated process of 
weighted activation from multiple sources may be involved. Similarly, Fig. 3.4b 
gives the impression that a transformation is always a simple, discrete replacement, 
whereas in the case of spatial transformations of entire shapes (such as “unbending”) 
the process may be a much more distributed and continuous one: Given the present 
data, it seems premature to make the assumption (as is done in most of the existing 
literature) that activation caused by association to discrete features is the only 
method for initiating analogical reasoning processes.

3.2.4 Frequency of Different Analogy Generation Methods

3.2.4.1 Observation Criteria and Results

The 31 significant analogies in the ten solutions to the spring problem were classi-
fied according to their method of generation. Observation criteria used to provide 
evidence that a certain generation method was used are given below, along with the 
number of analogies in that category. Generation methods were coded jointly by a 
team of two transcript analysts until a consensus was reached.

Generation via a Formal Principle

Number of Significant Analogies 1

Characteristics used as indicators of an analogy generated via a principle were: (1) 
the subject refers to an abstract formal principle (mathematical or verbal) near the 
first reference to he analogous case B; or (2) the subject may refer to case B as an 
“example” of a principle.

1 Two of the four steps involved in using an analogy discussed in Chapter 2 were: (P1) access or 
create an analogous case and generate a tentative analogy relation between it and the original 
problem; and (P3) understand the analogous case B. In stating that generation via a transformation 
takes place in working memory rather than accessing permanent memory, I am referring to step 
(P1), not step (P3). However, in all cases one way (P3) can be achieved is by accessing other 
familiar schemas in permanent memory which can interpret or analyze B.



Generation via a Transformation

Number of Significant Analogies: 18

Indicators, in order of importance, were: (1) the subject refers to modifying an 
aspect of situation A to create situation B; (2) the subject states that B is an invented 
situation he has not encountered before; (3) the novelty of the analogous case sug-
gests that it has just been invented; or (4) there exist a small number of transformations
which can change A into B since the analogous case is not different in many ways 
from the original problem.

Generation via an Association

Number of Significant Analogies: 8

Indicators, in order of importance, were: (1) the subject mentions “being reminded 
of” or “remembering” case B; (2) B is different in many ways from the original 
problem; (3) the subject refers to B as a “familiar” situation; (4) B is a situation 
which obviously should be familiar to S (but may not necessarily be well under-
stood by S).

Method Unclear

Number of Significant Analogies: 4

An analogous case was placed in the category “method unclear” when there was 
not enough data in the protocol to make a confident classification of the generation 
method.

Note that the largest number of significant analogies was generated via a transformation
and that evidence was observed for generation via a principle in only one case.2

3.2.4.2 Novel Cases

There were five analogous cases observed that were clearly novel, shown in Fig. 3.3. 
(Novelty is not a fourth type of analogy generation method but rather a descriptive 
characteristic. Each of these five cases was classified as having been generated via 
a transformation.) They include springs with polygonal coils, two-dimensional 
zigzag springs, and an experiment where the subject pits the narrow spring against 

2 At one point consideration was given to splitting the generated via a transformation category into 
two parts: those cases generated by a simple modification or transformation of the original  
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the wide spring by attaching them to opposite sides of the weight along a simple 
line. The significance of these cases is that their novelty suggests that they have 
been invented rather than retrieved directly from memory. They are thought experi-
ments in the broad sense of being situations where the subject attempts to predict 
the behavior of a new system without making new empirical observations.

3.2.5 Summary of Observations with Respect to Analogy 
Generation

In summary, spontaneously generated analogies were observed to play a significant 
role in the problem solutions of scientifically trained subjects. Generation via a 
transformation and via an association were the two primary analogy generation 
methods for which evidence was observed. Evidence for analogies generated via a 
formal principle occurred only rarely. This result certainly does not rule out the 
possibility that the latter method may be used in scientific problem solving, but it 
does suggest that it may not be the most common method for generating analogies, 
and that the other two methods may play a significant role. In addition, several 
novel analogous cases were generated that can be described as invented thought 
experiments.

3.3 Discussion

3.3.1 The Presence of Analogies in the Solutions

3.3.1.1 Analogy Generation as a “Horizontal” Change in Representation

From the point of view of problem-solving theory, an analogy can be said to involve 
a shift in the subject’s problem representation. One way, then, to view analogy 
generation is as a meta-operator which operates on the initial problem representa-
tion rather than within it. However, it is a shift of a special kind. Other instances of 
shifts in problem representation can occur when the subject engages in abstract 
planning or in using symbolic representations, such as equations. However, in the 
latter two instances the subject moves “vertically” to a more abstract representation 
whereas in moving to an analogous case, the subject moves “horizontally” to 

problem A; and those constructed by combining and assembling several schemas into one mechanism
(items in Fig. 3.3 were among the candidates for the latter.) It might prove theoretically useful to 
distinguish the latter process, but this proved difficult at an observational level for this data base 
since all of the cases in question resembled the spring in some way. Therefore only the single cat-
egory (which might be more aptly labeled “transformation or construction”) was used.



another problem representation at roughly the same level of abstraction. Using an 
analogy can be thought of as the most creative of these three strategies in the sense 
that one is shifting one’s attention to a different problem, not just to an abstract 
version of the same problem.

3.3.1.2 Developing Useful Boundaries for the Concept 
of “Spontaneous Analogy”

This idea of a horizontal change in representation leads to another motive for the 
definition of spontaneous analogy presented earlier. The definition is consistent 
with the idea that analogy generation is a creative and divergent process. The condi-
tion that the analogous case be one where “features ordinarily assumed fixed in the 
original situation are different” means that the subject must somehow break away 
from the original problem and shift his or her attention to a significantly different 
problem. This may be difficult for some people to do, probably because of the dif-
ficulty involved in breaking set – breaking out of the assumptions built up in 
considering the original problem.

To some, analogies such as a zigzag spring or a hexagonal coil (Fig. 3.3a) may 
seem too similar to the original spring to be counted as “real” analogies. Instead 
they might be seen as what Gentner terms a “literal similarity.” The important 
issues here are: “What is the form of the basic reasoning patterns being used?” and, 
“What are the most useful and fundamental distinctions to emphasize in construct-
ing definitions for terms like ‘analogy’?” Certainly much data have been collected 
on problem solving where no spontaneous analogies occur. What seems to distin-
guish spontaneous analogies when they happen, more than anything else, is the fact 
that the subject is somehow bold enough to break away from the previous assumptions
about the problem context. Just because an analogous case appears to be “close” to 
the original problem from hindsight does not mean that the assumption- breaking 
act of generating it was easy, by any means.

For example, the hexagonal coil case cited earlier is quite close in shape to the 
circular coil case, and yet it was only generated after many frustrating attempts to 
develop other analogies. Furthermore, its “closeness” does not imply “weakness.” 
It is a powerful idea that led to a genuine scientific insight. As we shall see in 
Chapter 6, it was generated by only one of the ten subjects and was used by this 
subject to discover the major mechanism underlying resistance to stretching in a 
helical spring. Its identification in the hexagonal coil constitutes a scientific insight 
involving the discovery of a new variable and the discovery of a new causal relation 
in the system Clement (1981).

Thus the action of “considering a situation B which violates one or more fixed 
features of A” is taken as central to the definition of a spontaneous analogy. I con-
sider this a more important criterion than requiring case B to have many surface 
features that are different from A’s features, and so cases like the hexagonal coil 
are included as examples of analogies. Such “close” analogies appear to be one of 
the most fruitful and powerful types of analogies observed. The definition of analogy 
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is still fairly restrictive, however, since it excludes other extreme cases, specific 
examples of the problem context, and focusing on individual parts of the problem.

3.3.2 Generation Methods and Invention

3.3.2.1 Formal vs. Informal Methods

Of the three methods, generation via a principle is a less direct method where think-
ing of the principle serves as an intermediate step on the way to producing the 
analogous case. If this had been the only method used, it would argue that the analogy 
generation process reduces to the process of assimilation of the problem by an 
abstract principle followed by accessing a familiar example of the principle. Of the 
three generation methods, it is also the most formal. However, generation via a 
principle was observed in only one case. The fact that less formal methods were 
observed in all but one case provides further support for the idea that experts can 
use nonformal as well as formal methods in solving problems.

The protocols indicated that more analogies were generated via a transformation 
than via an association. Although an association process is usually cited as the first 
step in using an analogy and as an important source of creativity in scientific prob-
lem solving, it may be that transformation processes are just as important, if not 
more important, in scientific work.

3.3.2.2 Invented Analogies

The method of generation via a transformation (or constructed) is of interest 
because of its potential for creating new cases. When we ask the general question 
of what it means to think of an analogous case, the standard view is that the analo-
gous case is a familiar knowledge structure residing in memory which is at some 
point activated or retrieved as being related to the current problem. However, in 
using this kind of model, it is difficult to account for the production of the four 
novel cases shown in Fig. 3.3. The occurrence of these novel cases supports the 
hypothesis that some analogous cases are actually invented, not retrieved or recon-
structed from memory. That is, in addition to creating a new analogy relation 
between cases A and B (which is assumed to occur in all of the spontaneous analo-
gies discussed in this book) the subject also creates the analogous case B itself.

Inventing a novel analogous case is something like inventing a new machine or 
composing a piece of music in that some very major aspects of the case have never 
been experienced by the subject before. As in composition, although individual 
elements used in the invention of a novel analogous case originate in permanent 
memory, it makes little sense to say that the case as a whole was retrieved from 
memory, since the case has never been in mind before. It makes more sense to say 
that this kind of analogous case was created (see Clement, 1988).



3.3.3 Summary

In summary, the study described in this chapter provides evidence for some experts 
using spontaneous analogies to a significant degree during problem solving. 
Scanning the collection of analogous cases produced in Figs. 3.1–3.3, one is 
impressed by the sheer variety of possible approaches generated for the simply 
stated spring problem. In my mind, Figs. 3.1–3.3 represents a kind of “botanical 
garden” of species of problem solutions. In subsequent chapters I will try to dissect 
some of these species in more detail. Experts are unlikely to produce such a variety 
of forms when given a standard textbook problem for which they have preestab-
lished procedures of solution. But when given an unfamiliar problem for which no 
standard method is available, their behavior becomes much more flexible and 
inventive, and new forms can evolve.

In addition, rather than one method, evidence was found for at least three differ-
ent methods of analogy generation in the protocols: generation via a principle (1 
case), generation via an association (8 cases), and generation via a transformation 
(18 cases). Although the mechanism underlying analogy generation is usually 
described as an association process, transformation processes, where the subject 
modifies or transforms some aspect of the original problem, may be just as impor-
tant if not more important. In contrast to the usual view of an analogous case as 
already residing in memory, several of the analogous cases were quite novel, 
indicating that they were newly invented. This changes one’s view of analogy from 
a process that always accesses knowledge of familiar situations to one that is capable 
of creating new situations (Clement, 1988). The presence of inventive processes 
would seem to be necessary in order to explain the emergence of novel analogue 
models in science. This theme will be developed further in Chapter 6.

The wide variety of cases produced by the subjects described in this chapter is 
symptomatic of the creative possibilities in the processes of advanced problem 
solvers and reflects the divergent side of expert thought. This can be a powerful 
mode of thinking when combined with convergent, critical processes for evaluating 
validity, and those processes are the topic of the next chapter.
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Chapter 4
Methods Experts Use to Evaluate 
an Analogy Relation*

4.1 The Importance of Establishing the Validity 
of an Analogy Relation

We have seen that expert subjects can generate and use analogies spontaneously 
during problem solving. However, since not all analogies are valid, it is important 
for the subject to have a way to evaluate their validity. In a solution to the problem 
of whether a wide spring stretches more than a narrow spring, S2 generated the 
 following analogy:

039 S2: a spring that’s twice as long…stretches more…now if this is the same as a spring 
that’s twice as wide, then that [the wide spring] should stretch more [than the narrow 
spring]…uhhhh, but IS it the same as a spring that’s twice as wide?

This last question is the topic of this chapter: how can a subject tell whether a 
 proposed analogy is trustworthy? That is, how can one evaluate the soundness or 
validity of the analogy relation between an analogous case and a target? If one can-
not establish confidence in the validity of the analogy relation, then the analogy is 
useless. In fact, the subject above was not able to confirm the validity of this anal-
ogy in his protocol and was not able to make confident inferences from the analogy. 
“Validity” is used here in a sense outside the context of deductive certainty. Since 
conclusions reached by analogy are viewed as always having a certainty level of 
less than 100%, establishing validity here means “raising confidence in the appro-
priateness of the analogy relation to a high level.” One view of the validity evalua-
tion process described by Forbus et al. (1997) is based on the identification of 
structural correspondences through the mapping of discrete symbolic relations 
identified in the source and target.

In this chapter and Chapter 17, I will present some evidence from expert proto-
cols, which seems to fit the above hypothesis: experts do at times refer to names of 
features that correspond in the source and the target. But I will also present  evidence 
for other processes that can be involved in validity evaluation that tend not to be 

*Some portions of this chapter are based on findings reported in Clement, J. (1998). Expert novice 
similarities and instruction using analogies. International Journal of Science Education, 20(10),
1271–1286.
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48 4 Methods Experts Use to Evaluate an Analogy Relation

discussed in the literature. In this chapter, I discuss one of these: analogical 
 bridging. Several examples of analogical bridging will be presented from expert 
solutions to different problems, followed by two examples from the history of 
 science. We shall see that bridging analogies can be quite imaginative: as in Chapter 2, 
we are confronted here with evidence that experts are not just followers of simple 
algorithms. Rather they are capable of inventing new forms and representations that 
can lead to novel and imaginative solutions.

4.2 Examples from Case Studies

4.2.1 Evaluating Analogies for the Sisyphus Problem

The “Wheel Problem” also called the “Sisyphus Problem” below, illustrated in Fig. 4.1, 
poses a question about whether one can exert a more effective uphill force parallel 
to the slope at the top of a wheel or at the level of the axle (e.g. as in pushing on 
the wheel of a covered wagon).

Wheel or “Sisyphus” Problem You are given the task of rolling a heavy wheel 
up a hill. Does it take more, less, or the same amount of force to roll the wheel when 
you push at x, rather than at y?

Assume that you apply a force parallel to the slope at one of the two points 
shown. And that there are no problems with positioning or gripping the wheel. 
Assume that the wheel can be rolled without slipping by pushing it at either point.

4.2.1.1 Subjects

The expert subjects discussed in this book solved a variety of problems in their 
interviews. Because their solution times on different problems had a very large 
range (e.g. from 6.4 to 52 min on the spring problem), not all subjects could be 
scheduled to work on all of the same problems in the time allotted. The wheel 
problem was given to seven expert subjects who were advanced doctoral students 
or professors in technical fields. Subjects were given instructions to solve the prob-
lem “in any way that you can,” and no suggestions were made to encourage the use 
of analogies or any other method.

X

Y

Fig. 4.1 Wheel problem



4.2.1.2 Case Study of a Solution

Subject S2 compared the wheel to the analogous case of raising a heavy 5 ft long 
pole or lever hinged to the hill (Fig. 4.2b). He reasoned that pushing at the point 
higher up on the lever would require less force. If the lever’s fulcrum is the hinge 
where it is attached to the hill, one should have more leverage for raising the lever 
by pushing at the top as opposed to the middle, and therefore it should take less 
force to push at the top. (This can be confirmed by thinking about the extreme case 
of pushing at the bottom of the lever where, intuitively, it should take much more 
force to raise the lever.)

Having made a confident prediction for the lever, he then made an inference by 
analogy that the wheel would be easier to push at the top (the correct answer). 
However, the subject seriously questioned whether there was a valid analogy rela-
tion between the wheel and the lever. (As with the spring problem I will refer to the 
lever situation as the analogous case and to the possible structural similarity rela-
tionship between the lever and the wheel as the analogy relation.) Where is the 
“fulcrum” for the wheel? Is it at the center or at the bottom? S2 leans toward the 
view that the fulcrum corresponds to the bottom of the wheel (correctly). But can 
one really view the wheel as a lever, given that the “fulcrum” at the bottom of the 
wheel is always moving and never fixed? This is the question of whether the anal-
ogy relation is valid.

As an initial example of mapping discrete symbolic features, S2 had found a 
potential mismatch between his descriptions of the stationary fulcrum at the bottom 
of the lever and the moving fulcrum at the point of contact of the wheel. This led 
him to doubt the analogy. He apparently felt that this was an important relation that 
should probably be the same in the base and the target for the analogy to be valid. 
If we focus on his linguistic description of these relations, we can think of this as 
an example of mapping discrete symbolic features as one method for evaluating the 
validity of analogies.

4.2.2 Bridging Analogies

In order to evaluate the validity of the lever analogy, S2 generated an intermediate 
analogy or “bridging” case in the form of the spoked wheel without a rim shown in 
Fig. 4.3C. This allows one to see the wheel as a collection of many levers. One can 

Fig. 4.2 Analogous case of lever (b)
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50 4 Methods Experts Use to Evaluate an Analogy Relation

think of it as an intermediate case that is “in between” the source and the target and 
that shares features with both. This bridging analogy raised the subject’s confidence 
in the validity of the original analogy by reducing the subject’s concern about the 
moving fulcrum issue.

An initial rough hypothesis for why this method works is that it is easier to eval-
uate a “close” analogy than a “distant” one. The bridge divides the analogy into two 
small steps which are easier to evaluate than one large step, as shown in Fig. 4.3. It 
is easier to see that the real wheel should behave like a rimless spoked wheel, and 
that the rimless spoked wheel should behave like a lever, than to make this infer-
ence in one step. This is an example of a bridging case used as a method for evaluat-
ing – and in this case confirming – the validity of an analogy relation.

We can represent this process using the notation of dotted boxes and relations 
developed in Chapter 2. In Fig. 4.2, the subject has become quite confident about 
his prediction for the analogous case of the heavy lever, so the box around this situ-
ation is shown as solid. He is trying to transfer his understanding of the lever to the 
case of the wheel, but he is unsure of the validity of this analogical relationship and 
this tentative but unconfirmed relation is shown as the dotted line and question 
mark between the cases. The bridging case of the spoked wheel without a rim 
shown in Fig. 4.3 then provides a pathway that does allow him to transfer his under-
standing to the wheel in two steps, from the well-understood base case B to the 
bridging case C and from there to the original target problem A.

4.2.3 A Pulley as an Analogy for the Wheel

Subject S7 dealt with the wheel in a different way. He first thought about the 
extreme case of rolling the wheel up an extremely steep hill that was almost vertical 
and was trying to decide intuitively whether it would be harder to push on the edge 
of the wheel or on the middle. While thinking about this extreme case he then goes 
on to propose an innovative analogy. He attempts to recast the problem in the rather 

C
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Fig. 4.3 Bridging analogy for the wheel problem: spoked wheel without a rim (C)



different context of a pulley system, as shown in Fig. 4.4B. This allows him to pre-
dict that it would be easier to push the wheel at x, since he knows that the pulley 
would cut the required force in half. In the following section, he generates a bridge 
in order to help him to evaluate the analogy relation. He imagines the pulley laid 
on the ramp as shown in Fig. 4.5B. The bridge in this case takes the form of a rope 
tied to the wheel, as shown in Fig. 4.5C.

162 S: Assuming…we attach a rope…. Now it becomes more like the pulley problem 
which I was thinking before (draws Fig. 4.5C).

163 S: Seems a lot easier than getting down here behind it [at “Y”] and pushing. Why? 
because of that coupling pulley effect. It seems like it would be a lot easier to hold it here 
[at “X”] for a few minutes than it would be to get behind it or even to attach a rope here [at 
“Y”] and; yeah, my confidence here is much higher now, that it’s right. [to push at “X”]

In line 163 above, we have evidence that the bridge has increased the subject’s 
confidence in the pulley as a valid analogy for the problem situation. There is also 
evidence in line 162 that the bridge of the rope tied to the wheel is an intermediate 
case for the subject in that he says that it is more like the pulley problem than the 
original problem was. The subject may be worried about the fact that in the original 
problem one was applying a force only at one point of the wheel whereas in the 
pulley, the rope may be applying force to the wheel at every point where it touches 

Fig. 4.4 Pulley analogy for the 
wheel problem

Fig. 4.5 Bridging analogy to confirm pulley analogy
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the wheel on its circumference. The bridge appears to help him resolve this 
criticism.

Rather than letting the problem dictate the space in which he will operate, in the 
above sections the subject diverges into some innovative and unique spaces of his 
own construction. Methods like these contrast sharply with a more standard 
approach where the problem triggers a well-known procedure for solving the prob-
lem in a series of familiar steps.

Overall on the wheel problem 3 of the 7 subjects generated analogies. Two sub-
jects generated bridging analogies (described above).

4.3 Analogy Evaluation in the Doughnut Problem

4.3.1 Bridging from Tori to Cylinders

Another example of a bridge occurred in a solution to the mathematics problem 
(shown in Fig. 4.6) of finding the volume of a torus without using calculus. This 
problem was given to eight subjects, six of whom referred to the analogy of a 
 cylinder. More details on their solutions are given in Chapter 11.

Subject S13 at first thought that the answer might be the same as the answer to 
the analogous case of the volume of a cylinder. He guessed that the appropriate 
length for the cylinder would be equal to the central or “average” circumference of 
the torus (2π (r

1
 − r

2
)). However he was only “70% sure” of this. Thus he needed to 

evaluate the plausibility of an analogy between the torus problem and the base 
problem of finding the volume of a cylinder of a particular length.

A bridging analogy which allowed him to accomplish this evaluation is the case 
of the square-shaped torus shown in Fig. 4.7. By showing that the four sides of the 
square torus can be joined to form a single long cylinder with slanted ends, he 

Fig. 4.6 Torus or “Doughnut” problem: compute 
the volume of the torus (doughnut) without taking 
an integral. Give an approximate answer if you 
 cannot determine an exact one

.
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established the validity of the analogy between the cylinder and the square torus. 
He inferred that the volume of this long cylinder would be exactly equal to its cen-
tral length times its circular cross section. From this he concluded that the appropri-
ate length to use in the square torus was the average of its inner and outer perimeters, 
and this raised his confidence in his original solution to “85%.” He was able to use 
the same reasoning for the hexagonal torus, and this raised his confidence to 
“100%” for the problem. This is an example of a multiple bridge. Thus the bridging 
cases of a square and hexagonal torus helped the subject change his original con-
jecture about the equivalence of the torus and the cylinder into a firm conviction.

Many sequences of mathematical models, especially in applications of the calculus, 
have the form shown in Fig. 4.7. In this view, mathematical limit arguments, which 
examine properties as one passes from an analyzable simpler base case to approaching 
the limit of the target case, are a sophisticated methods used to justify the intuitive 
validity of a series of bridging analogies between the base and the target situation.

4.4 Discussion of Findings and Connections 
to History of Science

4.4.1 Discussion of Findings on Bridging

Bridging is indicative of the recursive possibilities inherent in reasoning processes 
like the use of analogies. Since a bridging case is itself an analogous case, it can be 
described as an analogy used to evaluate a previous analogy (or, more precisely, as 
a second analogous case used to evaluate the analogy relation between a first 
 analogous case and the original problem). We can summarize a view of bridging as 
one method for evaluating the analogy relation between a problem situation, A, and 
an analogous case, B, as follows:

1. The subject constructs a representation for an intermediate bridging situation C 
which shares features with both A and B.

2. The subject asks whether the analogy relation between A and C is valid with 
respect to certain important features.

C
R2R3

BR1
A

Fig. 4.7 Bridging analogy: square torus
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3. The subject also asks whether the analogy relation between C and B is valid with 
respect to the same important features as in step 2.

4. If the subject can answer yes to both questions with high confidence, this con-
stitutes evidence for the validity of the original analogy. (The subject may also 
use bridging recursively by bridging again between C and B or C and A as in the 
case of the square and the hexagonal tori.)

Here A being analogous to C and C being analogous to B means that A is analogous 
to B. We can refer to this type of inference as analogical transitivity. However, it 
should be noted that analogical transitivity is considered a form of plausible reason-
ing which does not carry the force of a logical implication.

As discussed in the previous chapters, it is clear that many of the bridges dis-
cussed here are novel situations that the subject is unlikely to have studied or worked 
with before. This suggests that they are invented representations that have been con-
structed by the subject, not simply retrieved from memory. In theories of scientific 
discovery, hypothesis generation is ordinarily seen as a more creative process than 
hypothesis evaluation. However, in the case of bridging we are faced with a creative, 
nonempirical evaluation method which generates novel constructions. Thus there 
appears to be evidence here for a type of “creative hypothesis evaluation” process.

4.4.2 Analogies and Bridges in the History of Science

4.4.2.1 A Bridge Used by Galileo’s Predecessor, Benedetti

Legend has it that Galileo investigated the question of whether light bodies 
 accelerate as rapidly as heavy bodies in an empirical manner by dropping objects 
from the tower of Pisa, but this legend has come under doubt. However, it is known 
that Galileo and his predecessor, Benedetti, did use thought experiments like the 
following one to argue their side in this issue. Figure 4.8A shows two equal objects 
of one unit each being dropped while Fig. 4.8B shows a heavier object being 
dropped that is equal to the two smaller objects combined. According to Aristotle 
the one-unit objects will fall much more slowly than the larger object. Galileo 
claimed that they will reach the ground at nearly the same time. In saying this he 
was effectively proposing an analogy between cases A and B in Fig. 4.8 to the 
effect that each body falls according to the same rule irrespective of its weight.

A marvelous bridging case used to support this analogy is the case shown in 
Fig. 4.8C. The argument was first published by Benedetti (Drake and Drabkin, 1969) 
and a related  argument was given by Galileo (1954). Imagine the two-unit objects in 
A to be connected by a thin line or gossamer thread. Does the mere addition of this 
tiny thread, which makes the two objects become one, cause their rate of fall to 
increase by a large amount? Because this is implausible, the bridge argues that A and 
B are indeed equivalent with respect to rates of fall. In this ingenious thought experi-
ment, we again appear to have a form of creative rational hypothesis evaluation.



4.4.2.2 A Case of Multiple Bridges Used by Newton

One of the most far-reaching scientific analogies of all time was proposed by 
Robert Hooke and Isaac Newton in the 17th century. They claimed that the moon 
is attracted by and falls toward the earth as it travels through its orbit just as an eve-
ryday object (such as an apple) does. To a modern physicist, this may seem more 
like an obvious fact than a creative analogy, but to advocate such an idea in 
Newton’s time was not an obvious step at all. One has only to imagine the disbelief 
that would be produced by telling someone ignorant of science that the moon is 
falling. The horizontal dotted line in Fig. 4.9 shows the proposed analogy relation. 
Newton’s conjecture was that the moon revolving around the earth and the apple 
falling both have the same causal mechanism. Newton appeared to use a multiple 
bridge shown in Fig. 4.9c to support this analogy in The Principia. A cannonball is 
fired farther and farther until it finally goes into orbit around the earth. Those cases 
lie between the case of the moon in orbit and a cannonball falling straight down 
under the influence of gravity. Assuming one attributes the vertical fall of a ball to 
gravity, the bridging cases help one see how the dropped object’s motion and the 
motion of the moon can both be caused by the  gravitational pull of the earth.

4.4.3 Beyond Bridging

An enigmatic aspect of bridging strategies is that they “create more work” – more 
analogy relations to evaluate – so how can they be advantageous? And it is difficult 
to explain their exact purpose or advantage over other more direct strategies. 
Perhaps they make the “gap” between cases smaller, but what does this mean 
exactly? We still lack a fully satisfying explanation for the usefulness of bridging 
analogies. In fact the presence of a series of many bridging cases in Newton’s can-
non experiment suggests the possibility of smooth transition from the vertical drop 
to the orbiting object. In the case of multiple bridges we are approaching what can 
be considered a third method of analogy evaluation, namely, finding a conserving
transformation. Such a transformation changes case A into case B while conserving 
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Fig. 4.8 Benedetti’s thought 
experiment
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important relationships that make A analogous to B. Thinking about continuously 
increasing the horizontal speed of launch in this case would constitute a conserving 
transformation since the major relationship of gravity causing the acceleration of 
the object remains unchanged and is conserved.

Protocol observations of conserving transformations and “dual simulations” as 
alternatives to traditional methods of analogy evaluation will be discussed in 
Chapter 17. There I will propose the hypothesis that these methods may not depend 
on the mapping of discrete symbolic features, and that bridging may be a way of 
making these methods more feasible. The spontaneous generation of a bridging 
analogy by a physics student will be discussed at the end of Chapter 19. The use of 
bridging analogies as an important teaching strategy for use in dealing with stu-
dents’ preconceptions in science will be discussed in Chapter 10.

4.5 Summary

Since not all analogies are valid, it is important for the subject to have a way to 
evaluate their validity. The ability to evaluate the validity of analogies appears to 
play as important a role in insightful problem solutions as the ability to generate
analogies. Previous research has identified processes that involve the  mapping of 
discrete features for evaluating analogy relations. An additional strategy identified 
here is the construction of bridging analogies (Clement, 1986). The bridging pat-
tern was observed to occur in different problem contexts in both science and 
mathematics.

In constructing a bridge, the subject finds an intermediate case that is seen as “in 
between” the analogous case and the problem situation because it shares important 
aspects of both. Many of the bridges observed appeared to be novel inventions created
by the subject. They can therefore be considered a kind of creative, nonempirical, 
hypothesis evaluation strategy, even though it is hypothesis generation strategies 
that are usually thought of as the creative side of scientific thought.
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Fig. 4.9 Newton’s cannon



Chapter 5
Expert Methods for Developing 
an Understanding of the Analogous 
Case and Applying Findings

Chapter 2 outlined four major processes involved in analogical reasoning: generation, 
evaluation of the analogy relation, evaluation of understanding of the analogous 
case, and applying findings via inference projection, as illustrated in Fig. 2.4. As 
an advanced organizer, Table 5.1 summarizes the hypothesized subprocesses
involved in each of these four processes. Processes in part (a) and (b) there have 
already been discussed. This chapter discusses subprocesses involved in the last two 
processes, understanding the analogous case, and applying findings.

5.1 Evaluating and Developing an Understanding 
of the Analogous Case

There are several plausible methods by which a subject might evaluate, and if neces-
sary, develop their understanding of an analogous or source case, shown in Table 5.1c. 
In the simplest instances the subject may have direct knowledge about the source case 
that is immediately accessible and sufficient to understand it. In other instances, how-
ever, the understanding of the source case itself must be actively developed by the 
subject in order to make progress (Clement, 1981, 1982a; Burstein, 1983).

5.1.1 Direct Methods

The first two methods in Table 5.1c, factual knowledge and mental simulation, are the 
most direct ones if applicable. If the predictions they provide are adequate to the task, 
then no further development of the analogous case is necessary. For example, S2 was con-
vinced that a long rod would bend more than a short one, based on an “intuition” 
accompanied by moving his hands as if he were bending rods with his hands (this will 
be discussed as an example of mental simulation in Chapter 13). For him, no further 
development of this analogous case was needed. A third method, application of a known 
principle, is exemplified by S1’s analysis of the hairpin as a “cantilever beam” with 
known characteristics. Such methods are direct in the sense that they stay “within” the 
analogous case – the subject does not modify the case under consideration.
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Qualitative analysis techniques for understanding more complex cases have also 
been described, including chaining causes together in Driver (1983) and Clement (1979),
and inferences about feedback loops, and control of rates of flow in Forbus (1984) 
and de Kleer and Brown (1983).

5.1.2 Indirect Methods

5.1.2.1 Breaking the Problem into Parts

Other methods are less direct. For example, the understanding of an analogous case 
might be developed via standard analysis techniques such as breaking the system 
into parts. S2, for example, analyzed single sides of his hexagonal coil analogy (see 
Chapter 6).

5.1.2.2 An Extreme Case Can be Used to Confirm the Source Analogue

I consider that an Extreme Case has been generated when, in order to facilitate rea-
soning about a situation A (the target), a situation E (the extreme case) is suggested, 
in which some feature from situation A has been maximized or minimized. In the 
rod example, S2 referred to an extreme version of his source analogue: the case of 
a very short rod.

Table 5.1 Analogical reasoning processes

(a) Generation

1. Via association

2. Via transformation

3. Via a principle

(b) Evaluation of the analogy relation

1. Via mapping of discrete symbolic features

2. Via a bridging analogy

(c) Evaluation (and if necessary, development) of understanding of the analogous case

1. Direct methods
Factual knowledge of solution

Mental simulation

Application of known principle(s)

2. Indirect methods

Break problem into parts
Use extreme case
Use extension analogy

(d) Application of findings, e.g. via direct inference of a prediction or transfer of a 
method of attack



025 S: I have a strong intuition – a physical intuition that this [longer rod] will bend a lot 
more than will. ... In fact, the intuition is confirmed by taking it to the limiting case; it 
becomes intuitively obvious to me that as one moves the weight closer and closer to the 
fulcrum that the thing will not bend at all…

This method served to further boost his confidence in his ability to predict the 
behavior of the system. It is used here as a method for evaluating and developing 
his understanding of the analogous case. A number of other extreme cases will be 
examined in upcoming chapters.

5.1.2.3 Extension Analogies

In still other cases the development of the analogous case may be facillitated by 
generating a second analogous case to aid in understanding the first analogy, as 
in the following excerpt from S3 working on the spring problem (I examined the 
first part of S3’s solution in Chapter 2). At this point S3 had generated the anal-
ogy of a bending rod, which helped him predict the correct qualitative answer to 
the spring problem. S3 was hoping to go beyond this to predict from his analogy 
whether the radius/stretch relationship in the spring was linear or quadratic or 
cubic, but his understanding of the bending of the rod was not sufficient to give 
him a quantitative relationship between applied weight and bending in the rod. So 
he generated an “extension” analogy in order to help him understand the original 
rod analogy. The diagram in Fig. 5.1c shows this extension analogy in the form 
of two parallel pipes. The two pipes are fixed at the left side and held together in 
such a way that when the weight is applied to the right side, the upper pipe is 
stretched and the lower pipe is compressed. This allows one to model tension and 
compression in the corresponding upper and lower parts of the rod as a way of 
understanding the rod’s resistance to bending. A simplified version of the analy-
sis similar to one given by Galileo (1967) is as follows: one can imagine for an 
enlarged view of a bar, slicing it lengthwise by making a horizontal cut along the 
center of the bar. This transforms it into two thinner bars, one lying on top of the 
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Fig. 5.1 Extension analogy of parallel pipes
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other. With the bars glued together at each end but free to slide over one another 
elsewhere, when one applies weight on one end of this “sandwich,” one sees that 
the bottom half will compress and the upper half will stretch. S3’s analysis of his 
analogy with pipes was part of a similar attempt to model the bending rod in more 
detail and determine its length/deflection relationship so that this information 
could in turn be used in analyzing the spring.

Here the pipes analogy is effectively a second analogy used to understand the 
previous analogous case of the bending rod. I call this an extension analogy and 
take it to be an illustration of the recursive application of analogical reasoning as 
an approach to understanding an earlier analogous case (Clement, 1982a). It is simi-
lar to the bridging analogies discussed in Chapter 4 in that it is a second analogy 
used to help make an initial analogy successful. However, it is different than a 
bridging case in the following ways. Whereas a bridging case is used to evaluate 
the validity of the original analogy relation, an extension analogy is used to 
develop the understanding of the original analogous case. Also, whereas a bridging 
case falls “in between” a base and a target in terms of being similar to both, an 
extension analogy falls on the “other side” of the base from the target, as shown in 
Fig. 5.1c. Thus bridging analogies and extension analogies each lead to forming a 
chain of analogies, but each serves rather different purposes.

5.1.3 Summary: Developing Understanding 
of the Source Analogue

Table 5.1c summarizes plausible methods by which one’s predictions and/or under-
standing for a source analogue could be developed. Of particular interest here are 
the last three more indirect methods: breaking the problem into parts, extreme 
cases, and generating an extension analogy. These illustrate the creative potential 
of expert reasoning.1

The present findings contrast with previous research which has seldom included 
development of the source analogue as a major process in analogical reasoning. 
Perhaps this difference is due to the present focus on spontaneous analogies, which 
allows one to observe analogous cases that are constructed by the subject. As mentioned
above, previous studies have tended to concentrate on analogous cases that were 
presented to the subject or recalled from memory. It stands to reason that 
constructed analogies would more often require the process of developing under-
standing. The necessity to develop understanding of the analogous case also has 

1 In fact, Table 5.1c can be viewed as an entry point or top-level process for prediction and under-
standing problems in general, instead of being subservient to understanding analogous cases. This 
illustrates the potentially recursive nature of using an analogy to understand the target, since using 
a first analogy can have the subprocess of calling up this set of methods again in order to understand 
the analogous case. I will elaborate on these points in Chapter 16.



educational implications, because too often teachers make an unwarranted assumption
that students have a sufficient understanding of a presented analogous case. This 
implication will be discussed in Chapter 10.

5.2 Inference Projection

It remains to discuss the fourth step in Table 5.1, by asking what is involved in apply-
ing findings from the source to the target. Answers to this question interact with our 
view of why analogies are useful at all, and I begin with a discussion of that 
question.

5.2.1 Why Are Analogies Useful?

An interesting characteristic of analogical reasoning lies in the paradox that by 
seeming to move away from a problem the subject can actually come closer to a 
solution. In order to use an analogy effectively one must be able to postpone working
directly on the original problem and be willing to take an “investigatory side-trip” 
with the faith that it may pay off in the end. This is a risky thing to do (especially 
while being recorded); there is no guarantee the side-trip will make any contribution 
to the solution at all. Why do scientists bother to attempt analogies?

In the view of Ernest Nagel (1961), scientists use established analogies in the 
form of models in science (such as a “billiard ball” model for gases) in order to 
“make the unfamiliar familiar.” This is one of the major functions of scientific mod-
els, in Nagel’s view. Nagel is referring to established analogue models in science, 
whereas in the present study the analogous cases are usually based on familiar ideas 
from personal experience. But the function Nagel describes for established analogies 
in science could be taken as equivalent to the function of the analogies in this sec-
tion in the following sense. The resolution of the “moving closer by moving away” 
paradox would seem to lie in the idea that humans often appear to build up new 
knowledge by starting from old knowledge. Moving closer to the answer by moving 
away from the problem via an analogy can work because one is moving to a more 
familiar area one knows more about, and one may then be able to apply part of this 
knowledge back in the original problem. Consideration of the analogies discussed in 
this section of the book suggests that the knowledge inferred from an analogy could 
be useful in at least three possible ways in that it may:

1. Predict an answer to a specific problem
2. Provide a suggested method of attack
3. Provide a principle that applies to the target

For example, S1’s analogy of the hairpin (Chapter 2) seemed to imply both infer-
ring a prediction and perhaps transfer of a principle because he mentions the 

5.2 Inference Projection 61



62 5 Expert Methods for Case Evaluation and Application

possibility that the cubic relation between width and stretch will apply to the 
spring. Second, the “mountain roads” analogy (Fig. 3.2f) suggests a method of 
attack since it assumes that the roads descend at the same angle, suggesting that 
the subject examine whether the springs of different widths have the same helix 
angle under the same weight. Third, in Chapter 6, it will be argued that after gen-
erating the bending-rod analogy, S2 comes to take the bending seriously as a pos-
sible model for explaining what is happening to the spring wire, which goes 
beyond the function of simply inferring a prediction as an answer.

5.2.2 Data on Inference Projection

Our discussion from data will be short, because although sometimes we see data 
indicating an inference process, often we do not see data for an inference process 
that is separate from other processes such as evaluation of the analogy relation.

This leads one to suspect that in many cases the process of confirming the 
analogy relation is where most of the work was done as preparation for infer-
ence, after which the act of inference projection itself was already completed or 
trivial. This makes sense in the case of a problem asking for a requested relation 
such as the relation of width to stretch in the spring. The subject’s examination of 
the similarity of the source and the target in sufficient detail to evaluate an analogy 
relation could in some cases include a mapping of the implied solution to the 
target problem. Thus, the tentative proposal of an inferred prediction could 
occur early on in the solution process, even before the confirmation of the anal-
ogy relation or of the prediction for the base. But how can such an inference occur 
with any certainty until other confirmation processes are completed? The confu-
sion here can be attributed to three possible choices for the meaning of the word 
“inference.” First, it could refer to a tentatively proposed inference projected 
from the base to the target that yields the prediction asked for by the problem. 
Second, inference could mean establishing this particular correspondence with 
some confidence. And third, it could mean having confidence in the whole anal-
ogy – that is, confident transfer based on an overall assessment of the soundness 
of the analogy and understanding of the base. It appears that inference of the first 
and second types can sometimes take place early on in the development of an 
analogy, often during the process of confirming the analogy relation. Confident 
inferences of the third type can only happen after all other processes have been 
completed.

If the inference process in the second sense above can be taken care of in con-
junction with the evaluation of the analogy relation, should it be listed as a separate 
process at all? I believe it should because there is evidence in some cases that it can 
take place as a separate process. S2 spoke of it separately in line 39 above, appar-
ently before he had evaluated the soundness of the analogy relation. And in other 
cases to be examined in this book, inference happens after evaluation as a separate 
consideration. But it is true that the inference process is difficult to study because 



it is often hidden by being intertwined with other processes. Since in this study I 
have tried to focus analysis on areas and levels that can be grounded in protocol 
data, I have devoted the least amount of time to an analysis of inference projection, 
simply because many subjects did not provide enough evidence on it.

5.2.2.1 Inference via an Inverse Transformation

Transfer via an inverse transformation can occur when an analogy is generated or 
confirmed via a transformation like unrolling the spring into a wire. Inference can 
then involve the process of using the inverse transformation to convert the answer 
for the base into the answer for the target. Rolling the straight wire back up to make 
the spring would be an example of such a process. This example is discussed in 
Chapter 17.

5.3 Section I Summary for Creative Analogy Generation

In Section I of the book so far, evidence has been presented indicating that scientifically
trained individuals can generate analogies spontaneously during problem solving. 
Such methods are not often observed in expert solutions to standard lower-level 
textbook problems where more straightforward and familiar techniques can be 
used. But when given a problem like the spring problem, where most subjects have 
no preestablished, readymade procedures to apply, creative processes like analogy 
generation do come into play, and a wide variety of “species” of problem represen-
tations emerge, as indicated in Figs. 3.1–3.3.

Table 5.2 Roles played by analogy in expert thinking

Applying findings via inference projection of: an answer or prediction; a method of attack for 
problem solving; or an abstract principle

“Bridging analogy” used to evaluate a previous analogy relation (Chapter 4)
Extension analogy used to help develop understanding of previous analogous case

Drawing on the cases in the previous chapters, an initial list of roles that analogy 
can play in expert thinking is shown in Table 5.2. The second and third roles are 
non-traditional and not discussed in the classical literature on analogy. This list will 
be expanded in later chapters as other roles are identified in the case study exam-
ples. In particular, an additional role of a source analogue for developing a new 
explanatory model will be discussed in Chapter 14.

Table 5.1 summarizes the spontaneous analogical reasoning processes identi-
fied so far in this book. An attempt was made to propose processes that are tied to 
protocol observations. Previous work on analogical reasoning has been largely 
based on philosophical grounds, proposals for sufficient information processing 
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strategies, or empirical studies of provoked rather than spontaneous analogies. 
These have emphasized the ideas of generation via an association, access to a 
retrieved analogous case which itself does not require development, evaluation via 
mapping, and application via direct inference. New observations in the present 
study suggest the presence a number of other important processes as well, includ-
ing generation via transformations, generation of novel, invented analogous cases, 
efforts to improve or develop greater understanding of the analogous case, and the 
use of bridging analogies for evaluation of an analogy relation. (Additional meth-
ods for evaluating analogy relations will be discussed in Chapter 17.) This breakdown 
of subprocesses for analogical reasoning provides the beginning of a typology of 
plausible reasoning processes that will be expanded in future chapters.



Section II
Expert Model Construction and 

Scientific Insight 

The mind is no more a ‘windowless monad’ with a 
‘pre-established harmony’ (Leibniz, 1714) than it is 
an unharmonized monad with a picture window. 
More nearly is it a community of pretuned monads 
that come into harmonious action, with each other 
and with the world outside, through many glasses 
darkly.

R. Shepard (1984, p. 439)



Chapter 6
Case Study of Model Construction 
and Criticism in Expert Reasoning*

6.1 Issues Surrounding Theory Formation

The preceding section of the book has focused on an analysis of spontaneous ana-
logical reasoning processes observed in experts. This provides a foundation for 
examining the more complex process of scientific theory formation and insight, and 
this chapter uses evidence from a think-aloud case study to examine whether analo-
gies can play an important role in that process. I begin by reviewing some long-
standing controversies in philosophy of science over the sources of new theories 
and insights in science. I will focus here mostly on “classic” work from 20th-cen-
tury authors, and refer to more modern approaches later in the book.

Galileo’s theory of motion, Faraday’s concept of the magnetic field, Darwin’s 
theory of natural selection, and Einstein’s theory of relativity are commonly cited 
examples of creative achievements in science. Each is a major event in the history 
of scientific ideas, and in each case something very new emerged that affected the 
entire scientific community and subsequently affected civilization as a whole. 
Analyzing how such achievements take place is a worthwhile goal, but achieving 
this goal has unfortunately proven to be surprisingly difficult. In Darwin’s case, for 
example, it is possible to argue that the theory of natural selection was built up 
gradually through a large number of detailed empirical observations. But on the 
other hand, it also is possible to argue that the theory was the result of a mental 
breakthrough well after the Beagle’s voyage in the form of an insight that consti-
tuted a sudden reorganization of Darwin’s ideas. An intermediate position is also 
possible. Thus, even with respect to specific historical examples, disagreement 
emerges as to the basic sources and pace of theory change in science.

At issue here is an important question concerning the nature of science. Cast in 
its most global and extreme form, the question is: “Does science change in an 
incremental manner, with a series of many small empirical observations inching it 
forward, or do occasional large breakthroughs occur in the mind of the scientist in 

*Portions of this chapter are reproduced with kind permission of Springer Science and Business 
Media from: Clement, J. (1989) Learning via model construction and criticism: protocol evidence 
on sources of creativity in science. In J. Glover, R. Ronning, and C. Reynolds, Handbook of creativ-
ity: Assessment, theory, and research, New York: Plenum.
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the absence of new data, each causing a great leap forward in the field?” One 
 purpose of this chapter and the next is to determine whether the methodology of 
 protocol analysis has the potential to illuminate some aspects of this question by 
using data from transcripts of scientists solving problems aloud. I will concentrate 
most on an example of a breakthrough episode in a thinking-aloud case study and 
discuss the senses in which it is and is not an example of a scientific insight. In 
particular, the case study is used to address elements of the following questions:

1. What processes are involved in the generation of a scientific theory? In particu-
lar, are theories always generated as inductions from data?

2. What role do analogies play in creative scientific thinking?
3. What is a scientific insight? Can one identify “insight events” in thinking-aloud 

protocols? Why do insights occur? Do they indicate that deep scientific thinking 
is more “revolutionary” than “evolutionary” in character?

I will attempt to show that empirical evidence from protocols can be collected 
which can speak to certain aspects of these questions. Discussion of questions 1 and 
2 is initiated in Chapter 6, while question 3 is taken up in Chapter 7.

6.2 Background Questions from Philosophy of Science

6.2.1 The Source and Pace of Theory Change

6.2.1.1 Eurekaism vs. Accretionism

It is useful to separate out two major issues involved in the controversy over theory 
formation, the pace of scientific theory change (question 3 above) and the source
of new theories (questions 1 and 2 above). With respect to the pace of theory 
change, one can contrast Eurekaist and accretionist positions. A Eurekaist claims 
that a theory can be changed at a very fast pace by an insight that reorganizes its 
structure. In its strongest form, Eurekaism is associated with sudden flashes of 
inspiration, possibly following a period of incubation, or where some ideas may 
form in and arrive suddenly from the unconscious mind.

An “accretionist” or incremental view of the pace of scientific theory change 
holds that a scientist gains knowledge in small pieces and puts them together delib-
erately at a slow and even pace. This process can lead to a smooth progression in 
the attainment of knowledge – an incremental “march of progress” without large-
scale reorganizations.

The idea that analogies can be involved in hypothesis formation might be used to 
support a Eurekaist view of scientific discovery. If analogy generation is a fast, creative 
process, and if it is important in hypothesis formation, then it is an interesting candidate 
for a cognitive process underlying insight or Eureka events. However there are still real 
questions facing us about how central analogies are in discoveries and how fast the ana-
logical reasoning process is. This issue will be examined more closely in Chapter 7.



6.2.1.2 Rationalism vs. Inductivism

A second major issue is the source of new theoretical knowledge. The question of 
the sources of and justification for new knowledge is a central point of controversy 
between the rationalist and empiricist traditions in Western thought. The rationalist 
tradition emphasizes the power of reasoning from prior knowledge and greatly val-
ues the consistency and beauty of the resulting theories. Reasoning power, coupled 
with the prior beliefs and intuitions of the learner are emphasized as sources of 
knowledge. On the other hand, the empiricist tradition emphasizes the importance 
of careful observation and greatly values the reliability of repeatable experimental 
procedures. Here the term induction will denote a process by which a more general 
principle is abstracted from a set of empirical observations as the source. I will use 
the term inductivism to refer to the belief that induction is the primary, if not exclu-
sive, source of hypotheses in science. Stated most simply, scientists gradually gather 
facts, use inductive reasoning to organize them into general statements, and finally 
build up a pyramid of general empirical laws that summarize all of the gathered data. 
Theory-driven and data-driven approaches in artificial intelligence can to some 
extent be thought of as modern inheritors of the rationalist and inductivist 
viewpoints.

Although they refer to different issues, the Eurekaist vs. accretionist and  rationalist 
vs. inductivist controversies are not independent historically, but tend to interact. 
Eurekaism tends to be associated with rationalism, while accretionism tends to be 
associated with inductivism. Thus it is sometimes useful to refer to an individual 
position as “rationalist–Eurekaist” or “inductivist–accretionist.” A rationalist–
Eurekaist view of theory change is associated with the idea that scientists at times 
must be very creative, whereas the inductivist–accretionist view suggests that scien-
tists can make progress by relying on small changes without large creative break-
throughs. This simplified picture of two opposing camps can then be used as a 
starting point for introducing some important issues concerning the nature of 
science.

Writers on both sides of this controversy have tried to claim Darwin’s theory of 
evolution as an example. Historically, inductivist–accretionists claimed that it was 
a prime example of the power of induction, as facts gathered by Darwin during the 
voyage of the Beagle were slowly pieced together into a grand theory. Rationalist–
eurekaists claimed that Darwin had a sudden, crucial insight after reading Malthus’ 
theory of human population constraints. But both of these positions run the risk of 
being oversimplified. As Gould (1980) puts it: “Inductivism reduces genius to dull, 
rote operations. Eurekaism grants it an inaccessible status more in the domain of 
intrinsic mystery than in a realm where we might understand and learn from it.” 
The implied challenge here is to find a less simplistic view that helps to explain 
creative behavior in a nontrivial way. In this and the following chapter accounting 
for the data from the case study in this chapter leads to a more complex view of 
scientific discovery than any of the extreme Eurekaist, accretionist, rationalist, or 
inductivist positions can provide. In Chapter 7, I will also cite some historical studies 
of Darwin’s insights which point to the same conclusion.
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6.2.2 Philosophical Positions: Empiricism vs. Rationalism

I give a brief introductory outline here of how these two broad questions concerning 
the source and pace of scientific theories interacted with some of the major 20th-
century  philosophical positions on the nature of the scientific enterprise.

6.2.2.1 Empiricism

Prior to this century, empiricists focused on observation as the primary source 
of knowledge in science, and the 20th-century logical positivists built on their 
tradition by attempting to show that scientific knowledge could be grounded 
firmly in sense experience. In their view careful observations, and the assump-
tions of a common scientific observation language and the applicability of the 
laws of logic and probability, could provide science with knowledge of the 
utmost reliability, if not certainty. Although the logical positivists concentrated 
on issues surrounding the justification of theories rather than their origin, their 
empiricism also affected views of the origins of scientific knowledge. Science 
was described in an accretionist manner as building and extending theories 
incrementally, approaching truth in a monotonic way. For example, Carnap held 
the inductivist belief that science advances upwards from particular empirical 
facts to generalizations which summarize or provide an abbreviation for a body 
of such facts (Suppe, 1974, p. 15). Certainly positivism has influenced the 
methodology of other disciplines (e.g. behaviorism in psychology) in this 
direction.

6.2.2.2 Attacks on Empiricism

Important attacks on the positivist position, such as Popper’s success in showing 
that induction cannot fully confirm the truth of theories, Hanson’s claim that obser-
vations are “theory laden,” and Kuhn’s (1970) claim that theoretical advances often 
precede the empirical findings used to support them in science, have raised serious 
problems by arguing against the empiricist emphasis on sense experience as the 
preeminent basis for knowledge. Popper (1959) held that the proper role for data is 
in the criticism rather than the confirmation of hypotheses. Hypotheses are conjec-
tures made by scientists rather than certainties abstracted from data. All theories are 
hypothetical and so it is appropriate to refer to them as hypotheses. But these con-
jectures can be reliably criticized and falsified by collecting data. This allows 
 science to make progress via a series of conjectural hypotheses and reliable 
 criticisms. Popper’s work provided support for the model shown in Fig. 6.1, the 
hypothetico-deductive method. There are three main stages shown here: (1) a 
hypothesis is formed by conjecture; (2) predictions deduced from the hypothesis 
are tested empirically; (3) if the prediction is incorrect, the hypothesis is rejected 



and the cycle restarted; if correct, further testing is pursued. Popper maintained, 
contrary to the logical positivists, that a single successful empirical test did little to 
confirm a hypothesis, but that failing such a test was grounds for rejecting a hypoth-
esis. Those hypotheses that survive the gauntlet of repeated testing become accepted 
laws. Favored laws emerge through the survival of the fittest conjectures, so to 
speak. However, Popper’s allowance for conjecture also opens up the possibility 
that a noninductive, non-accretionist process, or even a Eureka event, could be 
involved in hypothesis formation.

6.2.2.3 Attacks on the Hypothetico-deductive Method

Popper’s views have in turn been criticized in a number of ways. The most relevant 
shortcoming for the purposes of the present study is that his classic work does not 
specify mechanisms for generating hypotheses; he relegates this task to psychology. 
Also, Hanson’s notion that observations can be “theory-laden” implies that empirical 
testing in the hypothetico-deductive method may not be fully reliable and sufficient 
on its own as a means of hypothesis evaluation.

6.2.2.4 Kuhn

With regard to the pace of theory change, Kuhn’s (1970) ideas of revolution within 
a scientific discipline and the creative “gestalt switch” required for individual sci-
entists to move outside of their own paradigm argued against an accretionist view 
of theory change. In his view, normal science may be accretionist in character, but 
revolutionary periods in science involve crisis and reconstruction, implying that 
science progresses at an uneven pace with periods of slow and fast change. On the 
other hand, critics of Kuhn, such as Toulmin (1972), have in turn questioned the 
reality of scientific revolutions, arguing for a more evolutionary view of theory 
change.1

A)  Conjecture
      Hypothesis

B) Deduce
Predictions
and Test
Empirically             Fail

OK

Fig. 6.1 Hypothetico-deductive method

1 Placing different scholars on these two broad spectra ignores many other differences between 
them and requires a number of simplifications. For example, some scholars (e.g. positivists and 
Popper) tend to concern themselves with the formal justification of theories while others (e.g. 
Hanson, Kuhn) also focus on their psychological origin; arguments also vary as to whether they 
refer to science as a whole or to the individual scientist.
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6.2.2.5 Summary

An inductivist–accretionist view of science sees it as compiling facts and generali-
zations in a piece by piece fashion. Put most simply, induction is the primary proc-
ess of hypothesis generation, with a one-directional flow of knowledge from data 
upward to theories. In a rationalist–Eurekaist view, on the other hand, significant 
theoretical developments can occur when a scientist formulates mental construc-
tions at some distance from existing data and can actually develop new ways of 
looking at old data and of looking for new data. Thus knowledge can flow from a 
newly invented, general theory downward to influence the formation of new spe-
cific theories, to reorganize one’s view of existing data, and to suggest new places 
to collect important data. Such reorganizations presumably would require a large 
degree of creativity, perhaps even extraordinary “Eureka” episodes of insight.

6.3 How are Theoretical Hypotheses Formed 
in the Individual Scientist?

In this section, I will touch on some of the literature addressing the question that Popper 
chose not to deal with: “What are the mental processes by which theoretical hypotheses 
are formed in an individual?” Discussion of this narrower question about individuals 
may be of some interest to those investigating the broader question about science as a 
whole, even though the latter issue is more complex. In fact, surprisingly little work has 
been addressed to this question, especially in comparison to the complementary ques-
tion: “How are scientific hypotheses tested?” Here I give a brief overview of several 
possible positions that can be taken on the first question concerning formation. Popper’s 
position and the hypothetico-deductive method shown in Fig. 6.1 can be taken as a start-
ing point here in the form of a nonanswer. The method shows one way in which hypoth-
eses might be tested but does not show how they are generated.

6.3.1 Answer 1: Hypothetico-deductive Method Plus Induction

Popper argued convincingly that induction cannot be used to confirm the truth of 
scientific theories. However, some modern scholars retain some form of induction in 
their model of scientific method as a way to suggest hypotheses, rather than to con-
firm them unequivocally. This can be represented by the model shown in Fig. 6.2 – com-
bining the hypothetico-deductive method with induction as a source of hypotheses. 
Here there is no claim for a sure “logic” of discovery, but only for a fallible method 
for generating hypotheses. Further experiments must be performed in order to evalu-
ate the inductions. Such a diagram is commonly implied in everyday  characterizations 
of scientific method as a combination of induction and deduction. Scholars such as 
Harre (1983), Achinstein (1970), and Gregory (1981) argue that induction can play 



a major role in hypothesis formation. However, they believe that other processes can 
be involved as well. Langley (1981) developed simulation models of data-driven 
inductive processes for generating certain  scientific laws.

6.3.2 Answer 2: “Creative Intuition”

Is some form of induction or guessing the only source of scientific hypotheses? 
A number of authors have answered “no” to this question by pointing to the role of 
creativity, intuition, and the unconscious in generating hypotheses (Koestler, 1964; 
Polanyi, 1966; Rothenberg, 1979). Their views can be roughly characterized as 
replacing the “Hypothesis Formation by Induction” step in Box A of Fig. 6.2 with a 
process labeled “Hypothesis Formation by Creative Intuition.” For example, Polanyi 
emphasizes the role of intuition and tacit knowledge in science. Rothenberg pro-
poses a process of “Janusian thinking,” whereby a person is able to juxtapose seem-
ingly contradictory ideas, as a common element in creative thinking. Koestler points 
to “bisociative thought” – the ability to connect normally independent frames of 
reference – and to the role of the unconscious in accounting for creativity.

An interesting controversy has emerged in this area. Perkins (1981) and 
Weisberg (1993) argued that all of these descriptions attempt to point to 
extraordinary thinking processes; they attempt to supplement ordinary reasoning 
with something more powerful. The opposite view would claim that most creative 
acts can be explained plausibly by a model where a person uses certain ordinary 
thinking processes more intensively, or with special goals in mind. In that view, the 
difference between a creative and an uncreative person is a difference of degree and 
purpose, not a difference of kind. Perkins also describes authors like Koestler as 
contributing mainly to the description of the products of creative thinking; a 
remaining problem is to specify the processes of creative thinking in more detail.

6.3.3 Answer 3: Analogies as a Source of Theoretical 
Hypotheses

The work of another group of scholars in philosophy of science, including Campbell 
(1920), Harre (1961), Nagel (1961), and Hesse (1966), suggests that analogies may 
be a source of hypotheses. They argue that scientists often think in terms of 

A) Hypothesis
Formation by

Induction

B) Deduce
Predictions
and Test
Empirically             Fail

OK

Fig. 6.2 Hypothetico-deductive method with induction as a source of hypotheses
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 qualitative visualizable models as a major locus of meaning for a scientific theory. 
The above authors, as well as Black (1979), argued that models are often con-
structed from analogies to familiar situations (e.g. gases are analogous to a collec-
tion of colliding balls; light is analogous to water waves). In Nagel’s terms, such 
 visualizable analogue models could help scientists “make the unfamiliar familiar.” 
In that view, analogies would replace induction in the role of the most common 
source of theoretical hypotheses in the upper box in Fig. 6.2. This marks a large shift 
to a rationalistic as opposed to empiricist view of the origin of scientific theories.

6.3.4 Definitions of “Model”: A Thorny Issue

In summary, philosophers and historians of science have proposed several possibili-
ties for the nature of theory formation processes in science, including guessing, 
induction, creative leaps of intuition, and analogies. However, in historical studies 
it is always difficult to find objective records saying much in detail about the actual 
process of theory formation in the individual scientist. In this chapter I examine 
whether analyzing an extended think-aloud protocol of an expert trying to under-
stand a physical system can speak to this issue.

As might be expected, real thinking is messier than the reasoning that shows 
up in published papers. One theme that will become apparent in the present data 
is that a scientific theory does not spring full blown into a subject’s head from 
an initial analogy. The development of a theory is more gradual. It may start 
from a very rough or fanciful analogy that is then gradually improved. One 
thorny issue that will arise is how to define the transition point where an initial 
fanciful analogy changes into something we can call a scientific theory. This is 
a very difficult issue requiring examples, so I am going to postpone it until later 
in the chapter, and it will need to be revisited beyond that point as well. For now 
I will refer to all relevant analogies, explanations, and theoretical models col-
lectively as scientific models construed broadly. This is not inappropriate in that 
I will end up arguing that many of the analogies do appear to be a powerful gen-
erative force contributing to the development of a theory. Then once we have a 
variety of examples of scientific models, in the broad sense, on the table, I can 
revisit the issue and define a much narrower concept of “explanatory model” as 
a special kind of scientific model that appears to lie at the core of a theory. 
Meanwhile, an important immediate purpose of the present protocol analysis 
will be to understand the kinds of analogies and improvement cycles that make 
progress toward a theory possible.

6.3.4.1 Mental Models

To get a working definition of the broad concept of “scientific model” I first need 
to consider the even broader concept of a “mental model.” I will use the term 



(mental) model in the broadest sense to mean a (mental) representation of a 
 system that can predict or account for aspects of its structure or behavior. I will 
make some minimal assumptions about models. Models are often idealized; one 
might say they are always simplified since we cannot comprehend every micro-
scopic detail of  entities in the world. Presumably models are useful when they 
represent the  important  interrelationships in a system, as opposed to being a col-
lection of isolated facts. Then a single model can account for many events, mak-
ing it an efficient way to store knowledge. Models can be developed at different 
levels of detail. For example, people can have a mental model for, say an old style 
three-speed bicycle at many different levels. My own model includes a chain and 
pedal gear drive, and cables for brakes and gear shifting, as well as some ideas 
about how the spinning wheels stabilize the bike, but many adults do not under-
stand or represent the cable system nor the gyroscopic action of the wheels that 
aids in balance. Piaget showed that many children do not comprehend the role of 
the chain or have it in their model. And I myself do not understand how the gear 
shift system works that is hidden in the rear hub, so I have almost no representa-
tion for it. My model is a simplified, schematic, and somewhat general one that 
applies to many bikes, not just one. External representations, such as schematic 
diagrams, may serve to record features of a mental model, and may allow one to 
develop a more complex model than can be stored or envisioned at once in 
 working memory.

6.3.4.2 Scientific Models

Recall that in the “Sisyphus problem” shown in Fig. 4.1 subject S2 was confident 
that it would be easiest to move the heavy lever in Fig. 4.2b by pushing at point 
X. Is it appropriate to refer to the analogous case of the lever as a “qualitative 
scientific model” for the wheel? I will use the term scientific model to mean a 
particular kind of mental model – thus it will again be a simplified (mental) rep-
resentation of interrelationships in a system that can predict or account for its 
structure or behavior. Minimal additional criteria for consideration as a scientific 
model include having a certain level of precision as opposed to vagueness, a basic 
level of plausibility that rules out, for example, occult properties, and a require-
ment that the model be  internally consistent (not self-contradictory) if possible. 
On this broad definition, analogies like the lever for the wheel, or water wave 
reflection for light reflection, or a mechanical thermostat for the body’s tempera-
ture regulation system, can be scientific models when they are used in an attempt 
to predict or account for the behavior or structure of the system. (A hypothesis to 
be developed in Chapters 12–16 is that images of moving mechanisms can play 
a central role in scientific models, with mental simulations via dynamic imagery 
providing a major piece of the inferencing process. In this chapter, however, I 
postpone the discussion of imagistic processes in order to concentrate first on the 
form of the higher-order  reasoning processes (such as analogy) being used to 
form models in investigations.)
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6.4 Protocol Evidence on Construction Cycles 
That Use Analogies

In the remainder of this chapter, I will focus on the case study of subject S2 work-
ing on the spring problem. Part of this solution will also be examined in Chapter 7 
as an example of a scientific insight and a case where the subject must “break out 
of” a previous set of assumptions (or “Einstellung” or “set”) for the problem. Thus 
this is an in-depth case study of insight and analogy use by a single subject. For 
those interested in an overview of many types of strategies used by many subjects 
on the spring problem, see Chapter 14.

6.4.1 Purpose of Case Study

One of the main reasons for doing an in-depth case study is to develop and refine a 
basic vocabulary of concepts for describing psychological observations and theo-
ries. The initial challenge of such a study is to develop and describe the “units” of 
behavior to be used in observation and to propose an initial cognitive model in the 
form of a set of cognitive structures and processes that can account for the behavior 
and that is both plausible and consistent. For simpler types of behavior, such mod-
eling can be fairly detailed, and in some cases can be expressed as a computer simu-
lation. For more complex or poorly understood phenomena, an initial step in 
modeling can be achieved by formulating a general description of the basic units or 
cognitive objects to be used in the model, a general outline of the model, and a set 
of “design criteria” that a more detailed model would need to fulfill. In this chapter, 
I am aiming at the latter level.

6.4.2 S2’s Protocol

In the spring problem, subject S2 first generated the model of a horizontal bending 
rod, comparing a long rod with a short one (a weight is attached to the end of each 
rod) and inferring that segments of the wider spring would bend more and therefore 
stretch more. However, he was concerned about the appropriateness of this model 
because of the apparent lack of a match between seeing bending in the rod and not 
seeing bending in the wire in a stretched spring. One can visualize this discrepancy 
here by thinking of the increasing slope a bug would experience walking down a 
bending rod as opposed to the constant slope the bug would experience walking 
down the helix of a stretched spring. This discrepancy led him to question whether 
the bending rod was an appropriate model for the spring. (Another way for the 
reader to see this problem is to note that the bending model predicts that the slope 
of the wire and the distance between coils will increase as one goes down the 
spring, as shown in Fig. 6.3. Yet this does not happen in real springs). The full 



transcript is quite long; therefore verbatim excerpts are presented here. (Brackets in 
transcript indicate my comments.)

5 S2: I have one good idea to start with; it occurs to me that a spring is nothing but a rod 
wound up uh, and therefore maybe I could answer the question for a rod. But then it occurs 
to me that there’s something clearly wrong with that metaphor because if I actually took 
spring wire and it was straight instead, it certainly wouldn’t hang down like a spring 
does…It would droop…and its slope would steadily increase as you…went away from the 
point of attachment, whereas in a spring, the slope of the spiral is constant.

7 S2: Why does a spring stretch?… I’m still led back to this notion…of the spring straight-
ened out [a bending rod]…(e) I’m bothered by the fact that the slope doesn’t remain con-
stant as you go along it. It seems as though it ought to be a good analogy, but somehow, 
somehow it doesn’t seem to hold up….

23 S2: I feel I want to reject the straightened spring model – as a bad model of what a spring 
is like. I feel I need to understand the nature of a spring in order to answer the question.
Here’s a good idea. It occurs to me that a single coil of a spring wrapped once around is 
the same as a whole spring…In the one-coil case, I find myself being tempted back to the 
straightened spring [bending rod] model again….

Certainly an important positive feature of the above section is the subject’s ability 
to criticize his own initial model. Several other subjects who thought of the bending 
rod model did not make this interesting criticism of it. Still, the model appears to 
be his best idea and he has real difficulty in rejecting it, as follows.

I still don’t see why coiling the spring should make any difference. ... Surely you could coil a 
spring in squares, let’s say, and it…would still behave more or less the same. Ah! from squares, 
visually I suddenly get the idea of a zig-zag spring rather than a coiled spring; that strikes me 
as an interesting idea (draws Fig. 6.4a)…. Might there be something in that idea….
I see a problem with this idea. The problem…is that…if I assume these bars to be rigid… 
the stretch…has to do with the joint. But the springiness of the…real spring is a distributed 
springiness. ... So…I wonder if I can make the [zig-zag] spring…where the action…isn’t 
at the angles…it’s distributed along the length. ... And I’m going to do that; I-I have a visu-
alization. ... Here’s a stretchable bar (draws modified zig-zag spring in Fig. 6.4b) a benda-
ble bar, and then we have a rigid connector. ... And when we do this what bends…is the 
bendable bars…and that would behave like a spring. I can imagine that it would….

Here there is evidence that the subject is generating a series of analogue models
for the spring – from the rod, to the square, to the angular zigzag spring, to the 
rectangular zigzag spring with stiff joints. The zigzag spring is eventually 

Bend Model
Predicts
Slope of Wire
and Distance
Between Coils
Increases

Fig. 6.3 Asymmetrically stretched spring predicted by 
bending model
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dropped,  presumably because he was still critical of this model and could not 
reconcile the bending going on in sections of the zigzag spring with the lack 
of change in slope in the original helical spring. However, these attempts do 
provide evidence for an important thought pattern in the form of a repeated 
successive refinement process of model construction, criticism, and 
modification.

Next, he considers the analogy of a double-length spring instead of the double-
width spring appearing in the original problem.

37 S2: This rod here: as the weight moves along, it bends more and more the further out 
the weight is…. Hmmm, what if I imagined moving the weight along the spring…would 
that tell me anything? Would that? I don’t know. I don’t see why it should. What if the 
spring were twice as long…instead of twice as wide? …. It seems to me pretty clear that 
the spring that’s twice as long is going to stretch more. ... Now if this is the same as a spring 
that’s twice as wide, then that should stretch more. ... Uhh, but is it the same as a spring that’s 
twice as wide? Again, I just don’t see why…the coiling should make any difference. It just 
seems geometrically irrelevant to me somehow. ... But I…can’t – I have trouble…bring 
that into consonance with the behavior of an actually stretched out spring…the slope prob-
lem anomaly [increasing slope in the rod, but not in the spring] – If I could resolve that 
anomaly…then I would feel confident of my answer…but this anomaly bothers me a lot.

He seems critical of the appropriateness of the double-length spring analogy and 
reverts again to the bending rod.

At this point, the bending rod, double-length spring, and zigzag spring analogies 
have each pointed S2 to the correct answer to the problem, yet he remains unsatis-
fied with his understanding. In line 57, he continues to search unsuccessfully for a 
more satisfactory analogous case.

57 S2: I feel as though I’m reasoning in circles. I think I’ll make a deliberate effort to break 
out of the circle somehow. What else could I use that stretches…like rubber bands…what 
else stretches…molecules, polyesters, car springs [leaf springs]…what about a…two-
dimensional spiral spring? That doesn’t seem to help.

(a) (b)

Fig. 6.4 (a) Zigzag spring #1 (b) Zigzag spring #2



6.4.2.2 Insight Episode

Subsequently, this subject produces an extremely productive analogy when he 
generates the idea of the hexagonally shaped coil in Fig. 6.5a and moves from there 
to the idea of the square-shaped coil in Fig. 6.5b. Imagining stretching these polyg-
onal coils apparently led him to a major breakthrough in the solution which corre-
sponds to the way in which engineering specialists view springs. Much of the 
remainder of this chapter will focus on this insight below.

The impressiveness of the reasoning displayed by different subjects in solving 
the spring problem depends on the depth of understanding sought by the subject 
and on the subject’s prior knowledge. The first level of depth in understanding is 
simply to state an intuition that the wide spring will stretch more; a second level 
is to give some plausible justification or explanation for this. The following portion
of transcript shows a subject going significantly deeper into the second level 
process. This part of the protocol is reported in sections as follows:

1. Subject is still in conflict about whether spring wire is bending
2. Generates a series of polygonal coil analogies
3. Subject has an insight
4. Evaluates and adapts square coil as a preferred model of the spring
5. Comments on his increased understanding

Section 1: Subject is still in conflict about whether spring wire is bending

57 S2: I just…have the intuition that a…straight rod ought to in some sense be a good 
model for a spring. But there are these anomalies that won’t go away. And yet I can’t 
see…a better model.

79 S2: I’m just trying to imagine the coil… (traces circle about 7 inches in diameter in air 
in front of self) a circle with a break in it….

81 S2: (has just drawn Fig. 6.6a)…you could just hold it there…and apply a force there, 
and the spring stretches…. I’ll be damned if I see why it [the coil] should be any different 
from that case [the rod]….

87 S2: …if you start with a helix and unwind it…you should get a bow [bend], but you 
don’t. I mean visually imagining it, you don’t. I don’t see how you could make the bow go 
away – just to wind it up – Damn it!

111 S2: Darn it, darn it, darn it…why should that [the difference between a rod and a coil] 
matter?…. I’m visualizing what will happen when you just take this single coil and pull 
down on it and it stretches; and it stretches….

Fig. 6.5 (a) Hexagonal coil (b) Square coil
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(The subject spends a considerable amount of time trying to resolve this issue 
 without making progress.)
Section 2: Generates a series of polygonal coil analogies

117 S2: (40 minutes into the protocol) I keep circling back to these same issues without get-
ting anywhere with them…. I need to…think about it in some radically different way, 
somehow. Let me just generate ideas about circularity. What could the circularity [in con-
trast to the rod] do? Why should it matter? How would it change the way the force is trans-
mitted from increment to increment of the spring? Aha! Now let me think about; Aha! Now 
this is interesting. I imagined; I recalled my idea of the square spring and the square is sort 
of like a circle and I wonder…what if I start with a rod and bend it once (places hands at 
each end of rod in Fig. 6.6b and motions as if bending a wire) and then I bend it again.

119 S2: What if I produce a series of successive approximations to…the circle by producing 
a series of polygons! Maybe that would clarify because maybe that, that’s constructing a con-
tinuous bridge, or sort of a continuous bridge, between the two cases [the rod and the coil]. 
Clearly there can’t be a hell of a lot of difference between the circle and say, a hexagon…

121 S2: …or even a triangle…square…(draws hexagon in Fig. 6.5a)…. Now that a [hexa-
gon] is essentially a circle. I mean, surely springwise that [hexagon] would behave pretty 
much like a circle does.

Section 3: Subject has an insight

121 S2: Now that’s interesting. Just looking at this it occurs to me that when force is 
applied here, you not only get a bend on this segment, but because there’s a pivot here 
(points to x in Fig. 6.5a), you get a torsion effect….

122 S2: Aha! Maybe the behavior of the spring has something to do with twist (moves 
hands as if twisting an object) forces as well as bend forces (moves hands as if bending an 
object). That’s a real interesting idea. That might be the key difference between this [bend-
ing rod] which involves no torsion forces, and this [hexagon]. Let me accentuate the torsion 
force by making a square where there’s a right angle. (Draws a Fig. 6.5b). I like that. A 
right angle…that unmixes the bend from the torsion.

123 S2: Now…I have two forces introducing a stretch. I have the force that bends this…
segment [a] and in addition I have a torsion force which twists [segment b] at vertex, um, 
X…[in Fig. 6.5b] (makes motion like turning a door knob with one hand).

Section 4: Evaluates and adopts square coil as a preferred model of the spring

129 S2: (b)…Does this (points to square-shaped coil) gain in slope – toward the bottom?….

130 S2: (c)…indeed we have a structure here which does not have this increasing slope as 
you get to the bottom…(e)…it’s only if one looks at the fine structure; the rod between the 
Y and the X, that one sees the flop effect [downward curvature].

(a) (b)

Fig. 6.6 (a) Single coil (b) Bending rod



132 S2: (b)…Now I feel I have a good model of sp- of a spring…. Now I realize the  reason
the spring doesn’t flop is because a lot of the springiness of the spring comes from torsion 
effects rather than from bendy effects….

133 S2: And now I think I can answer the stretch question firmly by using this…square 
model of the spring. What does it mean, in terms of the square model to increase the diam-
eter of the spring? …. Now making the sides longer certainly would make the [square] 
spring stretch more.

135 I: How can you tell?

136 S2: (a) Physical intuition…and also recollection… the longer the segment (moves 
hands apart) the more the bendability (moves hands as if bending a rod)…(b) Now the 
same thing would happen to the torsion I think, because if I have a longer rod (moves hands 
apart), and I put a twist on it (moves hands as if twisting a rod), it seems to me – again 
physical intuition – that it will twist more….

143 S2: So…doubling the length of the sides…it will clearly stretch more. Both for reasons 
of torsion and for reasons of the segment [bending].

Section 5: Comments on his increased understanding

144 S2: And my confidence is now 99%. ... I now feel pretty good about my understanding 
about the way a spring works although I realize at the same time I could be quite wrong. 
Still, there seems to be something to this torsion business; I feel a lot better about it.

178 S2: Before this torsion insight, my confidence in the answer was 95% but my confi-
dence in my understanding of the situation was way way down, zero. I felt that I did not 
really understand what was happening; now my confidence in the answer is near 100% and 
my confidence in my understanding is like 80%.

6.4.3 Analysis of Insight Episode

6.4.3.1 Torsion Insight

Probably the most difficult achievement occurs when the subject, not knowing about 
the invisible twisting in the wire, is somehow able to construct that (correct) hypo-
thesis. (S2 was the only subject interviewed who achieved this.) To see why his 
square spring model is helpful, note that it can in turn be understood in terms of two 
simpler cases, the twisting rod and the bending rod, as shown in Fig. 6.5b. That is, 
pulling the end of the lever “a” down not only bends rod “a,” but it also twists rod 
“b.” (One way to comprehend this idea is to view rod “a” as a wrench that is twisting 
rod “b.”) The same is assumed to be true for all other adjacent rod pairs. Thus, twist-
ing becomes an important type of deformation in the spring wire in this model; it is 
 referred to by engineers as torsion. For those unfamiliar with the concepts of torsion 
and torque, an introduction is provided in the Appendix to this chapter.

The short transcript excerpts displayed here do not fully convey the frustration 
involved while the subject spent a considerable period of time (over 25 min) alter-
nately questioning and trying to justify the initial bending rod model of the spring. 
Coming after this struggle, the invention of the polygonal coil with the subsequent 
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torsion discovery is a candidate for being termed a significant scientific insight for 
several reasons.2 First, the idea is productive in the sense that it leads immediately 
to a considerable amount of cognitive activity. In fact one is given the impression 
of a “flood” of ideas occurring immediately afterward. Progress is made rapidly, as 
if the polygonal coil idea were a “trigger” that stimulates a series of further ideas. 
Second, the torsion idea appears fairly quickly, with little warning. Third, the sub-
ject makes a major change in his original model of stretching – by considering tor-
sion the subject introduces a new causal factor into the system. Torsion constitutes 
a very different mechanism from bending for explaining how the spring resists 
stretching. Fourth, the subject says that he is now able to resolve the paradox of the 
apparent lack of bending in a helical spring and states that he feels he has achieved 
an increase in his understanding of the system (lines 129–130). This is true because 
he sees that in the square coil, any bending in the wires starts anew at each corner 
of the square and does not accumulate as one travels down the spring wire. Of 
course, his “theory of springs” could be developed further beyond the polygonal 
coil idea, but the fact remains that this model is a significant advance over the single 
bending rod models. Fifth, the subject reacts emotionally to his ideas, calling them 
“interesting” and exposing a “key difference,” as well as producing some emphatic
“Aha” expressions with a raised tone of voice. In Chapter 7, I will formulate a more 
careful definition for the term “insight” that is motivated by these factors.

6.4.3.2 Analogies Used by S2

How did the subject produce this new way of viewing the mechanism underlying 
the spring system? A hypothesized outline of the cognitive events producing S2’s 
new understanding is shown in Fig. 6.7. The figure shows hypothesized “snap-
shots” of a series of S2’s analogue models during the last insight episode as they 
develop over time, with solid lines showing confirmed analogy relations, and dotted 
lines showing tentative analogy relations. Poorly understood situations are shown 
in dotted boxes with well-understood situations shown in solid boxes.

Figure 6.7a (line 81): S2 has already reduced the spring situation to the equiva-
lent single circular coil situation as shown by the solid line labeled (1) in the dia-
gram. Also there is a tentative analogy relation shown as a dotted line labeled (2), 
from the single coil to the well-understood bending rod model.

Figure 6.7b (line 117): S2 then recalls his idea of a square spring and generates 
the model of a hexagonal coil. In his words, this is “constructing a continuous bridge 
or sort of a continuous bridge, between the two cases [of the circular loop and bending 
rod].” Figure 6.7b shows the form of a bridging analogy here of the kind discussed 
in Chapter 4. This quotation did in fact influence my original selection of the term 
“bridging” for the bridging analogies phenomenon described here and earlier in 
articles on experts and students (Clement, 1986, 1993b). Here the hexagon can be 
interpreted as a case constructed to be an intermediate bridge between the circular 

2 In fact, twisting is the predominant source of stretching in a helical spring. See Chapter 14 for a 
more complete analysis of the spring problem.
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Fig. 6.7 Final argument structure in S2’s spring protocol. (a) Initial rod analogy (b) bridging 
analogies and torsion insight (c) cases supporting S2’s final understanding in section

loop and bending rod. Its function as a bridge, however, is quickly superceded by the 
unexpected insight that is triggered by the hexagonal coil.

(Line 121): While analyzing the hexagon in terms of bending effects, it occurs 
to him (“Aha!”) that there will also be twisting effects. At this point he shifts to the 
simpler square model.

Figure 6.7c (line 123): By the final stage, S2’s understanding of the underlying 
structure which makes a spring work has changed significantly. He now appears to 
have a mental model of the spring as working like a square coil which contains elements
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that bend and twist. His physical intuitions about the difficulty of (1) bending, and 
(2) twisting a long vs. short rod seem to play a role similar to axioms; they are basic 
assumptions on which the rest of his conclusions are founded. (I will discuss the 
nature of these intuitions in Chapter 13.)

These diagrams portray the solution as depending strongly on analogy rela-
tions. When torsion is recognized in the hexagonal coil, it is quickly transferred to 
the square coil. Since the square coil is considered analogous to the circular spring 
coil, torsion is transferred there and hence to the full helical spring. Intuitions 
about bending – that long rods are easier to bend than short rods – are transferred 
down the line in Fig. 6.7c from right to left in a similar way. In this view analogy 
plays a central role in forming the subject’s new understanding of the spring sys-
tem. In what follows I will refer to the square, hexagonal, and many-sided coil 
models collectively as polygonal coil models, since they are scientific models in 
the broad sense.

6.5 Summary of Evidence for a Model Construction Cycle 
as a Noninductive Source for Hypotheses

6.5.1 Model Construction Cycles

As a more general description of a construction process, one source of the growth 
in S2’s ideas appears to have been the cyclical process shown in Fig. 6.8. 
Essentially, the diagram depicts a cyclical process of model generation, evaluation, 
and modification (I refer to this as a GEM cycle). It is difficult to describe so com-
plex a process in such a simple diagram, but a simplified picture will aid in the 
present analysis. In particular, after problems arose with the bending rod case, the 
zigzag spring was proposed, and after problems with it were detected, it was in turn 
modified into a “better” zigzag case in line 23. And the hexagonal coil case was 
criticized and changed to the “better” square coil case in line 122. Thus these 
models were evaluated and improved in the manner shown in Fig. 6.8. Table 6.1 
summarizes evidence from the protocol that S2’s progress is a result of this kind of 
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Fig. 6.8 Cyclical process of generation, evaluation, and modification (or rejection)



cyclical process rather than being a result of either a convergent series of deduction
or an induction from observations.

Thus it appears that real-time protocol evidence can be gathered to evaluate the 
plausibility of such models of scientific reasoning.

6.5.1.1 Comparison to Prior Research

In contrast to the hypothetico-deductive scheme and its derivatives in Figs. 6.1 and 
6.2, in Fig. 6.8, models are not just generated and then evaluated in an attempt to 
reject them. Instead, some can be revised and reevaluated repeatedly in an improve-
ment cycle. This can lead to the rejection of some models, but also to a series of pro-
gressive refinements in others. Theory formation and assessment cycles using 
analogies have also been discussed by Nersessian (1992), Holland et al. (1986), 
Millman and Smith (1997), Gorman (2006), Gentner et al. (1997), and Darden and 
Rada (1988) in historical or Al (Falkenhainer, 1990) contexts; and by Miyake (1986) 
for novice protocols.

Table 6.1 Location of evidence for model construction cycle of hypothesis generation, criticism, 
and modification or rejection

Line Process Hypothetical model Comments

5 G Horizontal bending rod Initial analogy
5 C Horizontal bending rod Bending in rod, but not 
   in helix
23 G Square coil 
23 M Zigzag #1 Modifies square to produce 
   zigzag model
23 C Zigzag #1 Joints confounding
23 M Zigzag #2 with stiff joints Modifies zigzag #1 to produce
   #2
 [C*]  Bending in zigzag, but not in 
   helix*
 Rj Drops zigzag models 
57 Rc Rod model 
87 C Rod model Bending in rod, but not in 
   helix
117 Rc Square coil 
119 M Hexagonal coil 
121   Makes torsion discovery in 
   hexagon
122 C Hexagonal coil Hexagon geometry too complex
122 Rc Square coil (Leads to successful prediction 
   of restoring forces without 
   cumulative bending in 
   spring wire)

Key G = Generates hypothesized model; C = Criticizes model; M = Modifies model; Rc = 
Reconsiders model; Rj = Drops or rejects model.
* Inferred in absence of direct evidence in protocol.
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Secondly, the schemes in Figs. 6.1 and 6.2 place great emphasis on empirical 
evaluation of theories. But subjects in the present study did not have access to 
empirical data, and yet they appeared to evaluate certain models – followed by 
improving some and rejecting others (e.g. in Table 6.1). Therefore there are nonem-
pirical evaluation methods being used of some kind. Thirdly, a prominent role for 
analogies has been implicated in this analysis as a source of hypotheses, and that 
could replace raw conjecture or hypothesis by induction (or intuition) in Figs. 6.1 
and 6.2 as a source.

This representation of investigation processes is extended further in Fig. 6.9. The 
subprocess of “activating possible initial analogies” reflects the observation that 
subjects may cast about for a variety of analogies when they are attempting to gen-
erate an initial model, as was implicated in the rapid search for analogies such as 
“molecules, polyesters, and car [leaf] springs” in line 57 of the transcript. Then 
when an analogy starts to be taken seriously as a model it can enter the GEM cycle 
shown.

Going beyond analysis of the present data, in order to connect to the empirical 
side of science, the double ended arrows between Make Initial Observations and 
Construct Initial Model represent the idea that not only does model construction 
respond to observation but that one’s focus of attention during observation can be 
guided by one’s initial model. This and other double ended arrows indicate that the 
initial model generation process can be highly interactive and complex. It is still 
poorly understood. Essentially, the scientist must construct a conjectured picture of 
a structure or process which can predict or account for what happens or explain 
why the phenomenon occurred.

Figure 6.9 also adds an empirical evaluation processes that complements a 
rationalistic process. Hypothesis evaluation or criticism can then take place in two 
major ways. Empirical testing can add support to or disconfirm a hypothesized 
model. Rationalistic evaluation can also support or disconfirm a model, depending, 
for example, on whether it is found to be externally consistent or inconsistent with 
other established theories as well as internally consistent with itself. Evaluation 
processes cannot provide full confirmation, but can lead a scientist to have increased 
or reduced confidence in a theory. Once generated, a hypothesis undergoes repeated 
cycles of rationalistic and empirical testing, and modifications as needed. A limita-
tion of the diagram that is not intended to be part of the cognitive model is the order 
in which rationalistic and empirical evaluation occur; tests can occur in different 
orders on different cycles. The endless loops in Fig. 6.9 indicate that ideally, theories 

Fig. 6.9 GEM cycle with initialization processes and both empirical and rationalistic evaluation
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in science are always open to new criticisms. However, as Kuhn (1970) points out, 
scientists will sometimes ignore or discount some criticisms in order to protect a 
favored theory. In practice, research groups may adopt a “protected core” of theo-
ries which they take as givens (Lakatos, 1978).

A missing element in the figure is the influence of the subject’s prior theoretical 
framework. It is difficult to depict, since it could affect so many of the processes 
shown. Since the scientist operates from a background of broader theoretical 
assumptions, these may have an early influence on the model elements and 
 analogies which come to mind, and sometimes even (according to Hanson and 
Kuhn), on what is observed. In sum, a possible synthesis of ideas is proposed in Fig. 
6.9. It allows for the possibility that the hypothetico-deductive method, induction, 
abduction, analogy, rationalistic evaluation, and model modification may all play 
important roles at different times in scientific thought.

6.5.1.2 Hypothesis Generation Processes that are Neither 
Inductive nor Deductive

Let us examine more carefully the claim that S2’s final model is neither the result 
of a convergent series of deductions nor an induction from observations. Consider 
his statements during the torsion insight:

Maybe the behavior of the spring has something to do with twist forces as well as bend 
forces. That’s a real interesting idea. ... That might be the key difference….

When S2 generates analogue model hypotheses, they appear not to be deduced logi-
cally from prior principles – they appear to be reasoned conjectures as to what 
might be a fruitful representation for analyzing how a spring coil works. The rea-
soning involved does not appear to carry the certainty associated with deduction.

Nor, apparently, are they built up inductively as abstract generalizations from 
observations. S2 is unable to collect new data during the interview, and conse-
quently his reasoning is independent of new empirical processes. One can also 
consider whether he might be making new inductions on perceptual memories of 
prior observations, but he does not appear to recall observing bending, twisting, 
zigzags, or squares in springs; instead these appear to be newly imagined models. 
The novelty and nonobservability of the polygonal coil with torsion model, and its 
evolution from criticisms of the earlier horizontal rod model argue that the hypoth-
esis generation process in this case was an imaginative construction and criticism 
process rather than one of induction from observations. Quite possibly, S2 would 
have made some new observations of springs as well, had they been available 
(although it is extremely doubtful that he would have observed torsion effects). But 
the present case study documents the possibility that impressive progress in model 
construction can be made via noninductive processes.

Of course, it is highly likely that empirical information was involved in the original 
development of some of the prior knowledge he uses. In attempting to speak to the 
rationalism vs. inductivism issue it is important to identify the time period of focus. 
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For the purposes of this analysis, the focus is on the new knowledge developed during 
the hour or so of reasoning in the interview rather than on the origins of the prior 
knowledge he uses. For example, he uses prior knowledge in the form of the concept 
of twisting. One assumes his earlier learning of the concept of twisting involved 
empirical experiences with wrenches, cranks, knobs, etc. His new model of the 
polygonal spring with torsion uses his old concept of twisting as one of its elements, 
but the total structure of the model is a larger new construction. The point is that the 
new knowledge developed by S2 – the construction of a new model for how a spring 
works – was apparently formed by nonempirical processes during the protocol.

6.5.1.3 Abduction

Peirce (1958) and Hanson (1958) used the term abduction to describe the process of 
formulating a hypothesis which, if it were true, would account for the phenomenon in 
question. The hypothesis can be a guess as long as it accounts for the observations col-
lected so far. Such a process might include using the knowledge structure from an anal-
ogous case to form the starting point or core of a new model. Or it might integrate 
several related model elements – constructing a new model by combining several exist-
ing knowledge structures previously known to the subject. Empirical law hypotheses 
which consist only of a recognized regularity or repeated pattern in the variables might 
be formed via a more data-driven inductive process. This is possible on those occasions 
when one has the prior advantage of possessing the right variables, or components of 
compound variables, to look for. But there is also the possibility that hypotheses can be 
formed by a less data-driven abductive process, possibly for just a single instance of the 
phenomenon, or perhaps even before any observations have been made.

I do not wish to say here that patterns perceived in data cannot be involved in some 
types of scientific hypothesis formation; after all they provide the thing or pattern to 
be explained. Rather, the present case study acts more like an “existence proof” in 
showing the possibility that noninductive construction processes can be very impor-
tant in the formation of a new theoretical model. Thus the power of these models does 
not seem to be inherited deductively from some prior principle or axiom, nor does it 
come from generalizing on many observed instances; rather it appears to come from 
an analogical generation process, plus a criticism and revision cycle leading to a 
series of successively better mental models for how the situation works.

6.5.2 Explanatory vs. Nonexplanatory (“Expedient”) Models

6.5.2.1 Four Types of Knowledge Science

I now return to an issue mentioned in the chapter introduction to give some further 
details in the description of scientific models and to discuss differences between 
fanciful analogies and scientific theories. Campbell (1920), Hesse (1966), and 



Harre (1972) developed important distinctions between qualitative theoretical mod-
els, empirical law hypotheses, and formal principles, as shown in Fig. 6.10. They 
believed that hypothesized, theoretical, qualitative models (I will call these 
“explanatory  models”) such as molecules, waves, and fields, are a separate kind of 
hypothesis from empirical laws. Such explanatory models are not simply con-
densed summaries of empirical observations but rather are inventions that contrib-
ute new theoretical terms and images which are part of the scientist’s view of the 
world, and which are neither “given” in nor implied by the data. Campbell’s (1920) 
oft-cited example is that merely being able to make predictions from the empirical 
gas law stating that PV is proportional to RT, is not equivalent to understanding the 
explanation for gas behavior in terms of an imageable model of billiard-ball-like 
molecules in motion. The model provides a description of a hidden, nonobservable 
process which explains how the gas works and answers “why” questions about 
where observable changes in temperature and pressure come from. (Summaries of 
these views are given in Harre, 1967; Hesse, 1967). Beyond these basic require-
ments, scientists often prefer explanatory models which are general, visualizable, 
simple, causal, and which contain familiar entities (Nagel, 1961).

The above considerations motivate a distinction between two types of scientific 
mental models: expedient analogies and explanatory models. Recall the proposal to 
use the term qualitative model to refer to a (mental) representation M of a target situa-
tion T that a subject can use to predict or account for T’s structure or behavior. One 
kind of model then is merely an expedient and often temporary analogy which predicts 
some aspects of the target’s behavior. M may happen to behave like T, and therefore 
provide a way of predicting what T will do. For example, a closed cylinder with a piston 
under certain conditions will behave analogously to a spring: the distance the 
piston moves is roughly proportional to the force one exerts on the piston (for small 
displacements) and the same is true for the spring. However, such an expedient analogy 
may say nothing about the underlying process which explains the gas’s behavior. An 
explanatory model, on the other hand, should explain how T works, leading to a feeling 
of “understanding” T. For example, the elastic particle model for gasses explains why 
volume decreases with force or why pressure increases with temperature in an 
enclosed gas in terms of the collisions of the particles with the walls.

THEORETICAL KNOWLEDGE

EMPIRICAL KNOWLEDGE

-Formal Principle

-Explanatory Model

-Empirical law hypothesis:
mathematical or verbal descriptions
of patterns in observations

-Observations

Fig. 6.10 Four types of knowledge in science
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Hesse (1967) and Harre (1961) describe the distinction this way: (1) a model 
which shares only its abstract form with the target (Hesse cites hydraulic models of 
economic systems as one example); I call this an “expedient analogy”; and (2) a 
model that has become in Harre’s terms a “candidate for reality,” where a set of 
material features, instead of only the abstract form, is also hypothesized to be the 
same in the model and the target situations. I will refer to the latter type of model, 
M, as an explanatory model, M

e
, if some of the basic objects, attributes, and con-

crete relations in M are hypothesized by the subject to be a hidden part of T and to 
underlie the behavior of interest in T. For example, the gas is thought of, not just as 
something that happens to have the same behavior as a collection of particles, but 
as something that is a collection of particles. This ordinarily means that the subject 
can attain some degree of ontological commitment to (belief in the reality of 
aspects of) M

e
 if empirical and rationalistic support are obtained for it.3 M

e
 is 

thought of as a hidden structure within T which provides an explanation for T’s 
behavior – M

e
 contains some entities that are initially not directly observable or 

obvious in T at that point in time. This concept is designed partly to account for the 
remarkable ability of scientists to formulate and propose hidden structure and proc-
esses in nature before they are observed more directly, such as atoms, black holes, 
and the “bending” of light rays. An explanatory model can allow the scientist to see 
a phenomenon in a new way via a hypothesized underlying structure that is consid-
ered to be hidden in the target situation to be explained. This is something that 
empirical law hypotheses cannot do (see Fig. 6.10).4

6.5.2.2 Are S2’s Models Explanatory?

S2 makes a clear distinction between confidence in his answer to the problem and 
confidence in his understanding of the spring:

144 S: There seems to be something to this torsion business; I feel a lot better about it….

178 S: Before this torsion insight, my confidence in the answer was 95%, but my confi-
dence in my understanding of the situation was way, way, down, zero. I felt that I did not 
really understand what was happening; now my confidence in the answer is near 100%, and 
my confidence in my understanding is like 80%.

3 This need not imply absolute certainty about the correctness and completeness of one’s theoreti-
cal model, something that cannot be attained in this author’s view.
4 In one sense I am appropriating the term “explanatory” here since, as Kuhn (1977c) points out, 
what counts as explanatory is different for Aristotle, Newton, and quantum physics. I am propos-
ing that what counts for S2 in this problem fits the definition given – an analogue model that has 
material elements which are hypothesized as “candidates for reality.” The sharing of material ele-
ments between model and target can be termed material correspondence. Whether a satisfying 
explanation is actually attained, however, will also depend on other factors such as the support for 
and comprehensibility of the model.



This perceived increase in understanding is one indication that the idea of twisting and 
torsion in the polygonal coil has become an explanatory model for the subject, not just 
an expedient analogy for generating the answer to the problem. (Karmiloff-Smith and 
Inhelder (1975) have documented a related distinction in children’s thinking.)

In the case of the present protocol the twisting and bending ideas qualify as 
explanatory, since the subject now believes that twisting and bending effects may 
actually be operating in the spring wire to produce its behavior. Twisting and bend-
ing are features that are not ordinarily observed in springs and so they are theoreti-
cal in this context. To be sure, they are purely qualitative hypotheses that will 
require more evaluation to be confirmed and they lack detail. But they qualify as 
the beginning of an explanatory model because they express for the subject a 
hypothesis concerning the hidden structure underlying the way stretching produces 
deformation and restoring forces in the spring wire. Furthermore, the square coil 
example appears to remove the anomaly of a potentially critical dissimilarity in the 
original bending rod model – that of the lack of cumulative bending in the spring. 
All of these factors presumably increase S2’s feeling of understanding and of having 
a satisfying explanation for the behavior of a spring, as expressed in lines 144 and 
178 quoted above. For the above reasons, the ideas of torsion and bending effects 
occurring in the spring wire qualify as two strands of an initial explanatory model 
which provides a hypothesis about the nature of springs. In this sense S2’s protocol 
is an example of learning via the construction of a new explanatory model.

The double-length spring analogy in line 37 on the other hand, does not seem to 
contribute to a theoretical explanation for why the spring stretches. It is seen as an 
expedient analogy, as is the comparison of foam rubber with large holes and small 
holes portrayed in Fig. 3.1f. Both of these analogies predict the correct qualitative 
answer for the problem, but say nothing about why it happens.

6.5.2.3 An Explanatory Model Can Develop from an Initial 
Nonexplanatory Analogy

A further hypothesis is suggested by S2’s problem solution: an expert can develop 
an explanatory model via the modification and refinement of an initial model that 
is merely expedient or has low explanatory status. In this view, whether a model is 
explanatory is a matter of degree. The explanatory status of a model depends on the 
degree to which one believes that the model contains elements that are like ele-
ments hidden in the target to be explained.

It is reasonable that when an analogous case is first proposed, it will often be 
unclear whether it has potential as an explanatory model – whether its elements could 
be something like the hidden elements in the target or not. Its explanatory status may 
grow gradually rather than in one decisive jump. Improvements in the model may 
also raise its explanatory status. Indeed, this seems to be what occurred in S2’s case. 
He used the bending rod early on as a model, which gave him a prediction in which 
he was highly confident. However, he said his resulting understanding was very low. 
The recognition of the cumulative bending anomaly appeared to prevent him from 
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accepting bending as an explanatory model. Cumulative bending is a centrally impor-
tant material property which was present in the model, but not in the targeted spring 
system. This led him to generate and evaluate a number of alternative models, culmi-
nating with the polygonal coil model. The identification of torsion in the polygonal 
coil raised his feeling of understanding significantly. This is consistent with the inter-
pretation that S2 had then acquired some confidence that torsion is a real but hidden 
mechanism operating in the spring. Thus, S2 appears to take an initial, nonexplana-
tory analogy (the bending rod) and develop it, via criticisms and modifications, into 
a model that in fact does have some explanatory status for him. Later, in Chapter 14, 
we will examine other more advanced protocol sections, in which bending in the 
vertical plane is rejected fully, leaving twisting as the “last model standing” as the main 
source of deformation in the spring. Nevertheless, the consideration of the bending 
model was an extremely important stepping stone toward this result. Thus an analogy 
does not have to be correct to play an important, useful role.

6.5.2.4 Simplifying Function of Models

Toward the end of the session S2 considers a multisided coil, but is unable to make 
further progress in his analysis before the end of the interview. Figure 6.11 shows 
the set of polygonal models referred to by S2, placed in order of increasing simplic-
ity or analyzability from left to right. Note that these models attain a higher degree 
of perceptual resemblance to the spring in the opposite direction from right to left. 
Of the models shown, the bending and twisting rod models on the right are the 
simplest to understand, but appear to be least like the spring coil. One might be 
tempted to call the multigon in (b) the only “really” explanatory model in the sense 
that it is seen as actually present in the spring, while the others are not. But even in 
the multigon, there are material elements which are not present in the spring, such 
as corners and straight line segments. Apparently even the multigon model is not a 
full candidate for the mechanism in the spring.

Fig. 6.11 Cases become simpler but less similar to target

a b c d
e

f

More similar

to target

Simpler



Hesse (1967) and Harre (1972) describe some models in science as simplifying 
models where the scientist intentionally uses a model with features that are known 
to be somewhat different from those in T in order to make M simple enough to ana-
lyze. Although all models can be thought of as simpler than Nature in full detail, 
I will reserve the use of the term “simplifying model” for intentionally simpler cases 
such as those described above. S2’s polygonal spring models appear to be simplifying 
models which are partially explanatory; he sees the spring as probably really twist-
ing, as in the square coil, but not as really square. The square provides a simplifying 
geometry. In summary, this appears to be a case where modifications of an initial 
analogy with low explanatory status led to the development of a model with consid-
erably higher explanatory status. Here I assume that the polygonal coil and zigzag 
spring models are simplifying models, that the extent to which they are explanatory 
is unknown to S2 at the time he proposes them, and that they are part of his attempts 
to develop an explanatory model which culminates in the torsion idea.

6.5.2.5 Can One Separate the Context of Discovery and the Context 
of Justification?

I consider this question in light of the model construction cycle shown in Fig. 6.9. It 
is traditional in philosophy to separate the contexts of discovery or theory formation 
(translated as model generation or modification in Fig. 6.9) from the context of jus-
tification (translated as model evaluation in the figure) in science. However, there is 
evidence in this protocol that loops in the cycle can at times be traversed extremely 
rapidly. For example, S2’s criticism of the bending rod in line 5 indicates that the 
time interval between model generation and criticism can be as small as 15 s. In 
addition, his modification of the zigzag spring model in line 23 indicates that an 
entire generation, criticism, and modification cycle can take place within 90 s. This 
might suggest to some that one cannot separate the contexts of hypothesis generation 
and hypothesis evaluation. In fact the very idea of model evolution of this kind could 
be taken to challenge the separation of theory formation and justification.

I believe one’s answer here should depend on the size and duration of the change 
process, the timescale perspective being used, and the grain size of the available 
evidence. While an evaluation in the form of a carefully designed laboratory experi-
ment can take days or even years, other evaluation processes such as certain non-
empirical checks for consistency can at times take place much more rapidly. When 
examined in a protocol on a second by second basis as was done here, it may be 
possible to separate the “context of model generation” from the “context of model 
evaluation.” However, history of science tends to look at developments over a 
timescale of years or at best weeks. From this perspective it may be impossible to 
separate these two contexts for certain processes in the early stages of development. 
However, the subject’s think-aloud information here does seem to shift between 
generation and criticism in the above examples. In such cases, one can separate out 
generation and evaluation events in the protocol, but one can also see a rapid, dia-
lectic interplay between generation and evaluation processes.
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6.6 Major Nonformal Reasoning Patterns in the Preceding 
Chapters

Figure 6.12 collects together some of the most important nonformal reasoning patterns
evidenced in the preceding chapters, using the notation system developed so far. In 
this diagram arrows show the primary direction of information flow. One can then 
highlight contrasts such as the following. An extreme case on a problem variable is 
represented just below a target case A as a close variation, whereas an analogous 
case is shown horizontally apart to signify the change in a fixed feature of the prob-
lem. A bridging analogy (Chapter 4) moves closer to the target from the base in 
order to connect them, whereas an extension analogy (Chapter 5) may move farther 
away in order to anchor the base. In (6) explanatory model construction, a source 
analogue like the twisting rod is used to construct a hidden model that can then be 
projected into the target to explain it. This foreshadows a more detailed three-part 
view of the relations between a source analogue, explanatory model, and target that 
will be developed starting in Chapter 14. This diagram represents the “major spe-
cies of reasoning patterns” collected so far. A species that has not been discussed 
but that occurs in history of science is (5) the extrapolation of a concept to a case 
outside its normal domain of application. For example, once the behavior or mecha-
nisms for a spring are understood, one may consider attempting to apply this 
knowledge to a DNA molecule by treating it as a spring, even though it is not ordi-
narily viewed that way. Here, instead of having a problem and looking for a source 
of information, one has a source of information and looks for a problem to apply it 
to, a strategy that has sometimes been used by inventors and scientists with great 
success.

The present chapter has focused most heavily on gathering evidence that succes-
sive refinements in a scientific model via a model evaluation and revision cycle can 
be important in scientific thinking. This evidence argues for an evolutionary view 
of gradual theory formation in small steps. In the spirit of a dialectic, in Chapter 7, 
I will consider the opposite side of this augment: S2 also exhibited a sudden insight
after a long and frustrating delay, arguing for a revolutionary view of theory forma-
tion in large sudden steps. Thus there is the potential to argue in both directions 
from this protocol, and a position on this issue will be formulated at the end of 
Chapter 7.

6.7  Appendix: Introduction to Concepts 
of Torque and Torsion

The concepts of torque and torsion can be introduced by looking ahead to Figure 
14.11. If we ignore segment hb there and think of segment ab as a pipe and segment 
ga as a pipe wrench we are using to turn the pipe clockwise so that the pipe goes 
into a tight, threaded socket at b, then torque can be thought of roughly as the 
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“twisting force” applied by the wrench to the end of the pipe at ‘a’ to turn it. The 
torque will be greater in proportion to the length of the wrench, r, since longer 
wrenches provide more leverage and more “twisting force”. When F is perpendicu-
lar to r, the torque applied to the end of the pipe is equal to the force applied, F, 
times r. 

T = F × r

To define torsion, we need a different scenario. Imagine that ab is a steel rod only 
1/8” thick with the end at b fixed in concrete so that the far end of the rod at ‘b’ 
cannot turn. Then if we clamp a vise grip wrench to the near end of the rod at ‘a’, 
applying the same torque will end up only twisting (deforming) the metal in every 
element of the entire rod somewhat, so that the near end at ‘a’ turns through the 
angle b shown in Figure 14.11 (called the angular displacement, or, informally, 
total amount of twist in the rod) and stops. If the rod is made of resilient metal, it 
will be elastic, meaning that if we remove the force F, the metal in the rod will 
untwist and spring back to its original orientation where b was zero. Torsion refers 
to an action that twists a material resulting in stresses and strains that makes the rod 
want to spring back to its original shape. If the rod is twice as long, but r and F are 
the same, the angle b will double. That is because the torque and resulting torsion 
stress will be the same as before, but there will be twice as much metal to deform 
under that stress, producing twice the total twist. In the protocols, subjects some-
times use the word “torsion” as defined above, but also sometimes misuse the term 
torsion slightly to mean torque, so they must be read in context. 



Chapter 7
Creativity and Scientific Insight in the Case 
Study for S2*

7.1 Eureka or Accretion? The Question of Insight 
in S2’s Protocol

I can now move to the second issue raised in the introduction to Chapter 6 – the 
pace of theory change. This chapter continues the analysis of the case study pro-
tocol in Chapter 6 by asking: “Does S2 make progress via Eureka events that 
involve sudden reorganizations, or does he progress smoothly in an incremental 
manner?” The answer to this question is not obvious. It seems to be possible to 
argue in either direction from this protocol. One can point to what appear to be 
sudden insights, but on the other hand, sections precede these insights in which 
the subject prepares the context and groundwork for having them. Some of his 
work fits the pattern of the improvement (GEM) cycle shown in Fig. 6.8, and that 
would appear to be symptomatic of a more gradual, evolutionary approach. 
Sometimes his methods appear to be systematic, but at other times ideas arrive in 
a rush, as if they are partly outside of his control. Thus, there seem to be mixed 
signals in the protocol on this issue.

7.1.1 Defining a Pure Eureka Event

In order to say something useful about the Eureka question, one needs to become 
more precise about the meaning of a Eureka event. Here I will propose an initial 
definition of a pure Eureka event as an extremely sudden, reorganizing, extraor-
dinary break away from the subject’s previous ideas. I use the term “extraordi-
nary” here to refer to processes such as unconscious or supernormal reasoning 
that are different from those used in normal thinking. If the appearance of a new 
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hypothesis constitutes a break in the train of thought – if the hypothesis comes 
“out of the blue” and does not appear to be connected to the subjects’ previous 
ideas in the protocol – this would constitute one kind of evidence for an extraordi-
nary and probably unconscious thought process. The accretion vs. Eureka ques-
tion in extreme form then becomes: Is the subject’s accomplishment the result of 
a smooth, incremental, controlled, buildup from previous ideas? Or is it a sudden,
reorganizing, extraordinary break with his previous ideas? I will consider two 
subissues of this question expressed by the two pairs of keywords in it: sudden 
reorganizing, and extraordinary break. In this section I would like to use the 
analysis of the protocol as an initial test bed for concepts developed to describe 
the quality and pace of structural change during creative hypothesis generation 
activities. I use the terms “structural change” and “conceptual change,” as syno-
nyms throughout.

7.1.2 Is There a Sudden Reorganizing Change 
in S2’s Understanding?

This subquestion itself can be broken down into two parts: Is there a significant 
structural change? and is it a sudden change? For the latter part, a pertinent time 
period must be identified over which the change takes place, and a pertinent concept 
of “rate of hypothesis formation or modification” must be defined. I will conclude 
that although the torsion discovery was not a “blinding Eureka event” – an instan-
taneous reorganization of his ideas – it certainly was an impressive and relatively 
sudden breakthrough. The problem is to develop a more precise language for 
saying this.

7.1.2.1 Is There a Significant Structural Change?

One first needs to ask about the size of the change in representation or understanding 
produced by the torsion insight. Does it simply add on a small new fact? Is it a 
complete reorganization? The type of change in understanding to be discussed here 
is a structural change (change in relational structure as opposed to surface attributes) 
in a currently assumed mental model.

It is clear that the polygonal coil with torsion insight does not constitute a 
reorganization in his understanding of any domain larger than the “theory of 
springs” (such as the “theory of elastic materials”). However the insight does 
appear to add more than a simple fact; it appears to constitute the addition of a 
significant set of structural relations to the subject’s hypothesized model of 
the spring system, including the new causal chain of weight causing twisting 
and torsion, which in turn causes resistance to stretching; and the new global 
effect of finding no cumulative effect of bending throughout the square 
spring.



7.1.2.2 Can the Insight Be Characterized as a Reorganization 
of the Subject’s Mental Model?

In some senses it can. Torsion is a completely different geometric deformation than 
bending and constitutes a significantly different hypothesis. The case here would be 
even stronger, though, if the subject had switched completely by replacing the view 
of spring forces coming from bending with the (engineer’s) view that spring forces 
come primarily from torsion. He did not go this far; instead he switched from using 
bending alone to using bending and torsion together in his explanations. But he did 
raise the question of which of these two effects predominates. Later, by the end of 
his interviews he believes that the stretch could be due completely to torsion, but 
this change of view does not occur during the insight episode.

What one can say then is that the subject achieved a major breakthrough in adding 
a major chain of casual factors to his model of the spring. This can be considered to 
be a reorganization in the sense that a new system of relationships was created. And 
not long afterwards the subject is considering the possibility that the old causal 
mechanism associated with bending may have to be rejected rather than augmented. 
Thus the structural change in this subject’s model of the spring appears to be of inter-
mediate size. The change process was characterized by imaginative attempts to 
switch to different problem representations, most of which failed. When a productive 
representation is found (the polygonal coil), it leads to the recognition of a completely 
new system of new relationships involving force, torsion, and twisting that threaten 
the previous view, and this is the sense in which it is “revolutionary.” Of course it is 
on a much smaller scale than what Kuhn called revolutions in the history of science.

7.1.2.3 The Pace of Change in Understanding

I have taken a high rate of change in the subject’s model as one defining characteristic
of a pure Eureka event. This rate of change could be conceptualized as the ratio of 
the size of the change in the model’s structure to the time interval over which the 
change takes place. The latter concept may not be easy to operationalize as an 
observable variable, depending on the comparisons being made and the complexity 
of the protocol, but it can at least play a role at the theoretical level.

It is a challenging task to point to a specific time interval in the protocol repre-
senting the “period of insight” because of the difficulty in defining the latter. As an 
upper limit, the time for this session was 52 min. Thus, it is certain that the subject 
changed from the bending rod model of the spring to the square coil with torsion 
and bending in a period smaller than 52 min. Viewed on a large timescale appropriate
to the history of science, this would certainly be considered a tiny interval that indi-
cates a relatively sudden conceptual change.

But much of this time was spent testing the simpler rod model and trying out 
other analogies, most of which were blind alleys. Can one identify a shorter period 
of insight within the protocol? The bending rod model was proposed within 1 min 
after reading the problem. Then a long period without lasting progress in model 
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development of about 40 min ensues as the rod model is questioned, the “zigzag” 
models are proposed and rejected, and other analogies are tried. Finally, there is a 
breakthrough in a 4 min period during which the subject refers to the square hexag-
onal coils, makes the torsion discovery, and incorporates it into his final square coil 
model of the spring. When the subject finally generates the hexagonal coil toward 
the end of the protocol, it takes less than 80 s for him to recognize the torsion effect, 
and less than another 2 min to settle on the square coil as his final model of the 
spring. This 4 min period is therefore a candidate for the period of insight.

However, the square coil idea is considered very briefly and quite early on, only 
about 6 min into the protocol. But it is quickly dropped in order to consider the zig-
zag spring. Thirty-four minutes later, it is taken up again and leads to the torsion 
insight. Should this 34 min between the dropping and reemergence of an idea be 
counted as part of the period of insight? I will assume not, since the subject was 
following separate ideas during this time which turned out to be blind alleys. If one 
makes this assumption, one can point to this 4 min segment as a relatively sudden 
“period of insight.” But the difficulties involved in defining the period of insight 
here are clear. The benefit of this exercise, however, is that it forces one to develop 
some useful distinctions between concepts such as structural change in a model, the 
period of insight, and the rate of structural change in a model.

On the other hand, the insight was not instantaneous: criticism and modification 
processes did occur during this 4 min period as shown in Fig. 6.8 and Table 6.1. 
This means that from a microscopic perspective which looks at fine-grained elements
in the data, the insight appears to be “unpackable” into potentially understandable 
subprocesses. This leads me to describe it as “fairly sudden,” rather than as an 
extremely sudden “bolt from the blue.” This is the first sense in which the insight 
fails to qualify as a “pure Eureka event.”

In summary, there appear to be periods in the protocol where progress is made 
slowly or not at all and others where progress is quite rapid. Those periods where 
little progress is made are frustrating to the subject but they in fact may provide 
necessary preparation for the later insight. The pace of structural change is uneven 
rather than consistent, and progress comes intermittently. When it does come, it is 
in the form of a relatively sudden breakthrough that involves a significant structural 
change in the subjects’ hypothesized model.

7.1.3  Does the Subject Use Extraordinary 
Reasoning Processes?

The second major subquestion to the main question of whether there is a pure 
Eureka event in the protocol is whether S2 used extraordinary thought processes 
during his breakthrough. If the processes are found not to be extraordinary, one 
can also ask the opposite question of whether the subject’s thinking is highly 
controlled in the sense that he always pursues a series of well defined, conscious 
plans and procedures.



7.1.3.1 Extraordinary Thinking

By extraordinary thinking, I mean the use of special processes which are outside of 
the set of normal reasoning processes used in everyday learning and problem solving. 
From a psychological point of view, this means I cannot imagine a plausible explanation 
for a particular thought process based on a sequence of inferences, associations, 
estimates, and criticisms. Two ways extraordinary thinking could occur during a prob-
lem solution, then, are: if the subject performs some supernormal feat of synthesis 
without preparation; or, more generally, if there is a break in the train of thought – a 
jump into a new train of thought that has no apparent connection to any previous 
thought. This last kind of event might be evidence for unconscious processing.

7.1.3.2 Two Types of “Breaks”

However, it is important to distinguish between a break away from the subject’s 
currently assumed model, and a break in the train of thought. Clearly, S2 “breaks 
away from his initial model” of the problem. The torsion insight represents a real 
break (in the sense of “breakthrough”) with his previous bending-rod model for 
understanding the problem.

On the other hand, S2’s work does not contain an obvious “break in the train of 
thought.” It does seem possible to construct a believable psychological account of his 
thought process as a series of connected conscious ideas. The growing series may 
actually look more like a branching tree or network than a single chain, and there may 
be jumps of attention from the end of one branch to the end of another, but the essen-
tial point is that a new idea does not appear from nowhere; it is always plausible that 
it was an outgrowth of the subject’s previous conscious ideas.

Two major parts of S2’s insight in the solution are the generation of the square 
coil analogy and the discovery of torsion. A plausible explanation for the torsion 
discovery can be given as follows. As S2 was examining adjacent sides in the newly 
constructed hexagonal coil model, an existing mental schema for dealing with 
twisting situations was activated. Such a recognition process is a common event in 
everyday problem solving and should not be considered extraordinary. It does hap-
pen to be a key event in the solution to this problem. He was not certain about this 
conjectured recognition at first, and needed to examine it critically, which led him 
to consider a square coil as an easier case.

In the case of the original square coil analogy, recall that it was generated while 
S2 was thinking about whether there was a difference between a bending rod and a 
single spring coil:

23 S2: Why should the coil have anything to do with- ? it’s just so arbitrary. Why does it 
have to be a [circular coil]? Surely you could coil a spring in squares, let’s say, and it…
would still behave more or less the same.

This is a highly creative idea but not one that necessarily involves extraordinary 
reasoning. Here the subject appears to be imagining ways to bend a piece of wire 
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into a spring. The plausible normal reasoning process is one of imagining a simple 
transformation one could perform with one’s hands.

7.1.3.3 The Worth of This Idea was Not Recognized Immediately

Only after thinking hard about and confirming the lack-of-bending anomaly in the 
spring does S2 return to the square coil idea in line 117 and use it productively. 
Here there is a branch or sidetrack in the train of thought, but the return to the 
square coil idea can be seen as connected to its earlier appearance.

In some cases, the connection to a previous idea may be a weak one – a loose 
association or conjectured recognition or playful transformation rather than deduc-
tive inference or a precise subquestion. Associations, transformations, and recogni-
tions in this light are divergent, unpredictable, and sometimes highly creative 
processes, but not extraordinary ones in the sense of being unconnected to the net-
work of current representations. I consider S2’s overall achievement – the marshal-
ling and orchestration of a large number of reasoning processes to produce the 
invention of new explanatory model elements – to be remarkable in the sense of 
being unusually productive and creative. However, I can see no evidence that the 
reasoning processes he uses, taken individually, are extraordinary. The train of 
thoughts S2 reports weaves a “coherent story” in the sense that each new idea 
appears connected to previous ideas.

S2’s ideas are also connected by the specific relationships implied in Fig. 6.9 
in which new ideas can grow out of modifications of or reactions to past ideas. 
This is an even more specific sense in which his insight did not emerge from “out 
of the blue,” and it will be discussed further in the section on creative processes 
below.

It should be noted that Tweney (1985) cites evidence to discredit the idea that 
Faraday’s discovery of induction was a “bolt from the blue,” as some have thought; 
and Perkins (1981) came to the conclusion, after reviewing the literature on insight 
in creative thinking, that there is no convincing body of evidence that insights occur 
via special or extraordinary processes. This does not eliminate the possibility that 
such special processes might exist, but it does indicate that it has been difficult so 
far to find convincing evidence for them.

7.1.4 Defining “Insight”

I have discussed some senses in which S2’s protocol does not provide evidence for 
a pure Eureka event. In this section I will propose some criteria for a less extreme, 
but still very impressive kind of event I will term a “scientific insight.” In order to 
sort out the different senses in which S2’s solution is and is not an example of 
insight behavior, it will be useful to refer to the following list of the features of his 
polygon with torsion breakthrough which are insight-like.



1. The breakthrough is an important idea:

 (a) It is a key idea – an important component of a solution.
 (b) It overcomes a barrier that blocked progress; it comes after a frustrating 

series of false leads and blind alleys – after a period where little progress has 
taken place; it resolves an anomaly.

2. The breakthrough adds significantly to the subject’s knowledge. It produces a 
large structural change in the subject’s model where he:

 (a) Identifies new variables or causal factors in the system
 (b) Identifies a new hypothesized mechanism in the form of an explanatory 

model element
 (c) States that it increased his understanding

3. The subject’s ideas are generated fairly quickly during the breakthrough, and he 
achieves rapid subsequent progress towards a solution.

4. The breakthrough is accompanied by more complex phenomena:

 (a) It is accompanied by indicators of emotional response – surprise, joy, 
satisfaction.

 (b) The subject realizes immediately that something important has been discovered.

On the other hand, the following are senses in which S2’s breakthrough, however 
insightful, was not a Eureka event:

1. The breakthrough idea was not generated extremely suddenly without preparation.
2. It did not involve the total replacement of one hypothesized model with another.
3. There is little evidence that it was:

 (a) An extraordinary thought process
 (b) An unconscious process
 (c) A break with all previous trains of thought

One can now use the criteria developed in the above list to define three categories 
of insight behavior. The categories (designed to refer to hypothesis development 
activities) are “breakthrough,” “scientific insight,” and “pure Eureka event,” defined 
in increasing order of specificity and unusualness so that the “breakthrough” cate-
gory includes “scientific insight,” and the “scientific insight” category includes 
“pure Eureka events.”

A breakthrough is a process that produces a key idea – an important component of 
a solution – and that overcomes a barrier that can block progress toward a solution.

A scientific insight is a breakthrough occurring over a reasonably short period 
of time leading to a significant structural improvement in one’s model of a phenomenon.
That is, it constitutes a shift from the subject’s previous way of representing the 
phenomenon and leads to an increase in understanding of the phenomenon, as 
determined by the evaluation process in Fig. 6.9. This is the descriptor that appears 
to me most appropriate for S2’s breakthrough.

A pure Eureka event is a scientific insight where: (1) there is an extremely fast 
emergence of a new idea with little evidence of preparation; (2) the new idea is 
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a whole structure replacing the subject’s previous model or understanding of a situa-
tion; (3) the process is not explainable via normal reasoning processes; extraordinary 
thought processes that are unconscious or different from normal thought processes 
are involved.

This recasts the earlier initial definition of a pure Eureka event (an extremely 
sudden, reorganizing, extraordinary break from the subjects’ previous ideas) in a 
way that relates it to other types of insight behavior. For some purposes, reducing 
everything to these three categories may be less important than having something 
like the above list of features for describing different ways in which an idea can 
be insightful. But the three terms may provide a useful shorthand.

7.1.5 Summary

This section has attempted to answer the question: “Was the polygonal coil with tor-
sion more like a sudden Eureka event or an example of steady accretion?” Near the 
beginning of Chapter 6 I conjectured that analogy had developed a reputation for 
being a creative process and that perhaps it could be a mechanism underlying Eureka 
events. Indeed analogy was shown to play a central role in S2’s discovery. But when 
one examines the thinking aloud case study microscopically over minutes on a small 
timescale, one sees an arduous dialectic process of conjecture, evaluation, and rejec-
tion or modification of analogue models that precedes the breakthrough, as opposed 
to an event that takes place instantaneously and effortlessly. 

However, there was also a case to be made against accretion. After a long and some-
times frustrating period, a single analogy generated by the subject led to a fairly sudden 
insight which led to the formation of a new hypothesized model. Thus, insight processes 
were found which are not accretionist in character and which support a view of scien-
tists as capable of significant reorganizations in a relatively short period of time.

However I argued that it should not be considered to be a product of extraordinary 
thinking that cannot be explained – the processes do not appear to be supernormal 
or unconscious ones. The upshot of the present analysis, then, is that rather than 
being an example of a pure accretion or pure Eureka process, the pace of progress is 
uneven, with “more revolutionary” and “less revolutionary” periods of work. S2’s 
breakthrough can be characterized in the above terms as an impressive scientific 
insight triggered by a series of analogies, but not as a pure Eureka event.

7.2 Creative Mental Processes

In theory, the processes in the model construction cycle shown in Fig. 6.9 can be 
divided into two main categories, the productive processes of generation and modifi-
cation and the evaluative processes of empirical testing and rationalistic evaluation. 
In this section, I examine questions about these individual processes and how they 
interact. First, Evaluative processes will be discussed with respect to the role that 



anomalies play within them. This leads to the suggestion that a tension condition 
indicated in the protocol is partially analogous to the motivating tension between an 
anomaly and a persistent paradigm in science. In the following section I will discuss 
the roles of transformation and invention in the generation of analogue hypotheses. 
These processes can provoke the recognition of a new principle revealed within a 
novel construction. In a final section, I discuss the role of divergence and constraint 
in productive processes, leading to the view that these processes are less constrained 
and convergent than established procedures, but more constrained and “intelligent” 
than a blind selection and variation process.

7.2.1 Anomalies and Persistence in Protocols and Paradigms

In this section, I take a more detailed look at the dialectic view of model construction 
as a cyclical process of generation, evaluation, and modification in an attempt to provide 
a deeper level of explanation for the phenomenon of extended periods of little progress 
between insights in the protocol. Table 6.1 outlines evidence in the protocol for the 
 presence of such a dialectic process. A striking feature in watching the tape is the strenu-
ous activity that S2 poured into this process. Even for those who admit that analogies can 
play a role in scientific discovery, a common view is that a subject may be passively 
reminded of an analogous situation C, and be able to transfer or infer a prediction from 
C back to the problem. The image is of the insight “coming to the subject” as a passive 
receiver. In the present case, the subject is much more active: inventing tentative 
 analogies, rejecting a number of them, pursuing those that have promise by criticizing 
them, and modifying them until he is satisfied he has a valid model. A more apt informal 
image here is a constructivist one of the subject “aggressively constructing and testing 
different models in an effort to capture an understanding of the phenomenon.”

What drives all this strenuous activity? In particular, why does the subject persist 
in criticizing his understanding when he is already 90% sure that the wider spring 
will stretch more? Why is there a period of very little progress followed by a period 
of insight? In this section, I attempt to speak to these questions in terms of conflict 
between a persistent model and a perceived anomaly.

7.2.1.1 Dialectic Tension

There is a palpable tension obvious in the first section of the video tape that is 
conveyed only to a limited extent by the transcript: a frustration with not being able 
to resolve the anomaly of the lack of bending in a helical spring. For example, in 
lines 87 and 111, he says:

87 S2: [I]f you start with a [stretched] helix and unwind it…you should get a bow [bend], 
but you don’t. I mean visually imagining it, you don’t. I don’t see how you could make the 
bow go away – just to wind it up – Damn it!

111 S2: Darn it, darn it, darn it…why should that [the difference between a rod and a coil] 
matter?
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The tension apparently occurs between the rod model, and the lack-of-bending 
anomaly. It bothers him enough to drive him to keep searching for a way to mod-
ify the rod model or replace it. This search takes up the better part of the 52 min 
interview which is peppered with expressions of frustration. Line 178 provides 
evidence that the reason for his dissatisfaction has to do with an important differ-
ence between having a confident prediction and having a feeling of understand-
ing. I take this as an interesting example of a situation where good performance 
is not equivalent to deep understanding, and, because of the subsequent events 
which raise his confidence, I take the important difference to be the lack of a 
satisfying explanatory model.

7.2.1.2 Persistence of the Initial Model

The persistence of the bending rod model, with its image of the spring coil made of 
segments, each of which are bending, appears to be an example of an Einstellung 
effect (Maier, 1931; Luchins, 1942); a problem space or method dominates the 
subject’s thinking, and prevents him from generating necessary new ideas. In order 
to make progress, the subject must redescribe the problem using new descriptors; 
he needs a new problem representation. But even though he proposes rejecting the 
model several times, he is repeatedly tempted to return to it. It is as if the idea has 
an autonomous “life of its own.”

Surprisingly, this is related to an observation made in preschool children by 
Karmiloff-Smith and Inhelder. They found that children, in modeling a (simpler) 
system, would often switch from believing in one cause to believing in a different 
cause after experimenting with the system. However, before changing to a completely
new hypothesis, the children often went through an interim period where they 
thought there were two causes (the old one plus the new one). They did not see that 
the new one had the potential to explain all the data. This suggests that this type of 
perseverance may be a very deep property of our thinking.

7.2.1.3 A Powerful Anomaly

Pitted against this persistent model is a powerful anomaly. Bending in the vertical 
plane is central to the rod model, but he cannot imagine a way for bending to take 
place in a helical spring without producing an abnormally shaped spring. I follow 
S2 in using the term “anomaly” here. Precisely how we view the cause of disso-
nance in S2 depends on a cognitive interpretation: If the increasing slope idea con-
flicts with a memory of prior observations of uniformly stretched springs, then that 
memory can be thought of as an empirical anomaly for the bending model. But if 
the model conflicts with a sense a symmetry about how a spring should stretch, then 
it is a theoretical inconsistency. Since the choice is not clear from the transcript, 
I have been using the term anomaly here in the broad sense of a new finding which 
conflicts with previous ideas, whereas in some narrower usages, its referent is 



limited to a conflicting observation. This distinction is not very important here 
however, since we are simply interested in identifying a source of dissonance that 
motivates further work.

7.2.1.4 Analogy to the Persistence of a Paradigm

There may be a partial analogy between S2’s persisent Einstellung effect and Kuhn’s 
idea of the persistence of a paradigm in science (Kuhn, 1970). Even when anomalies 
are known to exist, it is difficult to reject a paradigm until something better is found 
to replace it. But this is very difficult to do since it requires breaking out of the cur-
rent, stable point of view. As discussed in Chapter 21, several of Kuhn’s theses have 
become controversial. However, the present findings suggest an intermediate position 
that is compatible with at least some important Kuhnian ideas including resistance to 
change and the role of anomalies.

When the polygonal coil with torsion model is found, it appears to finally break 
the tension. Here the bending rod model is hard to reject until the better model is 
found, and this requires a great deal of imaginative effort. Compared to a problem 
on the frontier of science, the scale here is, of course, very much smaller and easier. 
For example, there are no social forces to reinforce the cognitive stability of the 
subject’s initial model. Nevertheless, this tension between a persistent initial model 
and a recognized anomaly, which helps to explain the long period of slow progress 
followed by a period of scientific insight in the protocol, has interesting similarities 
to the persistence of a paradigm in Kuhn’s descriptions.

7.2.1.5  Anomaly as a Source of Motivation; Analogy as a Source 
of Divergence

Furthermore, the tension associated with his dissatisfaction with his understanding 
apparently drives him to keep reattacking the problem repeatedly until he makes a 
breakthrough. Here it appears to require something as divergent as analogy genera-
tion to break out of the Einstellung effect formed by a persistent inadequate model. 
In the present situation the generation of a new or sharply modified model is 
required in order to break the deadlock; and it is in such cases that analogies should 
prove to be particularly useful, since they help the subject break away from his cur-
rent model. When they are successful, they apparently can lead to fairly large and 
rapid changes in a mental model. S2 considers no less than 12 analogous cases dur-
ing the protocol, including some that do not appear in the transcript excerpts given 
here, and this high degree of generative activity can be seen largely as a response 
to the tension urging him to find a more satisfying model. Thus, this example sug-
gests that the tension between a previously established model and a prominent 
anomaly can be a major driving force behind hypothesis generation. This would 
seem to occur for individuals who have a high standard for the degree of coherence 
between their new models and other knowledge.
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7.2.1.6 Evolution or Revolution? Or Punctuated Evolution?

Thus the phenomenon of intermittent progress involving periods of little progress 
punctuated by occasional insights can be seen as a natural outcome of psychologi-
cal processes that may also operate in real science. We can refer to this metaphori-
cally by using the concept of punctuated evolution from biology, which describes 
relatively sudden intermittent events as well as smooth periods of evolution in 
nature (Gould and Eldredge, 1977). In short, instead of evolution, or revolution, this 
case study exhibits evolution and revolution. The evidence in Table 6.1 pointed to 
a construction cycle of model generation, evaluation, and modification that can 
drive a gradual evolution of better and better models. However, the cycle can appar-
ently “get stuck” due to Einstellung effects, leading to periods of inertia and stagna-
tion of ideas. At these times, one needs a more revolutionary event in the form of 
an insight, to break out of the stalled pattern. His eventual insight accomplishing 
this constitutes a “mini-revolution” that resembles the kind of “Gestalt switch” 
Kuhn identified in scientific revolutions, although here it is much smaller in scale.

The GEM cycle in Figure 6.8 can be used to provide a first-order account for 
this punctuated evolution pattern by identifying smaller evolutionary changes 
with the uppermost cycle on the right hand side, and larger [“mini-revolution”] 
changes with the lowermost loop going to the left hand side, in which the mode-
ling process is “restarted” anew as the result of the subject becoming discour-
aged with the prospects for the present model. Something like this dual loop 
feature is needed to account for evolutionary model improvement and radical 
shift behavior.

While this provides a very basic first order model of a process that could pro-
duce evolution and (mini)revolutions, it does not answer the question of how S2 is 
able to break the powerful Einstellung effect he was stuck in by generating a scien-
tific insight. We will revisit and speak to this question in Chapter 16, by considering 
voluntary strategies for modulating the level of divergence in investigations, and an 
involuntary process of volatile activation during mental simulation.

7.2.2 Transformations, Invention, and Memory Provocation

7.2.2.1 Transformations as a Source of Creativity

From this protocol can one point to any processes that are particularly important 
for creativity? For one, transformations appeared to be a very important source 
of creative or divergent ideas in this protocol. For example, after considering 
the bending-rod case, in line 23, S2 says: “Surely you could coil a spring in 
squares, let’s say, and it would still….” Here the subject seems to be construct-
ing a new case by transforming the rod into a square coil rather than making an 
association to an existing idea in memory. Also, in line 37 the double length 
spring analogy originates from the transformation of sliding a weight along a 



wire. And in Chapter 3, it was found that of the analogies generated by ten 
subjects in solving the spring problem, more were generated via a transforma-
tion than were generated via an association (Clement, 1988). More broadly in 
this book, a transformation in the physical world is defined as an action that 
modifies one or more features of a system to produce an altered system. 
Correspondingly, a mental transformation is an action that modifies one or 
more features of a representation of a system to produce an altered representa-
tion. Using this definition, one can say that the modification process referred to 
in Fig. 6.9 is a mental transformation applied to the previously hypothesized 
scientific model. Although association often is cited as a primary source of 
creativity, it may be that transformations are just as important, if not more 
important, in scientific problem solving. This book will concern itself only with 
mental transformations, and that will be the intended meaning when “transfor-
mation” is used without an adjective.

7.2.2.2 Invention of Analogous Cases

The novelty of the zigzag and polygonal springs supports the claim that they are 
invented cases. Although analogous cases are traditionally thought of as schemas 
already in long-term memory which are activated or retrieved during problem 
solving, it can also happen that the analogous case is invented along with the anal-
ogy relation. For example, the square coil was apparently invented via a transfor-
mation, not recalled from memory. Models generated by inventing an analogous 
case are in this sense even more creative than those generated by being reminded 
of an analogous case.

The polygonal coil is a new problem representation amenable to a new method 
of analysis (torsion). In such an instance, the knowledge that one gains from an 
analogous case C need not be “stored in” C. Thinking about C may activate a useful 
schema (such as torsion) which has not previously been applied either to the origi-
nal situation to be explained or to C. This instance provides some support for 
Black’s view that the interaction between the original and analogous cases can 
produce knowledge in the form of an insight that was not residing beforehand in 
either the original or the analogous cases: “It would be more illuminating in some 
of these cases to say that the metaphor creates the similarity than to say that it for-
mulates some similarity antecedently existing” (Black, 1979, p. 37). In the present 
case study, in contrast to the usual view of analogy generation, the recognition of 
the key relationship (torsion) in the analogous case occurs well after the generation 
of the analogy. The analogy plays a provocative role in activating a principle whose 
applicability was previously unrecognized, rather than a “direct source of trans-
ferred information” role (Clement, 1988). In Chapter 20, I will discuss the role of 
provocative starting point for developing a solution as one of several new roles for 
analogy to be added to those already listed in Table 5.3. Thus some analogies are 
invented rather than recalled, and some play a “provocative” role in accessing new 
information rather than a “direct inference” role.
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7.2.3 Productive Processes: Constrained Successive 
Refinement vs. Blind Variation

Hypothesis generation and modification processes are sources of creativity within 
the model construction cycle. To what extent are these processes random or con-
strained? Some of the divergent processes in the protocol that precede the torsion 
insight are associations, transformations, the activation of analogous cases in 
memory, and the invention of new analogous cases. This leads to the following 
question: “Are S2’s processes so divergent as to constitute a random trial and error 
process”? Certainly S2’s divergent thinking seems to be less systematic or formal 
than either logical deduction or methodical procedures of induction. And yet this 
less formal method allows the subject to make impressive progress in his under-
standing. In this process, it does not matter so much if one makes a faulty conjec-
ture; it may still be possible to transform it into a successful conjecture by carrying 
out a series of criticisms and modifications. In this section, I discuss the sense in 
which the subject’s successive refinement process goes beyond a random trial and 
error strategy.

The cycle in Fig. 6.9 may constitute a random trial and error process in those 
instances when the old hypothesis is discarded and a totally new random hypothesis 
is tried on each cycle, without learning or attempts at modification between cycles. 
A somewhat less divergent strategy would be to randomly modify a part of the pre-
vious hypothesis and keep the other part in the next cycle. This is analogous to a 
random variation theory of evolution. (See Campbell, 1960, for an exposition of 
this analogy.) However, one can argue that the generation and modification proc-
esses are not random ones in the case of S2.

First, this subject uses the generation of spontaneous analogies as a strategy 
for generating hypotheses. Analogous cases are generated primarily by associa-
tion or transformation processes which means that they are connected in some 
way to the target. The connection may not be a strong one, but this is probably 
better than no connection at all. The second type of evidence indicates that at 
times, a conscious constraint is held in mind while a new association or transfor-
mation is being generated. For example, in line 57, S2 appears to focus on the 
idea of stretching as a constraint as he generates several tentative analogies by 
association after asking himself, “what else stretches”? In a second example in 
line 117, he generates polygonal coils after attempting to “generate ideas about 
circularity…why should it matter? How would it change the way the force is 
transmitted,” in the spring? The use of constraints during generation is one sense 
in which the model construction cycle can go beyond a random variation and 
selection process.

A further kind of evidence is the observation of an intelligent modification 
process in the cycle. Most of the analogies generated by S2 were rejected in the 
end. But several did clearly serve as stepping stones by preparing the way for sug-
gesting better ideas later on. Criticisms of the earlier model are used to suggest 
modifications that can repair them. This gives the cycle the property of successive 



refinement, in which one can learn from the mistakes of the past. For example, the 
first zigzag spring in line 23 is criticized as a model because of the contaminating 
effect of bending at the joints. This is then modified into a second zigzag model 
with stiff joints which is aimed at removing the criticism. As a second example, 
the hexagonal coil model is changed to the square coil because in S2’s words, it 
“unmixes the bend from the torsion” in a simplifying way. In these instances the 
subject seems to generate or search for modifications which remove particular dif-
ficulties that the evaluation process has identified in an existing model. Thus the 
cycle involves nonrandom, intelligent modification based on information about 
prior difficulties. This is a particularly powerful way in which modification proc-
esses can be constrained. (See Darden (1983), Rada (1985), and Darden and Rada 
(1988) for a further discussion of nonblind hypothesis generation, including the 
use of interrelations between scientific fields as a heuristic. Also, Holland et al. 
(1986) discuss goal-weighted summation of activation as a possible mechanism 
for guiding retrieval of relevant information, while Lenat (1977, 1983) discusses 
heuristics for learning by discovery in mathematics.

7.2.3.1 Less Constrained Methods

Not all generation methods are highly systematic or constrained however. The gen-
eration of the double-length spring analogy in line 37 provides an interesting exam-
ple. Here the analogy originates from the idea of sliding a weight along a rod. He 
then imagines this transformation happening on the spring itself, as if it were sim-
ply an “interesting thing to try.” There is some evidence here that the subject is 
exploring new and uncertain directions rather than trying to achieve a specific goal 
using a conscious strategy of generation under constraints. Although the analogy in 
this case does not lead to a breakthrough, one cannot rule out the possibility that 
the ability to think playfully in a relatively unconstrained manner can at times be a 
powerful method.

7.2.3.2 Summary

Thus I arrive at an intermediate position concerning the nature of the subject’s 
hypothesis generation and modification processes. Compared to a pure Eureka 
event, they form a more ordinary and connected train of thoughts. Compared to a 
problem-solving process governed by established procedures, they include proc-
esses that are relatively ungoverned and divergent. Rather than simply accessing 
prior knowledge about systems, they can produce new systems that are novel 
inventions like the polygonal coil as well as a presumably infinite variety of other 
representations. As used here within the model construction process however, they 
often appear to be more constrained and “intelligent” than a blind variation and 
selection process, exhibiting an intermediate level of control.

7.2 Creative Mental Processes 111
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7.3 Darwin’s Theory of Natural Selection

Having reviewed some philosophical views of hypothesis formation processes in 
science and having presented some findings from expert protocols, I will briefly 
consider a third approach to the study of creativity in science: the analysis of note-
books and other historical documents produced by innovative scientists. I return to 
the example of Darwin’s theory of natural selection mentioned at the beginning of 
Chapter 6. Early writers had described the origin of this discovery as the net result 
of a gradual buildup of information – a process of accretion that occurred during 
Darwin’s voyage on the Beagle, principally in South America. However, Gruber 
(1974) countered this view by pointing to evidence in Darwin’s notebooks indicat-
ing that after the Beagle’s voyage, he, like a number of other naturalists, believed 
in the existence of evolution (gradual change in species) but still had no model to 
explain it. He lacked the theory of natural selection. It was only after a year and a 
half of conceptual struggle after his return to England that Darwin was able to for-
mulate a satisfactory theory. A particularly famous piece of evidence arguing 
against the accretion view is the role of an analogy that occurred to Darwin when he 
read Malthus. In his autobiography (written much later) he wrote:

I happened to read for amusement Malthus on population, and being well prepared to 
appreciate the struggle for existence which everywhere goes on from long-continued 
observation of animals and plants, it at once struck me that under these circumstances 
favorable variations would tend to be preserved, and unfavorable ones to be destroyed. 
(Darwin 1892, p. 42–43)

Darwin saw that factors similar to those that limited population growth in man (such as a 
limited food supply) might be a source of a selection factor in a survival of the fittest model 
for animals. Thus, the accretion by induction view is hard to maintain in Darwin’s case.

Does the Malthus episode then provide evidence for a Eurekaist view of 
Darwin’s achievement? The analyses of Darwin’s private notebooks carried out by 
Gruber (1974) and Schweber (1977) argue against this opposite extreme as well. 
They show that Darwin struggled long and hard after returning from the voyage of 
the Beagle, considering and rejecting or modifying several hypotheses and gradually 
fitting a large number of pieces together into the theory of natural selection. The 
notebooks indicate the analogy from Malthus was only one event in a complicated 
process of model generation, evaluation, and modification.

Darwin read widely in fields outside of biology, and apparently drew analogies 
from several of these fields in constructing his theory, including the ideas of varia-
tion and selection (from breeding in domestic husbandry), and the idea of natural 
competition (from Malthus as discussed earlier) (Darden, 1983; Millman and 
Smith, 1997). Some believe Darwin also was influenced by the laissez-faire 
economics of Adam Smith which showed that an ordered and efficient economy 
could emerge from free competition. In addition, Gruber (1974) cited Darwin’s 
early geological theories on the growth of Pacific barrier reefs over tens of thousands
of years as fertile preparation for the idea that small individual forces acting over 
long periods of time could effect vast changes in nature.



Thus historical evidence in Darwin’s case now supports a more complex view 
than either accretionism or Eurekaism. Both selected sets of many individual 
observations and the nonempirical insights formed by key analogies to other fields 
were apparently very important in Darwin’s case. We have less direct evidence on 
how large Darwin’s moments of insight episodes were, although it is clear that the 
overall process took a long time, with a large number of revisions, and he himself 
claims to have had moments of insight. It seems reasonable that the pace of change 
could have been uneven, with intermittent progress and a number of important, but 
not all encompassing insights. These studies suggest that a more realistic hallmark 
of genius than large and pure Eureka episodes is the ability to generate a variety 
of tentative analogue models and to carry out the long struggle of repeated conjec-
tures, criticisms, rejections, and modifications necessary to produce a success-
ful new theory. Both model evolution and the occasional insight are important.
Although the timescale is much longer in Darwin’s case, it is interesting that these 
are the same distinguishing criteria that emerge from the most impressive cases of 
model construction in the protocols discussed so far.

7.4  Initial List of Features of Creative Thinking 
from This Case Study and Remaining Challenges

7.4.1 Creative Thought

To the extent that an extended analysis can remove the initial subjective impressive-
ness of an event, perhaps I am in danger here of seeming to trivialize the processes 
of analogy generation, model construction, and insight as hypothesis development 
activities, and I would like to avoid giving that impression. Once one has thought 
through the answer to a problem, the solution process can appear to be less impressive 
or even obvious from hindsight. While one is actually solving a problem, however, 
creative reasoning such as that exhibited by S2 is impressive in a number of ways:

1. First, there is the insight in the protocol which seems to lead to a “flood” of 
ideas. The speed of progress during this episode is impressive, and it argues 
against an accretionist view of the pace of change.

2. S2’s central achievement is the generation of a new structural hypothesis – the 
invention of a new model of hidden mechanisms in the spring that he has never 
observed. This involves the identification of new causal variables in the system 
(such as torsion) and new causal chains, as well as the identification of a new 
global effect (lack of cumulative bending).

3. An important factor in producing this achievement is the subject’s desire to ask 
“why” questions and to seek a deep level of understanding beyond what is required 
for the solution of the immediate problem. Presumably, this urge to penetrate sur-
face features and conceptualize an underlying explanatory model at the core of a 
phenomenon is a basic drive underlying creative theory formation in science.

7.4 Initial List of Features of Creative Thinking From This Case Study 113



114 7 Creativity and Scientific Insight in the Case Study for S2

 4. He exhibits a remarkable persistence in this quest in the face of recognized 
internal inconsistencies and repeated failures. There is something of an existen-
tial twist here: although the problem has no practical significance for the sub-
ject, he puts enormous energy into the problem of understanding as a challenge 
for its own sake.

 5. Scientists can get stuck. His playful and uninhibited inventiveness in producing 
conjectures and modifications of the problem counters this. The analogous 
cases he generated in searching for a better way to represent the problem 
included the bending rod, polyester molecules, leaf springs, watch springs, two 
types of zigzag springs, two or more types of polygonal springs, and double-
length springs. He displays an ability to think divergently and the flexibility to 
modify thought forms in novel ways. 

 6. There is a willingness to vigorously criticize and attack the validity of his own 
conjectures. S2 is able to engage in a dialectic conversation with himself, pro-
posing new ideas on the one hand, and criticizing them on the other. This seems 
to require viewing the failure of any single idea as not very important; although 
as has been shown, the apparent failure of five or six ideas does lead to some 
degree of frustration for S2.

 7. Since the subject does not have access to experimental apparatus, it is remark-
able how far he takes the development of his model without new empirical 
input, and therefore one reason for my interest in this protocol has been as evi-
dence for the power of nonempirical processes. (I will discuss and qualify this 
position in Chapter 21).

 8. With respect to Fig. 6.9, one can contrast the productive function of the genera-
tion and modification processes with the evaluative function of the rationalistic 
and empirical testing processes. The divergent and creative generation proc-
esses (such as the use of analogies) represent a significant departure from the 
more systematic, rule-governed processes of theory growth envisioned by 
inductionists, who would tend to see them as much too unrestrained to be part 
of the disciplined scientific enterprise. However, the generation processes are 
not entirely unconstrained, as has been discussed, and the evaluation cycle in 
Fig. 6.9 provides some strong constraints which can in fact act to control the 
enterprise of model construction. Thus, alternating between generative and 
evaluative modes in scientific thinking is seen as a powerful method, even when 
new empirical tests cannot be performed.

 9. I concluded that S2’s protocol contained examples of both evolution and a 
 revolution in the form of an insight (of more modest size than a scientific revo-
lution) and that both were important. A simple initial model for this “punctu-
ated evolution” pattern was provided by the uppermost and lowermost loops in 
Fig. 6.8. More detailed models will be examined in Chapter 16.

10. Moving beyond data-based inferences, I conjecture that perhaps his awareness 
of his own ability to criticize ideas, and the resulting faith in himself as a self-
correcting system, allows him a freer hand – allows him to be more uninhib-
ited in generating conjectures and considering directions to pursue. It may be 



that generative ability and critical ability are mutually supporting. Critical 
ability gives one the freedom to be unusually associative or inventive. 
Generative inventiveness, or the ability to replace and repair what one 
removes, gives one the confidence or assurance to be critical of and to at times 
tear down existing ideas. S2 seems willing to consider “risky” analogies such 
as the double-length spring and the bending rod that appear to be very differ-
ent from the original problem. However, it has been shown that even when a 
risky initial analogy does not turn out to be explanatory, modifications of it 
may lead to an explanatory model. Realization of this potential for debugging 
or redesign via criticism and modification may allow one to feel freer to 
explore more imaginative models or a wider range of models. This freedom in 
turn would appear to be an important tool in the difficult job of breaking out 
of previous conceptions of the target situation. Again, rather than the ability 
to hit on the best possible idea in one stroke, it may be that it is the ability to 
engage in a cycle of hypothesis construction and improvement that is the most 
viable form of scientific thinking.

The above qualities appear to be some of the most impressive characteristics of 
creative thinking visible in the case study.

7.4.2 Limitations of the Case Study

Two areas which the present chapter does not address are question formulation and 
empirical investigation. Also S2’s strong drive to ask “why” questions mentioned 
earlier, a kind of curiosity, has not been explained. Even though such gaps remain, 
the conclusions reached here suggest that creative hypothesis formation processes 
are not outside the realm of possible study.

Some topics that I will take up later in this book include the presence of multiple 
interruptible goals in such solutions, and the balancing of divergent and convergent 
processes. These speak to unanswered problems of complexity in S2’s thought 
processes, including returns to previously attempted solution paths, and the resolu-
tion of competing influences. This is part of the general problem of insight as well 
as how “guided” conjecture is – why one person’s initial conjectures are much more 
fruitful in the long run than those of others. In addition, each of the subprocesses 
shown in Fig. 6.9 is in need of more detailed study. Finally, S2’s flexibility in 
inventing new problem representations is hard to model. His image of the spring 
appears to be malleable; he appears capable of modifying it into an infinite number 
of forms and variations. This suggests that spatial reasoning and imagery may be 
involved. In fact there are a number of spontaneous imagery reports in the protocol 
which suggest that certain forms of spatial reasoning on spatial representations may 
be central to S2’s thinking here. This opens up a large and important question of 
the nature of these imagery processes and the role they play in scientific thinking, 
and this topic will be taken up in Sections IV and V.
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Section III
Creative Nonformal Reasoning 

in Students and Implications 
for Instruction

The principle goal of education in the schools should 
be creating men and women who are capable of 
doing new things, not simply repeating what other 
generations have done; men and women who are 
creative, inventive and discoverers, who can be 
critical and verify, and not accept, everything they 
are offered.

Jean Piaget

(Quoted in Education for Democracy, Proceedings 
from the Cambridge School Conference on 
Progressive Education, Kathe Jervis and Arthur 
Tobier (Eds.) (1988).)



Chapter 8
Spontaneous Analogies Generated 
by Students Solving Science Problems*

So far this book has concentrated on expert reasoning on unfamiliar explanation 
problems. In this section we begin to ask whether there are any educational implications
of these findings. However, it is possible that students are so different from experts 
that it is difficult to apply findings on expert reasoning and learning strategies to the 
problem of student learning. There is an existing literature on expert/novice differ-
ences. In addition to differences in amount of content knowledge possessed by 
experts and novices, it is believed that the structure of this knowledge is different 
(Chi et al., 1981; diSessa, 1985). Other research indicates that students harbor persist-
ent preconceptions in all of the major science areas and that these can prevent the 
assimilation of new material. This makes teaching much more difficult and Chapters 
9 and 10 will in fact look at learning processes which address this problem.

Another possibility is that, in addition to possessing different content knowledge, 
concepts, and beliefs, experts may also use a different set of reasoning processes 
than the naive student uses. Having presented evidence that experts use analogical 
reasoning, this chapter asks whether students do as well.

Textbooks and teachers often use analogies, and they are often recommended as 
a teaching tool in science education. But we suspect that in order for analogies to 
help students with their conceptual difficulties, the students need to do the reasoning,
not just memorize the analogous cases. Thus, it is relevant to ask whether there is 
evidence that students can reason analogically when solving problems. This chapter 
attempts to examine whether novices generate analogies spontaneously, and, if so, 
to determine the characteristics of these analogies.
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*Portions of this chapter are based on findings reported in: Clement, J. (1989). Generation of 
spontaneous analogies by students solving science problems. Topping, D., Crowell, D., and 
Kobayashi, V. (Eds.), Thinking across cultures (pp. 303–308). Hillsdale, NJ: Lawrence Erlbaum
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8.1 Use of Analogies by Students

8.1.1 Frequency

To do this I will discuss the results of a set of think-aloud interviews. Sixteen fresh-
men engineering majors who had not taken college physics were each given a set 
of six qualitative physics problems and asked to think aloud in the presence of the 
interviewer (the author). Tapes of the interviews were examined in order to deter-
mine whether the students had spontaneously generated any analogies during their 
solution processes. Recall the definition from Chapter 2 that a spontaneous analogy 
occurs when the subject, without provocation, refers to a different situation B that 
he believes may be structurally similar to the original problem situation A. In fact, 
the students generated a large number of analogies in solving the problems, 59 in 
all. Of the 96 problem solutions, 24 of them (or 25%) contained analogies, as 
shown in Table 8.1.

By significant, articulated analogies, we mean analogies that were fairly clearly 
articulated and were used by the students to generate or add support to their prob-
lem solutions. This category excludes analogies that were vague or not pursued at 
length. In view of the fact that informal arguments and divergent thinking on the 
part of students are rarely encouraged in secondary schools, I was surprised at the 
relatively high number of analogies spontaneously invented by these students and 
used during their solution processes.

8.1.2 Features of Spontaneously Generated Analogies

We were particularly interested in the 34 significant, clearly articulated analogies, 
which occurred in 18 (or 19%) of the solutions. As a result of analyzing observable 
differences in these analogies, we proposed some basic categories of features of 
analogies. Table 8.2 shows how many of the significant analogies shared each fea-
ture. (Comparable percentages could not be determined for the entire sample of 59 
analogies since a number of them were not sufficiently clearly articulated.)

Table 8.1 Spontaneous analogies generated by students

Subjects N = 16
Problems solved by each 6
Problem solutions 96
Solutions containing one or more analogies 24 (25%)
Solutions containing one or more significant, articulated analogies 18 (19%)
Total number of analogies generated 59
Number of significant, articulated analogies 34



Several kinds of observations can be made about this collection of spontaneous 
analogies.

1. Correctness. Only six (18%) of the 34 significant analogies were incorrect in the 
sense that they led to an incorrect prediction.

2. Personal vs. physical analogies. The problems in the set were qualitative phys-
ics problems, thus one might assume that students would tend to generate 
analogous situations that were physical rather than personal in nature. 
However, as shown in Table 8.2, 18 (53%) of the analogies referred to body 
actions, indicating a preference for anthropomorphic explanations. For exam-
ple, one problem asked students to consider a chariot moving forward at 60 
miles an hour and were asked what would happen to an arrow shot backwards 
if it left the bow at 60 miles an hour. S9 responded: “If you were in a train that 
was starting up…and you run to the back of the train, the train’s running 
underneath you, but if you run at the same speed as the train, then, uh, you’re 
going nowhere.” Here the student has solved the problem using a beautiful, 
simplifying analogy. (In fact we have successfully adapted this analogy for use 
in large group instruction.) Presumably part of the intuitive appeal and famili-
arity of the analogy comes from its injection of personal action into the prob-
lem situation (the act of running).

3. Invented vs. factual analogies. Most of the analogies generated by these stu-
dents appear to be based on the students’ own experience (what they believed 
to be fact) or on information from authority. Nevertheless, at least six (18%) 
of the cases were so novel that they were clearly new inventions. This demon-
strates that students are sometimes capable of spontaneously producing “cus-
tom-designed,” untested thought experiments. One problem concerned a 
rocket that was initially moving sideways. Students were asked to predict the 
final trajectory of this rocket after forward thrust had been added. S5 replied, 
“If somebody threw me out of a cannonball (or cannon)…and I pushed the 
wall right here, I wouldn’t go down like that ‘cause I’d still be moving this 
way.” Many students will predict that the rocket will simply go forward in 
response to the thrust. In order to understand the addition of velocities, this 
student imagined his own arm providing the new thrust. He playfully imagined 

Table 8.2 Types of analogies generated

N = 34 Articulated analogies 
Correct prediction 28 (82%)
Personal (vs. Physical) 18 (53%)
Invented (vs. Factual) 6 (18%)
Evaluated validity 5 (15%)
Successively refined series 3 Groups involving
 11 Analogies
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that this push could save him from the trajectory on which the cannon had 
launched him. This invented thought experiment helped to convince him that 
the initial movement, this time due to a powerful cannon rather than to some 
unknown cause as in the original problem, would not simply disappear in 
response to a new thrust.

4. Evaluated validity. In five cases (15.7%), students gave evidence of criticizing 
or evaluating an analogy after it was constructed. For example, in response to 
the chariot problem, S3 said, “I’m kinda trying to think of what happens when 
I throw stuff out of cars…well, that’s cause of wind, too.” Here, he initially 
considers the car and object as analogous to the chariot and arrow but then 
reconsiders, observing that wind resistance could be a primary factor in the 
behavior of objects thrown from cars. However, many other students did not 
give evidence for evaluating the appropriateness of their analogies. This may 
be an area where spontaneous analogical reasoning needs to be improved by 
instruction.

5. Successively refined series. Several students (at least 3) generated a sequence 
of analogies to solve a problem. These students demonstrated an ability to 
refine their explanations progressively by criticizing and improving the first 
analogies they produced. S10 was trying to explain to another student how 
several forces acting on a stationary cart can cancel. His first analogy was to a 
case they had both studied in a mathematics class: “You know … if you have 
one point … there’s an infinite number of, like, lines you can put through that 
point? Like, if you make a sphere, almost, like, out of ‘em? Well, if you cut 
‘em out, you know, like, if you make ‘em all, as long as they’re the same on 
the top and on the bottom, they’re gonna cancel each other out.” He continued 
to try to refine his explanation for several more moments, at first simply by 
altering his language. Then he altered the substance of his analogy, making it 
more tangible: “Air. Yeah, air is always gonna be pushing, pushing down, isn’t 
it?…but air is always, but because, because it’s the same from all over, it can-
cels out. It’s like on a still day, there’s always air around. But nothing moves.” 
Note that in the last two sentences he has improved his new, air analogy by 
providing a concrete example from daily life.

6. Differences between subjects. There was considerable variation in the number of 
analogies generated by individual students. One student generated 13 of the 34 
significant analogies, while almost a third (5) of the 16 students generated no 
articulate analogies (although several of these students hinted at unclearly 
articulated analogies.)

A few analogies appeared to serve a powerful function in student reasoning: beyond
helping the student solve the problem at hand, they led to new generalizations. This 
indicates a degree of conceptual change. For example, S5, who generated several 
thought experiments, gave evidence at the end of his interview of having overcome 
a misconception commonly held among students. His solution for the space cart 
problem will be examined in detail in Chapter 9.



8.2 Conclusion

8.2.1 Similarities Between Experts and Students

Rather than examining differences between experts and novices as a number of recent 
research studies have done, I have focused here on one way in which experts and nov-
ices are alike: they can both arrive at creative solutions during problem solving through 
a process of generating and tailoring analogies. We would not expect the analogies of 
novices to be appropriate and successful as often as are the analogies of experts; it is 
also probable that students are less likely than experts to criticize an analogy. However, 
concerning the size of the gap between experts and students, we can still conclude that 
many experts and students share the ability to generate spontaneous analogies, at least 
of the kind studied here. This is more interesting when we consider that analogies can 
be one of the most sophisticated tools of scientific problem solving. Unlike most previ-
ous studies, we did not examine the uses students can make of analogies generated by 
educators or experimenters. Rather, we were able to study students in the act of forming 
spontaneous and novel analogies while thinking aloud about physics problems. A few 
of the students in our sample even generated chains of analogies and constructed cus-
tom-designed thought experiments.

The fact that these problem-solving processes are creative and that they are also 
observed in the solution processes of expert scientists and mathematicians supports 
our position that many creative reasoning processes are ordinary thinking processes,
not unanalyzable acts of “genius.” This suggests that analogies are an intuitive form 
of reasoning. If so, it would seem profitable to encourage analogy generation
during instruction in addition to using prepared analogies.

8.2.2 Implications

Several suggestions for pedagogical directions: (1) Teachers can attempt to generate 
compelling analogies when introducing an abstract principle. (2) Catalogues of analo-
gous cases generated by students in studies like the present one can be assembled and 
organized by topic areas. These are intuitive examples that have made sense to stu-
dents, and the best ones are candidates for adoption in teaching and new curricula. (3) 
A beginning has been made in cataloguing more general intuitive knowledge struc-
tures that are in rough agreement with scientific theory and that are possessed by stu-
dents. An example is the intuitive idea that a greater force can produce more motion 
in an object starting from rest (Clement et al., 1989). Such intuitions can serve as 
anchors for grounding more complex ideas if they can be extended to other situations 
by analogy. (Chapter 10 gives descriptions of teaching experiments using this 
approach.) (See Camp and Clement et al., 1994)
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This study suggests that students such as these possess a rich store of practical 
knowledge from concrete experiences, and that they possess the ability to relate 
this store of experiences fairly flexibly to new situations. Thus, there is reason to 
be optimistic that analogical reasoning, although not a perfect, reliable tool, can 
be tapped as a resource to at least initiate active thinking in instruction.

8.3  Appendix: Examples of Problems and Spontaneous 
Analogies

8.3.1 Chariot Problem

A man is in a chariot that is traveling at 60 miles per hour. The man fires an arrow 
backwards toward a target that he has just passed. The arrow leaves the bow at 60 
miles per hour.
How fast will the arrow hit the target?

#11 S25: Like air craft flying at 60 mph into a 60 mph wind goes nowhere in relation to the 
ground

How fast will the arrow hit the target?

#12 S25: Like an aircraft shooting itself down

8.3.2 Space Carts Problem

Two carts, one with a weight in it and one without, are shot from elastic bands out 
from a rocket floating in space. The same stretch is used for both bands.
Does one cart travel faster, or are they both the same?

#10 S26: Like a 10-lb. weight and a 1-lb. weight dropped from a building go the same 
speed

8.3.3 Forces on a Stationary Cart Problem

How do several forces acting on a stationary cart cancel out?

#13 S28: Like when air [pressure] is the same from all over, it is a still day; vs. when the 
wind is from one direction, leaves move



8.3.4 Rocket Problem

A rocket is moving sideways with the engine off out in space. The engine is turned 
on and burns for 2 s.
What is the rocket’s path during the burn?

#14 S20: Like shooting me out of a cannon and, while moving, I push on a wall to the side

8.3.5 Skaters Problem

Two skaters of equal weight are facing each other on a frozen pond. The ice is very 
smooth, and practically frictionless. Skater “A” is stronger than skater “B”.
What happens if “A” pushes “B”?

#15 S25: They both slide the same distance in opposite directions, like a guy pushing off 
from a boat, diving into the water

What happens if they both push at the same time?

#16 S30: Amount each moved when just one pushed would add, like both of them pushing 
on a solid wall
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Chapter 9
Case Study of a Student Who Counters 
and Improves His Own Misconception 
by Generating a Chain of Analogies

Research in science education has identified a large variety of student conceptions 
that can conflict with currently accepted theories in science. These are variously 
called alternative conceptions or misconceptions. This chapter is a case study of an 
18-year-old freshman in college who is able to counter one of his own misconceptions
in physics and make considerable progress toward constructing a new conception. 
The self-correction occurs while the student is solving a qualitative problem aloud. 
The problem describes a situation that is unfamiliar to him, but he eventually solves 
it by relating it to several analogous situations that are more familiar. He also exhibits
other types of behavior that Polya has described as important in creative problem 
solving: generating thought experiments, generalizing and specializing, and gener-
ating extreme cases. In addition he produces body movements that parallel his 
arguments, generates personal as well as physical analogies, and generates a bridg-
ing analogy. In fact, his method of using analogies and a number of his other 
reasoning patterns have the same form as those we have observed in experts solving 
unfamiliar problems. Thus, although the student has not taken college science 
courses, he spontaneously uses thought processes similar to those of creative scientists
and mathematicians. However, since the student’s arguments are simple ones based 
on common physical intuitions, there is reason to believe that such reasoning strategies
could be useful in instruction with other students. This leads to the recommendation 
that qualitative arguments and chains of analogies be tried as techniques for helping 
students overcome misconceptions in the classroom.

9.1 Spontaneous Analogies in a Student’s Problem Solution

The subject S20 was a freshman just entering a School of Engineering. He had taken 
a high school course in physics, but in the interview, he seems to use little knowledge 
from the course, relying instead on intuitive arguments. He solves a problem about 
the behavior of a metal cart being launched by an elastic band. The problem has two 
related parts. In part A of the problem he is asked to launch the cart across the top of 
a table using the elastic band (see Fig. 9.1a) and watch it roll to a stop. He correctly 
predicts that the cart will attain its maximum speed near the point of release from the 
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band, and that its maximum speed will be lower if pieces of steel are placed in the 
cart, because “you’re having a larger mass to pull – I know in chemistry that a bigger 
atom goes slower – if you applied the same amount of force, it would go slower.” 
Also, it will not go as far with the extra mass, “because now it’s pushing down on this 
table – it would just be weighted down – it’s like a shopping cart – you push a shopping 
cart a lot further without groceries than you could with it.” Thus the student refers to 
two preliminary analogies. His two main conceptions here appear to be summarizable 
as: “The more you stretch the band, the faster the cart will go over the table. The more 
weight you put in the cart, the slower it will go over the table.”

A more interesting series of analogies appears in his solution to part B of the 
problem. The experimental situation is the same, except that the subject is now 
asked what will happen when the force of gravity is absent. The student is asked 
whether there will be a winner in a race between the two small carts launched side-
ways from a rocket floating in outer space (see Fig. 9.1b). Both are launched with an 
elastic band of the same strength and with the same stretch, but the upper cart has 
more mass. The correct answer is that the more massive cart’s speed should be 
lower. This is because the stretched bands store an equal amount of energy, and 
because it takes more energy to accelerate the more massive cart to a given speed.

However, many students will predict a tie here, saying that since the carts are both 
“weightless” in space, there will be no difference between their speeds. Thus the answer 
given to this question often reveals whether the student lacks a distinction between the 
concepts of mass and weight, where mass is a measure of an object’s inertial resistance 
to acceleration and weight is the gravitational force exerted by a planet on the object. 

Fig. 9.1 (a) Launching a cart from a band; (b) carts in space problem



Unlike physicists, such students harbor the belief that an object’s inertial mass disap-
pears when its weight is zero. Failing to make this distinction is a very common diffi-
culty for students taking their first course in mechanics, and it resists well-informed 
attempts at remediation. For example Brown and Clement (1992) found that, from a 
sample of students who had completed high school physics, only 19% believed cor-
rectly that a hockey puck would be equally difficult to accelerate horizontally on the 
moon and on the earth. The protocol begins where S20 is asked which cart is launched 
at a faster speed, or whether they go the same speed. During the interview, S20 appar-
ently prefers to think of the two carts being launched from elastic bands as “small (aux-
iliary) rockets” being launched from the side of a large rocket ship.

9.1.1 Protocol for S20

Section A

24 S: Oh, um, one’s heavier. Uh, all right, I’ll start with the weight one [the upper cart in 
drawing]. Um, if it’s heavier – uh – it’s heavier – let’s see. What makes heavy is 
gravity, so heaviness wouldn’t matter if you’re in space.

25 I: Uh huh.

26 S: (a) – ‘cause there’s no gravity. But, I know they try and make the rocket as light as pos-
sible – but that’s only to get away from earth, so it doesn’t matter. OK, uh, if it doesn’t 
matter how heavy it is – (b) but it does (nods), ‘cause the equation says E goes 1/2 mv2,
so –

27 I: That’s the equation?

28 S: Yeah.

29 I: For what?

30 S: Energy. Uh, if you pull this out with a force (points to upper cart and slides finger to 
right on paper) of, let’s say, one, all right, the E = 1 – no, the E doesn’t equal one.

Section B

31 S: Uh, I’d say that – it would still go slower (points to upper cart and slides finger to 
right). If you pulled this out with the weight on it, it would go slower than if you pulled 
this out (points to lower cart and slides finger to right) without the weight.
32 S: Without the weight you’d go faster and with the weight you’d go slower, because I 
can still think of, uh, you pulling (holds right hand up and moves it toward himself) some-
thing very heavy and pulling something very light. (Repeats hand motion.)

33 I: In space?

34 S: All right, in space. I’ve never been in space – Yeah, in space, too, I guess, in space. If 
you push (moves right hand away from chest) something heavier than you, you would go back 
(moves head and right hand back) uh, more than it would go that-a-way (points forward).

35 I: Mmm.
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36 S: I just think this. I figure if you pushed (moves hand forward) the [large] rocket, you’d 
go back (moves hand back) more than the rocket would….

38 S: So if, uh, so if you pulled this (slides finger to right of upper cart) with a heavier 
[weight in it], it would go slower….

46 S: (a) So (looks back at drawing) if you had the rubber band here (slides finger to right) it 
would still pull the lighter rocket [cart] faster than it would pull the heavier rocket. The heav-
ier rocket would stay slower. b) Oh, I really, I – the only thing I can think of is that it’s still 
harder to push (moves clenched fist away from chest) that heavy rocket, c) ‘cause I could 
throw a pen (makes flipping motion with hand) out in space, it’s really light, and it would go 
(repeats hand motion) away. I (points thumb back) would go away, too, but it would go away 
(moves closed hand forward) more than I would (moves hand backward)….

66 S: a) Right. Uh, and so the same thing for this one. If, even though there’s no weight, 
but still, I can just think of me trying to hit (punches air with fist) a rocket and trying to 
make that rocket go away (moves open hand away). I figure if I hit (punches) that rocket, 
I’d go away more (points back) than the rocket would because it’s just so big (spreads 
hands apart). b) Oh! If, uh, if a meteor comes down and hits the earth (raises hand and 
moves it down) the earth is just so big, it’s not gonna move out of its orbit. But the meteor 
sure gets splattered. and the meteor wouldn’t – hm, I wonder if that’s the same thing.

67 I: The earth doesn’t get pushed?

68 S: No, not by a little thing. (Holds up hand with fingers closed) You’d have to have 
something bigger (opens fingers as if holding a ball) than the earth or –

69 I: Even though the meteor is weightless?

70 S: (a) Well, ooh, well, the meteor comes down, hits the earth (raises hand and moves down) 
the earth just sits there, doesn’t, I mean, it’s just so little, it doesn’t matter about the orbit. 
(Sweeps hand in circle) It wouldn’t knock it [the earth] out of the orbit. (b) But, if that meteor 
could bounce back, the meteor would bounce right back (moves hand down, then up over 
shoulder), if it could, if it didn’t splat (moves hand down) (sound effects), it would bounce back. 
(c) And so, that means that if you try to hit (punches air) something, if I was little (points to self) 
and I was that meteor and I tried to hit (punches air) that rocket, I’d bounce back (points back) 
and the rocket wouldn’t really move that much. (d) So, that means, uh, to move a big object 
(hands open) is harder than to move a little object (hand closes) ‘cause if I –

71 I: With a rubber band, too.

72 S: With a rubber band, too. No, see, it’s the same amount of force, like the force pulling 
(points to upper cart and slides finger to right) on this, uh, it’s a big object and it’s hard to 
move, so the rubber band, the force of the rubber band would be, uh, like, one, and this is 
such a hard object to move that it, it would go “slow” (moves hand away slowly) and it 
wouldn’t go as fast. and if you had a really light thing, it would just (moves hand away 
quickly) zip along with the rubber band. It would go faster.

9.1.2 Protocol Summary

As evidenced by line 24 in the transcript, this subject exhibits the common misconception,
saying: “What makes “heavy” is gravity, so heaviness wouldn’t matter if you’re in 
space.” However, he also seems to question this argument. During the rest of the 
session, his comments all seem to relate to the question of whether differences in 
heaviness (as measured on earth) “matter” when one is trying to change the speed 



of an object in space. The student makes no clear distinction at first between the 
concepts of mass and weight, and indeed, whether such a distinction is necessary is 
the deep issue implied by this question. Nevertheless, by the end of the protocol he 
does appear to reach a strongly held, correct conclusion, based on intuitive argu-
ments. He concludes in line 70d that “to move a big object is harder than to move 
a little object,” even in space. Although the student has not given a rigorous proof 
for why the lighter cart will reach a higher speed, he has succeeded in finding an 
intuitive way to counter the common misconception that the size of an object does 
not affect accelerated motion in space. That is, S20 appears to make substantial 
progress in overcoming his own misconception, and this raises the question of what 
the reasoning/learning processes were that achieved this.

It is convenient to divide the protocol into two parts. In the first part, in lines 
24–30, there are three main arguments:

1. (Line 24) “what makes heavy is gravity, so heaviness wouldn’t matter if you’ re 
in space.” (He eventually refutes this argument.)

2. (26a) “But I know they try and make the rocket (a rocket launched from earth) 
as light as possible – but that’s only to get away from the earth, so it doesn’t 
matter.” (He seems to decide that this fact is not relevant.)

3. (26b) “But it (heaviness) does (matter) because the equation says E goes 
1/2mv2.” (He tries to assign values to the variables in this equation for launching 
the cart but seems to be unsure of this argument and does not develop it.)

With these three preliminary arguments, S20 appeared to give reasons, pros and 
cons, for whether “heaviness matters” when one is trying to get something moving 
in space. In doing this he displays a pattern of proposing a conjecture and then 
evaluating it from more than one point of view – a pattern that he continues to display 
during the remainder of the interview. Thus he emulates the fundamental scientific 
method of generating conjectures and evaluating them, a pattern described for an 
expert problem solver in Chapter 6.

In the second section beginning in line 31, he continues to address the above question. 
He refers to the four new situations listed below and appears to consider whether or 
not each one is analogous to the original “launching carts in space” problem.

1. Pulling objects. (32) “You can still think of pulling something very heavy and 
something very light.”

2. Recoil from pushing. (34) “In space – if you push something heavier than you, 
you would go back more than it would go that-a-way (points forward).”

3. Colliding meteor. (66b) “Oh! If a meteor hits the earth, the earth is so big it’s not 
going to move out of its orbit. But the meteor sure gets splattered!”

4. Bouncing meteor. (70b) “But, if that meteor could bounce back, the meteor 
would bounce right back…if it didn’t splat.”

These four situations are referred to several times in lines 31–72 in mixed order. 
They constitute spontaneous analogous cases in the sense of being related situations 
that S20 thinks about to help him solve the original problem. After considering 
these analogies S20 appears to feel confident that he has solved the original problem 
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correctly, and so the analysis will concentrate on them. A first possible hypothesis 
for how this happens is the following: each analogous case is somehow generated 
from the original problem and used to suggest a prediction for the original problem. 
He does this for the four cases separately, making his prediction stronger with each 
case. We will evaluate this hypothesis in a later section. How the analogies are 
evaluated and why they have the explanatory power they do for S20 are two major 
questions raised by the protocol.

9.1.3 Protocol Observations: Creative Case Generation

We first consider some observations that can be made from the interview transcript.

1. S20’s arguments are primarily qualitative with the exception of the equation he 
mentions in line 26b (which he apparently discards).

2. He refers to a number of related cases – situations that are not the same as the 
situation in the given problem. They are potential analogies in the sense that the 
subject seems to believe that a structural relationship in the related case may also 
prevail in the original problem.

3. The “bouncing meteor” episode is distinguished by its novelty as a situation. This 
suggests that this analogous case was generated or constructed by S20 – not sim-
ply recalled from previous experiences or factual knowledge. It is an example of 
a thought experiment where he invents a new situation. This is reminiscent of the 
invented thought experiments documented in experts in Chapter 3.

4. He refers to extreme cases, such as his statement: (32) “You can think of pulling 
something very heavy and something very light”; and his opposition of the tiny 
meteor and the enormous earth.

5. The solution as a whole has a “wandering” character – he seems to explore various 
aspects of the problem, and these will sometimes remind him suddenly of new 
situations – as opposed to solving the problem in a planned way with a series of 
carefully organized steps. However, it is important to stay watchful for initially 
hidden patterns in such a solution that may expose more underlying structure.

6. In many of his statements he talks about putting himself in the place of one of the 
objects. At times, he appears to sort out the way forces are acting by pretending to 
push or pull on one of the objects himself. These will be called personal analogies;
examples are the “pulling objects” and “recoil from pushing” themes. Nonpersonal 
analogies, such as the “colliding meteor” theme, will be called physical analogies.

7. As will be discussed in Chapter 12 many of S20’s statements are accompanied 
by body motions, and these parallel the kind of actions he is describing at the 
time. These occur in both the personal and physical analogies.

8. There are several levels of generality in his statements varying from the very 
specific: (46c) “I could throw a pen out in space and it would go away more than 
I would (go back),” to the more general (70d) “that means to move a big object 
is harder than to move a little object.” That is, there are differences in the level 
of generality of the sets of actions that he refers to.



9. As an analogy, the “colliding meteor” situation seems somewhat far afield and 
difficult to account for. The same is even more true for the “bouncing meteor” 
situation. Why S20 invents this fanciful situation is not at all clear. These 
anomalous events provide a major obstacle to achieving a coherent analysis of 
the reasoning in the protocol.

9.1.4 Developing Hypotheses about Cognitive Events 
that can Account for the Observations

Observations 2, 3, and 4 above point to S20’s generation of analogous cases, 
extreme cases, and thought experiments, and to his connection of the problem situation 
to previously known facts. S20’s arguments here are examples of what Polya (1954) 
calls plausible reasoning rather than being logical arguments in the strict sense. 
These reasoning patterns of S20’s parallel those recognized by Polya as highly 
important for scientific and mathematical problem solving. When these methods are 
consciously employed as strategies they are often referred to as heuristics. However, in 
S20’s case it is not at all clear that he makes a deliberate decision to use any of the 
strategies that he does use or that he has labels for the strategies. In his case they 
appear more to be a natural way of operating and to be a spontaneous reaction on his 
part to the dilemmas he finds himself in. We call this the use of implicit heuristics.
The fact that S20 has had so little previous training in science suggests that we may 
be able to study certain types of heuristics in untrained subjects as spontaneous 
reasoning patterns rather than products of specific training in science.

With regard to a model of how the subject used analogical reasoning, the initial 
hypothesis given earlier was that each case was generated separately in connection 
only to the original problem and used to suggest an answer to it. However, Fig. 9.2 
summarizes the sequence in which he refers to these cases, plus the “bouncing 
meteor.” The numbers in the diagram indicate the order in which transitions 
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between cases occur. This suggests that some of the related cases S20 talks about 
are secondary analogies, in the sense that they are generated in relation to a previous 
analogy, rather than in relation to the original problem. For example, S20 seems to 
relate the “colliding meteor” theme directly to the intermediate “recoil from pushing”
theme, rather than to the original cart launch problem.

The diagram in Fig. 9.3 uses the notation developed in Chapters 2, 3, and 4 to 
outline a new hypothesis for how S20 generates his analogies. This diagram 
assumes that each of the major themes identified in his output is produced by one 
of these internal conceptual frameworks. The solid arrows signify pairs of concep-
tions that S20 considers to be analogous. Using this diagram we can account for 
much of S20’s behavior during the interview as follows:

1. Arrows indicate the hypothesized sources from which the analogies form or 
from which they come to mind for the first time in the numbered order. This is 
supported by the observed order of transitions between analogous cases shown 
in Fig. 9.2.

2. One can also hypothesize the presence of two types of analogy formation processes
that were identified in Chapter 3: (a) formation by association where the subject 
jumps to a more familiar situation that is different in many ways; and (b) formation
via a transformation where the subject generates an analogy by modifying 
aspects of the current problem to produce a second situation.

S20’s sudden shift to the “colliding meteor” theme in line 66 is an example of the 
first type. The main evidence for this is the fact that the meteor situation differs with 
respect to a large number of features from the immediately preceding “hitting a 
rocket” example. An example of formation via a transformation is S20’s “hand pull-
ing a cart” theme, where he appears to have modified only one feature of the original 
situation, namely, he thinks of himself rather than the elastic band pulling the cart.

3. The conceptions shown as regions with a dotted border in Fig. 9.3 are tentative
conceptions or beliefs. That is, they are each not fully understood and S20 is 
unsure of their internal validity. For example, he is unsure that it is harder to pull 
the heavier cart in space with his hand.
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He does appear to be confident of the analogy relation in this case – that is, 
he seems to believe that if it is true that it would be harder for him to pull a 
heavier cart in space, then it would be harder for the elastic band to pull one as 
well. Presumably, he believes this because he feels that the change from pulling 
with the band to pulling with the hand does not affect the critical aspects of the 
experiment. In other words he believes that the critical factors determining the 
behavior of the system are conserved when there is a change in “what’s doing 
the pulling.” This will be described as a conserving transformation in the expert 
protocols discussed in Chapter 17. It leads to a confirmed analogy relation 
as opposed to a tentatively proposed analogy relation for analogy number 1 in 
Fig. 9.3.

4. This figure also shows a chain of tentative analogous conceptions formed by 
S20. Near the end of the transcript a breakthrough comes when this chain connects
the original cart-launching problem that he is not sure of to a confirmed concep-
tion of meteor behavior that he is sure of. This allows him to make a chain of 
inferences back to a prediction for the original problem, A. The final inference 
chain takes the form: E–D–C–B–A, where the presence of a single situation E 
of high certainty, and the presence of confident analogy relation links, creates a 
domino effect to make confirmation of all the other situations plausible.

5. By line 69 (prior to the “bouncing meteor”) the one remaining obstacle that has 
prevented the above domino effect from taking place is the unconfirmed analogy 
relation between the “recoil from pushing” and “colliding meteor” cases (shown 
as dotted line number 5 in Fig. 9.3, and recalling the distinction between an 
unconfirmed analogous case and an unconfirmed (or tentative) analogy rela-
tion). The unconfirmed status of the relation is supported by S20’s statement in 
line 66 after proposing the analogous case of the colliding meteor: “Hmm, I wonder
if that’s the same thing [as the ‘The Recoil from Pushing’ case]?” I distinguish
between the formation of a tentative analogy relation such as number 5 where 
the connection is initially uncertain, and a confirmed analogy relation, such as 1 
and 2 where the analogy relation is established with confidence immediately.

6. One can now provide a clearer theory for the role of the somewhat anomalous 
and enigmatic “bouncing meteor” conception that S20 generates. In line 70b, 
S20 says, “If that meteor could bounce back the meteor would bounce right 
back.” This is an intermediate case that can be described in terms of a new com-
bination of two previous themes that S20 has referred to, namely: his previous 
first reference to a meteor colliding with the earth and his previous reference to 
him hitting something heavier than himself and having himself go back more 
than the heavy object moves forward. As shown in Fig. 9.3, this thought experi-
ment provides a link by which S20 can replace the tentative analogy relation 
between the “recoil from pushing” conception and the first “colliding meteor” 
conception with a chain of two confirmed analogy relations. As such, the 
“bouncing meteor” fits the expert pattern of bridging analogy described in 
Chapter 4. The earlier “colliding meteor” conception provides an anchoring 
conception, as a known fact. We can then imagine in Fig. 9.3, a chain of infer-
ences or “domino effect”, as the analogies are confirmed proceeding from right 
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to left in the figure. This has the effect of linking all of the previous tentative 
conceptions with the confirmed “colliding meteor” conception. Thus the “bounc-
ing meteor” is explained in this theory as a bridging analogy that constitutes a 
successful attempt on the part of the subject to confirm a tentative analogy 
relation.

7. The “bouncing meteor” scenario satisfies all of the important criteria for a spon-
taneous thought experiment: it is a novel case indicating that the subject has not 
previously observed or been informed about its behavior; and it has the character 
of a specific, concrete experiment but is not actually performed. His other analogies
have these same features as well, since they are conducted in a strange context, 
outer space.

8. In Chapter 12, I will examine the idea that the subject’s hand motions give us 
some tangible clues concerning the form and dynamics of his imagery during 
these thought experiments. In fact, the first two thought experiments seem to be 
anchored in intuitions with motor components as well as perceptual ones. It 
appears to be fairly natural for him to attribute these motoric conceptions to an 
energy-containing object like an elastic band.

In summary, we have been able to account for several of the observations listed at 
the beginning of this chapter by positing a first-order theory which states that S20 
generates a chain of analogous but tentative conceptions. Many of these thought 
experiments seem to carry some weight on their own as arguments in favor of the 
view that it is harder to move a big object than a small object in space. However, 
an important confirmation is achieved when these experiments are linked analogically
to the known fact that meteors do not move the earth significantly. This analysis 
makes the solution less anomalous and supports the hypothesis (proposed in 
Chapter 2 for experts) that four processes are important in reasoning by analogy: 
(1) given the initial conception A, the analogous conception B must “come to 
mind”; (2) the analogy relation must be “confirmed”; (3) conception B must be 
“confirmed”; and (4) findings must be applied to A.

9.2 Conclusion: Expert-Novice Similarities

The main finding from this case study is that many of the impressive creative 
reasoning strategies observed in experts were also observed in the problem-solving 
behavior of this naive student who had not been trained in these techniques. He 
critically evaluates his preconception by using thought experiments (e.g. “I can still 
think of you pulling something very heavy and something very light”). Second, he 
spontaneously uses analogical reasoning, including: (1) the generation of a chain 
of multiple analogies; (2) the specific strategies of generating an analogy via a 
transformation and via an association; (3) the use of bridges as a relatively 
advanced strategy for confirming an analogy relation. Third, he uses several other 
intuitive heuristics observed in expert problem solvers, including generalizing and 



specializing, generating extreme cases, and generating thought experiments. Finally, 
he generates and confirms the idea (opposite to his original conception) that “to 
move a big object is harder than to move a little object even in space.”

Thus there is some evidence that the subject is able to overcome one of his 
own preconceptions. The subject described in this chapter is an “extreme case” 
himself with respect to the frequency with which he generates and evaluates 
creative arguments by analogy. Many other freshmen subjects were observed to 
reason by analogy, but not at so high a frequency (see Chapter 8). We cannot 
make normative predictions about the population from the behavior of one sub-
ject, and this subject is probably unusually creative. Nevertheless, the case study 
provides an “existence proof” showing that such natural reasoning processes exist. 
This suggests the possibility that such reasoning patterns can be utilized to foster 
conceptual change in students. And it should be noted that the subject was truly 
a novice – he did not have a strong background in science. It is extremely unlikely 
that he had been trained in the use of analogical reasoning. Indeed, the subjective 
impression from the video tape is that of a cheerful, naive person taking an almost 
playful approach to exploring the problem.

9.2.1 Instructional Implications

In short, S20 is entering college with some very impressive creative reasoning skills 
that could be tapped, exercised, developed, and refined. Unfortunately, standard 
science courses do not appear to be tapping and developing these skills. This 
defines an important and challenging pedagogical problem for course improve-
ment. This subject spontaneously corrected one of his own misconceptions and 
made considerable progress toward constructing a new conception. He did this 
using a series of analogous thought experiments which provided counter arguments 
to the initial alternative conception. After considering these specific cases, he was 
able to construct a generalization “So that means that, uh, to move a big object is 
harder than to move a little object” (even in space). This would seem to be the ideal 
point at which to introduce the mass/weight distinction instructionally. The student 
has prepared himself to give meaning to the distinction by grappling with the qualitative 
consequences of such a distinction. At this point he is lacking the appropriate labels 
that name the two quantities in the distinction. The meaning of the distinction can 
now be meaningfully grounded at an intuitive level by relating it to his kinesthetic 
thought experiments involving his own body. The subject’s arguments provide an 
example of the qualitative arguments students may need to go through before con-
sidering more formal definitions. This suggests that rather than starting instruction in 
this area with operational definitions, one might do better to first raise the problem 
within specific examples and consider intuitive analogies and arguments at a qualitative 
level. This is the strategy used in the tutoring and classroom experiments described 
in the next chapter.
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Chapter 10
Using Analogies and Models in Instruction 
to Deal with Students’ Preconceptions*

John J. Clement and David E. Brown

10.1 Introduction

This chapter discusses an approach to teaching basic physics concepts that utilizes 
some of the learning strategies that have been identified for experts in this book. 
Research has shown that physics students can harbor persistent preconceptions 
which can constitute difficult barriers to learning and are often quite resistant to 
instruction (for reviews of research on students’ alternative conceptions, see Driver 
and Easley, 1978; Driver and Erickson, 1983; Duit, 1987; McDermott and Redish, 
1999; Confrey (1990)). The teaching interviews to be discussed illustrate how 
strategies such as the use of analogies, bridging analogies, and explanatory models 
can help students deal with such preconceptions. We have seen in the last two 
chapters that under certain conditions students can use analogical reasoning and 
other plausible reasoning processes used by experts. The question is whether these 
natural reasoning resources can be tapped and organized in such a way as to pro-
duce conceptual change during instruction.

Such strategies would take advantage of positive elements of prior knowledge by 
building on students’ existing valid physical intuitions. It is perhaps confusing that 
we are attempting to build on students conceptions in order to change their concep-
tions. However, there is evidence that students have both useful and competing 
intuitive conceptions (from the perspective of the scientific theory being taught). 
(See Clement et al. (1989) for documentation of such useful “anchoring” intui-
tions.) In this teaching approach we attempt to increase the range of application of the 
useful intuitions and decrease the range of application of the competing intuitions. We 
hope to present evidence that such instruction can lead to conceptual change in that 
the student can make intuitive sense of aspects of the scientific theory that were 
counterintuitive before.

It is not unusual to see an experienced teacher using an analogy on occasion in 
instruction. However, the strategy described here differs in several ways from common 
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uses of analogy (for a description of such uses see Thiele and Treagust, 1994). First, 
empirical research is done to search for an analogous case and establish that it is intui-
tively understood by most students. If it is, we refer to it as an “anchoring example.” 
Second, considerably more effort than normal is put into establishing the analogy rela-
tion between the anchoring case and the target case. One of the strategies used to do 
this is the bridging strategy observed in experts, as described in Chapter 4.

By establishing analogical connections between anchoring situations and more 
difficult ones, students may be able to extend the range of their valid intuitions to 
initially troublesome target situations. This strategy has been used in classroom 
instruction, with apparent success (Clement, et al., 1987). In this chapter, we examine
two case studies of students tutored with this strategy in order to examine their 
learning processes in more detail than is possible in a classroom study.

10.2 Teaching Strategy

10.2.1 Introducing the Target

As an example of anchoring and bridging strategies, consider the following hypo-
thetical tutoring interaction that would represent the fastest possible use of bridging 
with a student who was in a state of maximum readiness for it. The numbers below 
refer to those noted in Fig. 10.1 which represent the situations considered by the 
student.

The first step in the teaching strategy is to make the preconception explicit by 
means of a target question. For example, a question which draws out a preconception
for a majority of introductory physics students concerns the existence of an upward 
force on a book resting on a table. Students typically view the table as passive and 
unable to exert an upward force.

1. 1. Book on a table. In response to a question about the forces acting on a book at rest on 
a table, the student indicates that the table is not exerting an upward force on a book. (The 
physicist would say that the table is exerting an upward force on the book balancing the 
downward force of gravity.)

Anchor Target

Bridge

2

3

1

Fig. 10.1 Analogy diagram for bridg-
ing. Dotted lines indicate initial rejec-
tion or uncertainty of analogy relation, 
solid lines indicate initial acceptance of 
analogy relation



10.2.2 Anchoring Case

The next step is to suggest a case in which students tend to give a correct answer 
on the basis of intuition. We call such a situation an anchoring example (or, more 
briefly, an anchor). However, even though students may reason appropriately about 
the anchoring example, they may still be unconvinced of a valid analogy relation to 
the target case.

2. 2. Book on a spring. As a potential analogy, the tutor asks the student to consider the 
situation of a book resting on a spring. In this case the student indicates that the spring 
would be exerting an upward force since the spring is compressed. However, he/she rejects 
the analogy relation to the case of the book resting on the table, since the table is rigid and 
does not need to return to its original position.

10.2.3 Bridging Strategy

When this occurs the instructor attempts to strengthen the analogy relation. The 
instructor first asks the student to make an explicit comparison between the anchor 
and the target. If the student still does not accept the analogy relation, the instructor 
then attempts to find a bridging analogy (or series of bridging analogies) conceptu-
ally intermediate between the target and the anchor.

3. 3. Book on a flexible board. At this point the tutor introduces the “bridging” situation of 
a book resting on a flexible board between two supports. Upon reflection the student 
accepts that this situation is analogous to the book on a spring situation, since in both situations
there is compression or bending and an accompanying tendency to return to an equilibrium 
position. After some discussion and internal struggle, he/she also accepts that the situation 
of the book on the flexible board is analogous to the situation of the book on the table since 
the table can be viewed as a thick board which would still bend, although imperceptibly.

10.3 Teaching Interviews

We now turn to the two learning case studies. Although these interviews could be 
called tutoring interviews, the tutor provided relatively little information. Rather, 
the students were primarily asked to think about a series of qualitative explanation 
questions and were informed that the tutor would take a “devil’s advocate” stance 
in order to foster discussion. In this way students were encouraged to play an active 
role in the learning and to adopt only those ideas that seemed reasonable to them, 
as they would be unsure whether the arguments the tutor was advancing were 
“correct” or simply made to encourage discussion.

The first subject was a college freshman we will call “Mark” who had not taken 
physics in high school or college. The interviews were conducted by David Brown. 
In both case studies the target problem is the book on the table problem.
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Although this interview dealt with the same target problem as the hypothetical 
case above, many more potential analogies needed to be introduced and discussed 
as shown in Fig. 10.2. Some of the examples are what could be called “sub-bridges,” 
that is, a situation which is intermediate between two situations, at least one of 
which is a previous bridge. For example, node 5 is a bridge between situations 3 
and 4 and both of these are earlier bridges. The numbered sections in the analysis 
below correspond to the numbers noted in the diagram in Fig. 10.2.

10.3.1 Tutoring Session

1. Book on the table. The target question asked whether a table exerts an upward 
force on a book resting on the table. In response to this question, Mark replied:

042 S: No, it’s just, ah, a barrier between the floor and the, um, the position the book is at 
right now.

2. Books on the hand. Although he said the table would not exert an upward force, 
he indicated he would definitely have to exert a force upward in the case of several 
books resting on his hand. However, he did not view these situations (book on 
the table and books on the hand) as analogous. When asked why he answered 
differently in the two situations, he replied that his arm has muscles.

3. Book on a spring. The first bridging analogy introduced was that of a book resting
on a spring (S stands for student, T for tutor).

070 S: Ah, the book is on the spring and, um, this spring is absorbing, ah the force caused 
by the mass of the book and the gravity. But wouldn’t say that the spring is, ah, pushing 
up on the book. That’s just my sense.

Anchor
Target

2

4 5

7

6

1

3

Fig. 10.2 Cases and analogy relations for first student. Dotted lines indicate initial rejection or 
uncertainty of analogy relation, solid lines indicate initial acceptance of analogy relation



071 T: Uh huh.
072 S: The spring itself doesn’t initiate any movement.
Mark apparently views the spring as a passive entity, one that can absorb force but cannot 
“initiate any movement” itself.
073 T: What’s the difference then between the book on the spring and the book on the 
hand?
074 S: Uh, muscles in the arm.
075 T: And the spring doesn’t have any muscles?
076 S: Right. The spring is just, ah, a piece of metal and it’ll absorb, ah, as much as it can 
until the point where it’s completely contracted and then it will probably, ah, not absorb 
more energy.

4. Hand on a spring. The tutor proposed a hand pressing down on a spring as a 
bridge between the books on the hand and the book on the spring. Mark believed 
that the spring would push up against his hand. However, he views the book vs. 
the hand on the spring as not analogous. When asked why, he replied:

088 S: Ah, because the force, ah being exerted on the spring by the book is only the mass 
of the book and the gravity. But the, ah, the force of the hand, um, could be all kinds of, is 
you know, your muscles in your hand.

5. Hand on a book on a spring. As a bridge between the hand on the spring and the 
book on the spring, the tutor suggested a hand pressing down on a book on a 
spring. Mark said the spring would definitely be pushing up against the book in 
this case. When asked to compare this to the situation of the book resting on the 
spring, he responded:

106 S: Because now with your hand off [the book] the, no downward pressure is really 
being exerted. Actually now I see the point you’re trying to make, it’s, ah, it’s only the 
amount of the force being, push being exerted on the spring is varying. It just seems to me 
that there’s no force being exerted on the spring when the book is on there, the gravity’s 
almost invisible, we don’t even think about it. But now I realize that it, there is no differ-
ence between the two [situations] that you just asked me.

6. Books on a flexible board. Now that Mark believed that the spring exerts an 
upward force on the book, the tutor attempts to establish the case of several 
books resting on a flexible board between two supports as a bridge between the 
book on the spring and the book on the table.

7. Hand on a flexible board. Initially, Mark said that the board would be simply a 
barrier, but then he generates his own bridge between the earlier situation of the 
hand on the spring and the book on the flexible board.

123 T: Would you say the board is pushing up against the books?

124 S: Ah, no I would say the board is, ah, just a barrier between the books and the area 
underneath the board.

125 T: Uh huh.

126 S: I don’t think the, ah, well now that I think about it a little more, ah, the spring, ah, 
this board might have some of the properties similar to the, ah, spring, because the, ah, if 
you push down on the middle of the, right at the point where the books are located….

127 T: Uh huh.

128 S: [T]he, it would probably come back up depending on the, whether the board was flexible.
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129 T: I’m assuming that is [flexible].

130 S: Or it could break if it weren’t flexible, but since it is, ah, I suppose you could say 
that the board is pushing up the books.

Now that Mark believed the flexible board exerted an upward force on the books, 
the tutor asked him to compare this situation with the situation of the books on 
the table.

135 S: Uh, the board is flexible and, yeah I guess that’s, that’s essentially it, the board is 
flexible and, ah, it probable isn’t different, um, I’m starting to realize how technically it 
probably isn’t different, it just appears different. Ah, you know, because it’s a thin board, 
it’s flexible and you can see easier that it’s, um, the board is pushing up on the books. 
Especially after talking about the springs previously and, uh, the table is, ah rigid, it doesn’t 
appear flexible though it is in the, ah, you know, in a really, really, really small micro-
scopic, ah, sense. And, ah, so there probably, scientifically there probably is no difference, 
it’s just a matter of, ah, numbers, you know, the board is very flexible and the table is 
immeasurably, ah, flexible.

Later in this interview, Mark said that the idea of the table exerting an upward force 
now made “complete sense.” Thus there is some indication in this case that the 
bridging strategy was successful in bringing about conceptual change.

10.3.2 Discussion of First Case Study

It is interesting to note several differences between this use of analogy and a 
more standard approach, such as presenting an analogy in a text passage and 
noting the points of correspondence to the target. First, Mark felt he already 
understood the target situation, that the table was simply a barrier preventing the 
book from falling to the ground, but not exerting a force on the book. Second, 
as a result of this self-evaluated understanding, he strongly resisted accepting 
the aptness of several proposed analogies. Third, whereas the traditional use of 
analogy would involve presenting the base explicitly as an analogous situation, 
in this case the tutor simply suggested situations without stating that the situa-
tions were analogous. The purpose of the interview was to engage the student in 
a process of analogical reasoning, and not simply to present an analogy. Fourth, 
a very extensive amount of time was spent on establishing the validity of the 
analogy between the anchoring case and the target; in this case five intermediate 
bridging cases were introduced in an attempt to form this link. (This can be called 
a recursive bridging strategy.) In the end, three of these bridging cases appeared 
to enable the student to confirm the validity of the analogy in a way that made 
sense to him. Fifth, the result of the process of analogical reasoning was to 
change rather than add to his existing understanding of the book on the table 
situation. Finally, one could argue that the result of the process was that Mark 
came to view the table as springy, and not simply as like a spring, in that it too 
exerts an upward force.



10.3.3 A Second Case Study

The second subject, whom we will call “Ellen,” a humanities graduate student with 
no background in physics, was also instructed that if she expressed a view on a 
question, the tutor might take the opposite view in order to generate discussion. She 
was asked to maintain her views unless it seemed reasonable to her to change her 
views. After these instructions she was asked the following question about a draw-
ing of a book on a table: “What forces are there on a book resting on a table?”

10 S: I don’t want to put an arrow up but I feel like this (circle in drawing representing the 
earth) is forcing that (book) to come down.
T: Like the earth is forcing the book to come down?
S: Yeah, and the table gets in the way. So that’s why the book stays.
T: But the table isn’t pushing back on the book?
S: How can a table push back on a book? (Laughter)

Ellen’s laughter here indicates that she finds the idea of a motionless table exerting a 
force ludicrous. The tutor now introduces the analogous case of the book on the hand.

18 T: If I were to put the book on your hand, if you were to hold out your hand, and you 
just held it there, would you be pushing back on the book?
S: Yeah
T: You would be?
S: I’m taking the book. I’m putting it on my [hand] I’m, yeah, I’m pushing against the book 
‘cause if I don’t the book is heavy enough that I’d drop it if I don’t push against it.

Ellen believes that the hand pushes up. However, she is unsure that this is analogous 
to the case of the table, as shown below.

26 T: The case with your hand is different than with the table?
S: Well, the table just doesn’t have a choice on what it does, where I have the choice about 
how I move my hand.
S: I mean in a way I can understand how you can say the table is pushing against the book 
except it’s not the same type of push… I can relax my hand, while the table is, it’s just 
there…it cannot relax itself to allow the book to fall any further…this (table) is immo-
bile…so I guess that’s how I see pushing because I’m actively pushing.

Notice Ellen’s conceptions about force appear to be different from the physi-
cist’s: (1) volition is involved: “the table just doesn’t have a choice;” and, “I can 
relax my hand”; and (2) the source of force is an active source of power: “I’m 
actively pushing.”

Here the book on Ellen’s hand has been proposed as an analogy to the book on 
the table in an attempt to help her see the table as pushing back on the book. That 
is, one hopes that Ellen will believe in a force up from the hand on the book, and 
that this will make a force up from the table more plausible. There was a glimmer 
of success; “I mean in a way I can understand how you can say the table is pushing 
against the book.” However, Ellen does not appear to be convinced.

Now another analogy is attempted which is an intermediate bridging case 
between the table and the hand in hopes that this will make the first analogy relation 
more plausible. The bridging case consists of placing the book on an imaginary 
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spring of about the “springiness” of a bedspring. The spring shares with the table 
the features of being inanimate and non-volitional. It shares with the hand the feature 
of being obviously capable of motion.

34 T: Would you say that the spring is pushing on the book?
S: I suppose you could say that in a reverse manner, but not – so (anticipating the next 
question!) why doesn’t the table push on the book? (laughs) Umm, again it just seems like 
the spring is being acted upon, I mean, I guess in a way you could say it’s pushing against 
it, yeah I guess you would say it’s pushing against it.
T: You said something about a reverse manner?
S: Well just because I think of – if you put something on a spring, that something makes 
the spring go down, but I guess if you see it another way the spring is also holding that 
thing up from going, as uh, as far as it wants to go down.
T: So do you see that as a different kind of push than the push you were giving with your 
hand on the book?
S: (Pause) In one way yes, in one way no. I guess there seems to be more action in the 
spring than there is in the table, but it’s still – my hand, I control my hand while the spring 
again is one of those things that it can’t control its response to whatever is being placed 
upon it. But I guess it does have more of, it seems to have more of a, uh, impact on pushing 
back something than a table would.

The book on the spring, as a bridge between the first analogy and the original situation,
seems to have had some impact on Ellen, even though she still remains to be fully con-
vinced. Clearly part of what is needed here is a revision or reconstruction of Ellen’s 
concept of “force.” At issue is whether the concept’s necessary features include 
volition and movement and a resident source of power in the exerter. The situation 
is shown in Fig. 10.3. Now the tutor sets out to build sub-bridges from B to C.

In Fig. 10.4 are shown the two sub-bridges between the book on the hand case 
(in which she is confident) and the book on the spring case. They are a hand push-
ing down on a spring, and a pile of books resting on a spring. After working though 
this series of analogies, she is brought to the point where it makes sense to her that 
the spring exerts a force on the book.

The final step in this teaching episode is documented below. T tells Ellen that the 
table bends when the book is placed on it. Ellen does not believe this and asks T to 
prove it. The instructor then introduces the explanatory model of spring-like bonds 
between atoms and molecules in the table.

Seen as
somewhat
analogous

Only slightly
analogous

Fig. 10.3 Initial bridging analogy used with second student



52 T: When you put this pile of books on it [the table], it’s not bent very much but it is, it 
does bend a very slight amount….
S: But you’re saying, even though with this amount of books on it this table is bending 
slightly?
T: Yes
S: How can you prove that? (pause) So you’re saying that all things will bend? No matter, 
does it matter….

60 T: Well on the microscopic view if you wanted to look at it that way, um, a table, would 
you agree that the table is composed of molecules?
S: Sure.
T: And molecules, um, basically what they are is they’re connected by bonds which are 
flexible, that are sort of like springs, they might be pretty stiff springs, but they’re sort of 
like springs. And so this table is composed of (draws model in upper part of Fig. 10.5), 
each of these little circles is a molecule. You can think of it as being composed of a group 
of molecules which are attached by springs, each molecule has what’s called a bond with 
other neighboring molecules which is something like a spring. It’s not a literal spring, but 
it acts like a spring.
S: Mmm

67 T: …a group of springs and I put this other group of springs on top of it, which is the 
book
S: Mmm hmm
T: and the two things kind of
S: Push against each other
T: Push against each other, right. Does that make sense at all?
S: Yeah that makes sense. So I can see why you would say the table would move.

73 T: So you’re saying the molecules [picture] was helpful to you?

74 S: That was the most helpful, seeing the composition as being springs against springs, but, 
you know, the other ways, I would have just been agreeing with you for the sake of agreeing.
T: But the springs as molecules that did [help]?

Fig. 10.4 Two sub-bridges between the book on the hand case and the book on the spring case

Target

Projected
into

Anchor

Explanatory
Model

Fig. 10.5 Spring-like bonds in micro-
scopic model of table
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S: Yeah, that did.
T: So if I were to ask you is the table pushing against the book what would you say now?
S: The molecules in the table are pushing against the book (laughs).
T: Okay now, what would you say if I were to ask you: “Is the table pushing against the 
book?”
80 S: The table pushing against the book? I could understand why you would say that. 
Molecule speaking.

In this last section, the tutor proposes that the spring and the table share the common 
property of deforming under a force. He also proposes a new explanatory model 
which draws on the anchoring idea of a spring as shown in Fig. 10.5. This 
model involves a picture of the table being made up of atoms and molecules connected
by stiff springs and provides a deeper explanation for the bending property of the 
table. The explanation then finally seems to “make sense” to the student, after a 
fairly long prior period of disbelief on her part. In this case, however, the usual 
anchoring idea that springs provide elastic forces was not in place at the beginning 
of the interview and had to be constructed as a prerequisite. This was done via an 
alternative anchor and a series of bridging analogies as shown in Fig. 10.4.

10.3.4 Explanatory Models

The use of an explanatory model in this tutoring episode warrants further analysis. 
As discussed earlier in Chapter 6, Hesse (1967) and Harre (1961) identify two types 
of qualitative mental models:

1. A model which shares only its abstract form with the target (Hesse cites hydrau-
lic models of economic systems as one example). Such an analogue may happen 
to behave like the target case and therefore provide a way of predicting what the 
target will do. Here we call this an expedient analogy.

2. A model that has become in Harre’s terms a “candidate for reality,” in which a 
set of material features, instead of only the abstract form, is also hypothesized 
to be the same in the model and the target situation (these features are often 
unobservable in the target at the time). The example used earlier was the elastic 
particle model for gasses, in which a gas is hypothesized not only to behave like 
billiard balls bouncing around, but to actually consist of something very much 
like tiny particles bouncing around.

We refer to the latter type of model as an explanatory model or mechanism. Thus 
an explanatory model is a predictive structure in which material elements of the 
model are seen as being in or operating in the target.

On the basis of statements like that in line 74 in the second case study, one can 
hypothesize that when molecules with spring-like bonds were introduced as an 
explanatory model, the anchoring example of a compressed spring was used as a 
basis for developing an image of a hidden structure or mechanism operating in 
the target. Because this protocol was audio recorded and not coded for hand 
motions, we lack enough data on imagery indicators to support the imagistic part 



of this hypothesis here more fully. Such indicators will be analyzed for other stu-
dents to support similar conclusions in Chapter 18. However, the hypothesis pro-
vides a way to give what appears to be the simplest coherent explanation for the 
subject’s statements in the present protocol.

At least two factors may make the learning of explanatory models difficult for a 
student: difficulty with the necessary spatial image manipulation skills (as in 
explaining the phases of the moon); or competition with a prior conception (e.g. 
seeing tables as rigid barriers rather than elastic sources of force). For the book on 
the table, the explanatory model is the image of the deformation of a springy sub-
stance causing a reaction force. This is easy to accept in the case of the spring, but 
in the case of the table, we hypothesize that this imageable mechanism must be 
projected by the student into the image of the table where the deformation is ordi-
narily unobservable.

Such explanatory models might seem more plausible or compelling to the stu-
dent than an expedient analogy, since key elements of the model are seen as actu-
ally operating in the target. Thus the model involves concrete as well as abstract 
knowledge in that the model provides a structure or mechanism that could plausibly 
be imaged in the target. Such a plausible concrete mechanism may be a central 
aspect of conceptual change toward conceptual understanding.

10.3.5 Abstract Transfer vs. Explanatory Model Construction

This example may indicate a need for a more comprehensive theory of analogical 
learning than is common in education to date. A widely accepted view considers 
that an analogy is beneficial because it helps the student view the target in a 
more abstract way. In this view, by helping the student focus on the shared 
relational structure between the base and the target and downplaying the signifi-
cance of the actual objects and object attributes, the analogy is thought to help 
lend relational structure to the previously poorly structured target situation 
(Gentner, 1983, 1989; Gick and Holyoak, 1983, 1980; Holland et al., 1986; 
Holyoak and Thagard, 1989). The learner is left with a mental representation of 
the target in which objects and object attributes are less salient, and abstract 
relational structure is more salient.

By contrast, in the successful intervention in this protocol, the analogies appeared 
to help enrich the students’ conceptions of the target situations rather than (or at least 
in addition to) helping them view the situations more abstractly. This enrichment 
process is shown schematically in Fig. 10.5, in which the explanatory model, 
constructed by incorporating an anchoring intuition, is projected into the target 
situation. The student learns about a new concrete system as a mechanism that 
explains what is happening inside the target. We hypothesize that this enrichment of 
the target with new objects, object attributes, and casual relations (e.g. microscopic bonds, 
flexibility, and bending causing forces) may be a very important means for conceptual 
restructuring. In doing so, we separate the dimensions of concreteness and generality, 
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believing that the concreteness of the imagined mechanism does not imply a lack of 
generality. For example, the idea of swarms of moving molecules in a gas is con-
cretely imageable, but the model is very widely applicable.

10.3.6 Summary of Cases

We have only considered two subjects in this chapter, but the results of such 
case studies can be an important first indication of potential learning difficulties 
and of whether an interesting teaching method has been found. The protocols provide 
evidence for the students making some progress in changing their ideas at a fairly 
deep conceptual level. In both cases a preconception which is fairly deep-seated 
in many students was supplanted with other ideas. The main principles used in 
the approach were: (1) Socratic tutoring – in which questions posed to the stu-
dents encouraged them to become actively involved in learning; (2) using key 
examples to activate useful intuitions possessed by the student; (3) building on 
and extending those intuitions by using analogical reasoning, and in particular, 
using the strategy of “bridging analogies,” a strategy observed in the solutions 
of expert problem solvers; (4) incorporating anchoring intuitions into the con-
struction of imageable explanatory models. Analyses of such transcripts should 
allow us to increase our understanding of the learning processes involved in 
dealing with deep-seated preconceptions.

10.4 Applications to Classroom Teaching

The tutoring strategy used in this study requires some modification in order to 
apply it to classroom instruction. Individual students differ in the strength of their 
beliefs in various preconceptions, and the classroom teacher cannot respond indi-
vidually to each student. However, we have had some significant successes in 
generating discussions in high school classrooms by using the same basic strat-
egy. Some of these discussions were quite animated. The conflicts between the 
strongly held views of different students were useful in that they seemed to be a 
powerful agent in promoting interesting debates. Minstrell (1982) also reported 
fairly good results in using a slightly less structured, analogy-rich approach.

10.4.1 Study of Classroom Lessons

The two case studies reported here and other tutoring studies led us to construct a 
group lesson for this topic based on the examples which worked well for the larg-
est number of students. The resulting lesson is summarized by the concept dia-
gram shown in Fig. 10.6 and is part of a curriculum (Camp et al., 1994). The 



uppermost of the three levels in this diagram shows the explanatory model of 
spring-like bonds between atoms. The lowermost level shows an empirical dem-
onstration in which a light beam reflecting off a mirror on a desk onto the wall is 
deflected downward when the teacher stands on the desk. This experiment is 
anomalous and provides dissonance for students who believe that desks are rigid 
objects that cannot deform to provide an elastic force. After establishing the exist-
ence of a normal force in the first lesson, the equality of forces in such cases was 
addressed using similar techniques in a second lesson. The central level contains 
a set of carefully chosen thought-examples or cases for discussion, including a 
target example, an anchoring example, and one or more bridging examples. Thus 
the three levels in the diagram illustrate a three pronged approach to dealing with 
a persistent preconception, involving work at three different levels of abstraction.

10.4.1.1 Measurable Improvement

In comparison with control groups, these lessons have shown large significant 
gain differences on the order of 1 standard deviation in size, as measured by pretests 
and posttests on problems which deal with students’ preconceptions. Similar 
gains have been realized in five other topic areas in mechanics (friction, gravity, 
inertia, Newton’s third law, and tension) using similar techniques including intui-
tive analogies and bridging strategies (Brown and Clement, 1989; Clement, 1993b). 
For example, in the latter study the average gain on three units for the control 
group was 28.2% whereas the average gain for the experimental group was 
54.6%. Thus lessons using these techniques have been successful, and there is 
reason to be encouraged that students can, with help, deal with the problem of 
persistent preconceptions.

Bridging Cases

Microscopic Model

Target

Experiment

Anchor

FOAM

Fig. 10.6 Concept diagram for curriculum (Camp et al; 1994)
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Qualitative observations from video tapes of these classes indicate that: (1) 
for target problems many students hold alternative conceptions (misconcep-
tions) that are in conflict with accepted theory; (2) students appear to readily 
understand the anchoring cases; (3) however, many students indeed do not initially 
believe that the anchor and the target cases are analogous and resist changing 
their beliefs; (4) some of the bridging cases sparked an unusual amount of argument 
and constructive thinking in class discussions; for example, in the normal forces 
lesson the flexible board case usually promoted the greatest discussion, and a 
number of students switched to the physicist’s view at this point; (5) the lessons 
led many students to change their positions about or degree of belief in the 
physicist’s view; (6) some students changed their position toward that view 
during each major section of the lesson, e.g. after the anchor, bridge, model, and 
demonstration sections, leading us to hypothesize that each technique was help-
ful to some subset of students. (Brown (1987) reports evidence from tutoring 
studies which provides further support for this hypothesis); and (7) students 
were observed generating several types of interesting arguments during discus-
sion, such as: generation of analogies and extreme cases of their own; explana-
tions via a microscopic model; giving a concrete example of a principle; 
arguments by contradiction from lack of a causal effect; generation of new 
scientific questions related to the lesson; and even spontaneous generation of 
bridging analogies. This set of observations in (7) above gives us some reason 
to believe that even though the lessons were designed primarily with content 
understanding goals in mind, some process goals were also being achieved as an 
important outcome.

10.4.1.2 Effort Involved in Comprehending Analogies

However, the classroom discussion leading up to this learning took considerable 
time and effort – more than is usually allowed in classrooms. Not only did stu-
dents not accept the aptness of proposed analogies initially, they appeared to 
need a chain of a number of analogies to make sense of the target problem. Thus, 
if this trend holds true for other areas, and our experience indicates that it does, 
methods which use nonformal reasoning to foster conceptual understanding will 
take more time and effort than is usually devoted to these topics. Furthermore, 
we view all the units studied above as prerequisites for coming to terms with one 
of the most persistent conceptual difficulties: most students think that constant 
motion requires a constant force to cause and sustain the motion. We do not 
believe that a simple bridging strategy can handle so large and deep a miscon-
ception quickly. Thus our experience is that it takes months to deal deeply with 
the full transition for force and motion. We have come to the position that this 
time is needed and well spent if it fosters in students an attitude that new expla-
nations and ways of seeing the world can make sense in science, and if it preserves 
the students’ use of model-based reasoning rather than memorized facts and 
algorithms as a basis for learning.



10.5 Conclusion

10.5.1 Persistent Misconceptions

Students are similar to experts in that they can get “stuck” in one particular model 
of a situation which resists change. Normal forces is a relatively elementary topic 
taught near the beginning of a mechanics course, yet as with S2’s bending model, 
students can harbor misconceptions that carry some explanatory power and that are 
difficult to give up. Special techniques that foster dissonance, “unlearning,” and 
restructuring, and even changes in the definition of individual concepts such as 
“force” may be needed to promote learning. When this is done, a series of modifi-
cations in the students model can lead to the desired overall conceptual change. 
A skilled teacher breaks the process down into a series of several small changes, 
but resistance may still be met at each stage.

10.5.2 Explanatory Models vs. Specific Analogous Cases

Returning to the concept diagram in Fig. 10.6, one can contrast the roles of explanatory
models, specific analogous cases, and observation activities. The upper level 
contains more general explanatory models – in this case the visualizable mecha-
nism of spring-like bonds between atoms. Explanatory models differ from specific 
analogous cases shown at the middle level in several ways. Rather than being a 
specific case, they represent a mechanism that is assumed to be present in many 
cases. Ideally, a well-understood model can be projected into any of the specific 
cases below in the diagram. Furthermore, they are not observed phenomena. 
During instruction they ordinarily must be constructed and not simply retrieved as 
a familiar example or abstracted from observed phenomena (one cannot observe 
atoms or bonds inside the table). Like other explanatory models in science they are 
imagined constructions (Hesse, 1966), (Brown and Clement 1989). Other interesting 
examples of explanatory model development appear in Driver (1973), White 
(1993), Steinberg (1992), Hafner and Stewart (1995), Rea-Ramirez (2008), Nunez 
et al. (2008a, 2008b), Zietsman and Clement (1997).

10.5.3 Two Roles for Anchors

Anchoring examples can play at least two roles in instruction. An analogy can be 
formed between two examples at the same level – that is, an anchor and a target 
(e.g. the spring and the table) – which can encourage a student to stretch the domain 
of application of a correct intuition and apply it to the target example. (Establishing 
this analogy may be aided by the intermediate bridging examples shown.) Secondly, 
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an anchor can be used as a building block for an explanatory model. Here the two 
entities are at different levels of generality, and the anchor provides a starting point 
for a piece of the more general explanatory model being constructed. To our knowledge
these two different roles for source analogues in prior knowledge have not been 
recognized previously in theories of analogy or of instruction. The second role will 
be examined further in Chapter 18.

10.5.4 Plausible Reasoning vs. Logical Proof Processes 
in Learning

As in the case of experts, in the cases of student learning the bridging strategy 
appears to work via knowledge representations that are qualitative physical intuition 
schemas and at a level that does not use formal notation. Analogies and bridging 
appear to be important plausible reasoning strategies for stretching the domain of 
applicability of an anchoring intuition to a new situation, that is, for making the 
intuition more general and powerful. Here these strategies are introduced by the 
teacher under careful guidance, but the student is eventually able to carry out 
the analogical evaluation and transfer operations with full participation. This 
means that although the teacher initiates and scaffolds these operations, the student 
is still “learning by doing” in a form of guided, but active, learning. It may very 
well be that such selected plausible reasoning processes are more powerful than 
logical proof processes for the development of qualitative ideas that make sense to 
students.

10.5.5 Role of Thought Experiments vs. Observation 
Activities in Instruction

In contrast to these thought experiments, actual demonstrations and laboratory 
experiences are shown at the lower level in Fig. 10.6. Although the demonstrations 
in these particular lessons tend to speak to the target question, demonstrations and 
laboratories in other lessons could also be used to support other elements such as 
an anchor or bridging case that needs added support. In our experience many physics 
teachers will try to find a single, quick demonstration that will remove the alternative 
conception and/or convey the physicist’s conceptions. However, demonstrations 
that provide direct evidence for the physicist’s qualitative models in these areas are 
hard to find. This makes sense because if one is trying to help students develop an 
explanatory model that is theoretical, the model itself will not be amenable to direct 
demonstration. Brown (1992) obtained evidence for conceptual change in tutoring 
interviews on static normal forces without using any demonstrations or laboratories. 
Evidence for change was also found for students using the above strategies minus 
demonstrations and laboratories in an instructional computer program described in 



Murray et al. (1990). Thus it appears to be possible to affect students’ alternative 
conceptions in some cases without relying on laboratories or demonstrations as a 
dominant method. Whereas authors like D. Kuhn (1988) have emphasized expert–
novice differences in the way evidence is coordinated with theory as one side of the 
story, the emphasis in this book is on expert–novice similarities in the way people 
use nonempirical reasoning processes for learning and sense-making. It is granted 
that discrepant events can be important for providing dissonance with alternative 
conceptions. Our current hypothesis is that demonstrations and laboratories can and 
should play a powerful role in instruction but that they are only a part of what is 
needed. Discussions of rational thought-examples not only tap important anchoring 
conceptions, they may raise questions and conflicts that prepare students to see the 
significance of a demonstration and to think about it and discuss it actively rather 
than memorizing the result. Thus rational methods using analogy and other plausi-
ble reasoning processes that are neither proof-based nor directly empirical play a 
very important role in this approach. This provides an added incentive for the studies 
of plausible reasoning in this book. Other expert–novice similarities and their 
implications for instruction will be discussed in Chapters 18 and 21.
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Section IV
Transformations, Imagery, and Simulation 

in Experts and Students

If images are representations…that can be subjected 
to transformations such as rotation and scaling, then 
imagery could be used as an analog computer, to 
solve problems whose entities and relations are 
isomorphic to objects and spatial relations; and we 
might store a relatively uncommitted, literal record of 
the appearance of objects from which we can 
compute properties that we could not anticipate the 
need for knowing when we initially saw the object.

S. Pinker (1984, p. 55)



Chapter 11
Analogy, Extreme Cases, and Spatial 
Transformations in Mathematical Problem 
Solving by Experts

11.1 Introduction

The major issues motivating this chapter are the following. To what range of 
domains do the expert reasoning patterns of analogy use that have been identified 
so far in this book apply? Do they extend to mathematics? What nonformal reason-
ing strategies are found in expert problem solving in mathematics? Is it plausible 
that some of them involve imagery in spatial transformations? Mathematicians have 
for some time recognized the value of heuristics such as considering helpful analo-
gous cases and extreme cases, breaking problems into analyzable parts, and per-
forming simplifying spatial transformations (Wertheimer, 1959; Hadamard, 1945; 
Polya, 1954; Schoenfeld, 1985), but too little work has been done which actually 
documents their use in expert think-aloud protocols and which analyzes the sub-
process used within each heuristic. This chapter uses such protocols to examine the 
use of these qualitative reasoning strategies in a mathematics problem. Presumably 
these processes allow talented scientists to attack problems outside the domain of 
familiar problems for which they posses established algorithmic procedures – 
 problems of a kind they have never seen before. This short chapter can serve only 
to open the door on the above questions. I hope it may also serve to make an initial 
connection between the uses of nonformal reasoning in science and mathematics 
and to stimulate further work in this area.

11.2 Case Study of Analogical Reasoning 
in a Mathematics Problem

11.2.1 Method

A set of eight subjects were asked to solve the Torus or “Doughnut” problem shown 
in Fig. 4.7. All subjects were advanced graduate students or professors in technical 
fields. This chapter reports on results from the eight solutions to this problem and 
looks in detail at one of the solutions. Some behaviors parallel to those in the 
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solutions of the spring problem discussed earlier have been identified, as well as 
some  completely new behaviors.

A common analogy generated for this problem was to consider the case of the 
“straightened out” torus in the shape of a cylinder. Subjects conjectured that the 
volume of these two objects might be the same. The condensed transcript excerpt 
from subject S6 below gives one example of this approach.

001 S: O.K. So here’s a doughnut. (Reads problem in Fig. 4.7) Now the question is how to 
get its volume. Uhh, the first thing that comes to mind is that it’s probably pretty close to a 
worm, er,

002 S: I mean a cylinder. Where you know, if you laid out the doughnut on the ground, 
uh, if you cut it open and laid it out, it would basically be the area of the base times the 
length around the middle. So let’s see, I’ll put down here number 1 is my first approxima-
tion which in fact may turn out to be the exact thing. Uh, I’ll just turn it into a cylinder.

003 I: Mmm

004 S: In other words my hypothesis here is this volume of doughnut – and so that would – Pi 
r2 squared would be the bottom of the cylinder and then, uh, you know, I think the relevant 
length of the cylinder would be not r1 but the distance uh, uh, to the middle there – namely 
r1 oops, r1 minus r2 – uh, right, that gets us to the middle, and then times 2 Pi….

005 I: When you thought about the cylinder, do you know how that arose? Did it just sort 
of flash in your head?

006 S: Well I mean I in fact, er, this little r2 was drawn here very nicely so I just imagine 
the knife cutting it open and you know, laying it out…

008 S: …I mean to say I thought of cutting it at one edge and it sort of flopping down and 
then the uh, the doughnut becomes a cylinder.

009 I: OK

010 S: And so I guess uh, you know with er, I don’t think I’ve made any real algebraic 
mistakes here. I mean I think this er, probably I mean I feel pretty confident about that 
answer because what happens when you open the doughnut is that the, the top of the 
doughnut kind of expands a little.

011 S: I mean er, the part of the doughnut which was the inside stretches out a bit but then 
on the other hand, the part of the doughnut which was the outer perimeter gets crunched a 
little bit. And so probably those two things cancel. And you know, if the world is made 
correctly. But now I guess…

012 I: Just put a confidence number on it at this point and then you can go on.

013 S: Ok. I would say that on that I’m probably like 80% confident.

The cylinder idea fits the definition of a spontaneous analogy as used here 
because it is a case which differs from the doughnut with respect to a feature (the 
shape of the doughnut) that is a fixed feature in the original problem. The observa-
tional definition of a spontaneous analogy used earlier was the following:

1. The subject, without provocation, considers another situation B where one or more 
features ordinarily assumed fixed in the original problem situation A are different.

2. The subject indicates that certain structural or functional relationships (as 
opposed to surface features alone) may be equivalent in A and B.

3. The related case B is described at approximately the same level of abstraction as A.



The act of violating a feature previously assumed to be fixed is the creative aspect 
of producing an analogy. The difficulty of such acts is presumably the underlying 
source of the finding in Wertheimer (1959) that many students do not think to 
modify the shape of a parallelogram in order to compute its area.

11.3 Results on the Use of Analogies for Eight Subjects

In this section, I will attempt to support three points: (1) analogies played an 
 important role in many of the solutions; (2) the most common method for generat-
ing the cylinder analogy was via a transformation; (3) criticism and evaluation play 
an important role in using analogies. As shown in Table 11.1, all eight subjects 
wrote an equation for their answer that was correct in principle, with one subject 
making an algebra mistake.

Six of the subjects spontaneously considered the analogy of the cylinder and used 
it in their solution. The two other subjects used Pappus’ theorem which states that if 
one has a surface of arbitrary shape and one rotates it around a line in the same plane 
as the surface (but not cutting the surface), the volume of the solid generated will be 
the area of the shape times the distance that its centroid covers in the circuit. The 
more interesting solutions were from subjects who did not think about Pappus’ theo-
rem, and of those six, four used the cylinder as the main route to their solution. In a 
fifth solution the cylinder appeared to be of equal importance to another approach, 
and in a sixth solution it played a confirming role. Thus, spontaneous analogies were 
observed to play an important role in most of these expert solutions. In saying that 
these strategies played an important role we mean that they were involved in a seri-
ous attempt to understand or solve the problem and were not just proposed by the 
subjects as an ornamental side comment or as a check on a firm answer.

11.3.1 Analogy Generation Methods

In Chapter 3, evidence for three methods of analogy generation in scientific  problem 
solving was presented. These were generation via an association, generation via a 
transformation, and generation via a principle (Clement, 1988). It is interesting to ask 
whether the methods subjects use to generate analogies in mathematics might be 
similar to those used in science problems. A striking feature of S6’s protocol above 

Table 11.1 Solutions to doughnut problem (N = 8)

Correct 7
Correct in principle 8
Pappus’ Theorem 2

Cylinder
 Played a role 6
 Major role 5
 Main route 4

11.3 Results on the Use of Analogies for Eight Subjects 163



164 11 Analogy, Extreme Cases, and Spatial Transformations in Mathematics

is the explicit evidence for generating the analogy via a transformation rather than via 
an association. The most explicit criterion used to code for a generative transforma-
tion is the subject referring to changing a fixed feature of the problem. Here the sub-
ject makes statements like: “If you cut it open and laid it out” and …“I’ll just turn it 
into a cylinder” (line 2), referring explicitly to  changing the shape. This method con-
trasts to generation via an association, where the subject is reminded of a familiar sit-
uation via a direct association (for example, if the subject were reminded of another 
problem he had seen about an inner tube). This protocol, then, provides fairly explicit 
evidence for the process of generating an analogy via a transformation in a mathemat-
ics problem. As shown in Table 11.2, evidence for a generative transformation of this 
type was observed in four of the six cylinder analogies. In a fifth case the cylinder 
idea grew out of considering the extreme case of a very wide thin doughnut with r1 
much greater than r2. In the sixth case the generation method was unclear.

11.3.2 Evaluating the Cylinder Conjecture

Some subjects, such as S6, critically evaluated the analogy relation they had con-
structed by questioning whether the volume of the cylinder they constructed was 
really the same as that of the torus and by seeking out alternative paths to the solu-
tion. For example, S6’s transcript continues as follows:

013 S: Uhh, now what would happen if you did various things to the doughnut? Certainly 
you could argue that…this answer [the formula for a cylinder of length 2π(r

1
 − r

2
)] is closer 

and closer to the correct one if uh, you know, if r1 is much, much greater than r2, then in 
that limiting case, you’ve got to get this. Because that’s just…going to approach being a 
cylinder more and more. So whatever the correct answer is, it’s got to have that [formula] 
as a limiting case if r1 is much greater than r2…

026 S: …I suppose the other way you could imagine doing it if you wanted to break it up 
would be to break it up into little wedges of doughnuts. So that if you were looking at it 
that way then you say OK, here’s er, here’s another

027 S: infinitesimal element which is a wedge like that, both faces of which have an area 
of uh, Pi r2 squared. Ha, ha. Of course the thing is what’s the volume of a little wedge like 
that? Um, well, if it’s small enough then it’s just the thickness of it.

031 S: Volume of wedge would be Pi r2 squared and we’ll call that now dZ and again you 
know, it would boil down to that same equation again, if you added them all up into

032 I: Yeah.

033 S: into equation 2, right? And dZ essentially would be the midpoint, distance there [the 
thickness of the middle of the wedge]. OK…I’ve, I mean I think my confidence level at 
this point would be – like 95%.

Table 11.2 Generation methods for salient cylinder analogies (N = 6)

Evidence for generative transformation 4
(Unbending)
Extreme case transformation 1
(R

1
 >> R

2
)

Unclear 1



Earlier it was stated that the process of criticizing and evaluating an analogy is just as 
important as the process of generating it in solving science problems. This appears to 
be true in the case of mathematics problems as well. Subjects who think about an 
equivalent cylinder must choose a cylinder of the right length, and they often take pains 
to critically evaluate their choice of length. For example, S6 above chooses the central 
or “average” circumference of the torus, 2π(r1 − r2), as the length of the cylinder. But 
he then evaluates the plausibility of this choice in lines 10 and 11 by giving a qualitative 
compensation argument about the inside stretching and the outer part getting 
“crunched.” He also evaluates his prediction further by using an extreme case in line 
13.

11.4 Other Creative Nonformal Reasoning Processes

Other strategies observed in the doughnut problem solutions are shown in Table 
11.3. For example, S6 cutting the “wedges” out of the doughnut above is an exam-
ple of a partitioning process. Each of the processes is discussed in turn below.

11.4.1 Extreme Cases

Five of the subjects generated an extreme case in the problem and there were six extreme 
cases generated altogether. For example, several subjects thought about the extreme case 
where r1 is much greater than r2. Typically they reasoned that if r1 is very large, a small 
section would look locally very much like a cylinder since it would have very little cur-
vature. Thus they felt that the formula derived from the case of the cylinder would be 
correct at least in that extreme case. This was the most common way of evaluating the 
cylinder analogy. Other subjects thought about the case where r2 goes to zero and 
checked whether the formula they had derived was correct in that situation.

11.4.2 Partitioning and Symmetry Arguments

As mentioned earlier, S6 partitioned the torus into wedges in order to help confirm 
his solution. Altogether there were 13 attempts to partition the problem generated 

Table 11.3 Other strategies used in doughnut problem

 Number of subjects Total cases

Extreme cases 5 6
Partitioning 5 13
Attempted reassembly of a partition 1 5
Embedding attempts 3 6
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by five of the subjects. Subject S6 generated a second interesting partition by 
breaking up the doughnuts into smaller doughnuts as described below:

018 S: …let’s see? Is there any other limiting case we can look at? (15 s pause) I suppose 
another way to you know, uh, increase my confidence on that is to say well suppose if I 
really believe – which I do – that this limiting case [r1 >> r2] is correct, then why not 
imagine the doughnut being made up of a lot of other little doughnuts you know, which are

019 S: tightly packed in there. In other words a whole series of thin doughnut rings that are 
all packed together in just the right way to give the slightly bigger, fatter doughnut. And 
then, you know, again, that would indicate that this [equation] is the correct answer. Uh – 
those are not really space filling though. There’s

020 S: little interstices between those doughnuts…. In the final analysis I think that I feel very 
confident about that because you would – if you were to do the integral, you would break it up 
into doughnuts that have a square cross section…. And then you would just add all those up.

Figure 11.1 shows a cross section of the doughnut with tiny doughnuts which can be 
thought of as wires passing through the cross section. Although S6 does not complete 
the argument aloud here, we can use his imaginative way of partitioning the doughnut 
to show that the length of the equivalent cylinder should be the same as the length 
running through the center or midline of the doughnut. To do this we imagine the 
doughnut being filled with a multitude of tiny thin doughnuts or “wires.” We consider 
a cross section of the doughnut and notice that the average circumference of the thin 
doughnuts in the cross section should be the same as the length of the conjectured 
cylinder. We can prove this to ourselves by drawing a vertical line down the center of 

Fig. 11.1 Partition of torus into wires



the cross section in Fig. 11.1. One then notices that for every wire on the left side of 
the line, there is a symmetrically placed wire on the right side of the line. The wire 
on the left will be of length 2π(r1 − r2)−d, and the wire on the right will be of length 
2π(r1 − r2)+d. Thus each long wire on the left has a short counterpart on the right 
which cancels its extra contribution to the volume, and the average length of a strand 
is the same as the length of the conjectured cylinder. This argument is interesting 
because of its use of a creative partitioning strategy. It is also interesting because of 
the use of symmetry. One can cancel differences by creating a one to one matching 
between wires on the left and right of the cross section. This symmetry argument 
allows one to cancel an infinite number of contributions to the volume in one stroke 
even though each contribution has a different value.

11.4.3 Reassembly of a Partition

Another observed strategy is to partition an object in an attempt to rearrange the 
pieces into a more “congenial” (simpler or more familiar or more analyzable) 
object. Figure 11.2 shows a partition of the torus into what another subject, S2, 
called “apple rings.” He convinced himself that the volume of each ring would be 
equivalent to a rectangular solid whose length is that of the mid-circumference of 
the annulus. This allows one to “restack” the slices in the shape of a cylinder. Five 
attempts to partition and reassemble the torus were observed in the solutions, but 
these were all generated by a single subject.

The classical example of creative partitioning and reconstruction of a problem 
is found in Wertheimer’s (1959) discussion of the parallelogram, whose area can 
be found and understood by partitioning the parallelogram and reconstructing it 

Fig. 11.2 Partition of torus into apple rings

(a) (c)(b)

(d) (e)
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into a rectangle. Some would not call the cutting and reassembly of a parallelogram 
into a rectangle an analogy when the two are known to be exactly equivalent with 
respect to area under this transformation. However with the torus, the partition and 
reassembly transformation is “rougher” in that there are small deformations in the 
resulting cylinder. Therefore subjects are dealing with an object that is similar to a 
cylinder, and arguing that under the right conditions we can treat it “as if” it were 
cylinder. What these “right conditions” are is not always easy to determine.

11.4.4 Embedding

Six attempts to embed the problem in a larger problem were observed in three of 
the solutions. For example, one subject embedded the torus in a “washer” shown in 
Fig. 11.3 which snugly wraps around the torus. The washer is a cylinder with a hole 
in it, and its volume is easy to calculate by subtraction. He then noticed that the 
ratio of the area of the torus’ cross section to that of the washer could be calculated 
and that the volume of the torus and the volume of the washer should have the same 
ratio. Thus he determined the volume of the torus by embedding it in a larger 
object.

11.5 Discussion

As summarized in Tables 11.1–11.3, it is possible to document several kinds of 
creative reasoning strategies in expert solutions to mathematics problems; includ-
ing analogy generation, extreme cases generation, partitioning, the reconstruction 
of the problem into a different shape, embedding the problem in a larger context, 
and the use of spatial transformations. Thus, creative nonformal reasoning played 
an important role in the problem solutions discussed.

(a)

TORUS "WASHER"

(2R2)
2R2

2

CROSS
SECTION

(b) (c)

Fig. 11.3 Torus embedded in washer



11.5.1 Imagistic Reasoning

The protocol also provides some initial evidence for the role of imagery in  reasoning. 
First and most obviously there are ubiquitous references to spatial relations between 
objects that are primarily qualitative and often dynamic in nature, such as: (line 2) 
“You know, if you laid out the doughnut on the ground” and (line 11) “The part of 
the doughnut which was inside stretches out a little bit.” The extreme cases most 
often include references to blowing up or shrinking a feature of the system that are 
most easily interpreted as a perceptual transformation. Many other passages include 
references to cutting the torus and reassembling it. All of this takes place with no 
real objects present in front of the subject. Passages of this kind suggest that the 
subjects may be: (1) imagining manipulating concrete or idealized objects; and 
(2) experiencing the anticipated outcomes of their manipulations via imagery.

Second, there are more explicit references to imagery. In Chapter 13, I will 
define an imagery report as occurring when the subject refers to imagining, pictur-
ing, “remembering a diagram for,” hearing, or “feeling what it’s like to manipulate” 
a situation. We refer to a dynamic imagery report if the reference is to imagining a 
situation which does not remain fixed but changes with time. In this book we are 
concerned only with spontaneous imagery reports where the interviewer does not 
ask the subject whether an image was used. Examples of dynamic imagery reports 
in the protocol are: (line 6) “I just imagine the knife cutting it open” and (line 26) 
“You could imagine…if you wanted to…break it up into little wedges of dough-
nuts.” Thus it is possible to point to some initial evidence in these protocols which 
supports the hypothesis that reasoning via imagery is involved. I will discuss 
imagery indicators more thoroughly in subsequent chapters.

11.5.2 Conserving Transformations

S6’s reference to cutting the doughnut into wedge-shaped pieces and computing 
their volumes documents the strategy of breaking a problem into parts – in this case 
the subject partitions the problem symmetrically into a number of equivalent parts. 
One could treat this as the simple application of a heuristic, but the trouble with the 
heuristic “break the problem into simpler parts” is that it does not tell you which 
parts to form. Such an act can require considerable creativity and ingenuity.

By speaking of an infinitesimal slice, S6 is in danger of breaching the request in 
the instructions to refrain from taking an integral. Indeed, creative cutting and par-
titioning of just this kind is an essential skill for applying the integral calculus to 
nontrivial situations. As in the case of analogies, the breaking into parts process is 
in effect an attempt to find a (volume-) conserving transformation which leaves one 
with one or more simpler problems. I will revisit the important concept of conserv-
ing transformations in Chapter 17 in the context of science problems. It is interest-
ing to note that the wedges can be stacked alternately as shown in Fig. 11.4. In the 
limit, this can provide an elegant argument for the validity of the original analogy 
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to a cylinder of length 2Pi(r1 − r2). (The well-known analogous argument for calcu-
lating the area of a circle is shown in Fig. 11.5.) The discovery of such conserving 
spatial transformations and equivalencies can be a great source of satisfaction and 
appreciation for the interconnectedness of mathematical ideas. Physical–spatial
partitions and transformations of this type played an essential role in enabling 
Archimedes to achieve the incredible feat of developing many fundamental ideas 
underlying the integral calculus over 2,000 years ago, in works such as his treatise, 
“On the Sphere and the Cylinder” (Polya, 1954; Dijksterhuis, 1987).

11.6 Conclusion

In these protocols we find many parallels to scientific reasoning processes documented 
earlier in the book. In particular, analogical reasoning and extreme cases played an 
important role in most of these solutions (Clement, 1983). It was found again that there 
is more than one process for generating analogies, and that the process of critically 
evaluating the analogy is very important. The fact that the analogy generation and evalu-
ation processes identified were similar to those in the science protocols discussed earlier 
indicates that science and mathematics have some important nonformal reasoning strat-
egies in common. In addition, the use of creative spatial partitions and transformations 
and other initial evidence for reasoning via imagery in these solutions provides a motive 
for gathering more specific evidence on imagery in the chapters to follow.

(a) (b) (c)

Fig. 11.4 Partition of torus into wedges

Fig. 11.5 Analogy for calculating area of a circle

R

R

(a) (b) (c)



Chapter 12
Depictive Gestures and Other Case Study 
Evidence for Use of Imagery by Experts 
and Students

12.1 Introduction

Chapters 12 and 13 deal with issues concerning imagery and intuition in scientific 
thinking. The chapters attempt to identify new types of evidence from think-aloud 
protocols that can be used to identify places where scientists appear to be using 
various types of imagery in their thinking, including during mental simulations. Since 
think-aloud protocols have rarely been used for the purpose of studying imagery it 
is worth considering this in detail. In this chapter I will first examine the potential 
of depictive hand motions to provide such evidence. I discuss two case studies and 
examine evidence for the use and importance of imagery in each one, building 
toward the conclusion in Chapter 13 that the subjects are not only using static 
images, but are using perceptual/motor schemas to generate dynamic, imagistic, 
mental simulations to make predictions. In case study 1 of an expert solution 
I argue that some hand motions are direct reflection of the thinking process, rather 
than an indirect translation from verbal conclusions. In case study 2 of a student 
solution I examine evidence for the use of perceptual/motor imagery as a direct 
source of observed hand motions. I will conclude that certain protocol observations 
can be used to provide evidence for fruitful imagery use in higher-order thinking 
tasks. Chapter 13 provides more imagery indicators and evidence on the “presence 
and importance of imagery” question but also attempts to go beyond it by asking 
what generates the imagery. The answer proposed there is that perceptual/motor 
schemas can generate dynamic imagery in what amounts to a mental simulation. 
What people normally call physical intuitions are one example of such perceptual/
motor schemas. This will lead to discussions in Chapter 13 of the active nature of 
knowledge, the role of implicit knowledge, and evidence that experts can use con-
crete physical intuitions in addition to abstract principles in higher-order thinking.

12.1.1 Hand Motions

An initial question addressed in the present chapter is whether the investigation of 
imagery and mental simulation processes can be aided by using data on depictive 
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hand and body motions. In these instances, subjects make motions with their hands 
or body that depict objects, forces, locations, or movements of entities. Depictive 
motions are observed during important phases of problem solving where the 
subjects are trying to determine the qualitative aspects of movements and interactions
in physical systems. For example, a research physicist shown in Fig. 12.1 stares at 
his own hand motions while solving a subproblem of determining the direction in 
which the earth rotates by thinking about a sunrise. And student S20 shown in 
Fig. 12.2 produces pushing motions while thinking about the added inertia pos-
sessed by an object when it has more mass, even in outer space. I will use the term 
“hand motions” rather than “gestures” because “gesture” carries the connotation of 
an act of communication. Since I do not wish to assume necessarily that these 
motions arise solely for purposes of communication, I use ‘hand motions’ as the 
more neutral term. This chapter proposes the hypothesis that hand motions can be an 
external manifestation of what is often a completely internal process of reasoning 
involving imagery of a visual and/or kinesthetic nature. If this hypothesis is sup-
ported, depictive hand motions are an important source of data concerning the form 
and content of internal imagery.

12.1.2 Imagery Questions and Hypotheses

Imagery hypotheses have been notoriously difficult to evaluate in the past, some 
authors even believing that they are undecidable (Anderson, 1977), while others 
believing that they can be supported or argued against (Kosslyn, 1980; Pylyshyn, 1981). 

Fig. 12.1 Hand motions used in thinking about the earth’s direction of rotation

Fig. 12.2 Hand motions used in thinking about pushing an object in space



Establishing a competitive paradigm that includes imagery as a representation is a 
very large enterprise, and the work of Pavio, Shepard, Kosslyn (and their students) and 
many others has achieved that. Based on their work, I believe it is reasonable to 
assume, as a starting point for this study, the existence of imagistic representations
that have explanatory power for cognitive theory at a certain level of processing. 
The data to be presented here cannot eliminate the infinite variety of arbitrarily 
complex hypotheses that could be formulated to explain hand motions and imagery 
reports without using the concept of imagery. Instead, I will focus here on another 
question: “Assuming that imagery can play a role in thought, is there any evidence 
that it is used in higher level cognition?” I ask in this chapter whether protocols, 
and gestures in particular, have the potential to speak to this question. Three more 
specific sub-questions then for the next two chapters are: (1) Given the transcript of 
a think-aloud protocol that includes hand motions, can we say when it is likely that 
imagery was used? Can imagery play a significant role in such thought processes? 
(2) Is the imagery dynamic? (3) Is kinesthetic imagery used in this way? I will con-
clude that observations of depictive hand motions and other behaviors in transcripts 
can play a role in answering these questions. (Should one come to accept that such 
internal imagery is central to a higher-level solution process, beyond this there is a 
question of whether the external hand motions themselves actually aid the solution 
process. It may be that the movements sometimes, but not always, play a role in 
supporting an imagery process. As in the case of drawings, movements may not be 
necessary for thinking in adults, but they may serve as an aid to thinking. 
However we do not as yet have evidence which speaks adequately to this last 
point, so I will not address it in this book.) Instead we focus on whether the move-
ments are evidence for imagery use.

To address the above questions I present case studies from two subjects: one 
expert physicist and one science student. So little is known about the relationships 
between hand motions, visual and kinesthetic imagery, and thinking, that we have to 
identify new observation categories as well as hypothesize basic models of cognitive 
processes in this area. The use of detailed case studies and transcript microanalysis 
is well suited to these initial tasks of hypothesis formulation and the construction of 
observation categories. There is a growing literature on the role of gestures in 
language and thought. I cannot give a comprehensive review of this literature here, 
but cite selected findings to motivate the present study.

12.1.3 Previous Research on Hand Motions

12.1.3.1 Internal Motor Representation

A small number of researchers have argued that motoric representations can play a role 
in thinking and linguistic meanings. Klatzky et al. (1989) found that priming subjects 
by having them enact certain hand shapes like “crumple” reduced the time it took to 
decide, for example, whether it is more appropriate to crumple a newspaper or crumple 
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a window. They conclude that their “results suggest a cognitive/motoric representation 
of the hand with which actions on objects can be modeled, and the results can be inter-
rogated” (p. 56). Johnson (1987) used patterns in the metaphorical structure of language 
expressions such as “she hit me with an accusation” to argue that motoric conceptions 
play a central role in the organization of core meanings underlying language.

12.1.3.2 Language and Gesture

A useful early review of the literature on gestures in language was assembled by 
Rime and Schiaratura (1991). They presented a synthesis of previous classifications 
of types of gestures, based on taxonomies by Efron and others. The major categories
are: ideational gestures, including rhythmical markers that show emphasis 
and transition points in discourse; evocative gestures including deictic pointing and 
traditional stylized symbols, such as shaking one’s finger at someone in blame; 
and depictive gestures referring to objects, shapes, spatial relations, and actions in 
the subject matter being described. These movements are not part of the traditional 
stylized gesture code, but are context specific. In this chapter I will concentrate only 
on this last category of depictive hand motions.

Rime and Schiaratura also described the following major theoretical positions on the 
role of gestures in speech: gestures as substitutes for speech in difficult to describe con-
texts Kendon (1972); gestures as tools which aid speech in communication (Freedman, 
1972); and gestures as indicative of an independent internal source of meaning which 
can interact with verbal sources (McNeill, 1992). The last category corresponds to my 
own position, and involves two assertions: (1) gesture and speech often share an early 
computational stage of language generation and meaning; (2) gesture is often a direct 
rather than indirect expression of core meaning; that is, when hand movements precede 
or co-occur with speech they do not seem to be computed from the speech in a subse-
quent stage of processing. A competing view was provided by Hadar and Butterworth 
(1997), who believe that gesture is epiphenomenal to speech, and is either a derivative 
of, or designed to support, the speech production process.

12.1.3.3 Studies in Development, Problem Solving, and Instruction

Within studies of gesture in child development (e.g. Goldin-Meadow, 1999; Van Meel, 
1984) a major finding is that ideas in young children are often expressed in gestures 
before they appear in language. A recent review of the role of gesture in educational 
contexts is provided by Roth (2001). There are few studies in educational contexts (but 
see Givry and Roth, 2006; Crowder and Newman, 1993; Clement and Steinberg, 
2002); Alibali and Goldin-Meadow (1993) found that episodes where there are mis-
matches between gesture and language can indicate a transitional period where the 
subjects are particularly receptive to instruction or tend to advance through self 
instruction on a series of problems. Alibali, et al. (1999) found that strategies used to 
solve word problems varied systematically as a function of how those problems were 
represented by undergraduates in their gestures. Monaghan and Clement (1999) and 



Clement, Zietsman, and Monaghan, (2005) justified the use of gestures and three other 
categories of imagery indicators as evidence for imagistic reasoning processes.

12.1.3.4 Physiological Evidence for Motor Imagery

Other researchers have found physiological evidence for the involvement of the motor 
nervous system in tasks where subjects are requested to imagine an event. In a very 
early study, the inventor of the electromyogram found that subjects asked to remain 
immobile while imagining performing an action generated electrical EMG potentials in 
muscles very similar to those from corresponding real actions (Jacobsen, 1930). Decety 
and Ingvar (1990), Decety (1996), Jeannerod (2001) and Roland et al. (1980) found that 
blood flow patterns in the motor cortex were very similar for real and imagined actions. 
Other connections to previous literature will be developed in the discussion section.

12.1.4 Limitations of Previous Research

One limitation of the early research in this area is the tendency of studies to concen-
trate on relatively simple tasks. An unanswered question is whether hand motions are 
used in more sophisticated scientific reasoning tasks. Exceptions at the expert level 
are a conversation between two mathematicians reported in McNeill (1992), studies 
of scientists discussing graphically presented data in Trafton et al. (2004) and Trickett 
and Trafton (2002), and an early study of inventors retrospectively describing their 
process of invention in Krueger, (1981). If hand motions are found in scientific think-
ers, can they combine with other evidence to indicate that concrete and dynamic 
forms of imagery are being used? A second limitation of previous research is the pos-
sibility that there may be new categories of hand motions not mentioned therein that 
can shed light on problem-solving processes. There is also a need to specify connec-
tions between observations and theoretical hypotheses with more precision.

12.2 Constructing Observational and Theoretical Descriptors

12.2.1 Proposed Set of Hypotheses

Some of the hypotheses that will be developed in this chapter are shown in Table 
12.1. They are numbered roughly in order from those that are less difficult to those 
that are more difficult to support. Much of this chapter is concerned with the question
of whether clusters of actual observations from protocols can be combined to 
jointly support these hypotheses. The list includes the hypothesis (1A) that word-like 
symbols are not the only type of internal representation being used during the solu-
tion; rather, the solution process can also use representations involving imagery.
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To say what is meant by “imagery,”’ I begin with Ronald Finke’s definition: “The 
mental invention or recreation of an experience that in at least some respects resembles 
the experience of actually perceiving an object or an event” (Finke, 1989. p. 2). Shepard 
(1984), Kosslyn (1980), and others explain the experience of imagery by assuming that 
subjects can generate a temporary representation capable of representing in at least a skel-
etal manner: (a) the shapes of objects; (b) spatial relations among them. This representa-
tion may use some of the brain’s higher-level perceptual processing capacity which 
explains the similarity between our subjective experiences of imagery and of perception.

12.2.1.1 Dynamic and Kinesthetic Imagery

That processing capacity may also make available various image manipulation 
processes (e.g. orienting, transforming, and combining images). Shepard and 
Metzler’s (1971) findings on mental rotation motivate an examination of the idea 
that dynamic imagery can function as a representation of object motions and other 
events. Based on their work as well as Freyd and Finke (1984) and our observa-
tions of hand motions and other dynamic imagery indicators to be discussed, I will 
hypothesize that subjects can imagine (c) object movements, changes, or interac-
tions over time, not just as a way to identify two perspectives as the same object 
(as in Shepard’s rotation experiments), but to represent an event in the world. 
Collins and Gentner (1987) referred to the prediction of future states of a target sit-
uation as a key feature of mental simulations and I will retain this as a minimal 
starting point for building a concept of “mental simulation.” When I wish to 
hypothesize that the prediction of future states come from the use of mental 
imagery, I will refer to “imagistic simulations.”

Recently, Barsalou (1999) has described a theory of perceptual symbols which 
represent schematic elements of perceptual experience and that can be integrated to 
produce dynamic simulations. This work will be discussed briefly in Chapter 13. 
Findings by Klatzky et al. and Decety and Ingvar cited above among others motivate 
my including imagery of forces and body motions (kinesthetic imagery) in the 
concept of imagery used here. Thus by imagery I mean the mental invention or 
recreation of an experience that in at least some respects resembles aspects of an 
actual perceptual or motor experience. Imagery may be useful in higher-order cog-
nition because it constitutes a representation capable of representing, in at least a 
skeletal manner, aspects such as: (a) the shapes of objects; (b) spatial relations 

Table 12.1 Hypotheses examined

(H-1A) The occurrence of mental imagery
(H-1B) The occurrence of dynamic imagery in which subjects imagine motions, changes, or 

interactions over time in a situation
(H-1C) The occurrence of kinesthetic imagery. In some cases the subject’s perceptual/motor sys-

tems for controlling body movements and actions in space can play a role in generating 
imagery. This can involve (a) imagining moving an object without attending to accompa-
nying forces; (b) imagining exerting forces on an object

 (H-2) The processes accompanying hand motions were important for the solution



among them, and sometimes, (c) object movements, changes, or interactions over 
time. The use of imagery takes place in the absence of currently perceiving or acting 
on those aspects in the world. There is some evidence that images are generated by 
activity in certain layers of the brain’s perceptual and motor systems (Kosslyn, 1994).

12.2.1.2 Paucity of Research on Imagery in Higher-Level Cognition

However, the level of most tasks used in previous research on imagery has been rather 
low, tending to involve, say, simple comparison tasks, rather than problem solving or 
explanation tasks. Rare exceptions are Krueger (1981), Craig, et al. (2002), Trickett 
and Trafton (2002), Hegarty, et al. (2003), Schwartz and Black (1996a, 1999), 
Clement (1994a, b). A major purpose of this and the next chapter is to examine 
whether imagery can be used fruitfully in higher order thinking contexts. The type of 
“higher-order” cognition this book concentrates on comprises solution processes for 
scientific prediction or explanation problems; for our purposes this includes the think-
ing of science students as well as experts. Although the thinking of naive subjects on 
these tasks is not as sophisticated as an expert’s, it is at a much more complicated 
level than that involved in the simple recall or recognition tasks usually used to study 
imagery. It is also “content laden” compared to many tasks in previous research, deal-
ing with knowledge that may be specific to certain situations as well as general spatial 
reasoning operations, and may therefore expose different forms of processing.

On the basis of expert protocol analysis, Clement (1994a, b) identified examples 
of (both kinesthetic and visual) imagery-related observations: personal action pro-
jections, depictive hand motions, and dynamic imagery reports. None are infallible 
indicators on their own, but together they were most plausibly explained there using 
a framework that includes flexible perceptual/motor schemas that generate and run 
imagistic simulations, via the extended application of a schema outside of its normal 
domain, implicit knowledge, and spatial reasoning. These themes are developed 
and expanded in the next four chapters.

12.2.2 Relations Between Observations and Hypotheses

Thus our main objectives here are qualitative existence proofs of (empirically based 
findings supporting the presence of) new phenomena worth observing, and of new 
mental processes suggested by these. In addition, there is the methodological question
of whether protocol observations relevant to imagery from think-aloud protocols 
can be defined and collected at all. These goals are, methodologically speaking, 
prior to that of measuring frequencies of occurrences of certain behaviors in order 
to generalize to a certain population. We cannot count behaviors when we do not 
yet know which behaviors are relevant. The question here is more basic than: “How 
many occurrences?”– it is rather: “What sorts of occurrences are important and 
what do they indicate about the subject’s thinking?” (See Clement (2000) for a 
 discussion of how observation concepts must be constructed in addition to initial 
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theories in the early stages of a physical science, and how, in cognitive science, 
generative case studies play a corresponding role.)

12.2.2.1 Triangulation and a Proposed Set of Observable Descriptors

In order to introduce some of the categories of observations identified, Table 12.2 
shows a few of the many observable descriptors that can provide some support for 
Hypotheses 1A, B and C in Table 12.1. These observation categories and hypotheses 
were developed only after considerable number of cycles of data analysis, criticism, 
and revision. I present the categories here as an advanced organizer.

An expanded version of Table 12.2 with definitions appears in Table 12.3. Table 12.3 
will be used in the analysis of the protocol segments. (Evidence for observations num-
bered 20 and higher will be discussed in Chapter 13.) This list of observable descriptors 
was constructed and refined over many years during repeated viewings and discussions 
of tapes in which we asked ourselves the questions listed in the chapter introduction.

Most of this chapter, then, discusses the possible connections of support between 
the observations like those in Table 12.2 and the hypotheses in Table 12.1. 
Hypotheses 1A, 1B, and 1C in Table 12.1 are difficult to evaluate, since there is no 
consensus on what counts as evidence for imagery-based processes and because it 
has been assumed that evidence for imagery is necessarily indirect. It may be that 
some types of depictive motions are as direct a source of evidence for the form of 
a subject’s dynamic imagery as we are going to find. However, hand motions will 
still be challenged as a more subjective form of evidence than spoken words, since 
there is no standardized vocabulary for gestures in normal humans. To begin to 
bridge this gap, I have formulated descriptions of the movements at two levels, the 
more specific descriptions within the transcripts, and the more general observation 
patterns listed in Tables 8.2 and 8.3. In this way one hopes to contribute to the dif-
ficult problem of constructing an observation language for describing features in 
protocols that are relevant to evaluating and improving our hypotheses.

Table 12.2 Short list of some observations in transcripts related to imagery hypotheses

A. Imagery indicators (Support Hypothesis 1A)

3a Imagery reports: Subject states that s/he is imaging or imagining, “seeing” or “feeling”
1a Depictive motions: The subject makes nonstylized hand or body motions depicting objects, 
forces, locations, or movements of entities

B. Dynamic imagery indicators: (Support Hypothesis 1B)

2 Motions depict dynamics: Hand motions depict the form of a dynamic event, not simply a 
static picture
3b Dynamic imagery report: An imagery report where the subject indicates that they are imag-
ining motions, changes, or interactions over time in a situation

C. Kinesthetic imagery indicators: (Support Hypothesis 1C)

3c Kinesthetic imagery report: Reports imagining own physical actions or muscular effort
16 Personal Movement Projection or Analogy: (a) Refers to movements of entities in target 
situation as if they were moved by a person, or (b) uses a personal analogy by referring to an 
analogous situation involving the body



Table 12.3 Imagery indicators for transcripts: by category

I. Imagery indicators (Observations that, especially when they occur with others, can support 
the hypothesis of imagery use)

A. General indicators
3a Imagery reports: Subject states that s/he is imaging, imagining, “seeing” or “feeling” (or 

experiencing any other sensation)
Imagery enhancement

20 Imagery enhancement report: Adds markers to a situation or changes other perceptual fea-
tures such as: (1) orientation or size; or (2) magnitude of problem variables – in conjunction 
with evidence for imagery. More direct evidence occurs when the subject speaks of modify-
ing a problem situation in a way that makes it “easier to imagine”.

23 Orients body: Body is oriented to reflect point of view (e.g. faces north when object in 
problem is facing north)

Hand motions
1a Depictive motions: The subject makes nonstylized hand or body motions depicting objects, 

forces, locations, or movements of entities
1b Frozen action gesture: The subject’s hands are positioned as if manipulating or ready to 

manipulate an external object, but are stationary (“frozen”)
1c Depictive hand or pencil motions over a drawing: These are not simply pointing to a word 

or picture, but indicate movements, locations, or shapes of objects or features that do not 
appear in the drawing

Motions not translated from verbal:
11 Motions accompanied by ambiguous terms: Uses ambiguous terms in conjunction with 

less ambiguous motions to refer to:
 (a) The shape or motion of an entity, e.g. “It looked like this,” “It would go that-a-way”
 (b) The means used to exert a force on an object, e.g. “If you push this way”
12 Motions with unrelated language: Motions occur during language that does not describe 

them (e.g. S says “Well, let’s see what we can find out here” during motions. Producing 
such oral language would be likely to interfere with other language that served as the 
source for a translation to gestures, and so such a translation is unlikely here)

13 Particular motion contradicts a language error: Verbal description of an event is incon-
sistent with concurrent hand motions representing the event, and these motions are 
consistent with later conclusions in the solution

Spatially coherent reasoning and point of view (these are not imagery indicators on their own, but 
support the assumption that hand motions can be one source of evidence for imagery)
17(a) Descriptions of spatial reasoning fit motions: The subject reports elements of reasoning 

via spatial relations between objects and this is coherent with hand motions
17(b) Corresponding steps: Steps in the reasoning being expressed by the subject corre-

spond to steps in a series of motions
17(c) Synchronized entrainment: There is synchronized entrainment of movements and 

speech that describes the reasoning
18 Matching points of view: The point of view (particular angle of view) as expressed verbally by 

the subject during reasoning corresponds to the point of view represented by hand motions
Findings were not translated from verbal

24 Indicates imagery as source of finding: Indicates that “imagining” of some kind is the 
source for a finding

25 Difficulty describing images: Indicates that image or thinking in episode leading to finding 
is clear but is hard to describe

(continued)
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Table 12.3 (continued)

B. Dynamic imagery indicators:
2 Motions depict dynamics: The hand motions depict the form of a dynamic event, not simply 

a static picture
3b Dynamic imagery report: An imagery report where subject indicates that they are imagin-

ing motions, changes, or interactions over time in a situation
21 Indicates time-extended process (e.g. “So it’s drifting along further and further and fur-

ther”) in conjunction with another imagery indicator
C. Kinesthetic imagery indicators (Imagery of muscular force)

3c Kinesthetic imagery report: Reports imagining own physical actions or muscular effort
14 Uses force terms: Imagery indicator occurs in conjunction with force context terms such as 

“pull,” “push,” “twist,” “effort,” “try to move it”
15 Personal force projection or analogy: (a) Refers to forces exerted by entities in target situ-

ation as if they were exerted by a person or (b) Uses a personal analogy by referring to an 
analogous situation involving body forces

16 Personal movement projection or analogy: (a) Refers to movements of entities in target 
situation as if they were moved by a person or (b) Uses a personal analogy by referring to 
an analogous situation involving the body

(I refer to 15 and 16 collectively as Personal Action Projections or Personal Analogies)
II. Evidence for importance of processing during episode containing an imagery indicator 

from Section I above:
A. Timing: (When an episode containing one of the imagery indicators in section 1 above occurs 

in the following ways it supports the hypothesis that the imagery is occurring concurrently 
with reasoning about the problem)
5 Indicates thinking during episode: Subject states an intention or need to think just prior to 

motioning or makes statement implying they are thinking during episode
6 Episode precedes finding: Episode occurs just prior to finding of prediction or increase in 

confidence
7 Indicator follows question: Relevant motions occur immediately after a specific question is 

asked, so that movements appear to be associated with the process that answers the question
B. Increased attention or effort: (When an episode containing one of the imagery indicators in 

section 1 occurs in conjunction with the following it supports the hypothesis that the subject 
pays increased attention to processing during imagery):
10 Minimizes visual stimulation: (a) Closes eyes or
 (b) stares at ceiling or other minimally stimulating area

  4  Gap in speech: Subject becomes silent and there is a noticeable gap in the train of speech 
while running through the motions

  9  Episode repeated: Episode is repeated as subject indicates an attempt to confirm an answer 
to the same question

1b Frozen action gesture: The subject’s hands are positioned as if manipulating or ready to 
manipulate an external object, but are stationary (“frozen”)

22 Effortful episode: Indicates episode was effortful
(The following indicators are discussed in Chapter 13)

C. Imagery enhancement reports: (These indicators support the hypothesis that imagery played 
an important role in reasoning)

 20  Imagery enhancement: Adds markers to a situation or changes other perceptual features 
such as: (1) orientation or size or (2) magnitude of problem variables – in conjunction with 
evidence for imagery. More direct evidence occurs when the subject speaks of modifying a 
problem situation in a way that makes it “easier to imagine.” 

 23  Orients body: Body is oriented to reflect point of view (e.g. faces north when object in 
problem is facing north)

(continued)



III. Related indicators for simulation
19 Anticipates new states: Indicates new anticipation of states of a system or continuous change 

of state. This is the minimal indicator for a simulation, not an imagery indicator, but, but when 
it appears along with imagery indicators we take it as evidence for an imagistic simulation

IV. Status unclear
(The following observations are interesting when they occur but they were not used as imagery 
indicators in this book as a conservative measure. The last four may be defendable as indicators 
in other studies.)
8 Stares at own hand motions (Eventually this might be used in support of a theory about how 

hand motions can facilitate cognition by off-loading some of the processing as an external 
memory or model.)

17d Describes plausible method of spatial reasoning: The subject reports reasoning via spatial 
relations between objects. A necessary but not sufficient requirement for this to be true is 
that the described objects (or a scale model), if actually assembled and manipulated, could 
be used to attempt a solution

26 Generates a diagram or drawing
27 Focuses on a drawing while making inferences about spatial transformations, movements, 

or spatial or physical relationships not depicted in the drawing
28 Intuition report: Spontaneously reports using an “intuition” or uses terms that indicate they 

are proceeding primarily on the basis of a nonformal “feeling” or “sense” of what will hap-
pen to a system

Observations 20-25 will be discussed in Chapter 13.

It will be noted that an observation can support two or more hypotheses that are part of a larger 
framework. As in ecological systems and many other areas of science, the system we are talking 
about is complex enough to preclude attempts to describe it using a one to one or many to one 
relationship between observations and theoretical hypotheses. It is necessary to use many–many 
relationships (Easley, 1974)

12.3 Case Studies

12.3.1 An Expert Protocol

The first protocol excerpt to be examined is from an expert – in this case a professor 
of physics actively engaged in physics research. While working on a problem about 
the displacement of a ship at the equator, he sets a subgoal for himself: “Now I have 
to decide which way the earth is turning.” While answering this question he exhibits 
several complex hand movements described in the protocol on the following page 
(see also Fig. 12.1) as he simulates the motion of the earth with respect to the sun. 
Our purpose here is to ask whether the hand motions and other observations can be 
used to gather evidence on the presence and form of imagery processes. Another
interesting feature is the fact that the subject actually misstates the direction of the 
earth’s rotation as he represents the motion correctly with his hands in line 3b. This 
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suggests that his internal representation of the motion is quite different from the 
language he uses to refer to it. For convenience, Table 12.3 is rearranged in Table 
12.4 in numerical order in Appendix 2 of this Chapter.

Protocol of SI5  

Code numbers for 
observed features from 
Table 12.4, Appendix 2 Protocol Movement Observations

(Ob-1b, 5) 3 (a) Ah, OK, now I have 
to decide which way 
the earth is going 
and whether, let’s see 
(M1a), the earth turns 
from

(M1a) Keeping the palms of his right 
and left hands open and facing each 
other as if grasping a 5” sphere from 
the top and bottom, he freezes hands 
in this position for 2 s, then (See Fig. 
12.1)

(Ob-1a,2,7,8) (b) (M1b) east to west… (M1b) twists them counterclockwise…
while staring down at his hands (axis 
of rotation is vertical)

(Ob-1,2,8,13,17a,b,c) (c) The(M2) sunrise, OK… (M2) While keeping right hand in grasp-
ing position as if still holding a 
sphere, waves left hand in air imme-
diately to the left of right hand.

(Ob-1,2,6) (d) So that the ship, is 
going to the east…(M3)

(M3) holds left hand stationary with 
open palm up as if supporting a ball, 
moves his right hand around the far 
side of left hand with fingers pointed 
to his left while staring up at the wall

(Ob-19) 4 (a)…is going in the same 
(M3 again) direction 
as the earth’s motion 
and the plus sign is for 
east.(M4)

(M4) Picks up pen, raises it toward 
paper, stops, puts pen down, turns to 
stare at the wall.

(Ob-1,1b,2,4,7,9,10b,17a) (b) Is that right? (M5) (M5) Stops talking. Repeats original 
twisting motions with palms of hands 
facing each other, while staring at 
the wall, then keeps hands frozen in 
position for 3 s

(Ob-1,2,6,8) (c)…and it’s in the (M6) 
– yes that’s right, OK

(M6) Points index finger of right hand 
forward alone and bends his wrist 
so that finger sweeps from right to 
left, while staring at his hand.

12.3.2 Analysis of S15’s Protocol

12.3.2.1 Basic Solution Strategy

The first of several depictive motions made by this subject appears in line 3b. From 
his motions and comments we infer that his method is to imagine the earth rotating 
from a vantage point in outer space, and simultaneously to imagine a person standing 
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on the earth facing east. If the sun would appear to rise to that person, the direction 
of rotation is correct. The problem then becomes: which way should I turn this ball 
so that the sun will appear to rise to a person standing on the side of that ball? After 
making an initial determination of the direction of rotation while staring at his own 
hand movements, he says to himself, “Is that right?” stops talking, and proceeds to 
silently perform an elaborated version of the original set of hand movements while 
fixing his gaze on the wall in line 4b. He then says, “Yes that’s right.” The way S15 
repeats the motions silently in a second episode is interesting because it suggests 
strongly that he is repeating some mental process while he is making the second set 
of hand movements that lets him check the direction of the earth’s motion, and that 
these motions are not for purposes of communication.

12.3.3 Evidence Supporting the Use of Imagery in the Solution

The following observations from this transcript support the idea that the subject is 
using imagery during his reasoning. We can triangulate from multiple observations, 
when available, to provide stronger support for imagery use than can be provided 
by any one type of observation.

Ob. 1a Depictive hand motions. The subject displays depictive hand motions during the problem 
solution. These motions depict locations and movements of entities described in the problem.
Ob. 13 A particular motion contradicts a language error in line 3b. A verbal statement of 
the subject is inconsistent with concurrent hand motions representing the event, and these 
motions are consistent with later conclusions in the solution.

We first give arguments that it is reasonable to take depictive hand motions as one 
source of evidence for an internal imagery process. (A more detailed argument for 
this statement is given in Appendix 1 and Fig. 12.6 there.) The last observation above 
provides evidence that the motions were not translated from verbal statements. The 
fact that the subject misstates the earth’s direction of rotation suggests that a linguistic 
representation is not the only one operating during his correct solution. Also the fact 
that the motions occur just after a question is asked as well as just before an answer 
to the question is given suggests that the motions were made concurrently with the 
subject’s thought process. His misstatement is consistent with the hypothesis that he 
is using a cognitive process involving imagery which is independent of, and in this 
case eventually acts to correct, his language-based processes. In this interpretation his 
speech may be actually a less-direct indicator of his processing here than are his hand 
motions – the speech may be the result of a faulty translation from the correct imagery 
in his original processing. (See McNeill, 1992 for similar observations in simpler 
recall tasks).

Finally, the analog nature of the depictive hand motions and the fact that they depict 
continuous, perceptual properties of entities involved in the solution (e.g. shape, trajec-
tory of motion), suggests in turn that the subject is using imagistic, perceptual/motor, 
internal representations during his solution process which are able to generate the hand 
motions. Together, these constitute arguments that it is reasonable to take depictive 
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hand motions as one source of evidence for an internal imagery process. A more 
detailed argument for this conclusion is given in Appendix 1 to this chapter.

12.3.4 Argument Structure

Assuming that one can take depictive hand motions as one source of evidence, 
Fig. 12.3 then shows a larger initial argument structure or triangulation net-
work that can be used to argue that imagery is involved in S15’s solution. The 
arrows in this figure mean “supports and is explained by” (not “implies”). Here 
the statements about imagery are divided into two major hypotheses: first that 
the subject uses imagery during the solution, and second that processing during 
the time of the imagery episode was important to the solution. Taken together, 
these hypotheses in turn suggest that imagery played a significant role in the 
solution process, and that this is the simplest explanation for this subject’s 
behavior. I have already discussed the first hypothesis in Fig. 12.3 and will 
now discuss the second.

12.3.4.1 Evidence for Importance of Processing During Depictive Motions

Even if it is accepted that the subject is experiencing dynamic imagery, it could still 
be argued that the imagery did not play a role in the actual solution process. To 
begin to answer this objection, several additional kinds of observations are shown 
on the right side of Fig. 12.3. They support the following hypothesis:

Hypothesis (H-2): The hand motions accompanied processes that were impor-
tant to his solution; this hypothesis is supported by the following observations 
on timing:

Ob. 7 Movements occur immediately after a question.
Ob. 6 Movements occur immediately before he/she reaches a finding.
Ob. 5 Subject’s statements imply the subject is thinking about the problem during 
motioning.

In these three observations, the timing of the movements argues that they were closely 
tied to the solution process. The subject’s statement that he “has to decide which way 
the Earth is going” in line 3a implies that he is thinking about the problem during the 
motioning, as does the fact that it occurs immediately prior to the motioning. The way 
that he reaches findings correctly just after motioning suggests that he makes the 
motions simultaneously with his mental solution process rather than afterwards.

In addition, hypothesis (H-2) above is supported by observations indicating that 
the subject is paying increased attention to his processing during the motions:

Increased attention:

Ob. 1b “Frozen action” gesture. The subject’s hands are positioned as if manipulating or 
ready to manipulate an external object, but are stationary (“frozen”).



Ob. 9 Movements are repeated (here after repeating the same question) as if to check the 
answer by repeating the process.
Ob. 10B Stares at wall, ceiling or other minimally stimulating area.

These final observations supplement the previous ones in supporting our view that 
processing during the hand motion episodes was important to the subject’s solution. 
When this finding is combined with hypothesis (H-1), the presence of imagery 
in these episodes, the most parsimonious view is that imagery played an important 
role in the solution process. 

Figure 12.4 is an expanded version of Fig. 12.3 connecting the behavior catego-
ries to protocol data. Transcript and hand motion data at the bottom are tied to 
observation categories and from there to cognitive characteristics at the top. Thus 
we can point to a larger network of support for our imagery hypotheses in this case, 
even though each piece of evidence on its own provides only a limited amount of 
support. This gives an initial indication that it is feasible to gather, from multiple 
observations, evidence for the importance of imagery in a solution process – includ-
ing evidence from hand motions. In particular, there is evidence that depictive 
motions can be a partial reflection of significant problem solving processes, and 
that these processes can involve imagery.

Still, to provide more adequate substantiation for these hypotheses requires the 
analysis of other protocols and other indicators. Our aim in this chapter is simply 
to begin the process of identifying potential imagery indicators from think-aloud 
protocols. Other very important imagery indicators such as spontaneous imagery 
reports where the subject describes “imagining” or “picturing” a situation, and 
imagery enhancement episodes where the subject actually adds “markers” to an 
image or takes a new point of view in order to make it easier to “see” an image are 
discussed in Chapter 13.
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12.3.4.2 The Methodology of Collective Abduction and Multiple Support

It is worth considering the general methodology underlying Fig. 12.4. Collecting 
evidence on imagery processes is inherently difficult. When multiple observations tri-
angulate together on the same hypothesis, they give one a stronger basis of support. 
Single observations can have explanations other than the hypotheses given above 
the horizontal line in Fig. 12.4, as symbolized by pairs of lines reaching upward 
from each observation symbol in Fig. 12.5. But when a number of the observations 
have a single hypothesis in common, they can point to the hypothesis as the most 
plausible explanation for that cluster of observations, shown schematically as 
hypothesis E in Fig. 12.5.

Thus the relation between observations and hypotheses used here is not one of 
unique implication but rather of collective abduction and support. Pierce (1958) and 
Hanson (1958) used the term “abduction” to describe the process of formulating a 
hypothesis which, if it were true, would account for a set of phenomena. Our aim 
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is to generate, winnow, and converge on hypotheses which provide the most plausi-
ble explanations for the greatest number of observations in these protocols. The 
statements on methodology in the above paragraph are pertinent to most of the 
analyses done throughout this book.

Categories in Table 12.3 were generated by a team of two analysts, applied to 
several protocols as observations (as in the protocol of S15 above) and linked to 
implications about imagery (as in Fig. 12.4). In early stages, these linkages were 
often then criticized by one or the other analyst as invalid, leading to revisions in 
the observation definitions and in their placement in Table 12.3. This cycle was then 
repeated many times until agreement was reached. (I am indebted to William 
Barowy for his early role in this work.)

Figure 12.4 provides a way to explain why the process of sorting out the observa-
tion categories and relations of support was quite challenging. The larger task we 
faced can be described by imagining six episode descriptions instead of one at the 
bottom of the Fig. 12.4 as the database, plus about 40 candidates for observation cat-
egories, and about ten candidates for cognitive characteristics. The categories and 
hypotheses effectively formed a maze of possible choices and relationships that could 
only be improved by repeated cycles of criticism and revision. For example, it took 
time to see the value in separating hypotheses about the presence and use of imagery 
from hypotheses about the import of processing during episodes containing imagery 
indicators. These hypotheses have reached a stage where they can be articulated 
publicly for further criticism and revision.

12.3.4.3 Dynamic Imagery and Mental Simulation

We can go on to ask whether there is any evidence here for the use of dynamic
imagery. I will assume that dynamic imagery possesses characteristics proposed by 
Cooper and Shepard (1973), namely, it operates over a period of time and passes 
through a large number of intermediate states that should correspond to intermediate 
states in the perceived system. Thus dynamic imagery in this case means an internal 
flow of imagined perceptions and/or actions over time that causes the subject to 
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experience some aspects of the flow of perceptions or motor actions that would 
exist if the subject were actually viewing and/or causing such events.

Using this concept, we can ask whether there is any support for hypothesis 1B 
in Table 12.1 in the case of S15:

 (1B) Dynamic imagery is used in which subjects imagine motions, changes, or 
interactions over time in a situation.
If, from prior considerations, one assumes that the subject is using some type

of imagery, the fact that, as the subject makes predictions about a dynamic sys-
tem (the earth’s motion relative to the sun), his hand motions depict the form of 
a series of future states of the system suggests that he is using dynamic imagery 
during the problem solution. This contrasts to the use of hand motions to paint 
a static “picture in the air.” (Another observation not present here that would 
support hypotheses 1B is a dynamic imagery report where the subjects speak of 
imagining motions, changes, or interactions over time in a situation. These will 
be discussed in the next chapter.)

As stated earlier, I will build on Collins and Gentner’s (1987) focus on the 
prediction of future states of a target situation as a key feature of mental simula-
tions. If dynamic imagery is included as part of our model of mental simulation, 
then we have a richer explicit meaning for the term simulation than is often used in 
the literature. I will refer to a mental simulation that involves the use of imagery as 
an imagistic simulation.

12.3.4.4 Do Hand Motions Aid Thinking?

If one assumes that the hand motions occur during important thought processes, 
there is the additional question of whether the external hand motions themselves 
actually aid the thought process. Although we do not have any strong evidence on 
this issue here, it is possible that movements may sometimes, but not always, play 
a role in providing partial support for an imagery process. In this case the fact that 
S15 stares at his own hands suggests the possibility that the movements can play a 
role in supporting an imagery process, similar to the way in which a rough sketch 
might provide external support for a more detailed imagery process. As in the case 
of drawings, the movements may not be necessary for thinking here, but some 
could still serve as an aid to thinking. However, because there is little evidence on 
this issue from our protocols, it is not a focus of this book. Rather, our immediate 
focus is on the potential of depictive motions to serve as indicators of imagery and 
imagistic simulation processes, along with other indicators.

The case of S15 gives an initial indication that it is feasible to gather evidence 
for the idea that depictive motions can be a partial reflection of imagery during sig-
nificant, problem-solving processes. A summary of the kinds of evidence used to 
support this position is given in Fig. 12.6 in Appendix 1 to this chapter. We will 
examine more evidence for the use of dynamic imagery in the next case study and 
in Chapter 13.



12.3.5 A Student Protocol

The second protocol to be examined is that of the freshman engineering student 
S20 described in Chapter 9, who appears to use kinesthetic imagery. The prob-
lem concerns the behavior of a metal cart being launched by an elastic band. In 
the first part of the interview S20 launches the cart across the top of a table using 
the elastic band (as shown in Fig. 9.1a) and watches it roll to a stop. He correctly 
predicts that its maximum speed will be lower if pieces of steel are placed in the 
cart to increase its mass. He is then asked what will happen when two adjacent 
carts are launched with an elastic band of the same strength, but the upper cart 
in the problem drawing has more mass. The physicist predicts that the more mas-
sive cart’s speed should be lower, since although the weights of the objects (the 
force of gravity acting on them) are both zero in deep space, their masses [resistance 
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Code numbers for observed features Protocol for S20

(Ob-14, 15a) 31 S: Uh, I’d say that – it would still go slower 
(points to upper cart and slides finger to right 
while staring at drawing). If you pulled this out 
with the weight on it, it would go slower than if 
you pulled this out (points to lower cart and slides 
finger to right while staring at drawing) without 
the weight.

(Ob-1,5,2,14,15b) 32 S: Without the weight you’d go faster and with 
the weight you’d go slower, because I can still 
think of, uh, you pulling (holds right hand up and 
moves it toward himself) something very heavy 
and pulling something very light. (Repeats hand 
motion)

33 I: In space?
(Ob-1,2,6)
(Ob-11a,14,15,16, 18)

34 S: All right, in space. I’ve never been in space – 
Yeah, in space, too, I guess, in space. If you push 
(moves right hand away from chest) something 
heavier than you, you would go back (moves head 
and right hand back) uh, more than it would go 
that-a-way (points forward). (See Fig. 12.2)

35 I: Mmm.
(Ob-1,2,14,15,16, 18,19) 36 S: I just think this. I figure if you pushed (moves 

hand forward) the [large] rocket, you’d go back 
(moves hand back) more than the rocket would.

38 S: So if, uh, so if you pulled this (slides finger to 
right of upper cart while staring at drawing) with 
a heavier [weight in it], it would go slower….

46 S: (a) So (looks back at drawing) if you had the 
rubber band here, (slides finger to right while 
staring at drawing) it would still pull the lighter 
rocket [cart] faster than it would pull the heavier 
rocket [cart]. The heavier rocket would stay 
slower.
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to acceleration] are different, being unchanged from their masses on earth.) 
During the interview, S20 apparently prefers to think of the two carts being 
launched from elastic bands as “small (auxiliary) rockets” being launched from 
the side of a large rocket ship. In this protocol I will focus on possible types of 
evidence for the use kinesthetic imagery. Care has been taken to note all hand 
motions in this section of the transcript; other indicators from Table 12.4 in 
Appendix 2 of this chapter are shown on the left.

12.3.6 Analysis of S20’s Protocol

S20’s comments all seem to relate to the question of whether an object’s greater 
mass makes it harder to accelerate in space, and he is initially not at all sure of the 
answer to this question. However, he does appear to arrive at a strong, correct answer
to the cart question, based on nonformal arguments. He does this apparently by 
considering a series of analogous cases in the form of thought experiments, each 
accompanied by depictive motions or body movements. The themes of two of these 
thought experiments are “pulling” the cart with his hand, and “hitting” a rocket with 
his hand. These are analogies in the sense that, like the carts problem, they are cases 
where the amount of matter in an object may make a difference when one is 
attempting to accelerate it in space. (See Fig. 12.2 for exact tracings of video 
images from S20’s second thought experiment theme.)

12.3.6.1 Use of Imagery

Evidence for the use of imagery here can be described as follows. First, depictive hand 
motions occur in each of the thought experiments above. Pulling and pushing motions 
accompany his respective thought experiments about pulling and pushing objects. The 
thought experiments are concrete situations that appear to be invented by the subject. 
Specific support for the hypothesis that he is using imagery comes from the following:

●  In line 34, he uses ambiguous terms in conjunction with motions to refer to the 
motion of an object; this provides some evidence against the alternative hypoth-
esis that the motions are translations from a linguistic representation.

●  In lines 31, 38, and 46 we see the display of hand motions over drawings that 
depict the action of an object in the drawing, as the subject stares at the drawing. 
In this situation it is highly likely that an internal perceptual representation is 
already in use that corresponds to the drawing. Since the hand motion is used to 
represent the action of an object and is aligned to the drawing, the idea that the 
motion is generated by an image of the action within the internal representation 
of the drawing is highly plausible.

●  The first two themes are personal analogies in the sense that he puts himself in the 
place of one of the objects in the problem situation. For example, in lines 31 and 32, 
he replaces the elastic band with his own hand: “I can still think of you pulling (holds 



right hand up and moves it toward himself) something very heavy and pulling some-
thing very light.” Since there is evidence from the literature that adults can easily 
form images of body motions (see chapter introduction) the imagery hypothesis is 
further supported by the fact that he uses personal analogies in lines 31, 32, and 34, 
by referring to forces exerted by objects as if they were exerted by a person.

These observations provide evidence for the involvement of imagery in his thinking.

12.3.6.2 Dynamic Imagery

We can also use the last two observations to support the further hypothesis that his 
imagery is dynamic. The subject uses hand motions to depict forces in lines 32, and 
34, and to depict movements in lines 13 and 34. All of these are motions depicting 
the form of a dynamic event rather than “painting a static picture in the air” with 
his hands. And the personal action projections suggest imagery of forces, not just a 
static picture. This suggests that he is thinking about the forces via dynamic 
imagery of pushing and pulling actions with his own hands.

12.3.6.3 Kinesthetic Imagery

The personal analogies involving body forces and movements also support a final 
hypothesis (1C) that the subject is making a direct appeal to intuitions that involve 
kinesthetic imagery as a special form of dynamic imagery. His movements and 
statements suggest that he thinks in terms of muscular actions that represent forces 
exerted by objects in the original problem. I hypothesize that one of the reasons he 
goes to the trouble to create thought experiments is to tap into this intuitive, per-
ceptual/motor knowledge about inertia. This last type of hypothesis is discussed 
more extensively in Chapters 13 and 18.

In summary, the simplest hypothesis that explains the observations above is that 
the subject’s visual images of moving objects and kinesthetic images of pushing and 
pulling on objects are reflected directly in his hand motions. This is further supported 
by the coherence between the actions depicted by his motions and those described by 
him during other imagery indicators such as personal action projections.

12.3.6.4 Importance of Reasoning Processes Occurring Concurrently 
with Imagery Indicators

The importance of the reasoning processes occurring at the time of the above obser-
vations is supported by the following observations:

Ob. 5 In lines 32 and 36, that he looks away from the interviewer and indicates that he is 
thinking during the motioning.
Ob. 6 His motions occur just before subject reaches a finding.
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12.3.7 Summary of S20 Analysis

If these interpretations are correct, this protocol provides an example of visual 
and kinesthetic imagery being used to improve one’s understanding of a physi-
cal event. The imagined actions appear to be part of a runnable model for under-
standing the effect of mass on the acceleration of a cart in space. This allowed 
him to make good progress on overcoming a common misconception in physics 
by generating and running his own invented set of related analogies compre-
hended via imagistic simulations, a rather remarkable achievement for a fresh-
man student.

12.4 Discussion

12.4.1 Types of Processes Associated with Motions

If we now accept that the two protocols involve mental simulation processes that 
include dynamic imagery, it appears that there are at least two different processes 
producing movements. We can contrast S20’s protocol about the cart in space with 
the “direction of the earth’s rotation” protocol from S15. In the latter there are 
movements which reflect the comprehension of spatial relations between moving 
entities – such as the way in which the earth’s rotation causes the sun to appear to 
rise. In these episodes, it appears that the subject is simulating movements without 
thinking about the forces that produce them – simulating the motion of a system by 
imagining operating on a model of it with his hands. On the other hand there are 
episodes where the subject appears to focus on images of muscular forces, such as 
the one where S20 imagines pushing on a heavy object in space. The observation 
types which would be used to distinguish the second process from the first are num-
bers 11b, 14, and 15 in Table 12.4 in Appendix 2. Observations 14 and 15a and b 
are visible in S20’s protocol. A third possible mode occurs when depictive hand 
motions simply represent a static object by “drawing it in the air”.

We are now in a position to raise more difficult questions. Assuming that it 
involves imagery, is S15’s earth turning episode an example of kinesthetic imagery? 
The content of S15’s reasoning appears to be merely kinematic and not to involve 
attending to forces per se. He speaks of attending to movements but not muscular 
forces. Yet his hand motions seem very deliberate and convey a way to control 
object movements carefully, suggesting that the manipulation of the imagined 
globe with his hands could be a relevant part of his reasoning method. He needs to 
be able to control the globe so that it can turn in either direction around a particular 
axis. In addition to forces, the kinesthetic system transmits information about mus-
cle and joint position changes, and this would be a useful source of information in 
moving an object carefully. Therefore I consider it to be possible that S15 is using 



kinesthetic feedback as part of his imagery. When this is true I will include such 
manipulative cases where there is no focus on forces in our concept of “kinesthetic 
imagery.” This manipulative type of imagery can be contrasted to non-kinesthetic, 
non-manipulative (but still dynamic) types such as remembering what the trajectory 
of a bird was like. When it is necessary to refer more specifically to cases involving 
a focus on forces like S20’s “pushing the cart,” I will refer to “muscular force 
imagery” as one type of kinesthetic imagery. I summarize this view in hypothesis 
(1C): In some cases the subject’s perceptual/motor systems for controlling body 
movements and actions in space can play a role in generating imagery. This can 
involve (a) imagining moving an object without attending to accompanying forces; 
(b) imagining exerting forces on an object.

12.4.2 Can Depictive Hand Motions be a Direct Product 
of Imagery?

In cases of muscular force imagery, it is easiest to argue that there should be a sig-
nificant isomorphism to hand motions. One can state this hypothesis in the follow-
ing way: some depictive gestures are direct, non-suppressed outputs of thinking 
about muscular effort. These can occur when there are no objects to touch. For 
example, I hypothesize that hand motions for pushing and pulling in S20’s case 
are the result of motoric thinking about muscular actions. Imagery involving a 
completely internal form of this kind of thinking would have the motor output 
suppressed. I will assume that hand motions can provide direct (although possibly 
incomplete) evidence about the form and content of this type of imagery. When 
the imagery is sufficient to anticipate future states of a target situation, the hand 
motions provide evidence about the form and content of an imagistic simulation.

In generalizing this point beyond the case of hand motions that reflect imagery of 
muscular forces, we need to be more careful, since hand motions apparently vary in 
the degree of detail with which they represent images of situations. Theoretically, 
depictive hand motions (where no real objects are touched) can represent:

1. Prior experience of a hand manipulating an actual object.
2. The manipulation of an object with a focus on movements rather than forces (as 

we have hypothesized for S15, the first subject, simulating the rotation of the 
earth in line 3b).

3. The independent motion of an object (as in someone indicating the trajectory 
path of a bird with their hand).

4. The force of one external object on another (as in depicting an elastic band pull-
ing on a cart).

5. The relative position or location of objects (as in S15’s gesture showing the posi-
tion of the sun relative to the earth in line 3c).

6. The shape of an object (e.g. “drawing in the air” or S15’s stationary gesture in 
line 3a where he is “holding the earth”).
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We refer to all six types above as depictive motions. Cases of imagery at the top of 
this list can be indicated by hand motions very directly with almost complete 
isomorphism to one’s experience, in contrast those at the bottom, where the isomor-
phism is only partial. Thus we say that depictive hand motions are a partial reflection 
of the subject’s processing. Nevertheless, in all of these cases hand motions may be 
the most direct type of evidence we have concerning the form of internal imagery. 
Types 2–5 above will be of most interest in the cases in this study.

12.4.3 Summary of Relations Between Observations 
and Hypotheses

One can group the observations discussed in this chapter according to the hypotheses 
they can support as shown in Table 12.3. The table provides a list for think-aloud 
protocols of observation categories that can be used as evidence for the hypothesis 
that imagery can be used in an important way in problem solving.

More examples of concurrent indicators of this kind will be presented in 
Chapter 13. Thus the most important conclusion of this chapter for the purposes 
of this book is that by using the tools developed here, it appears to be feasible 
to gather evidence for the presence and importance of dynamic imagery in 
expert thinking. The indicators listed in Table 12.3 give us a “tool box” for doing 
this, and depictive motions are one of the most important indicators. The more 
specific hypothesis that depictive hand motions can be derived from and reflect 
the presence and form of visual or motor imagery has initial support in the pro-
tocols in this chapter, according to the argument structure shown in Fig. 12.6 in 
Appendix 1. However it needs more support. I will gather some here by making 
connections to related literature and then provide more evidence on this question 
from protocols in many of the following chapters in this book.

12.5 Relationship of These Findings to Others 
in the Literature

In this chapter we have been exploring the feasibility of using video data on 
depictive hand motions as a comparatively direct indicator of the form of 
thought processes such as mental imagery. Because the present work has its 
origins in an early study of problem solving and explanation processes as 
opposed to linguistics, the observations and hypotheses were formulated prior 
to a consideration of the linguistics literature on gestures, such as Rime’s, 
Alibali’s and McNeill’s. Convergences between work reported here and theirs 
can thus be taken as coming from independent sources. Some examples of these 
are given below.



12.5.1 The Existence of Kinesthetic Imagery

Kosslyn (1980) conjectured that “imagery is a way of anticipating what would happen if 
a person, or an object, were to move in a particular way.” Thus, Kosslyn theorized that 
simulations involving dynamic imagery are not just a by-product of thinking but can 
be an integral part. As mentioned in the introduction, Jacobsen (1930) found changes 
in EMG potentials in appropriate muscles during imagined actions, while Decety and 
Ingvar (1990) and Roland et al. (1980) found increases in blood flow to appropriate 
motor control areas of the brain during similar conditions. These findings support the 
view that subjects can engage in motor imagery. This lends support to the hypothesis 
of a continuous spectrum of levels of internalization in motoric thinking, ranging 
from motor imagery with no movement, to “frozen action” depictive hand positions, 
to depictive hand motions, to real actions on real materials, suggesting that the underlying 
thought process used in each of these modes may be similar. This supports hypothesis 
1C, that subjects can use kinesthetic imagery.

12.5.2 Depictive Motions Are Not Simply Translated 
from Sentences

Going beyond thinking with motoric content to other kinds of content, Rime 
(1982) reported the surprising finding that speakers exhibited only slightly 
fewer hand motions when they were separated so that they were out of sight 
of the listener. In a study of four blind subjects, Iverson and Goldin-Meadow 
(1998) found that all of the blind speakers gestured when addressing an 
experimenter they knew to be blind. They believe that these findings leave 
open the possibility that the gestures which co-occur with speech may them-
selves reflect the thinking that underlies speaking. This provides indirect 
support for the hypothesis concerning hand motions as a direct, spontaneous 
output of thought processes.

12.5.3 Movements Are a Partial Reflection of Core Meaning 
or Reasoning

McNeill (1985) arrives at the following conclusions, arguing: (1) that gestures are 
not a translation of the sentence into a different medium; (2) that speech and ges-
ture share an early computational stage; (3) that the shared computational stage 
is not a verbal plan from which the sentence is generated; and (4) that “compared 
to the concurrent spoken linguistic string, gestures are more direct manifestations 
of the speaker’s ongoing thinking process.” (p. 367). He emphasizes as evidence 
the fact that people sometimes misspeak with a correct gesture, but very rarely 
misgesture with correct speech. Speech is also repaired more often than gestures 
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(McNeill, 1992). This evidence corresponds to observation 13. I believe that it 
supports: hypotheses (H-3b) and (H-3c) in Fig. 12.6 in Appendix 1: Movements 
are not translations from verbal sentences and movements are partial reflections 
of reasoning. He also believes that the “process of utterance has both an imagistic 
side and a linguistic side. The image arises first…” (McNeill, 1992, p. 30). The 
main evidence for this is that many gestures have a preparation phase that puts 
the hands in position to execute the main stroke phase of the gesture. Preparation 
movements often precede speech that is synchronized with and corresponds to the 
meaning of the subsequent stroke movement. His conclusion requires other cor-
roborating evidence, but that the observation of a preceding gesture preparation 
phase supports the idea that gesture and speech share an early stage of processing, 
and the idea that the gesture is not simply a translation from the sentence.

Returning to S15’s “Earth turn” protocol, the frozen hand motions observed in 
line 3a are reminiscent of McNeill’s observation of a communicatory preparation 
phase that puts the hands in position to execute the main stroke phase of a gesture. 
S15’s frozen hand movements may also indicate a kind of cognitive preparation: 
that is, the setting up of a mental model involving static imagery, that provides a 
framework for subsequent dynamic imagery or simulation.

Van Meel (1984) observed that gestures tend to be coordinated and synchro-
nized with speech content in adults, but also observed 4- to 6-year old children 
making gestures before the beginning of their verbal answer to questions. In a 
study of 60 adult gestures, Krauss (1998) found that all gestures were initiated 
either prior to or simultaneously with the onset of articulation of the lexical 
affiliate. These findings support the view that processes producing motions can 
occur during an early stage of processing. In fact, it suggests that nonverbal 
processing may in some cases occur prior to and therefore independently from 
verbal processing.

Going beyond timing studies, Alibali et al. (1999) found that strategies used to 
solve word problems varied systematically as a function of how those problems 
were represented by undergraduates in their gestures. She concludes that gestures 
can be used to infer important information about problem-solving strategies and 
problem representation. In an experiment where subjects described navigation 
information in maps, Lozano and Tversky (2005) found that gesture types corre-
sponded to the type of information subjects later remembered.

The studies in this subsection support the hypothesis that movements can be 
a partial reflection of reasoning, and they are consistent with the possibility 
that movements can be the direct result of a non-verbal thought process such 
as imagery.

12.5.4 Gestures Can Reflect Imagery

The possibility that gestures can reflect imagery use in general is supported by 
the following findings. Feyereisen and Havard (1999) found that speakers produced



more beat (rhythmic emphasis) gestures when speaking about abstract topics and 
more representational gestures when speaking about topics that were judged to 
involve visual or motor imagery. Krauss (1998) found that Gesturing during “spa-
tial content phrases” was nearly five times more frequent than it was for the 
remaining nonspatial phrases. Krauss states that this data is consistent with his 
conjecture that lexical gestures reflect spatio-dynamic features of concepts, and 
other studies have concluded that representational gesture appears to be associ-
ated with visuospatial processes (Iverson and Goldin-Meadow, 1997; Hostetter 
and Alibali, 2004; Alibali, 2005.) Similar conclusions are beginning to appear 
concerning dynamic imagery (mental animation) (Trafton et al., 2004). Gesture 
has been used to help identify when subjects are first using a new imagistic model 
(Schwartz and Black, 1996a). In a study where subjects inferred motion from 
static diagrams, Hegarty et al., (2005) found participants gestured on most prob-
lems and most gestures expressed information about the motion that was not 
contained in their words. Collectively, the findings in the above sections lend ini-
tial support to the hypothesis that hand motions can be derived from and reflect 
visual or motor imagery.

12.6 Conclusion

12.6.1 Sources of Information About Imagery and Simulation

Previous research on imagery has now taken us to the point where the existence of 
mental imagery in thinking has been accepted as at least an arguable theory. 
However, the level of the tasks used in that research has been rather low. On the 
basis of protocol data we have developed a fairly large initial set of indicators in 
Table 12.3 which can be used to provide evidence for imagery in scientific thinking. 
In particular the two case studies discussed in this chapter indicate that depictive 
hand motions can be used as an important source of evidence for the hypotheses in 
Table 12.1.

In the case of the first subject, we found evidence that S15’s hand motions were 
a partial reflection of the use of dynamic imagery for thinking about the earth’s 
relationship to a sunrise, via the imagined manipulation of an object with the sub-
ject’s arms and hands. In the second protocol, the analysis suggested that S20 
imagined novel events involving pushing objects in space to make predictions about 
them. Here there is strong evidence that part of the core meaning in the solution 
process was the kinesthetically imagined forces on an object exerted by the sub-
ject’s arms and hands, as depicted in his hand motions.

We have presented arguments from both previous research and the present 
protocols that;

1. Although actual hand movements are not necessary for thought in adults, they 
are often not simply extensions or translations of verbal language. This is supported
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by studies showing that gestures can precede speech both developmentally and 
in specific sentences, and that gestures sometimes convey meanings that differ 
from speech meanings.

2. Depictive gestures can be a natural result and external reflection of the reasoning 
processes of the subject. In this case they become a natural “window” (although 
by no means a fully transparent one) via which we can gain information about 
imagery processes. (This is supported by previous findings, such as Alibali’s, 
showing that gestures vary systematically with types of problem representations 
and strategies used, as discussed in the introduction to this chapter.)

3. This allows us to use hand motions as one kind of evidence to support the first 
two hypotheses in Table 12.1: (A) imagery can be used fruitfully in higher-order 
thinking contexts such as scientific problem solving; and (B) subjects can use 
dynamic imagery in which they imagine motions, changes, or interactions over 
time in a science problem.

4. In particular, the second protocol involving muscular force imagery here sup-
ports the conclusion that hand motions can reflect a subject’s use of kinesthetic
imagery. (The possibility of the existence of kinesthetic imagery is supported by 
neurological studies showing plausible brain locations for such imagery and 
studies of priming effects of movements for question answering about move-
ments (discussed in the introduction)).

5. I have also proposed a set of other imagery-related observation categories in 
Tables 12.3 and 12.4 can be used together with depictive motions to provide 
evidence for dynamic imagery use in scientific thinking. Additionally, in 
later chapters, when these appear along with the prediction of multiple states 
of a system, I will treat this as evidence for an imagistic simulation 
process.

6. Other indicators in Tables 12.3 and 12.4 allow one to support hypotheses about 
the importance of these imagery processes to the solution. Many of these are 
summarized in Fig. 12.3.

12.6.2 Limitations

One would expect others to add more imagery indicators to our initial list. In fact 
it is eminently reasonable to assume that when a subject describes spatially 
embedded relationships or transformations not depicted in a diagram while star-
ing at or making a picture or diagram, that he or she is using imagery. I believe 
that this indicator will serve well in the future, but I have retained a conservative 
stance here and have not used this indicator in this book except in conjunction 
with others.

Further support for the above conclusions requires the examination of more 
protocols. Chapters 13–18 will provide more cases with evidence on the “pres-
ence and importance of imagery” question. There additional imagery indica-
tors will be identified. A final problem is that the hypotheses presented so far 



describe important cognitive characteristics of simulations but do not begin to 
specify a process model for how simulations work. For example, I have not 
addressed questions about whether the source of S20’s knowledge of inertia 
resides in his images or somewhere else; I have only hypothesized that dynamic 
imagery is somehow involved in his thinking. What is the source of that knowl-
edge? Chapter 13 begins the task of developing more detailed models of proc-
esses underlying mental simulations that involve the coordinated use of both 
imagery and physical intuition schemas.

12.7 Appendix 1 – Detailed Justification for Using Evidence 
of Imagery from Hand Motions in S15’s Protocol

This appendix examines more carefully the question of whether depictive motions 
can be taken as evidence for imagery. Unlike mental speech, imagery has had no rec-
ognized natural behavior correlate that can be used as an indicator. However part of 
the conclusion in this chapter is that depictive gestures may be viewed as a candidate 
for such a correlate. This is a difficult relationship to pin down however because of 
the variety of possible cognitive theories and the complex relationships between them 
and observations. The relations between a higher-level cognition hypothesis such as 
imagery use and observations from transcripts are necessarily going to be high infer-
ence ones. Under these circumstances our best strategy is to look for a variety of 
observations in order to triangulate on a hypothesis concerning the origin of hand 
motions that is the simplest explanation for several different behaviors.

This appendix attempts to show how such a strategy could be implemented in a 
particular protocol. It gives an argument for why depictive motions can be taken as 
evidence for imagery in the protocol of S15 using the following strategy. We first 
ask whether the observations from this protocol can provide any evidence for the 
following three hypotheses (shown in Fig. 12.6). We then use these partial findings 
along with other observations to support the hypothesis that appears to most parsi-
moniously explain all of the observations: that the motions reflect imagery used 
during reasoning in the protocol. The preliminary hypotheses are:

●  (H-3A) Movements do not always occur as an addendum after the subject thinks 
about an issue, but can occur concurrently with part of the solution process.

●  (H-3B) The movements are not translations of verbal sentences.
●  (H-3C) Movements can be a partial reflection of the solution process, rather than 

an indirect translation of it.

12.7.1 Motions Are Concurrent with Solution Process

In movement Episode 1, the following three observations taken together provide 
some support for hypothesis (H-3A) above:
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●  5- Ob. He states an intention or need to think just prior to motioning; other state-
ments imply that he is thinking during the motions.

●  7- Ob. The movements occur immediately after a question.
●  8- Ob. He stares at his own hand motions.
●  6- Ob. The movements occur immediately before a finding is reached.

These observations all suggest that his processing occurs concurrently with the 
motions. They argue against the idea that the motions are translated from some 
other representation after thinking is over. There is also evidence for hypothesis 
(H-3A) above when S15 repeats the motions in line 4b. The last two observa-
tions above also apply to this episode. The fact that he repeats the motions 
immediately after re-asking the same question and confirming his finding in 
this manner reinforces the inference that the motions are concurrent with his 
solution process.1
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Fig. 12.6 Argument that depictive motions are evidence for imagery during reasoning in S15’s 
protocol

1 It is possible to collect evidence relevant to hypothesis (H-3a) because of the extended reasoning 
required for our tasks, in contrast to the tasks used by McNeill (1992), who tends to use recall 
tasks. This difference in tasks may also explain the contrast between our finding that hand move-
ments can occur without speech and McNeill’s tendency to assume that speech always accompa-
nies gestures.



12.7.2 Motions Can Be a Direct Product of Solution Process

Evidence for the first hypothesis that the motions were concurrent with solution 
processes provides support for the further hypothesis that:

(H-3c): The movements can be a partial reflection of his reasoning process.
This support relation is shown in Fig. 12.6. Hypothesis (H-3c) above is also 

supported by the observation that the motions were coherent with his overall rea-
soning method. This comes from three more specific observations: the motions 
were synchronized with steps in the argument; the motions depict spatial or vis-
ual properties such as shape, trajectories, and location that were used in the argu-
ment; and the described argument’s point of view matches that of the motions 
(i.e. both include a point of view from above the solar system, rather than, say, 
from the sun.)

12.7.3 Motions Not Translated from Verbal Sentences

Another key feature of this protocol is the fact that Sl5 actually misstates the 
earth’s direction of rotation at the beginning of the protocol in line 3a (he says 
east to west instead of west to east), and simultaneously represents the motion 
correctly with his hands. Only after he has gone through two sets of motions 
does he make a correct verbal statement in line 4a. These observations support 
hypothesis (H-3b) above that the motions were not translated from a verbal 
sentence. This discredits a major competitor to the hypothesis, discussed in the 
next paragraph, that the motions are a partial reflection of imagery used during 
reasoning.

12.7.4 Evidence for Imagery

Finally, the view that his motions are a partial reflection of his processing, along 
with the continuous and analog character of the motions, provides a platform of 
support for hypothesis (H 1A) that S15’s processing involves the use of 
imagery.

If one believes it is likely that the hand motions observed are a partial reflection 
of his thinking processes, then this lends support to the hypothesis that significant 
parts of the thought processes are imagery based. Arguing that the gestures are not 
translations from verbal sentences (external or internal) discounts a major compet-
ing hypothesis to this point of view. Since the hand motions are continuous and 
analog in nature, and depict perceptual properties such as shapes, trajectories, and/
or locations, the most parsimonious hypothesis concerning their origin is that of an 
internal imagistic representation that was used during the reasoning. These support 
relations are summarized in Fig. 12.6.
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In addition to the indicators shown in Fig. 12.6 for S15, another indicator from 
S20’s protocol that could support the argument that depictive motions are evidence 
for imagery is the display of hand motions over drawings. These depict the action of 
an object in the drawing, as the subject stares at the drawing. In this situation it is 
highly likely that a perceptual representation is already in use that corresponds to the 
drawing. Since the hand motion is used to represent the action of an object and is 
aligned to the drawing, it supports the idea that the motion is generated by an image 
of the action within the internal representation of the drawing. Also, the use of 
motions in conjunction with ambiguous propositions (by S20) was used to support 
the view that the motions were not translated from verbal statements, and his 
described projection of personal forces into the problem in ways that were coherent 
with the hand motions was used to support the presence of kinesthetic imagery.

The above considerations provide examples of how one can support the posi-
tion that depictive hand motions can provide one source of evidence for imagery, 
and in fact are a partial reflection of the form of that imagery. This conclusion 
will be supported further in the next chapter where hand motions will be seen to 
co-occur with other imagery indicators such as spontaneous imagery reports, 
kinesthetic imagery reports, intentional episodes of “imagery enhancement,” and 
personal action projections.

Appendix 2

Table 12.4 Observation categories in numerical order

1a Depictive motions: The subject makes nonstylized hand or body motions depicting objects, 
forces, locations, or movements of entities

1b Frozen action gesture: The subject’s hands are positioned as if manipulating or ready to 
manipulate an external object, but are stationary (“frozen”)

1c Depictive hand or Pencil Motions over a Drawing: These are not simply pointing to a word or 
picture, but indicate movements, relations, locations, or shapes of objects or features that do 
not appear explicitly in the static drawing

 2 Motions Depict Dynamics: The hand motions depict the form of a dynamic event, not simply 
a static picture

3a Imagery Reports: Subject states that s/he is imaging, imagining, “seeing” or “feeling” (or 
experiencing any other sensation)

3b Dynamic Imagery Report: An imagery report where subject indicates that they are imagining 
motions, changes, or interactions over time in a situation

3c Kinesthetic Imagery Report: Reports imagining own physical actions or muscular effort
3d References to Perceptions: These are similar to imagery reports but not as direct. The subject 

refers explicitly to the sensation of perception while describing visual or other perceptual 
aspects of scene during thinking by using phrases such as “the car probably looks like it is 
going that way”

 4 Gap in Speech: Subject becomes silent and there is a noticeable gap in the train of speech while 
running through the motions

 5 Indicates Concurrent Thinking: Subject states an intention or need to think just prior to motion-
ing or makes statement implying they are thinking during episodes

(continued)
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(continued)

 6 Episode Precedes Finding: Episode occurs just prior to finding of prediction or increase in 
confidence

 7 Indicator Follows Question: Relevant motions occur immediately after a specific question is 
asked, so that movements appear to be associated with the process that answers the question

 8 Stares at Own Hand Motions (status unclear as imagery indicator)
 9 Episode Repeated: Episode is repeated as subject indicates an attempt to confirm an answer 

to the same question
10 Minimizes Visual Stimulation: (a) Closes Eyes or (b) Fixes Gaze or (c) Stares at Ceiling Or 

Other Minimally Stimulating Area
11 Motions Accompanied by Ambiguous Terms: Uses ambiguous terms in conjunction with less 

ambiguous motions to refer to:
 (a)  The shape or motion or action of an entity, e.g. “It looked like this”, “It would go that-

a-way”
 (b) The means used to exert a force on an object, e.g. “If you push this way”
12 Motions with Unrelated Language: Motions occur during language that does not describe 

them (e.g. S says “Well, let’s see what we can find out here” during motions. Producing such 
oral language would be likely to interfere with other language that served as the source for a 
translation to gestures)

13 A Particular Motion Contradicts a Language Error: Verbal description of an event is inconsist-
ent with concurrent hand motions representing the event, and these motions are consistent with 
later conclusions in the solution

14 Uses Force Terms: Imagery indicator occurs in conjunction with force context terms such as 
“pull,” “push,” “twist,” “effort,” “try to move it”

15 Personal Force Projection Or Analogy: (a) Refers to forces exerted by entities in target situ-
ation as if they were exerted by a person or (b) Uses a personal analogy by referring to an 
analogous situation involving body forces

16 Personal Movement Projection Or Analogy: (a) Refers to movements of entities in target 
situation as if they were moved by a person or (b) Uses a personal analogy by referring to an 
analogous situation involving the body

17(a) Descriptions of Spatial Reasoning Fit Motions: The subject reports elements of reasoning 
via spatial relations between objects and this is coherent with hand motions

17(b) Corresponding Steps: Steps in the reasoning being expressed by the subject correspond to 
steps in a series of motions

17(c) Synchronized Entrainment: There is synchronized entrainment of movements and speech 
that describes the reasoning

17(d) Describes Plausible Method of Spatial Reasoning: The subject reports reasoning via spatial 
relations between objects. A necessary but not sufficient requirement for this to be true is 
that the described objects (or a scale model), if actually assembled and manipulated, could 
be used to attempt a solution. (status unclear as imagery indicator on its own)

18   Matching Points Of View: The point of view (particular angle of view) as expressed verbally by 
the subject during reasoning corresponds to the point of view represented by hand motions

19   Anticipates New States: Indicates new anticipation of continuous change of state or sequence 
of states of a system. This is the minimal indicator for a simulation, not an imagery indica-
tor, but when it appears along with imagery indicators, we take it as evidence for a imagistic 
simulation

20 Imagery Enhancement: Adds markers to a situation or changes other perceptual features such 
as: (1) orientation or size or (2) magnitude of problem variables – in conjunction with evidence 
for imagery. More direct evidence occurs when the subject speaks of modifying a problem 
situation in a way that makes it “easier to imagine.”

Table 12.4 (continued)
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Table 12.4 (continued)

21 Indicates Time-extended Process: (e.g. “So it’s drifting along further and further and further”) 
in conjunction with another imagery indicator

22 Effortful Episode: Indicates episode was effortful
23 Orients Body: Body is oriented to reflect point of view (e.g. faces north when object in problem 

is facing north)
24 Indicates Imagery as Source of Finding: Indicates that “imagining” of some kind is the source 

for a finding
25 Difficulty Describing Image: Indicates that image or thinking in episode leading to finding is 

clear but is hard to describe
26 Generates a Diagram or Drawing
27 Focuses on a drawing while making inferences about spatial transformations, movements, or 

spatial or physical relationships not depicted in the drawing
28 Intuition Report: spontaneously reports using an “intuition” or uses terms that indicate they are 

proceeding primarily on the basis of a nonformal “feeling” or “sense” of what will happen to 
a system

Not all of the above are used as imagery indicators in the present study; see “Status Unclear” cat-
egory at end of Table 12.3.
The last four observation types are defendable as internal imagery indicators and are used in some 
studies but were not used in this book as a conservative measure.



Chapter 13
Physical Intuition, Imagistic Simulation, 
and Implicit Knowledge*

13.1  Introduction: Issues in the Area of Imagery, 
Simulation, and Physical Intuition

This chapter discusses evidence from think-aloud case studies that indicates that 
part of the knowledge used by expert problem solvers consists of concrete intuitions 
rather than abstract verbal principles or equations, and that these intuition schemas 
can be used to generate imagistic simulations. An intuition, as used here, does not 
refer to a mysterious reasoning process, but refers very specifically to a qualitative, 
concrete element of knowledge about the world that is self-evaluated and stands 
without the need for further explanation or justification.

Chapter 12 put forward a set of observable descriptors that can be used to pro-
vide evidence for when imagery is occurring in think-aloud protocols. I will con-
tinue to use these descriptors as evidence that imagery can be involved in an 
important way in higher-order thinking. The term imagery was used for a mental 
process that involves part of the perceptual/motor systems and produces an experi-
ence that resembles the experience of actually perceiving or acting on an object or 
an event. Indicators providing evidence for dynamic imagery and kinesthetic 
imagery were also identified. Processes where dynamic imagery appeared to be 
involved in generating predictions of changes or movements were termed imagistic 
simulations. Here I will examine more evidence for important instances of imagery 
use by experts and also address the question of how such images are generated. The 
central idea is that the dynamic imagery in a simulation can be generated (driven) 
by a schema. In order to account for cases where subjects appear to be “running a 
simulation” of an event, a model will be presented in which a permanent schema 
generates a temporary dynamic image of a situation. I will also examine physical 
intuitions as one very important type of schema that can generate dynamic imagery. 
Recalling the protocol of the last subject in the previous chapter, S20, will motivate 
the view taken here. His images of pushing and pulling on objects suggest 
that perceptual/motor physical intuition schemas can generate dynamic imagery to 

*Some portions of this chapter are based on findings reported in: Clement, J. (1994). Use of physical 
intuition and imagistic simulation in expert problem solving. In Tirosh, D. (Ed.), Implicit and 
explicit knowledge. Norwood, NJ: Ablex.
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produce findings in a mental simulation of an event. The problem is to specify what 
one might mean by “physical intuition schema” and its relationship to dynamic 
imagery. Examining physical intuition schemas before other types in the research 
agenda has the advantages that: (1) they are a relatively simple, elemental type of 
schema; (2) they may produce more hand motions than some other types of sche-
mas, giving us additional data on the nature of schemas and imagery; (3) they 
exemplify how both the perceptual and motor systems can be involved in imagistic 
simulation; (4) they may exemplify how relatively concrete, embodied forms of 
thinking can still be powerful in expert cognition.

13.1.1 Abstract vs. Concrete Thinking in Experts

The documentation to be presented of the use of concrete physical intuitions by 
experts can be contrasted with the more usual characterization of the distinguishing 
features of expert knowledge as predominantly abstract. For example, Chi et al. 
(1981) state that experts in physics use: “abstract physics principles to approach 
and solve a problem representation (p. 121). Novices, on the other hand, ‘base their 
representation and approaches on the problem’s literal features…” (p. 121). This 
characterization of experts appears to conflict with reports of scientists such as 
Einstein’s: “The words or the language..…do not seem to play any role in my 
mechanism of thought. The…elements in thought are certain signs and more or less 
clear images…of visual and some of muscular type” (quoted in Hadamard, 1945, 
p. 142–143). One purpose of this chapter is to investigate whether concrete, nonab-
stract knowledge in the form of elemental physical intuitions can play an important 
role in expert thinking. Work in this area is also motivated by previous studies on 
(1) the important cognitive roles played by actions involved in scientific experimen-
tal practice (Tweney, 1986; Gooding, 1990) and (2) imagery in science (Shepard, 
1984; Nersessian and Greeno, 1990; Miller, 1984; Qin and Simon, 1990).

A major theoretical question is how to sort out the relationships between imagery, 
intuitions, and mental simulation. In particular, I will ask whether the use of an ele-
mental physical intuition concerning a single causal relationship can involve imagery 
in a mental simulation. Prior work exists on causal inferences involving proposi-
tional networks of causes with many links (e.g. de Kleer and Brown, 1983; Forbus, 
1984). However there has been little work on the nature of the underlying elemental 
simulations in humans involving a single causal relationship.

Thus, this chapter attempts to formulate a framework for thinking about how physical 
intuitions and imagery can combine to create a new prediction from a mental simulation.

13.2 Initial Examples of Physical Intuition

A first example of an episode from a solution to the spring problem that appears to 
involve physical intuition follows. This excerpt comes from the solution of the 
Nobel laureate in physics mentioned in Chapter 2:



027 S1: You don’t have to know any formulas to see that…God almighty! Of course it [the 
wider spring] goes way down. You know. How could it do otherwise?

That’s a seat-of-the-pants feeling I would trust beyond any of it…. I would bet a thou-
sand to one.

This example counters the idea that intuitions are used only by those who lack for-
mal reasoning capabilities. However, most of the ten subjects studied for the spring 
 problem did not have so strong an intuition about the target problem itself, but had 
intuitions about related problems. For example, in Chapter 2 we saw subject S3 
 consider the analogous case of weights on the ends of long and short horizontal 
rods:

010 S3: My intuition about that is that if you took the same wire that was fastened on the 
left here [short horizontal rod] and doubled the length…that…it would bend considerably 
farther.

He then attempts to transfer this intuition to the case of the spring, using it as the 
basis of his prediction that the wider spring will stretch farther. This last example 
suggests that physical intuitions can be responsible for what we have called 
anchoring conceptions that provided a base for an analogy, as discussed in 
Chapters 2–6.

13.2.1 Intuition Reports

Both excerpts above contain an example of what I call an intuition report,
where the subject spontaneously reports using an “intuition” or uses terms that 
indicate they are proceeding primarily on the basis of a nonformal “feeling” or 
“sense” of what will happen to a system. However, we cannot attach too much 
importance to a subject’s use of the term, since, for one thing, its meaning in 
natural language is somewhat broad and vague. Therefore this observation 
should be only one of several possible indicators used to provide evidence for 
intuitions. One aspect of the vagueness of the word “intuition” is that the word 
can refer to both knowledge structures and nonformal reasoning processes. I 
will avoid the latter use here, so that I will not use the term intuition for proc-
esses such as induction by enumeration, analogical reasoning, or heuristic 
strategies for problem solving. Instead, I will focus on elemental knowledge 
structures as basic units of knowledge.

The concept of intuition as used here shares many features with the concept of 
a schema and indeed I will develop a theoretical view that describes most intuitions 
as rooted in a schema. Perhaps the most unique feature of an intuition that sets it 
apart here is the property of self-evaluated plausibility. This separates it from rote 
knowledge or other knowledge whose plausibility depends primarily on an external 
authority.
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13.2.2  Defining Features and Observable Behaviors 
Associated with Intuition

On the basis of transcripts like those above, one can identify a cluster of 
 phenomena that suggests the existence of intuitions as a type of cognitive struc-
ture. In the solutions to problems that have been discussed so far in this book, 
subjects make many inferences and arguments. However, there are always some 
assumptions at the base of these inferences and arguments that are not justified 
or explained, such as the idea that a longer rod will bend more that a shorter rod. 
These instances suggest the presence of a knowledge structure that is activatea-
ble, permanent, self-evident, self-evaluated, concrete, and more general than the 
memory of a specific incident. I will treat these as the central properties of an 
intuition. Although the discussion of more instances is needed for support and 
will take place over the next several chapters, I discuss this list of properties here 
as an advanced organizer. Cognitive properties for intuitions are underlined 
below, along with some of the observable properties that can indicate them. 
diSessa (1983) refers to certain kinds of similar knowledge structures as “phe-
nomenological primitives.” I will use the term elemental intuition here in a way 
that shares several of the features of a phenomenological primitive, including the 
following ones.

Knowledge Structures. An intuition is a knowledge structure (schema) that 
resides in long-term memory and that can be activated to provide an interpretation 
of or an expectation about a system. This can produce predictions about the 
behavior of the system, even when that particular system has not been observed 
before.
Explanation, Justification Unnecessary. Subjects do not feel a need to further 
justify, derive, or explain intuitions. They are self-evident. This does not mean 
that an explanation or finer analysis is impossible, but that none is needed 
because the behavior is self-evident to the subject.
Modest Generality. An intuition is more general than the memory of a specific 
incident. As diSessa points out however, the degree of generality is often not nearly 
so large as that of the concepts used in Newtonian mechanics.

In addition to the features identified by diSessa, I also point to some other 
 characteristics below. Later I will identify other observation patterns associated 
with intuitions and will attempt to outline a theory of how intuitions can produce 
new predictions via mental simulations.

Self-evaluated. Intuitions have some self-evaluated plausibility. In a strong intuition 
I would refer to this as a self-evaluated conviction. Strength of belief in a intuition 
depends largely on internal criteria rather than being dependent on the evaluation of 
an authority.
Oriented to Concrete Entities. Intuitions contain knowledge about concrete 
entities and manipulations of or  relationships between entities, rather than about a 
symbolic result that must be interpreted.



One is tempted to consider adding “self taught” to the list of defining features for 
intuitions. I have not done this because it would imply that intuitions are unteacha-
ble. In keeping with the examples given in Chapter 10 of instruction that works with 
students’ intuitions, the concept of intuition used here is designed to allow for intui-
tive knowledge structures that are changeable, learnable, and to some extent teacha-
ble by guiding the student through practical experiences (or memories of them).

13.2.3 Physical Intuitions

With regard to the last concreteness feature above, we can refer to physical intui-
tions when they contain knowledge about a concrete physical phenomenon or 
system and manipulations of or relationships between entities in the system. 
Virtually all of the examples of intuition in this book will be physical intuitions, 
but there are surely others, such as intuitions about living things and interpersonal 
relations.

13.3 Imagery Reports and Imagistic Simulation

13.3.1  Moving from the Findings in Chapter 12 to Models 
of Imagistic Simulation

The above features do not provide us yet with anything like a process model of 
physical intuition; rather they suggest a cluster of characteristics of physical intui-
tions to be explained by the theory of intuition to be developed. But first, I need to 
add two important items to the list of observable imagery indicators developed in 
Chapter 12: imagery reports, and dynamic imagery reports. Then I can develop a 
parallel set of intuition indicators, and finally, some initial models of elemental 
simulation processes that use both imagery and intuitions.

13.3.1.1 Adding to the Collection of Imagery Indicators: Imagery Reports

I emphasized that the imagery indicators developed in Chapter 12 were partial
indicators in the sense that no one indicator on its own is conclusive, but that two 
or more appearing together are more convincing. In the cases to be examined below 
subjects spontaneously use terms like “imagining,” “picturing,” “hearing,” a situa-
tion or “feeling what it’s like to manipulate” a situation.” I refer to such statements 
as_imagery reports. These refer to several sensory modes, including kinesthetic 
imagery. In contrast to most of the literature on imagery, I am concerned here with 
spontaneous imagery reports where the interviewer does not ask the subject 
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whether an image was used. For example, S2, thinking about the related problem 
of comparing short and long springs says:

041 S2: I’m imagining (Raises Hands 10 inches apart in front of chest, Closes fingers as if 
holding something between hands, moves hands together slowly in 5–6 small movements 
while speaking until they almost touch just before the word ‘origin’) that one applies a 
force closer and closer to the origin [top] of the spring, and…it hardly stretches at all.

Although an imagery report is not conclusive evidence that a subject is using an 
image, I will take it to be one source of evidence. The evidence in this case is 
 bolstered by another indicator in the form of depictive hand motions. Similarly, 
I define a dynamic imagery report as an imagery report in which the subject refers 
to imagining motions, changes, or interactions over time in a situation.

13.3.2 Schema-driven Imagistic Simulation Processes

An important observation from the above transcript excerpts and those in Chapter 
12 is that imagery indicators can co-occur with subjects’ predictions about a sys-
tem. Perhaps imagery and its cognitive characteristics tell us all we need to know 
about the nature and origin of predictions from mental simulations. However, I do 
not believe that the capacity for imagery alone can explain such predictions. Images 
are temporary cognitive representations, and do not arise from nowhere – there 
must be a source that generates the image. In the simplest case this could be thought 
of as an episodic memory or “stored snapshot.” But many of the cases considered 
here were unfamiliar to the subjects and required generating the image from a less 
specific source. Another source of difficulty here is that most discussions of 
imagery involve visual imagery alone, whereas physical intuition often appears to 
involve imagining actions taken on objects as well. I have still not outlined an 
explanation for how a new image that leads to a new prediction can form.

Clement (1994a, 1994b, 2003, 2006) accounted for episodes like that of S2 
above by  hypothesizing that subjects are running through a schema-driven imagis-
tic simulation where a schema generates a dynamic image to produce expectations 
about behavior of a system. In the broad use of the term, mental simulation is a 
process by which one can anticipate changes in a system over time. The fact that 
humans seem to be able to do this for some system configurations they have never 
seen before, and that they are not always able to describe a logical sequence of rea-
soning operations they use to accomplish this, makes simulation a subject of 
intense curiosity and investigation on the part of cognitive scientists. The concept 
of mental simulation to be used here takes as its starting point Collins and Gentner’s 
(1987) concept of a “running a generative mental model.” For them, a generative 
mental model is a cognitive entity that leads to new inferences by allowing one to 
predict new future states of a target situation. I will retain the idea of anticipating a 
change in a system or a sequence of system states as part of the concept of simula-
tion and will begin the investigation of these ideas using the concepts shown in Fig. 
13.1. This figure shows the basic mental phases of a schema-driven imagistic 



 simulation above the horizontal line, and some of the observable behaviors these 
can generate below the horizontal line. There the schema is capable of generating 
a mental simulation in order to make predictions about a system.

The two subjects in Chapter 12, S15 and S20, appeared to use dynamic, percep-
tual/motor imagery in mental simulations as part of their solution processes. This 
hypothesis goes beyond the statement of Collins and Gentner (1987) that mental 
simulation involves the prediction of some of the future states of a system over 
time. This hypothesis says that imagery produced by the operation and activity over 
time of the perceptual and/or motor systems is part of the thought process that pro-
duces the prediction. I have referred to these cases as imagistic simulations.

The following excerpt provides evidence for the simultaneous use of imagery 
and a physical intuition schema. At this point the subject has decided that a twisting 
deformation in the wire is one of the consequences of stretching the spring. 
(Twisting of the wire and the resulting torsion do in fact play a predominant role in 
determining the behavior of a spring.) He is trying to decide what effect widening 
the spring will have on the twisting deformation by imagining himself twisting 
straight horizontal rods:

137 S2: If I have a longer (raises hands apart over table arriving at stationary position with 
the word “rod”) rod and I put a twist on it (moves right hand as if twisting something, as 
shown in Fig. 13.2) it seems to me – again physical intuition – that it will twist more. Uhh, 
I’m – I think I trust that intuition.

138 I: Can you stop thinking ahead and just think back on that; what that intuition is like?

139 S2: I’m (raises hands in same position as before and holds them there continuously 
until the next motion below)…imagining holding something that has a certain twistiness to 
it and twisting it.

141 S2: Like a bar of metal or something like that. Uhh, and it just seems to me as though 
it [a longer bar] would twist more.
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Fig. 13.1 Basic phases in an imagistic simulation and the observable behaviors they may 
generate
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The subject eventually uses this result as a central assumption in order to make 
inferences about the spring problem. The last two episodes have included simulta-
neous observations of imagery reports and depictive hand motions. This adds to the 
findings assembled in Chapter 12 arguing that depictive hand motions can be taken 
as one form of evidence for the use of imagery.

The result here appears to come from a dynamic image of acting on the rod, but 
what is the origin of the image? I hypothesize that the origin is a perceptual/motor 
schema for twisting various materials that the subject has used for simple actions 
in daily life, and that the schema is able to operate here, “acting out” its control 
program and anticipations even though no actual materials are present. Instead, 
here it assimilates an image of a situation (a thin metal bar-like object) and “runs 
through” an act of twisting on the image, generating certain expectations about the 
effort involved. The subject presumably goes through two simulations with a short 
and a long rod here, after which he is able to compare them. In the transcript above 
one can observe a number of the phenomena under discussion: co-occurrence of an 
imagery report (line 139) and a stated prediction (137, 139), intuition reports (137, 
139), self- evaluation of the intuition (137, 141), and depictive hand motions (137, 
139). In addition the imagery report in line 139 is really a dynamic imagery report,
where the subject describes elements in an imagery report as changing or interact-
ing over time. Furthermore this is a personal-action analogy to the original spring 
problem in which the subject is applying forces instead of a weight. The co-occur-
rence of intuition reports and dynamic imagery reports motivates proposing the 
hypothesis that a physical intuition schema and imagery are used in tandem here. It 
is hypothesized that the subject is going through an elemental, schema-driven, 
imagistic simulation process wherein a schema for performing the action of twist-
ing objects assimilates the static image of a particular object and produces expecta-
tions about its behavior by generating a dynamic image. In this case the simulation 
is grounded in a physical intuition, so we can also refer to it as intuitively grounded.
It is  elemental in the sense that this episode involves only a single intuition schema 
rather than an assembly or chain of schemas. “Running” the intuition has a simple 

Fig. 13.2 Hand movement during imagistic simulation for S2. Drawing is an exact tracing from 
photograph of video image



natural meaning here of having the motor schema for twisting “go through its 
paces” internally with the actual muscular output suppressed.

The diagram above the horizontal line in Fig. 13.1 gives an overview of this process. 
In this case it is assumed that the physical intuition about how an object behaves is an 
expectation embodied in a permanent and somewhat general schema that can assimilate 
a variety of objects. By “assimilates” I mean “locking onto and coordinating dynami-
cally with” a system or image of a system. The process consists of three steps: (1) acti-
vation and instantiation of the physical intuition schema; (2) imagistic simulation 
(running the schema so that it generates a dynamic imagery of an event); (3) inspection 
of the dynamic image for the variables in question and description of the result in lan-
guage. It is assumed that all of the cognitive processes shown in Fig. 13.1 before the 
description process in step (3) can be nonverbal in character. The description process 
enables the subject to describe his or her findings in words after it occurs via imagery.

13.3.2.1 Perceptual/Motor Nature of Many Physical Intuitions

The diagram in Fig. 13.3 shows a blow up of the simulation process labeled (2) in 
Fig. 13.1. In both Figs. 13.1 and 13.3 the terms below the double line denote 
observable behavior patterns in the transcripts that can provide evidence for the 
hypothesized cognitive structures and processes shown above the line. For S2 imagining
twisting a rod in the transcript above, the imagistic simulation is the process of 
applying a perceptual/motor schema that would also be entirely capable of control-
ling a real action; in the world. However, instead of acting on a real object here, the 
schema is applied to an image – a particular image of a 1 ft long bar of metal. 
During the “running” process (symbolized by the two horizontal arrows showing 
activity over time) the schema assimilates (“locks on to”) the image, “performs an 
(imagined) action on it” by generating a dynamic image over a period of time on 
the order of a few seconds (as indicated by the downward pointing dotted arrows), 
thereby generating an expectation about its behavior. It is an important part of this 
view that the process requires two major components: a more general schema that 
is a permanent resident in memory (this helps explain where the knowledge being 
used comes from); and a temporary image of a specific example (this helps explain 
how one is able to think about twisting a novel new example). Some of the relevant 
categories of evidence for an intuitively grounded imagistic simulation are shown 
below the horizontal line in Fig. 13.3.

S2’s “twisting rod” transcript above is exceptional in having more than the usual 
number of indicators since each of the observables in Fig. 13.3 can be seen there. 
This includes the last three observations in the list below of observable indicators 
that provide evidence for use of physical intuitions.

● Predictions: Subjects make_predictions about the behavior of a system, even 
when that particular system has not been observed before.

● Explanation, justification unnecessary. Subjects often refer to a physical intui-
tion as a starting point and do not express a need to further justify, derive, or 
explain it. They are self-evident.
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● Modest generality. Predictions or explanations made by subjects from an 
 intuition are more general than the memory of a specific incident. However, the 
generality is not as broad as that of the concepts used in Newtonian mechanics.

● Self-evaluated. Strength of belief in a physical intuition is described as being 
determined largely via internal criteria rather than being dependent on the evalu-
ation of an authority.

● Oriented to concrete objects. Subjects speak of an intuition as knowledge about 
objects and manipulations of or relationships between objects, rather than as a 
symbolic result that must be interpreted.

Defining characteristics are defining indicators in the sense that if negative  evidence 
is found on any one of them, it discounts the possibility that an intuition is being 
used. We have the most complete evidence for an important, intuitively grounded 
imagistic simulation if the subject exhibits evidence for: (1) new changes or states 
for a system; (2) imagery; (3) intuition use; (4) the importance of processing during 
the latter three indicators. As was the case with our imagery indicators, we use the 
principle of triangulation here. No one indicator is compelling on its own, but when 
several appear in the same episode, there is more evidence for triangulating on a 
hypothesized mental process as the simplest possible explanation.
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13.3.2.2 Terminology to Be Used

I will hypothesize that most of the imagistic simulations discussed in this book are 
intuitively grounded in the sense discussed above. Since “intuitively grounded, 
schema-driven imagistic simulation” is a somewhat lengthy phrase, I will continue 
to simply use “imagistic simulation” as a shorter name for this idea, and add the 
phrase “intuitively grounded” when I wish to emphasize that the schema is an intui-
tion. From this point on, when I use the term “imagistic simulation” I have a proc-
ess like that shown in Fig. 13.3 in mind.

13.3.3  Precedents in the Literature on Perceptual/Motor 
Schemas

A perceptual/motor schema is hypothesized to contain at least three major subproc-
esses, as shown in Fig. 13.4: a subprocess for assimilating (instantiating) an object 
in the environment based on preconditions for application; a subprocess for imple-
menting and tuning or adjusting the action so that it is appropriate for that particular 
object; and a third subprocess for generating expectations about the results of the 
action – here, an image of how much the rod will turn. Although the elements in 
the diagram are necessarily labeled with words here, the schema is thought of as a 
nonverbal interpretation and action control structure which is active over a period 
of time and which keeps track of and acts on external objects (or images of objects) 
over that period.

Expectations are built into a schema in the form of an initial rough template or 
shape for the action, a readiness for feedback signals from the objects during the 
action to help control it, and standards providing information about whether the action
was completed and successful. If a schema can generate a flow of bodily actions on 
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real objects and accompanying perceptual expectations of the results, it is not so 
hard to believe that it can “run through” that same flow of actions and expectations 
vicariously in a dynamic image, assuming there is a way to “turn off” the final 
output to the muscles. This is what I mean by a schema that drives a dynamic image 
above the horizontal line in Fig. 13.3.

It is likely that perceptual/motor schemas that represent physical intuitions are 
not the only kind of schemas capable of generating imagistic simulations, but in the 
examples discussed here they appear to serve as one very important and analyzable 
type. The perspective that a motor schema can have generality through a pattern of 
actions and expectations developed over time, with parameters adjusted to a partic-
ular situation in a process of tuning has precedents in Piaget (1976), Neisser (1976), 
and Schmidt (1982). Piaget (1976) proposed that very early sensory motor schemas 
(in his terms, schemes) can assimilate and accommodate to more and more situa-
tions to expand their domain of application and can combine to form more complex 
cognitive structures in the child, all prior to the development of language. This view 
is compatible with Neisser’s (1976), who describes schemas as accepting informa-
tion, directing movement, and, importantly, providing nonverbal anticipations. In 
his view even visual perceptual schemas control actions (e.g. exploratory eye move-
ments that track objects and seek new information). As he puts it, schemas involve 
feed forward units and efferents as well as receptors and afferents. A schema coor-
dinates processing over time at many levels: sensory, perceptual, cognitive, action, 
and muscle control. Thus, it is capable of participating in a continuous propriocep-
tive interaction with the environment over time when active.

Subsequent work by authors such as Schmidt (1982) and Arbib (1981) further 
developed the concept of schemas or “programs” in motor control theory. Schmidt 
proposed a theory of motor schemas in his discussion of generalized motor control 
programs that provide a plan for coordinating parallel overlapping sequences of 
muscle actions over time. He describes such motor programs as general in the sense 
that a single program can produce a large variety of responses depending on the 
values of certain input parameters. He also refers to expectations that anticipate the 
results of the action. In addition, as discussed in Chapter 12, physiological research 
suggests that the motor control system can be involved in imaginal activity, even 
when no actual movements occur (Jacobsen, 1930; Decety and Ingvar, 1990; 
Jeannerod 2001; Romero, et al. 2000). Generalized motor schemas are therefore 
prime candidates for a type of knowledge structure that has pre-symbolic compo-
nents and yet has some degree of generality and flexibility. They may therefore 
provide a foothold for beginning to develop a theory of imagistic simulation proc-
esses. Schwartz and Black (1999) studied subjects who have difficulty predicting 
the degree of tilt required to make water start pouring from a glass. They found that 
when subjects were asked to hold and tilt an empty glass with a line marking the 
height of water while closing their eyes, they performed significantly better than 
the previous subjects. This suggests that the involvement of the motor system may 
be important for some tasks that involve imagery.

Transcript observations in the present data that support the view that perceptual/
motor schemas are being used include those listed under Kinesthetic Imagery 



Indicators in section IC of Table 12.3: personal action projections (describing a 
system action in terms of a human action), use of force terms, and kinesthetic 
imagery reports; as well as hand motions that depict actions performed by the sub-
ject. In episodes like that of the twisting rod above, it is possible that the subject is 
able to focus on an implicit variable relationship embedded in the tuning function 
of a perceptual/motor schema and describe it explicitly for the first time. In Fig. 13.4,
the perceptual/motor schema for twisting objects, has embedded in its tuning 
parameters the expectation of a longer object requiring less effort to twist (for same 
resulting rotation). By conducting two imagistic simulations of the long and short 
twisting rods and “inspecting” the force needed for each, the conversion from 
implicit to explicit knowledge occurs.

One may object that if this “inspection” is conducted by a homunculus contain-
ing the “minds’ eye” that it has little explanatory value and could lead to an infinite 
regress of homunculi. But here one can adopt the view of Shepard (1984) that the 
“minds’ eye” is just the upper layers of our perceptual system being driven in a 
top-down manner rather than a bottom-up manner. In this view the cognitive system 
consists of layers of schemas and subschemas, and the perceptual system contains 
many layers which interact with the bottom layer of the cognitive system. Layers 
that represent objects and spatial relations between objects in a scene during per-
ception would be in the top perceptual layer. Then one can hypothesize that when 
there is significant processing in that layer, in the absence of seeing the real objects, 
the subjective experience of imagery occurs. This could happen if it was activated 
in a top-down manner by higher cognitive layers. Similarly, kinesthetic imagery 
would involve top-down activation of upper layers in the motor control system, but 
with suppression of the lowest layers which produce and sense actual movements. 
During a real interaction with objects in the world, a perceptual/motor schema is 
conceptualized as monitoring or controlling a select hierarchy of processes in both 
perceptual and motor systems. “Inspection” during a nonreal imagistic simulation 
then refers to the act of focusing attention on a particular feature of the experience 
during the truncated “running” of the perceptual/motor schema which involves both 
the motor and visual systems. During the time the image is maintained, focusing 
attention can activate and/or instantiate other schemas that interpret the image. 
Thus a certain amount of parallel processing is assumed. Because the buck stops 
with the schemas interpreting and responding to the image layer, just as it would 
stop there during the perception of a real event, there is no infinite regress of 
homunculi in this view.

Coming from a very different tradition and area of focus in studying catego-
rization, Barsalou (1999) has described a theory of perceptual symbols which 
represent schematic elements of perceptual experience and that can be integrated 
to produce dynamic simulations and combined in productive clusters. A number 
of his concepts share many features with the concepts of imagistic simulation 
introduced in Clement (1994a, b). Because the studies arrive at similar conclu-
sions from a different theoretical direction and different sources of support, this 
is an interesting example of convergence. Barsalou emphasizes the application 
of these ideas very widely to categorization and language, areas that will not be 
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addressed here, whereas I have emphasized their application to advanced 
cognition in science.

13.3.4 Relations Between Observations and Hypotheses

The left half of Fig. 13.5 helps one keep track of the growing population of observ-
able indicators and hypotheses in this section and the question of the relationship 
between them. Whereas in Chapter 12 we asked this about imagery indicators, now 
that we have a more elaborate model of the source of the imagery, we will ask about 
the broader set of imagistic simulation indicators shown in Fig. 13.5. The figure 
shows imagery, simulation, and intuition indicators and the hypotheses they sup-
port. Since, according to Fig. 13.3, the imagistic simulations in question involve an 
intuition schema generating an image, we may see evidence for both intuition use 
and imagery in the same episode. Figure 13.5 also shows several simulation indica-
tors – these provide evidence that the subject is forming new anticipations of mul-
tiple states of the system in question. Thus this diagram can be thought of as an 
extension of Table 12.3, including not only imagery indicators but also intuition and 
simulation indicators.

Fig. 13.5 Possible observable indicators for intuitively grounded imagistic simulation
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As in any complex area of science such as cognition, there is going to be a 
many-to-many rather than a one-to-one correspondence between indicators and 
cognitive processes. Some indicators, such as kinesthetic imagery reports, may 
be indicators for more than one process, as indicated by the overlapping bound-
aries. Upward pointing lines in this diagram indicate relations of support. The 
strongest evidence supporting the hypothesis that a physical intuition schema 
was used would be the co-occurrence of a number of the observable behaviors 
shown. However, because subjects are not used to thinking aloud in this degree 
of detail, in practice we are only likely to see a small number at best in any one 
episode.

13.3.5  Importance of Concrete Intuitions 
and Imagistic Simulation

We are now in a position to revisit the question raised in Chapter 12 of whether 
these processes are important to the solution or merely side effects. I also wish to 
extend the target of the discussion in Chapter 12 from the importance of proc-
esses occurring during an imagery indicator to the importance of processes 
occurring during an entire imagistic simulation. In Fig. 13.5 indicators of the 
presence of imagery and physical intuition processes are shown on the left, and 
indicators of the importance of processes occurring during the indicators are 
shown on the right.

The following protocol from a research physicist, S5, indicates that imagistic 
simulation is sometimes quite effortful, and I will infer from this and other findings 
that the subject considers it an important, rather than inconsequential process. This 
episode comes after a follow up question from the experimenter about how one 
might determine that twisting is involved in the spring. At first he is uncertain about 
how to “imagine” it:

022 S5: [S]uppose I had a big spring and I could make little paint dots on it all along its 
length….and saying…would I see a torsional displacement of the paint dots. And what 
would it look like? And I have a hard time imagining that because you know, the torsional 
displacements that come to mind are very small.

024 S5: (Makes drawing in Fig. 13.6a of spring with paint dots on outside of wire.)

036 S5: So…the other parts are going to twist such that…little dots on the surface will tend 
to move up….

038 S5: The mass is going down and so now – these portions of the spring–Hmmmm

040 S5: …I’m just getting a hard time envisioning what’s going on 3-dimensional space, 
and so I’m having a hard time seeing which way this is going to rotate.

041 S5: Well I want to imagine that the portion here up to the cross section(draws cross 
section circle on wire near top of spring)…is fixed. So I’m pulling down on the weight or 
the weight’s pulling itself down, and that’s causing these coils to elongate. I’m trying to 
decide how it’s gonna twist this portion of the wire….
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But eventually he is able to make a prediction in Fig. 13.6b by thinking about a 
“frictionless cross section” labeled in the figure:

042 S5: If you imagine the extremes, if you pull it up and down, this little line…on the 
outside of the spring you know, would…rotate down till it’s at the bottom.

046 S5: I guess I’m – I’m quite satisfied with that.

072 E: Were you thinking about an equation there?

073 S5: Oh, no. This is all er, I think very experimental. What I think I have – this image 
of this line of paint dots on a spring and you know I’m pulling on the weight. I’m going 
pull and release, pull and release and so I’m constantly putting it through its paces. And 
asking you know, how would I see the dots move.

(Protocol from Clement, 1994b, pp. 217–219.)

13.3.5.1 Imagery Enhancement

I will refer to his references to imagining “little paint dots” on the spring as examples 
of an “imagery enhancement report” where the subject adds markers to a situation or 
changes other perceptual features such as: (1) orientation or size; or (2) magnitude 
of problem variables – in conjunction with evidence for imagery. More direct evidence 
occurs when the subject speaks of modifying a problem situation in a way that 
makes it “easier to imagine” or “easier to see”. The attempted enhancement is suc-
cessful if it increases the subject’s confidence in the results. Other examples of 
imagery enhancement are the generation of the extremely narrow spring in Chapter 14 
episode 6, or the frictionless cross section (as labeled in the drawing in Fig. 
13.6b) that helps the subject to see the direction of movement.

Since S5 makes a drawing of the spring in line 24, does that mean that it replaces 
and makes redundant any internal imagery that occurs? It cannot replace the 

Fig. 13.6 (a, b) S5’s drawings for spring problem



imagery, since he speaks of imagining movements, and the drawings do not move. 
This makes it is reasonable to assume that the drawing reflects and supports static 
features of the subject’s initial image, but cannot replace any dynamic imagery.

13.3.5.2 Effort Can Be Required for Simulation

The observations for this protocol then fit most of the patterns (except hand motions) 
shown below the horizontal lines in Fig. 13.5, and support the hypothesis that the 
subject is running through imagistic simulations. He describes the simulation as a 
process extended over time (73), and makes a “personal action projection” by substi-
tuting his own pulling for the force of the weight (41, 42, 73). The fact that he: says 
“I want to imagine” the situation (41), says that it is difficult for him (22, 40), makes 
repeated and extended efforts to do it anyway, and uses imagery enhancement tech-
niques such as the “painted dots” (22, 36), is evidence that: (a) he intends and tries to 
set up the imagistic simulation as an extended process very different from “remem-
bering a fact”; (b) the act of imagining is important to him as a technique; (c) the 
process involves considerable effort. These findings, along with the fact that he “asks 
questions of” the simulation (22, 73), and that the simulation is the main technique 
used to give his answer, argue that the intuitions and imagery involved in the simula-
tion are not simply unimportant side effects of some other process, but are effortful 
processes that are central to his thinking here. Thus he must work hard to adapt and 
apply old schemas to a newly imaged, unfamiliar situation in order to construct new 
knowledge. This argues that the grounded imagistic simulation process was important 
rather than inconsequential to the subject’s reasoning.

13.4 Implicit Knowledge

This section discusses the question of whether intuitions can be implicit as well as 
explicit. This will have an important bearing later on the question of how a person 
can learn from running an imagistic simulation. Perhaps one source is some kind of 
implicit knowledge “buried” in the intuition in some way.

When an intuitive expectation is conscious during a real or imagined event and 
is represented verbally or mathematically (in addition to other possible represen-
tations), this will be termed an explicit intuition. Thus, more than one type of 
knowledge representation may underlie an explicit intuition. Alternatively, it is 
plausible that a perceptual/motor intuition could be implicit in the sense that a 
parameter could be taken into account in controlling an action without being 
consciously differentiated perceptually or articulated verbally. For example, 
when one is saying the word “with,” one is usually not aware of the sequence of 
action components performed with the tongue and mouth even though one may 
be aware that they have said the word. I will use the term “unconscious knowl-
edge” to mean never having been consciously aware of the knowledge. (I do not 
intend it to carry Freudian overtones in this context. Unfortunately, other possible 
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choices for terms here, like “preconscious” or “nonconscious,” have misleading 
overtones as well.) This is the stronger sense of the term “implicit” used here.

It may be possible for some elements of previously unconscious knowledge 
to become a conscious intuition. For example, I can imagine saying the word 
“with” without actually saying it, and identify at least two separate component 
motor movements involved, while answering a question like, “how many times 
does the tongue touch the teeth in saying this word?”. Here imagery generated 
by implicit, unconscious knowledge is “inspected” and used to produce explicit 
knowledge.

13.4.1 Distinguishing Different Levels of Implicit Knowledge

Here I use quotations from Clement (1994b, p. 227) to construct a table: “Rather 
than a strict dichotomy between implicit and explicit knowledge, it is useful to pro-
pose three levels on a dimension running from more implicit to more explicit 
knowledge, shown in Table 13.1. The levels describe types of knowledge one might 
use in completing a task or comprehending a scene.

The terms implicit and explicit have often been used more simply as a dichotomy 
which distinguishes level 1 from level 3 only – unconscious from verbally explicable
knowledge – ignoring the possibility of conscious but undescribed knowledge at 
level 2. I will use the term “implicit knowledge” to refer to knowledge of type 1 or 
type 2 above (Clement, 1994b, pp. 227–230).

Table 13.1 Implicit to explicit knowledge dimension

(More implicit)

1. Unconscious knowledge: I am unaware of an element of knowledge I use, even as I use it, such 
as the sequence of individual limb placements during crawling. (“I may be aware of a larger 
unit of knowledge than the knowledge element in question, such as the whole act of crawling 
and the idea that I am crawling. But this awareness is holistic and there is not a differentiated 
awareness of the component knowledge elements…in question” [Piaget, 1976]). Similarly, I am 
usually not aware of the sequence of actions performed with my tongue and mouth as I say the 
word “with” even though I may be aware that I have said the word. The knowledge elements 
are representationally undifferentiated – not separated out from the whole experience…

2. Conscious but nonverbal knowledge: The entity in question is differentiated from the context 
(e.g. imagistically) but no verbal or mathematical description in terms of discrete symbols has 
been constructed. For example, a child may be able to watch someone make a sequence of 
novel arm movements and imitate them afterwards without any need for verbal description. 
Or I may suddenly notice contrasting types of cloud formations in the sky without describing 
them verbally. By “differentiated” I mean that the knowledge element is separately repre-
sented (e.g. as an image) and recognized as distinct from its context so that it can be attended 
to and reflected upon.

3. Conscious and verbally descriptive: The knowledge element is conscious, differentiated from 
its context, and verbally or mathematically labeled or described in terms of discrete symbols.

(More explicit)



One could if necessary divide the first category of unconscious knowledge into 
two subcategories: processes that are forever inaccessible (such as consciousness of 
movements of individual parts of the heart) and processes that are accessible or 
inspectable via imagery or observation or training. In this book we will be inter-
ested in those unconscious processes that are inspectable via imagery.

13.4.1.1 Examples of Undescribed Knowledge

For example, in the twisting-rod episode, I have hypothesized that S2 runs through 
an intuitively grounded imagistic simulation in order to (a) activate an intuition; (b) 
focus on the variables of rod length and twisting force: (c) run the simulation and 
experience a conscious expectation; and (d) give a verbal description of the effect. 
This is a process for making implicit knowledge more explicit. The fact that the 
subject refers to his “imagining” and “physical intuition” as the source of his pre-
diction is evidence that it is at least implicit in the sense of type 2, undescribed 
knowledge. This makes plausible the interpretation that the source of knowledge is 
a nonverbal imagistic simulation and that it is verbalized in a subsequent step.

This and another indicator for nonverbal sources of knowledge were listed in 
Table 12.3 Part IA:

Findings were not Translated from Verbal

24 Indicates that “imagining” of some kind is the source for a finding.

25 Difficulty Describing Images: Indicates that image or thinking in episode leading to 
finding is clear but is hard to describe.

In a second example S2 has a direct intuition about narrow and wide springs at the 
very beginning of his solution:

05 S2: I’m going to try to visualize it to imagine what would happen…my guess would 
be that it would stretch more…a kind of a kinesthetic sense that somehow a bigger spring 
is looser.

Here again he refers to a nonverbal source for his finding. Why the subject made 
an effort to attempt a visualization or simulation as a source for findings can be 
explained by the hypothesis that he is able in this way to access implicit knowledge 
that has not been described before. These two examples provide some evidence 
against several competing hypotheses. In the first part of the quotation above, S2 
indicates that he anticipates that an extended imagery process (running through a 
simulation) may be helpful in producing a finding. This argues against the idea that 
explicit, verbally described knowledge was retrieved in a direct manner – that it was 
not the retrieval of a specific fact. Also, there is no evidence in either example for 
the competing hypothesis that the situation is a complex  inference that would lead 
to announcing a verbal result inferred from other propositions in memory. Here the 
subject refers to only a single action. A viable explanation is that his findings come 
from nonverbal elements of an intuition schema expressed in an imagistic simula-
tion and are eventually translated into words.
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13.4.1.2 Other Possible Sources of Evidence for Implicit Knowledge

Thus under the definition of “implicit” used here, evidence that linguistic encodings 
are not the source of the knowledge being gained can also support the hypothesis 
that the subject is tapping implicit knowledge in the broad sense of undescribed 
knowledge. Table 12.3 Part IA identifies a number of other observations which 
could also provide evidence for implicit (nonverbal) knowledge.

Motions Not Translated from Verbal

Ob-11– Uses ambiguous terms in conjunction with less ambiguous motions to refer to the 
motion or interactions of an object

Ob-12 – Motions occur during language that does not describe them (e.g. S says “Well, 
let’s see what we can find out here” during motions. Producing such oral language would 
be likely to interfere with other language that served as the source for a translation to 
gestures, and so such a translation is unlikely here)

Ob-13 – Verbal description of an event is inconsistent with concurrent hand motions repre-
senting the event, and these motions are consistent with later conclusions in the solution

When hand motions depict events deemed important to the subject’s findings, 
the indicators above can provide evidence that the source of the findings is 
nonverbal and implicit in the broad sense. Observation 11 above was noted for 
S20 in the last protocol in Chapter 12, where he appeared to generate imagistic 
simulations of pushing an object in space:

(Ob-1,2,6) 34 S:  All right, in space. I’ve never been in space – Yeah, in space, too, I guess, in 
space. If you push (moves right hand away from chest, Fig. 12.2) something 
heavier than you, you would go back (moves head and right hand back) uh, 
more than it would go that-a-way (points forward).

(Ob-11a, 14,15,16, 18)

Since the original problem here did not involve people pushing or pulling, this excerpt 
provides another example of a personal action projection as an indicator of intuition. 
The trouble the subject goes to in order to generate the analogy of pushing with his 
own body argues that this intuition was part of his solution attempt, not just a side 
effect. The sense of the ambiguous statement “it would go that-a way” is indicated by 
his hand motion rather than a verbal description, suggesting that a language-like rep-
resentation was not the source of this idea. Of course, a critic could always advocate 
that some “deeper” propositional description was the source of his intuition. But 
translations to language should be trivial from such a representation in cases like this, 
and when indicators like the ones above are present, a simpler hypothesis is that the 
subject’s imagery is the source of both the hand motions and the conclusion.

Thus, where we have evidence that the source of knowledge is nonlinguistic, that 
is evidence for the presence of implicit knowledge in the broader sense of the term 
as used here. In order to record or report their knowledge, subjects will ordinarily 
then convert it into an explicit statement.

The five observable indicators for nonverbal knowledge discussed in this section 
above could also be added to Fig. 13.5 below the horizontal line but have been left 
out for simplification purposes. They would point to a finding above the line of 



“nonverbal source of knowledge” and would provide evidence against a major 
competing hypothesis to that of imagery use.

13.4.2 Evidence for Unconscious Knowledge

For certain examples there is also some weaker evidence that the knowledge used was 
implicit in the stronger sense, that of being previously unconscious. The subject S2 in 
line 05 above describes his findings about the spring as new information rather than 
something he was familiar with but never described. (An even stronger form of this 
would occur if the subject expresses surprise at the result.) Also, he refers to it as com-
ing directly from “visualizing” or “imagining it” and a “kinesthetic sense,” so this new 
information does not appear to be the result of a chain of inferences. Thus a plausible 
explanation is that he is using perceptual/motor knowledge that was previously uncon-
scious in the sense that he has never heeded it before. This may also be true for the 
twisting rod episode, where S2’s statements imply that he is realizing for the first time 
that it will “twist more” rather than remembering it as a familiar image.

Perceptual/motor schemas have been described as coordinating processing at 
many levels from sensory up to cognitive, and back down to muscle control. This 
gives one another way to describe the “upper” or cognitive levels of a schema with 
more explicit knowledge, and the lower levels with more implicit knowledge, rep-
resented as being above and below the horizontal lines in Fig. 13.7 (adapted from 
Clement, 1994b). There a triangle represents an active perceptual/motor schema 
whose upper part includes only very skeletal, depictive representations of the 
 preconditions and expectations for an event. The lower part includes the substruc-
tures supporting the perceptual/motor knowledge involved in carrying out an action 
that is performed more or less automatically by subschemas and that is not ordinar-
ily under conscious control. This distributed and parallel knowledge comprises the 
“lower” part of a schema whose other part is in conscious attention. (I am not refer-
ring here to other schemas weakly activated at a subliminal level by “horizontal 
association” to a schema in conscious attention.)

When the schema is used in a planning process, only the small upper part of the 
schema’s processing need be in conscious attention for very brief moments. By 
making an effort to focus on and inspect features in an imagistic simulation how-
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ever, more of the schema’s processing can be brought into conscious attention, 
revealing knowledge that was previously unconscious.

Studies show that infants 18-months old or less can anticipate whether an object is 
light or heavy in preparing to pick it up (Mounoud and Bower, 1974).These force level 
estimates are presumably embedded (embodied) in control (tuning) processes of a per-
ceptual/motor action schema that are parallel and distributed in nature rather than being 
encoded as discrete, language-like symbols. Similarly, when S2 reports his intuition 
about twisting different rods, he may be consciously attending to and articulating it for 
the first time, even though he may have used the knowledge previously to control 
actions. This would account for the subject’s experience of an “intuition” or “kines-
thetic sense” that is not explicated further as the source of knowledge in this case.

It is reasonable to assume that perceptual/motor schemas can have tuning 
parameters which are unconscious (Schmidt, 1982). In general, however, discrimi-
nating between the unconscious and conscious but nonverbal forms of implicit 
knowledge on the basis of transcript data is difficult, and I do not consider the 
examples discussed here to be definitive on this finer point. We need to develop 
better methods for determining when knowledge is unconscious. Looking at cases 
where a motoric response differs from verbal predictions is one approach (Piaget, 
1976; Krist et al., 1993).

Historically, researchers such as Gelerntner (1959), Larkin and Simon (1987), and 
Lindsay (1988) proposed the hypothesis that there is a special mode of nondeductive 
spatial inferences made possible by diagrammatic representations. Such inferences 
are thought to be derived from knowledge of spatial relationships and constraints 
which becomes usable when a static diagram is “examined” and described. The per-
spective I am proposing in this section can be viewed as related to theirs but in the 
domain of imagery for dynamic actions. That is, there are implicit relationships and 
constraints that are built into action schemas which can become explicit when the 
schema is applied to an image of a particular situation in a dynamic imagistic simula-
tion with a particular question in mind. The view that intuitions can take the form of 
knowledge in a perceptual/motor schema provides one possible reason for why sub-
jects can take them to be “givens” that are not in need of further explanation or justi-
fication. They are something the subject just “knows how” to do that requires no 
justification. And some aspects of that knowledge may be implicit in that they have 
never been described or attended to before, much less explained.

13.5 Knowledge Can Be Dynamic

13.5.1 Different Uses of the Term “Simulation”

de Kleer and Brown (1983) used the terms “envisioning” and “simulation” to refer 
to reasoning via chains of causal inferences. In their approach, knowledge elements 
take the form “A causes B” or “an increase in A causes an increase (decrease) in 
B” and these are treated as passive data structures rather than processes. Other rules 



are then used to combine these elements in order to make chains of inferences in 
an information processing model of causal reasoning.

13.5.1.1 Passive Strings of Symbols

However one is tempted in such a perspective to take the computer metaphor too 
seriously and to assume that each such knowledge element in a subject’s working 
memory is like a static string of symbols. In that view while reasoning and learning 
are seen as active processes, knowledge is seen as a network of symbols consisting 
of static and passive “data” elements. The printed word is the implicit, underlying 
metaphor for knowledge in these approaches. It is true that not all features of a 
cognitive model need to be taken as literal features of the real system under study. 
However, it is important to note that very few authors have actually disavowed 
static symbols as central features of these models. Here I suggest the possibility of 
a much richer and more dynamic representation as an alternative basis for 
knowledge.

13.5.2  Knowledge Experienced in Imagistic 
Simulations Is Not Static

de Kleer and Brown (1983), as well as Forbus and Falkenhainer (1990) use the 
phrase “running a simulation” to refer to the process of making inferences from 
collections of such static causal knowledge elements. However, in this book I will 
use the term to describe a more dynamic process of running through the action or 
movement involved in a single causal knowledge element. That is, instead of just 
modeling reasoning as a dynamic process acting on knowledge elements as static 
symbols, I will also model each knowledge element as a dynamic process.

13.5.2.1 An Alternative View

A more dynamic view of individual knowledge structures is suggested by protocols 
such as S2’s statements immediately after he has constructed the two dimensional 
zigzag spring analogy in Fig. 6.4b:

23 S2: And when we do this what bends…is the bendable bars…and that would behave 
like a spring. I can imagine that it would; I can kinesthetically pull on it and it would 
stretch, and you let it go and it bounces up and down (waves hand up and down, palm 
down, fingers extended). It does all the things.

In cases like this the subject gives evidence for: making an imagery report, making 
a prediction, and indicating the use of an extended-in-time process either verbally or 
via hand motions. This provides evidence that he is experiencing an event over time
in order to produce a prediction for a single causal relationship as he “runs through” 
the event mentally in real time (or some speeded up or slowed down version of real 
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time). These features are also present in S2’s imagistic simulation of the twisting rod 
depicted in Fig. 13.2. In addition, I have already discussed the case of S5 who uses 
considerable time and effort attempting to determine the single causal relationship 
between stretching and the direction of twisting deformation in the spring wire. His 
protocol suggests that establishing a single knowledge element of the form “A 
causes B” can require a significant effort, and that imagistic simulation can play a 
major role in such an effort.

This raises the question of why subjects were willing to run through effortful 
imagistic simulations. That they did so provides one more argument that imagis-
tic simulations allowed them to apply knowledge that was not stored as a linguis-
tic description. For if it were, then why announce the intention to form an image 
of the situation and make the effort to run through a simulation of it (see S2 line 
5 above)? Since the task is to produce a verbal prediction, why not just report it? 
The presence of dynamic imagery reports, hand motions, imagery enhancement 
techniques, and the effort put into imagistic simulations support the view that 
imagistic simulations of a single causal relation are very different from a static 
symbol structure. The fact that these refer to only a single causal relation dis-
counts the alternative view that the effort involved comes from making some 
kind of chain of reasoning inferences. A real motive for using the term “simula-
tion” comes from the subjects’ reports of experiencing the effects of actions 
occurring over time (S5, line 73, S2 line 23 above). They suggest that the subjects 
are experiencing some aspects of the rich flow of perceptions and/or motor 
actions over time that would be present if they were actually perceiving such 
events. This is a different meaning for “simulation” than a symbol manipulation 
procedure which steps its way through a series of inference rules operating on a 
set of word-like tokens. The intent here is not to deny the power of linguistic 
abstractions and mathematics in human thinking, or the idea that once an intuition 
is labeled or described in language, that such a linguistic description can be 
stored with the intuition schema. But the present findings support the view of 
simulation as a thought process that can take place outside of a linguistic system, 
before it is translated into one. This suggests that causal knowledge elements in 
working memory are not simply static, language-like symbols. An alternative 
hypotheses is that part of one’s knowledge in working memory can be based in a 
dynamic, distributed flow of imagined perceptions and actions or in a state of 
readiness for such a flow. In this view the knowledge experienced in an imagistic 
simulation does not just consist of an end state of static tokens, but is a process 
or activity which takes time to experience and have meaning for the subject. To 
be sure, the subject can then go on to describe such a finding in language. This is 
what I have called converting implicit, undescribed knowledge into explicit 
knowledge. The view of knowledge as dynamic in the context of imagistic simu-
lations is consistent with positions that have developed from very different types 
of data in areas such as “representational momentum” (Freyd and Finke, 1984; 
Freyd, 1987.) It is also compatible with the classic observation of Shepard and 
Metzler (1971) that subjects take longer to imagine large rotations of a figure 
than small rotations.



Another strength of the present view is its potential for providing a more 
adequate view of meaning and consciousness than the view of knowledge as 
passive data structures. When a perceptual/motor schema is activated and inter-
acting over time with events in the world, this interaction can be seen as a primi-
tive and primary locus of conscious experience and meaning. In this view, a 
closely related and powerful but less direct locus of meaning occurs when the 
schema is activated and interacting with less real but still meaningful internal 
images of such events.

13.6  Conclusion: The Role of Concrete Physical Intuitions 
and Simulations in Embodied Thinking by Experts

13.6.1  Summary of an Initial Framework for Modeling Physical 
Intuition and Mental Simulation via Perceptual/Motor 
Schemas and Imagery

Chapters 12 and 13 have attempted to show that think-aloud protocols can contrib-
ute to several research goals. First, although the role of imagery in lower-level 
tasks is becoming more accepted, there is a need to determine whether it is also 
used in higher-level thinking, and to develop relevant concepts of observation for 
detecting its probable presence during think-aloud protocols. Second, one can use 
protocols to begin to study the nature of mental simulations. Although rules for 
making inferences from simulations of larger networks of causal relations have 
been studied, we lack models which analyze the nature of mental simulations 
underlying a single causal relationship. A final larger goal of this chapter was to 
construct a plausible initial framework which proposes basic relationships between 
physical intuitions, perceptual/motor schemas, visual imagery, kinesthetic imagery, 
and simulations.

13.6.2 Imagery

In this chapter I have tried to extend the analysis of imagery from Chapter 12. At 
the level of observations, three very important imagery indicators have been added: 
imagery reports, dynamic imagery reports, and imagery enhancement reports. The 
phenomenon of imagery enhancement is also particularly compelling as evidence 
for the import of imagery as a thinking tool. These indicators were included in 
Tables 12.3 and 12.4. Cases were cited where an imagistic simulation appeared to 
be at the very center of a new inference. Thus there is further evidence in this chap-
ter for the use and importance of imagery in expert cognition. Cases were also cited 
where observations of imagery reports and hand motions occurred simultaneously, 
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supporting the conclusion from Chapter 12 that depictive hand motions can be 
taken as one form of evidence for the use of imagery.

13.6.3 Intuitions and Imagistic Simulation

At the theoretical level, a plausible answer to the knotty problem of the source of 
new and even novel dynamic imagery has been provided: that dynamic imagery can 
be generated by a perceptual/motor schema which “operates” on an image as if it 
were a real object. This view treats images as temporary constructions and schemas 
as more permanent residents of long-term memory. The case studies described in 
this chapter provide some initial evidence for framing the following hypotheses: (a) 
In addition to abstract principles, experts can use schema driven simulations involv-
ing imagery (here termed imagistic simulations). (b) The schemas analyzed in this 
chapter were concrete, self-evident, physical intuitions of modest generality. These 
played an important role in problem solutions that was more than simply a “start-
up” role – imagery and intuitions were part of the central argument in these solu-
tions, not just side effects. The kinds of evidence that can be used to support this 
first pair of hypotheses are summarized in Fig. 13.5. (c) A grounded imagistic sim-
ulation can be used to make implicit knowledge more explicit.

These findings conflict with the typical assumption, as in Chi et al. (1981), that 
the most distinguishing feature of expert knowledge is its use of abstract principles. 
In the expert protocols discussed here, much of the knowledge used was present at 
the concrete, perceptual/motor level via imagistic simulations and was “embodied” 
in this sense. However, in the case of the Chi study, their focus on abstract knowl-
edge may be partly due to the fact that their study used problems that were easy or 
routine for the experts, whereas in the present study the experts were engaged in 
nonroutine model construction. In the present study, the experts often did not have 
an adequate set of ready made abstract principles with which to understand the 
system. Thus the context was closer to that on the frontier of science, where princi-
ples are being constructed rather than only used. In addition these findings conflict 
with a view of knowledge as a collection of static symbols, since perceptual/motor 
intuitions are experienced over time as depictive action images and need not be 
interpreted.

13.6.4  How Is New Knowledge Generated from an Elemental 
Simulation?

At a somewhat more detailed level, as illustrated in Fig. 13.3, the proposed model 
for elemental simulations says that intuitions are hypothesized to be expectations 
embedded in a schema and that such a schema produces imagistic simulations. This 
separation of a schema activated from permanent memory and an image in tempo-
rary memory (generated by a top-down and/or bottom-up process) allows us to 



separate what is old, familiar, permanent, and more general (the schema) from what 
can be new, novel, temporary, and more specific (the image of particular objects 
and movements) in an elemental simulation. The “running” of an elemental imag-
istic simulation involves the following:

1. Such simulation involves a permanent perceptual/motor schema (such as a 
schema for twisting). When acting on real objects in the world in its normal, 
nonimaging role, such a schema controls perceptual tracking and/or motor coor-
dination processes over a period of time.

2. As such, at least at the level of organization being discussed, parts of the schema 
in working memory are analog and active or depictive in character, rather than 
being a descriptive set of static symbols.

3. The schema can have expectations which “set up” a readiness to perceive certain 
expected events in a top-down manner.

4. Some of these expectations can be implicit (undescribed or in some cases possi-
bly unconscious).

5. In addition to real situations, the schema can assimilate an image of a situation.
6. It is possible for the expectations to operate in the absence of the real situation 

and “drive” a temporary dynamic imagery representing an event.
7. The subject can focus on and “inspect” certain features in the resulting image.
8. The subject can then describe these verbally. In this manner, implicit knowledge 

in a schema can become explicitly described knowledge.

In this model a new prediction can be derived from an imagistic simulation that 
does not depend on inferences from chains of word-like symbols. Two of the ways 
that this can happen are the following:

1. The subject can apply an existing schema to an image of an unfamiliar situation 
outside of its normal domain of application, and the schema can assimilate and 
adjust its expectations about the situation via tuning mechanisms. This takes 
advantage of the natural flexibility of perceptual/motor schemas, which can be 
fairly adaptive (e.g. I can imagine using a crate as a chair for sitting; or a wrench 
for hammering). It is also possible that the case being considered can be familiar, 
if the subject brings a new question to the situation so that an aspect of “running” 
the schema that has not been described (or in some cases even thought about) 
before is attended to and articulated.

2. Implicit knowledge in an intuition schema can be tapped as previously unde-
scribed expectations in the schema generate images which can be interrogated and 
described, thereby being converted to explicit knowledge. 

These two sources will be viewed as “elemental” sources of knowledge from simu-
lations as a foundation for more complex sources later, such as thought 
experiments.

The idea that people can gain new knowledge from running a new experiment in 
their head is a strange one – one that I will discuss in Chapter 15 under the heading 
of “the fundamental paradox of thought experiments.” After surveying a broader 
range of thought experiments there, the list of sources will be extended to address 
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the paradox more fully. For example, in a more complex simulation several sche-
mas might interact with the same image.

The activity of a perceptual/motor schema that is interacting with the world can 
be seen as a primitive and primary locus of conscious experience and meaning. The 
present theory proposes that a similar locus of conscious meaning occurs when the 
schema is activated and interacting with internal images of such events.

13.6.5  Using Perceptual/Motor Schemas as an Initial Foothold 
for Understanding the Use of Intuitions and Imagistic 
Simulation

Another issue that is beyond the scope of this chapter is the origin of intuitions. The 
cases discussed support the theory that some physical intuitions originate in percep-
tual/motor schemes. It is reasonable to assume that most physical intuitions are 
grounded in personal experience with physical phenomena. Like other knowledge, 
however, intuitions could be biased during construction by other prior knowledge 
or rational tendencies which would mean that direct experience does not play the 
only role in their construction. Also, some intuitions may be based on more ration-
alistic ideas such as symmetry. Virtually all of the examples of intuition in this 
chapter were modeled in terms of perceptual/motor schemas with motoric compo-
nents. But it is not clear that all intuitions, including notions of symmetry, can be 
explained in this way. Perhaps they can be, if the idea of a conserving transforma-
tion is taken as fundamental for symmetry. On the other hand, perceptual operators 
may be involved in some cases that do not depend on the motor system. A full dis-
cussion of the cognition of symmetry is a topic that is beyond the scope of this book 
and an important area for future research.

Thus, I do not wish to imply that schemas with motoric components are neces-
sarily the only source of intuitions or of imagery. However, situations involving the 
motor system are a good starting point for developing new cognitive models in this 
area, partly because of the need to include images of actions, and partly because we 
can draw on existing theory of presymbolic flexible processing. Some of the inter-
esting properties of generalized motor schemas that have been discussed are listed 
in Table 13.2.

I have added the property of implicit knowledge at the end of the list, and have 
discussed the idea that it can be examined and articulated during imagistic simula-

Table 13.2 Interesting properties of generalized motor schemas

• Provides a plan for coordinating actions in parallel over time
• Anticipates consequences of actions
• Presymbolic
• General – Responds to input or tuning parameters
• Flexible
• Implicit knowledge



tions. In addition, motor theory provides paradigmatic examples of, and the begin-
nings of a theory for, schema flexibility during application to new situations. By 
studying this very interesting property we may gain a foothold for beginning to 
explain how schemas are used in the construction of flexible scientific models. So 
although I am not saying that all schemas used by subjects were simply motor 
schemas, I do think that a number of important ones had motor components. 
Looking at motor schemas provides a very interesting starting point for developing 
theories of dynamic, flexible knowledge structures.

13.6.6 Imagery, Intuitions, and Anchoring

The findings in this chapter give us a new way to look at the concept of “anchoring” 
developed in the first section on analogies in this book and extended in Chapters 
8–10 on student thinking. Physical intuitions, as a self-evaluated, primitive source 
of knowledge and conviction, may be a natural source of anchors for analogical 
reasoning. We have seen a number of expert cases that fit this hypothesis:

● S2 above anchors his understanding of the spring in his physical intuition about 
the analogous case of a twisting rod.

● S2 in Chapter 4 anchored his understanding of the wheel in his physical intui-
tions about the analogous case of a lever.

● S1 discussed as the second case early in this chapter and in Chapter 2 used his 
physical intuition about bending long and short rods as an anchor for under-
standing the case of the stretched springs.

These examples provide initial grounding for the hypothesis that such runnable 
intuition schemas, capable of generating imagistic simulations with a degree of 
conviction, can serve as analogical anchors for constructing imageable models in 
science. Thus the accessing of runnable prior knowledge schemas in general, and 
physical intuitions in particular, may provide a powerful reason for experts to use 
analogies in science. Lakoff and Nunez (2000) have theorized that mathematical 
ideas are grounded in elemental perceptual/motor ideas and their study provides an 
interesting precedent to the present one in this regard. A comparison to their study 
appears in Chapter 20, section 20.5.3.

The findings in Chapters 8–10 document the fact that students can also use 
 concrete intuitions. The literature on alternative conceptions in science education 
provides many other examples, and there is also evidence for useful intuitive stu-
dent preconceptions that can ground qualitative scientific models (Clement et al., 
1989). Although the separation between experts and naive subjects is significant, 
the finding that experts use concrete physical intuition schemas makes it less sharp. 
In Chapters 9–10 and 18, I argue that significant educational benefits can be derived 
from making full use of positive intuitions in students, illustrating how students can 
benefit from analogies that appeal to anchoring conceptions that are intuitive. The 
ideas developed in the present chapter suggest the hypothesis that these benefits 
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may have accrued because the anchoring intuitions were runnable perceptual/motor 
schemas that could be exploited and transferred in the process of developing stu-
dent understanding in the form of visualizable models. This idea will be developed 
in detail in Chapter 18, as will the idea that transferring imagery and runnability to 
an explanatory model may contribute to its flexibility and usefulness.



Section V
Advanced Uses of Imagery in Analogies, 

Thought Experiments, and Model 
Construction

Models, about which I shall have nothing further to say in this paper, are what pro-
vide the group [of scientists] with preferred analogies, or, when deeply held, with an 
ontology. At one extreme they are heuristic: the electric circuit may fruitfully be 
regarded as a steady-state hydrodynamic system…. At the other, they are the objects 
of metaphysical commitment: the heat of a body is the kinetic energy of its con-
stituent particles.

Thomas Kuhn (1977a, pp. 297–298)

Where the senses fail us, reason must step in.

 Galileo Galilei (1954, p. 60)



Chapter 14
The Use of Analogies, Imagery, and Thought 
Experiments in Both Qualitative 
and Mathematical Model Construction

14.1 Introduction to Chapters 14–16

Scientists often say that the reasoning methods they use in their research reports are 
more formal than the primary processes such as analogy and special case analysis 
by which they discover their findings. Polya coined the term “plausible reasoning” to 
describe the nonformal processes that mathematicians use on the way to a new dis-
covery. This chapter presents a longer and more complete collection of plausible 
scientific reasoning operations on the spring problem than have been dealt with in 
previous chapters, and it culminates in a quantitative solution. In doing so, this 
chapter bridges from the domain of qualitative modeling into the realm of mathe-
matical modeling. Arguments collected from the solutions of several subjects are 
combined together to give a more complete and coherent solution. The analysis of 
this composite solution will be the topic of the next three chapters. Other purposes 
of Chapters 14–16 include the following:

● To identify five major stages and a fairly large number of subprocesses in the 
model construction enterprise

● To examine the role of imagistic simulation and thought experiments in advanced 
model construction (Chapter 15)

● To use the composite protocol as a stimulus for outlining a coherent theory of 
model construction processes. This will include an examination of separate 
description, explanation and mathematization cycles as well as abductive gener-
ation processes (Chapter 16)

● To bring some closure to many of the questions raised in the transcripts about 
the spring problem, such as how to tell whether the spring is going through 
bending or twisting during stretching, whether there is cumulative bending, 
whether the stretch increases in a linear way with changes in coil diameter, etc. 
A major theme is that conjecture and counter conjecture – criticism and revision 
– are key characteristics of productive scientific thinking

Another purpose here is to examine the use of nonformal reasoning strategies and 
to ask whether they can simply be applied in random order as a list of heuristics, 
or whether they can be structured in some well-defined order or hierarchical 
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 procedure. I will compare these findings with the “heuristics semirandomly 
applied” view that Polya used in describing advanced problem solving in 
mathematics.

14.1.1  Stages in Model Construction Leading up to Quantitative 
Modeling During the Solution

This chapter also attempts to begin bridging the gap between qualitative and quan-
titative reasoning methods, as the spring’s behavior is examined at higher and 
higher levels of precision. Traditionally, mathematical processes are thought of as 
a very different kind of reasoning than qualitative scientific methods. It is interest-
ing to ask whether this is really true – whether at some point in the solution there 
is a marked shift to another set of processes, or whether there is a gradual transition 
indicating a large overlap between processes in qualitative and mathematical mod-
eling in science. The solution illustrates a number of stages in model construction, 
beginning with very rough qualitative models and culminating with a precise level 
of quantitative modeling, as shown in Table 14.1. Since no single subject exhibited 
all the steps in this transition, in this chapter I have combined reasoning operations 
from several subjects into a hypothetical composite solution. This is also motivated 
by the practical difficulty of capturing advanced creative behavior in science – one 
needs a fairly hard problem to elicit creative work, but one may only have an hour 
of any one subject’s time to work on it. Successful innovations on hard problems 
do not occur as fast as every few minutes. So another purpose of the composite 
protocol is to provide a richer variety of moves than one could find in any single 
protocol.

Actual quotations from individual subjects’ reasoning episodes have been 
retained in quotes, but unlike previous chapters, the adjacency and exact sequence 
of these operations for any one individual have not. Lakatos (1978), in his most 
famous book, Proofs and Refutations, presented a reconstructed history of the 
mathematics of polyhedra in the form of a hypothetical dialog where characters 

Table 14.1 Stages in model construction leading up to quantitative modeling during the solution

Qualitative modeling

 I. Efforts to develop an initial qualitative description or prediction for the targeted relationship
 II. Searching for and evaluating initial, qualitative explanatory model elements
III. Seeking an imageable, causal mechanism with elements that are fully aligned and connected 

spatiotemporally
Mathematical modeling

IV. Seeking a geometric level of precision in the spatial and physical relationships in the model
 V. Developing a quantitative model on the foundation of the improved qualitative and geometric 

models



present the arguments of historical figures. He therefore referred to it as a “rational 
reconstruction” of the history, and this allowed him to emphasize the major concep-
tual issues and make them more transparent. The composite protocol in this chapter 
is a “rational reconstruction” in the spirit of Lakatos (1978), but instead of historical 
arguments, it uses quotations from several subjects’ think-aloud protocols and 
(primarily for the quantitative section) the author’s written record of his own 
attempts to generate a more complete model for the spring.

The initial analysis of this composite protocol in this chapter will be a simple 
listing of the different types of reasoning used in the solution. The fuller analysis 
of the organization or orchestration of these reasoning strategies is more complex. 
This will be given in Chapter 16. It involves at least six different types of iterative 
cycles; many of these can call each other as subroutines; some are recursive in that 
they can call themselves; and a cycle can sometimes be interrupted by an “insight” 
that causes a sudden switch from the present process to one that has been put on 
hold. When first looking at a particular expert’s raw transcript, many of these 
patterns are not easy to discriminate; they can be confused with or hidden “underneath”
another process. This presents a huge challenge to the analyst. Add to this the 
ungrammatical nature of natural speech, and the complexity of the blind alleys that 
a subject goes down before making productive progress, and one has a formidable 
problem in analysis as well as a problem in communicating with one’s readers. This 
is another reason for assembling a simplified, composite protocol from several 
sources. (Chapters 6 and 7 provide a more precisely naturalistic case study restricted 
to transcript data from a single subject.)

The core of the composite protocol is the development of a viable qualitative 
explanatory model of a mechanism for how the spring works. The protocol contains 
more ideas and fewer detours, fuzzy concepts, repetitions, and backtrackings than 
did the transcript from any single subject. However, it is quite realistic in the sense 
that each segment is centered on an actual transcript episode of expert reasoning, 
and it exposes many more of the “hidden” steps of qualitative reasoning, cross-
checking, impasses, conjecture, and refutation than would be included in the pol-
ished version of a scientific paper.

The solution is written in the voice of a “dialogue within one person” or dialectic 
inquiry. Arguments which most clearly represent the various reasoning methods that 
were used to develop models of the spring system are linked together to make a 
coherent story of problem solving and discovery. Data sources for this dialogue are: 
(1) transcribed protocols from the ten subjects interviewed on the spring problem, as 
reported in Chapter 3; (2) the protocol of one additional expert subject interviewed 
after the original study; (3) handwritten records from the author’s own work, over a 
period of many months, on modeling the spring problem and its extension into quan-
titative modeling (used only after episode 13 in preparing the development of a math-
ematical model). The author has training in physics but, like the other subjects, is not 
a mechanical engineer and did not have expertise specific to the spring problem*.
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14.1.2 Issues in the Field

As opposed to focusing on data-driven inductive processes for generating certain sci-
entific laws, here I will argue that hypotheses can be formed by a less data-driven 
abductive process, leading to explanatory models rather than mathematical descrip-
tions of observation patterns. Some previous approaches do recognize the presence of 
qualitative scientific models (Larkin, 1983; Tweney, 1985), but our knowledge about 
the connections between qualitative and quantitative models is rather weak. This is 
partly because there is an inadequate description of what it means to have a visualiz-
able qualitative model as a foundation for a mathematical model. There is also too 
little appreciation of the need for intermediate stages of a model between the purely 
qualitative and the fully developed mathematical model. Several intermediate stages 
will be discussed in this chapter.

Forbus and Falkenhainer (1990) provided an important precedent in describing 
the design of an algorithm for integrating qualitative and mathematical models by 
specifying rules for going from qualitative models to certain numerical ones in a 
“math model library.” Once equations have been selected, causal relations in the 
qualitative model can be used to select an order of computation for the equations. 
Some similarities will be seen in the analysis given here, but there are differences 
as well. The initial models are assembled from and grounded in qualitative runnable 
intuition schemas, as described in Chapter 13 (see also Schrager, 1990), and the 
initial model must be extended and elaborated in another stage to align science 
schemas imagistically, not just algebraically, within the model. The transcript then 
indicates the use of “imagery alignment analogies” to help in aligning geometric 
schemas visually with the model, leading to the development of a more precise 
geometric/spatial (Euclidean) model before the algebraic model can be developed. 
The grounding in runnable perceptual/motor intuition schemas, the intermediate 
steps involving visual representations, and transformations for imagistic alignment 
separate this from the processes used in the Forbus and Falkenhainer model.

Another purpose to be realized in Chapter 15 is to continue to identify episodes 
that help us illuminate the role of imagistic simulation in scientific thinking. I will 
highlight several such episodes and attempt to identify several types of thought 
experiments that use imagistic simulation and several examples of imagery enhance-
ment techniques used in their solutions. To this end I have included additional data 
on hand motions in the present chapter in transcript excerpts where they occur. 
Previous discussions of thought experiments in science have highlighted their role as 
a way to test for inconsistencies in a scientific theory (Kuhn, 1977d); as a way to tap 
a priori knowledge (Koyre, 1968); as a way to access hands-on knowledge built up 
through experience in the laboratory (Gooding, 1992); or as a way to access prior 
knowledge of experiences in the everyday world through mental simulation 
(Nersessian, 1991). However, these are history of science studies without access to 
minute by minute processing, By contrast, the present study examines the specific 
roles that thought experiments (defined in Section 15.1.1 as imagining and giving a 
prediction for the behavior of an untested, concrete system) can play in model con-
struction on the basis of evidence from think-aloud protocols.



14.1.3 Ways to Read this Chapter

Interpretive comments appearing in italics after each episode are brief preliminary 
hypotheses for the type of cognitive processes that can account for that section of 
transcript, such as “generates an extreme case.” More detailed analyses appear in 
later chapters that use examples from an episode to focus on a particular cognitive 
process. In particular, claims about imagery and simulation use, and thought experi-
ments are supported in more detail in Chapters 15 and 18 via connections to the 
imagery indicators developed in Chapter 12. Discussion of larger patterns, such as 
the solution stages shown in Table 14.1, are given in the discussion section at the 
end of the chapter. These solution stages are also reflected in the major section head-
ings in the monologue below. Verbatim transcript sections from subject interviews 
are indicated by quotation marks. The first half of the protocol (episodes 1–13, 
15a,b, and 17a) is based on excerpts from these interview subjects (referred to here 
as “external subjects”). In fact, all of the main ideas presented in episodes 1–13 are 
from external subjects; this covers the lion’s share of the qualitative model construc-
tion sections. Since these subjects were not asked to give a quantitative solution, the 
second and more mathematical half of the protocol is based largely on the author’s 
records of his own work on the problem (the “internal subject”).

In the end, in a beautiful way, the symmetries in the spring system allow it to be 
seen to be equivalent to a much simpler system. It is hoped that by the end of this 
chapter the reader will not only be convinced logically of the truth of this equivalence 
but also that the reader will find that elements of the spring can be “seen as” this 
much simpler system by being able to visualize it as a hidden mechanism operating 
in the spring. That is, readers should be able to ground their understanding of the 
system in intuitions which they trust, thereby increasing their sense of conviction, 
understanding, and sense of having a satisfying explanation of how the spring works. 
Thus, one productive way to read this chapter is to engage the subproblems, do the 
suggested mental simulations, and then evaluate them as to whether they facilitate 
one’s own understanding. I have also begun many episodes of the monologue with a 
question. Those readers interested in a challenge or who want to investigate their own 
reasoning processes, can attempt to answer these questions before reading further.

14.2 Composite Protocol Monologue for the Spring Problem

The monologue begins after the scientist has read the spring problem in Fig. 2.1.

14.2.1  I. Efforts to Develop an Initial Qualitative Description 
or Prediction for the Targeted Relationship

(Part 1) OK, to begin with, there is a well-known formula associated with springs: 
F = kx, where F is the force that you apply to a spring, x is the distance that the free 
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end of the spring moves, and k is a constant of proportionality that depends on the prop-
erties of the spring. That is Hooke’s Law. So my first question is, will that help me?
(Part 2) That formula does not contain a variable for the width of the spring coils, 
however, “so the equation that says that the length [of the stretch] is related to the 
spring constant is not going to help me.” If the width had any effect on the stretch 
it would be reflected in a change in the constant k, and since I do not know how k 
is calculated from the geometry of a spring, I am still no further along than when I 
started the problem. I need to think of some other approach.

[Attempts to apply established principle above and fails.]
(Part 3) “I guess…I’m going to try to visualize it to imagine what would happen – 
my guess would be that it would stretch more – this is not really visualization, it’s 
kind of a kinesthetics sense that somehow a bigger spring is looser – Umm, that’s 
high uncertainty.”

[This prediction appears to come from a direct physical intuition which in this 
case appears to be kinesthetic. Most subjects had a weak but direct intuition that 
the wide spring would stretch more.]
(Part 4) “Here’s a good idea. It occurs to me that a single coil (makes circular 
motion with index finger of l.h.) of a spring…is the same as a whole spring.” It 
would be simpler just to think about a single coil.

[Partitions the spring into unit segments that repeat and then focuses on one unit.]
(Part 5) “If we had a case where the second one went – had huge diameters com-
pared to the first, it would appear to sag a lot more. It just feels like it would be a 
lot more spongy.” That seems to help because the wider it is, the looser it feels. In 
fact if I had the right material like coat hanger wire, I could make a spring coil, say, 
as wide as a dining room table and it would be so flexible that it would be very easy 
to pull down compared to a coil that was 3 in. wide made of the same coat hanger 
wire. I find that much more convincing and my confidence level is becoming fairly 
high. So the larger spring will stretch further, unless I am overlooking some mistake 
I have made.

[Generates extreme case to enhance the use of a physical intuition in a simula-
tion to predict the direction of an effect; also makes the simulation more concrete 
by using familiar material to increase confidence].
(Part 6) I could also imagine a very narrow spring.
“So the way to really eke out my intuitions would be to take the coiled spring in 1 
down to an extremely tightly coiled spring. It’s almost no distance from side to side 
of the spring. And obviously in that case it can’t stretch very far.” “if you…imagine 
shrinking the coils to a very small diameter, the wire would be practically straight 
and you could barely stretch it at all. There’d be no ‘give’ to it.” So narrower springs 
should stretch less.

[Another extreme case used to enhance use of a physical intuition in imagistic 
simulation. The subject’s use of the term “eke out my intuition” supports the inter-
pretation of “enhancing the use of physical intuition.”]

Parts of the following episodes will include some of the data already presented 
in Chapter 6, but I will analyze it in a different way.



(7a) “Now what if I recoiled the spring and made the spring twice as long – instead 
of twice as wide? Uhhhh – it seems to me pretty clear that the spring that’s twice 
as long is going to stretch more. Now that’s a – again, a kinesthetic intuition, but 
now I’m thinking – I’m imagining (raises hands 10 inches apart in front of chest, 
closes fingers as if holding something between hands, moves hands together slowly 
in 5–6 small movements while speaking until they almost touch just before the 
word ‘origin’) that one applies a force closer and closer to the origin of the spring, 
and again, as clo – as you get closer to the origin of the spring, it hardly stretches 
at all. Therefore, the further away you are along the spring, the more it stretches. 
So a spring that’s twice as long, I’m now quite sure, stretches more.
Now if this is the same as a spring that’s twice as wide, then that should stretch 
more – Uhhh, but is it the same as a spring that’s twice as wide?” I’m not sure, 
therefore I guess I can not use this analogy right now.

[Subject generates an analogy to a double length spring; then imagines a spe-
cially constructed extreme case and inspects the amount of effort required, in order 
to gain a higher level of confidence in the behavior of the base of the analogy.
However, the subject cannot confirm the validity of the analogy relation to the 
original target problem, so the analogy is dropped.]
(7b) “What else could I use that stretches, instead of a spring…would that be help-
ful? Like rubber bands…let’s say…that doesn’t suggest anything to me….”
“The problem might actually be simpler if you talked about…what would happen 
to a piece of foam rubber if you had foam rubber of the same amount that had small 
little cells, and suddenly you decided you’d deal with…cells in it that would be 
much bigger…If you have foam rubber with gigantic air cells in it it’s going to be 
very squishy. So I guess I would feel fairly confident that it [the wider spring] is 
going to stretch more.”

[Generates analogous cases. These cases appear to be generated by associa-
tion. In the case of the foam rubber analogy, the subject is able to make a prediction 
and infer a parallel result in the spring problem.]
(8a) Is there another analogy that might help?
“I’m going to unroll these things [the two springs] and see if that helps my intuition 
any. Um, if I essentially, uh, uncoil or project the spring into a wire…the wire will 
actually go from here to here (draws horizontal line.) That’s if I actually unroll the 
wire.” That may be an interesting idea. “It occurs to me that a spring is nothing but 
a rod wound up, uh, and therefore maybe I could answer the question for a rod 
(Fig. 2.3).” “I have a strong intuition, a physical imagistic intuition that this [rod a]
will bend a lot more than that [rod b] will….”

“I’m imagining what it’s like to bend the rod (Places hands together in front as 
if gripping a horizontal rod and moves them very slightly).”

[Generates an analogous case B (the rod), to help think about the original prob-
lem, A. In this case the analogy is generated by transforming (unwinding) the 
spring. The analogous case is conceptualized via a physical intuition about rods.]
(8b) Is there any way to confirm that? “In fact, the intuition is confirmed by taking 
it to the limiting case. It becomes intuitively obvious to me that as one moves the 
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weight closer and closer to the fulcrum [attachment point] that the thing will not bend 
at all, and that therefore, uh, there must be a continuing bend as one goes farther out.” 
If that analogy is valid it indicates that the wider spring would stretch more.

[Generates an extreme case whose apparent role is to enhance the original 
physical intuition for the dependence of bending on length of the rod].
(8c) I now have six different arguments above all arguing that the wide spring 
stretches more and so I am starting to have considerable confidence in my predic-
tion. But I am still not satisfied at all with my understanding – I have no explanation 
of how the spring works, that is, I have not really examined how the spring wire 
itself is deforming locally to produce stretching in the whole spring.

14.2.2  II. Searching for and Evaluating Initial, Qualitative, 
Explanatory Model Elements

(9) Here is one explanation. The rod analogy suggests that “the springiness of the 
spring – the real spring – is…a matter of its bendability.” If the spring wire is bend-
ing, that would explain why it stretches.

Promotes bending idea from being a mere analogy of a bending rod to an 
explanatory model of deformations that may actually occur in the spring wire.
“But then it occurs to me that there’s something clearly wrong with that metaphor, 
because…it [the spring wire] would (raises hands together in front of face) droop 
(moves r.h. to the right in a downward curve) like that, its slope (retraces curved 
path in air with l.h.) would steadily increase as you went away from the point of 
attachment whereas in a [helical] spring, the slope of the spiral is constant.” And if 
that is correct it makes me wonder whether the rod is a good analogy.

“I’m imagining a diagram in my mind. This is the diagram in my mind [draws] – We 
have the spring swooping around like this if it’s really bending downward, gradually 
bending, downward, there should be a curve – this is quite clear but I’m not quite sure 
how to express it in words.” On the other hand, “the slope of the [real] spring is uniform. 
That is to say, if it’s stretched to a certain degree and you go around the spring, uh, 
you’re always sliding down a 20° slope say. But if it were bending – if you imagine a 
solid bar bent – the slope is constantly increasing as you go toward the lower end.”

“You get a spring which stretches more and more at the bottom. The loops are 
wider apart there.”

“But that isn’t the case. You can imagine a spring just as well as I can, and you 
know that they’re uniform all the way around. And of course, anyway, there’s no 
difference between the top and the bottom. It’s a symmetric situation.” This contra-
diction creates an anomaly for the bending model that makes me worry about it.

[Criticizes the validity of bending as an explanatory model for the spring as well 
as the analogy relation between the spring and the rod by (a) imagining the 
implications of running the bending model and (b) using prior knowledge about 
the appearance of springs to set up a conflict with those implications.]

“I’m still bothered by the anomaly; I’m not satisfied with my understanding of 
the situation…. Uhh, I – I’m 90% confident [of the prediction wider stretches 



more]…because of the analogy with the straight rod – because I think there’s 
something right about the analogy, even if there’s something wrong about it. And 
because my physical intuition says the same thing…I have a certain…conver-
gence of kinesthetics imagination and this model and the er [extreme] smaller 
coil model and for all those reasons, I’m…I’m inclined to feel fairly confident of 
the answer…. Without, however, feeling that I really understand what’s going 
on…and I’m not very happy about that…. This bugs me, not to conceptualize it 
adequately.”
(10a) Maybe the stretch has to do with shear forces rather than bending. In that 
model “(Draws a spring with elements descending in a helical staircase so that each 
element is slightly displaced vertically with respect to the next) the mechanism of 
force communication is this sort of shearing-like property (holds both hands side 
by side, palms open, oriented vertically and facing each other with thumbs up)…
this picture of transverse – of communicated forces from one little block to a neigh-
boring block is…the way in which force gets communicated up the coil (makes a 
wide tracing of a coil upwards with his right hand).”
[Subject generates a microscopic explanatory model of vertical shear forces and 
displacements in the wire.]

“But now the next thing I want to try to understand is, ok…given that mechanism, 
explain why then that the very loosely wound coil (makes a wide tracing of a large 
coil with his right hand) and the tightly wound coil have different elasticities….

The net displacement is proportional to how much relative motion (holds palms 
flat, face down, so index fingers are touching and slides one hand upward and one 
down) the communication of force…calls for…the winding (makes a tracing of a 
coil upwards with his right hand) it around is sort of a…(pause) I don’t entirely 
believe myself….

[According to the shear model] I could take this thing, [one piece of wire] and I 
could wind it tightly, or I could wind it loosely, and I have the sense that if my 
model’s correct, the rate that I wind it is gonna be…(pause). Oh, ok. Now I’m 
extremely unhappy…. The spring…is made out of…steel which is very stiff(motions 
as if hanging an object from his left hand). 

The stiffness of the spring is just a function of its length – the length of the mate-
rial – and not a function of how tightly I wind it because the forces I’m talking 
about are brought into play just between different pieces (holds palms flat, face 
down, so index fingers are touching and slides hands up and down in opposite 
directions)…that’s what’s bothering me – the contradiction…that I could wind this 
thing as tight as a spring…or as a very loose spring…and it would still have the 
same displacement for the same force, given that the length was the same.” The 
shearing model predicts that stretch in a loosely coiled wire and tightly coiled ver-
sion of the same wire should be the same. But this is counter to my intuition since 
I imagine that the loosely coiled wire would stretch much more. So I am going to 
give up on the shear model.

[Here the comparison of a single piece of wire coiled loosely or tightly yields a 
counterargument for the shear model. This is not the same as the original problem 
because the wire length in this case is the same. This is a Gedanken experiment
(a formal definition of Gedanken experiment is given in Section 15.1.1.) that pits 
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results of running the shear model against strong intuitions about the behavior of 
loosely and tightly coiled material to produce a conflict.]
(10b) Going back to the bending idea, “I’m visualizing a single coil of a spring…. I’ll 
be damned if I see why it [the coil] should be any different from that case [the rod].”

[Stubbornly reconsiders the bending rod analogy on the basis of a feeling that it 
is valuable].

“What could the circularity [of the coil in contrast to the rod] do? Why should it 
matter? How would it change the way the force is transmitted from increment to 
increment of the spring? Aha! Now let me think about; Aha! Now this is interesting. 
I wonder, what if I start with a rod and bend it once, and then I bend it again.”

[Transforms rod into new analogous case].
“What if I produce a series of successive approximations to the circle by produc-

ing a series of polygons! Maybe that would clarify because maybe that’s construct-
ing a continuous bridge, or sort of a continuous bridge, between the two cases [the 
rod and the coil]. Clearly there can’t be a hell of a lot of difference between the cir-
cle and say, a hexagon.” (Draws hexagon in Fig. 6.6a)

[Polygons serve as bridging analogies ((see Chapter 4) between the circular 
coil and rod cases in order to help him evaluate the rod analogy.]
(11a) Let us take a look at the hexagon.
“Surely springwise, that would behave pretty much like a circle does. Now that’s 
interesting. Just looking at this it occurs to me that when force is applied here 
[arrow on hexagon in Fig. 6.6a], you not only get a bend on this segment, but 
because there’s a pivot here (point x), you get a torsion [strain from twisting] effect. 
Aha! Maybe the behavior of the spring has something to do with twist (makes twist-
ing motion with right hand) forces as well as bend forces. That’s a real interesting 
idea. That might be the key difference between this (rod in Fig. 2.3) which involves 
no torsion forces, and this [hexagon].”

[Insight episode: Discovers a new critical variable – the torsion effect in the 
hexagon. (See Appendix to Chapter 6 for primer on torsion and torque.) The hex-
agonal [polygonal] coil idea is generated as a bridging analogy in order to evalu-
ate the previous bending rod analogy. But the new simulation appears to trigger a 
new schema – the idea that torsion may be involved. Thus a strategy used for anal-
ogy evaluation (bridging) is interrupted by the recognition of an idea useful for 
the higher goal of model construction.

“Let me accentuate the torsion force by making a square (draws square in of 
Fig. 6.6b) where there’s a right angle. I like that, a right angle. That unmixes the 
bend from the torsion.”

[Chooses square as simpler case to analyze, presumably in order to facilitate 
running the following compound simulation involving more than one idea or 
schema.]

“Now I have two forces introducing a stretch.”
[Begins to analyze square.]
“I have the force that bends this segment a (in Fig. 6.6b) and in addition I have 

a torsion (makes twisting motion with right hand) force which twists [side b] at 
vertex, um, x.” It is as if side “a” were a wrench acting to twist side “b.”



(11b) “Now let’s assume that torsion and bend (makes bending motion with hands 
together) don’t interact…does this (points to square) gain in slope – toward the 
bottom? . . . So if you ignore the (traces in air over one side in drawing with pen) 
increase in slope . . . which starts over again at each joint. Indeed, we have a struc-
ture here which does not have this increasing slope as you get to the bottom. It’s 
only if one looks at the fine structure; the rod between the Y and the X, that one 
sees the flop (moves left hand horizontally in a downward curve) effect.”

[Square coil is a structure in which the cumulative increasing slope difficulty 
discussed in (9) does not occur.]
(12a) What does the square model predict for the original question?

“Now making the sides longer certainly would make the [square] spring stretch 
more…. The longer the segment (holds hands up in front as if holding something 
between them) the more (makes bending motion with right hand) the bendability.”

[Prediction from kinesthetic physical intuition.]
(12b) “Now the same thing would happen to the torsion I think, because if I have a 
longer (raises hands apart over table arriving at stationary position with the word 
‘rod’) rod and I put a twist on it (moves right hand as if twisting something), it 
seems to me – again, physical intuition – that it will twist more. Uhh – I’m – I think 
I trust that intuition…. I’m (raises hands in same position as before and holds them 
there continuously until the next motion below)…imagining holding something 
that has a certain twistyness to it, a – and twisting it. Like a b-bar of metal or some-
thing like that. Uhh, and it just seems to me as though it would twist more.”

“Again, now I am confirming (moves right hand slowly toward left hand) that by 
using this method of limits. As (moves right hand even more toward left hand until 
they almost touch at the word ‘closer’) I bring my hand up closer and closer to the 
original place where I hold it, I realize very clearly that it will get harder and harder 
to twist. So that confirms my intuition so I am quite confident of that. So, doubling 
the length of the sides, it will clearly stretch more. Both for reasons of torsion and 
for reasons of the segment.”

[Prediction for twisting rod analogy from kinesthetic physical intuition confirmed 
by using an extreme case to enhance the intuition. He transfers this result immedi-
ately to infer that the wider spring made of square coils will stretch further.

Engineers do in fact believe most of the restoring force in a spring is due to tor-
sion. At this point the spring is seen as analogous to a single coil, which in turn is 
analogous to a square coil (as in Fig. 6.8d). The effects in the square coil are seen 
as resulting from those in a bending rod and a twisting rod. The schemas and 
imagery for bending and twisting are now “protomodels” for what is happening in 
the spring – they are the beginning elements of an explanatory model.

At the more formal level of explicit relationships between named variables, this 
can be represented by the diagram notation (Driver, 1973; Clement, 1979) in 
Fig. 14.1. In this diagram an arrow going from the top of one bar to the top of the 
other indicates that “an increase in X causes an increase in Y” whereas an arrow going
from the top of one bar to the bottom of the other would represent the conception 
that “an increase in X causes an decrease in Y.” In this diagram an increase in coil 
width causes both an increase in bending and an increase in  twisting, for example. 
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These in turn would cause an increase in stretch. These are ordinal, direction-of-
change relations and are less precise than, say, proportional functions, but they are 
a step toward that level of precision.]
(12c) “Before this torsion insight, my confidence in the answer was 95% but my 
confidence in my understanding of the situation was way way down, I felt that I did 
not really understand what was happening. Now my confidence in the answer is 
near 100% and my confidence in my understanding is like 80%.”

[The subject distinguishes between confidence in the answer and confidence in 
understanding, and indicates that the torsion analysis has increased his subjective 
feeling of understanding.]
(13a) Is there any other way to see whether the twisting has to occur in a single loop 
of the spring?

“There’s an implication of this which is sort of a way of testing it. You shouldn’t 
be able to make a spring that behaves like the spring – it occurs to me – if the spring 
had no torsion, if the substance had no torsion, that is to say if it was a very twisty, 
twisty substance.”

“Easy to twist, something made up of a chain of rings let us say like ball bearings, 
which twist against one another in perfect ease. You just couldn’t make a spring out 
of it, it wouldn’t matter if it was coiled or not, coiling would be irrelevant, really 
irrelevant….” I might have something like a series of cylinders in a chain which form 
the coil of the spring, a single coil, shown in Fig. 14.2. And the connection between 
each cylinder is a frictionless bearing which allows each cylinder to rotate freely 
along the common axis with the one next to it, but they have normal resistance to 
bending. Would that act like a spring?

[This is an evaluative Gedanken experiment constructed in order to test the 
importance of torsion as a factor. If the new case did behave in the same way it would 
argue that torsion was not a necessary cause of restoring force in the spring.]

I can imagine that such a spring would fall down to an almost straight wire! If the 
coil is held at A, and the cylinders were free to turn at A, then C could fall in an arc 
to a point directly below A and then E could fall in an arc to a point below C, and 
so on. And further straightening would occur as well. So this coil could just fall 

Twisting

Stretch

Bending

Width

Fig. 14.1 Ordinal, direction-of-change relations between variables in the spring



down into a crooked line. And that means the spring loses virtually all of its stiffness 
when it cannot sustain torsion. This supports the argument that torsion is involved 
and necessary for the spring to have a restoring force that resists stretching.

So in jumping to the bending-rod model early on, “that was my mistake at first 
off I thought coiling would be irrelevant – now I see that towards my insight, coil-
ing isn’t at all irrelevant because it’s the coiling that introduces the torsion forces. 
It’s the coiling that allows the mechanical device to take advantage of torsion, the 
straight spring doesn’t take advantage of the torsion properties of the material, 
that’s what’s really nifty and clever about a coil spring. That’s really interesting.”

14.2.2.1 Gedanken Experiments and Imagery Enhancement

At this point in the protocol a piece of “simulated empirical data” was added to the 
problem that more or less confirms what has been discovered so far – that torsion is an 
important factor in the spring’s mechanism – and that poses the question of how tor-
sion could be more important than bending. Subjects who had sufficient time left in 
the interview read the following statement: “Measurements are taken on small seg-
ments of the spring below and it is found that the primary deformation in the segment 
is a twisting or torsion effect. How can stretching a spring twist the wire without bend-
ing it much at all?” This question initiates Part B of the Spring problem. Only material 
from part A of the Solution was included in the previous chapters; the present and 
subsequent chapters also include material from part B. Note that most of the qualitative 
investigation, including the discovery of torsion and certain thought experiments favor-
ing it over bending, were conducted before this input, so that the new information is 
primarily confirmatory. Also, the input mentions only the presence of torsion. It gives 
no information on how torsion is created nor does it give geometric or quantitative 
factors, so that subsequent advances in these areas are unaffected.
(13b) Now how can I check on whether twisting could be the major source of stiff-
ness or restoring force in the spring as opposed to bending?

“I have an idea about a spring made of something that can’t bend. And if you 
showed that it still behaved like a spring you would be showing that the bend isn’t 
the most important part, or isn’t particularly relevant at all maybe somehow. I have 
those two images…. Now how could I imagine such a structure? Now this is an 
interesting idea. I’m thinking of something that’s made of a band. Since it’s cross 
section is like that (draws Fig. 14.3)
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…it can’t bend in the up-down (indicates up/down directions with hands) direc-
tion like that because it’s too tall. But it can easily twist (motions as if twisting an 
object…. That could behave pretty much as an ordinary spring would…. I have an 
image of the wood shavings that peel off one of those charcoal pencils (makes 
motion like pulling paper off pencil)…. Actually it’s not wood, its paper…it 
makes a kind of (motions as if stretching a spring in front of self) spring with just 
this structure. And it’s very springy (repeats motions).” Therefore the stiffness of 
the spring does not seem to depend on bending.

[Evaluating the plausibility of the bending mechanism by eliminating bend-
ing in order to see whether the spring stretches considerably less. Note the 
imagery indicators in the form of imagery reports and depictive hand motions.
This Gedanken experiment in the form of a bend-proof vertical band spring 
makes plausible the idea that vertical bending is not necessary as a mechanism 
operating in the spring!]
(13c) “If we imagine a piece of paper…and imagine you hold (pretends to hold 
piece straight in front of self) it straight and you pull down (makes downward 
motions with one hand) on one end of it like that. There’s practically no force 
at all resisting you pulling down on one end of it. Now if you imagine (motions 
with finger tip) it coiled into a spring – this is (holds hands out as if holding 
strip of paper) a thin strip of paper – you could imagine that it does have a cer-
tain (moves hand up and down) springiness to it. You can take a circle (draws 
spiral on paper) of paper and you can cut it like this…. And if you (moves hand 
upward from coil on paper) lift that up, you do get something that sort of dan-
gles down and is (moves hand up and down) springy…. But, if you took an 
equivalent length of a straight paper it would just (makes downward motion 
with hand) flop.

And the argument there would be the same, that it has to be the torsion that 
makes it (moves hand up and down) springy because it sure isn’t the bendiness that 
makes it springy because a piece of paper a yard long, like this would be, that was 
just straight – it would just flop.”

Fig. 14.3 Evaluative Gedanken experiment: spring made of  vertically 
oriented band eliminates bending but still stretches



[Another attempt to design a Gedanken experiment that argues against bending 
as the primary mechanism for stretching in the spring. The subject’s hand motions, 
imagery reports, and the projection into the problem of his own actions as the source 
of force provide evidence for the use of imagery and imagistic simulation.]
(14) Suppose now that we take the spring and we take a single coil and stretch it all 
the way out into a straight wire hanging vertically. Can I see a twist in that straight 
wire?

[Using an extreme case to check on the existence of an effect; in this case this 
also gives the direction of the effect.]

Now to keep track of what is happening to the wire I will need some markers 
and a way to ‘watch’ for twisting. So I am going to imagine the coil made of a flat 
horizontal ribbon and little horizontal match sticks attached to the ribbon at the 
ends, as in Fig. 14.4a.

[Imagery enhancement: Intentionally modifying the situation to make it easier 
to visualize a particular feature or variable. In this case that feature is the new hid-
den mechanism itself: twisting.]

As I stretch it I will constrain the ends so that the match sticks end up still being 
parallel and horizontal in Fig. 14.4c. And by imagining stretching it I can see that 
the single stretched-out loop may produce some twist in the ribbon.

However, I still find it very difficult to imagine the exact number of turns of twist 
in the ribbon; I wonder if I could modify the experiment so that it would be easier 
to see? I’m finding that a half loop seems easier to “see” than a whole loop. Also a 
fairly wide flexible ribbon made of something that would stretch, say 3“ wide with 
a half loop 12” in diameter is easier; in addition I can concentrate on the edges if I 
imagine a transparent ribbon with two dark black elastic strings forming the edges 
all along it as in Fig. 14.5a. As I imagine holding the ends horizontal and move one 

(a) (b) (c)

Fig. 14.4 Evaluative Gedanken experiment: horizontally oriented flat ribbon exposes twisting 
when stretched
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end down almost directly under the other end I can see that there will be a 180° 
twist in it, as in Fig. 14.5b. In fact the reverse action is easier: if I start with a verti-
cal ribbon of this size with a half twist (of the right orientation) in it, I can imagine 
how by raising my lower hand so that it is beside the other hand, the ribbon will 
form a half loop. So I am beginning to feel quite confident that there is indeed a 
twisting effect in the circular spring as well as in the square spring and that it pro-
duces 360° of twist when completely stretched into a wire. This predicts that the 
maximum twist that can be introduced into a spring wire is one full 360° twist times 
the number of coils.

[Further attempts at imagery enhancement. The choice of a half loop may 
be for simplification, but the 3¢¢ × 12¢¢ size choice with “dark strings on the 
edges” appears to be aimed at maximizing the clarity with which images can 
be inspected and interpreted, and this may be true of the “half loop” choice as 
well. This is compatible with the early finding of Kosslyn (1980) that there is 
an optimal range of sizes of objects in the visual field that people can imagine 
with ease.]
(15a) “I’m going back to imagining a [normal] spring… I was thinking if you 
stretched it all the way out so that the kinks got all out of it – then you could 
say…‘look where all that distance came from. It sure didn’t come from the 
bending of it.’ No, but, no, that’s just quite unconvincing. That didn’t seem to 
pan out conceptually….” But, “Now that’s funny. The spring is a spiral…and if 
you straighten the spiral in the vertical direction, the spring doesn’t have a cur-
vature. All its curvature is sort of horizontal – or near horizontal, as the coils 
curl around.” When the spring wire is almost stretched straight by pulling down 
hard on it, it looks like a slightly wavy wire. This makes me think that stretch-
ing is “unbending” rather than bending the spring. That is, stretching is remov-
ing curvature from the spring!

That may make sense because the original spring is curved, at least in the hori-
zontal direction to make the loops of the spring. And if you stretch the spring out 
as much as possible into a wire, that curve has disappeared. Therefore there must 

(b)(a)

Fig. 14.5 Evaluative Gedanken experiment:  sim-
plified ribbon for imagery enhancement



have been some unbending going on to get rid of the curviness of the spring. The 
spring started out bent into a curve and if you stretch it into a wire it ends up 
“unbent.”

[Insight episode: A new possible mechanism, unbending, emerges from a 
thought experiment involving an extreme case. This is supported by a more indirect 
argument that a transformation (unbending) was required to get from a curved 
state to an uncurved state.]
(15b) Therefore it appears that spring stretching involves at least two kinds of defor-
mation: both twisting the wire and unbending it, which would both be sources of 
restoring force acting to restore the spring to its original shape. But in imagining this 
kinesthetically I see that the force required to do the unbending part is much higher 
toward the end of this operation of stretching the spring into a wire, not at the begin-
ning. That is, when it is stretched nearer to the shape of a straight wire, it will take 
a lot of force to get any of the remaining curvature out. I see another thing happening 
in that the width of the coils (the horizontal diameter of the spring) has been reduced 
at that point. “The coils…get narrower, and that’s where the length comes from…the 
diameter shrinks” at this stage. Returning to the case of modest stretching in a nor-
mal spring, my imagining it tells me that very little unbending is taking place. The 
circular coils are still mostly there. So it is probably the case that twisting is the 
dominant effect in normal use, where a spring is not stretched too much.

[Conjecture about the shape of a function from imagistic simulation involving 
visual and kinesthetic imagery. Simulation used to estimate the relative size of 
two forces involved in stretching.]
(15c) Imagining stretching still further raises the issue of whether the extreme case 
of the completely stretched spring as a straight wire will actually have elongated 
under tension into a longer wire than the original one. I imagine that for a not very 
stretched spring, this elongation effect would provide a negligible contribution to 
the stretch of the spring, because forces are being applied in a vertical direction and 
very little of those will act along the lines of the wire which is almost horizontal. 
In addition I have the kinesthetic sense that a straight wire is much easier to twist 
than it is to elongate (using a pliers in each case so that gripping is not a problem). 
So that effect can probably be ignored here and I will make the simplifying assump-
tion that we are dealing with a wire that does not elongate.

[Use of kinesthetic imagery to determine which effects are insignificant.]
I now recognize three possible mechanisms for restoring force in the spring: 

torsion, tension, and ‘unbending’ of the curvature in the coils. The tension factor is 
clearly insignificant. My early intuition that bending was involved in the spring was 
correct, but not at all in the way I imagined. I had it oriented in the wrong way. The 
bending is in a different plane (horizontal) than I had imagined (vertical), my guess 
is that it is a much smaller factor than twisting in normal use, and it is unbending 
rather than bending!
(15d) By the way this talk of horizontal vs. vertical aspects is suggesting another 
argument against the idea of bending in the vertical plane. It makes me think about 
what would happen if I tipped the spring on its side and stretched it horizontally 
between my left and right hands, keeping my right hand stationary and moving my 
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left hand away. By symmetry, there should be no reason for the coils to be closer 
together on the left or the right – implying no preferential direction for bending. 
Why should that change depending on which hand I move? This argument adds to 
my qualms about the original bending idea.

[This is a symmetry argument for uniform stretching in the spring and for why 
it cannot bend in one direction throughout.]
(16) Now I want to see if I can pass from a calculation of torque and twisting for 
the hexagon to one for the spring coil as the limiting case of a polygon with very 
many sides. I use Fig. 14.6 to think about the torque exerted by force F on segment 
w. This is equivalent to an identical force F′ exerted on a lever arm L that is exerting 
a torque on segment w. “What happens to the torsion in the limit…as one keeps 
making the segments smaller…yeah and the angle of the bends smaller – Ahhh – 
I’m just trying to imagine that if you make the segments smaller there’s a shorter 
segment and the fulcrum it [lever L] makes – the distance it is from the axis of twist 
– gets smaller too, so there’s less leverage; but then everything is getting smaller.” 
Assuming an equal and opposite torque on the other end of W, I can calculate the 
twist in w and sum all of the twists to get a total twist in the coil. And if I write the 
expression for this and pass to the limit as the number of sides goes to infinity, I get 
zero for the total twist! (This calculation is left as an exercise for the interested 
reader.) Something is very wrong here; I do not know what it is; so I am going to 
regroup and go back to reexamine the original analogy between the square coil and 
the circular spring.

[Subject makes a first attempt to quantify the torsion model and fails, because 
he has chosen the wrong lever arm, one that goes to zero length in the limit as the 
number of sides increases, failing at a qualitative level to align the torque schema 
correctly with the image of the model in the target. A sophisticated mathematical 
model has been built on a correct qualitative idea, but with an incorrect imagistic 
alignment to the target case. But this is useful in that it signals something is wrong 
with the analysis.]
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Fig. 14.6 Applying torque schema 
to hexagonal coil



14.2.3  III. Seeking a More Fully Imageable and Causally 
Connected (Integrated) Model: Attempts to Align and 
Elaborate the Model So as to Have Elements That Are 
Fully Connected Spatiotemporally

(17a) It has been shown that there is a torsion effect operating in the square. But is 
there really torsion in a circular spring? Is the square coil a valid analogy to the cir-
cular coil in this respect? Is there a way to see the source of the torsion effect or 
twisting effect in the circular spring? I have shown that there is clearly a source of 
twisting operating in the square coil but have not yet shown where it is in the circu-
lar coil. “The answer in principle is apparent from the square design. If I take a bar 
here and then a bar at right angles to it, call it A and B, it’s easy to see how I could 
gain length downward so that this [side] A twists, and let’s say…B is rigid; com-
pletely rigid, So if you push that [B] down, you (twisting motion w. r. hand over 
drawing of square coil) gain your distance downward by the twist in [side] A.

The actual round spring is just a case of that happening infinitesimally uh, all the 
way around the spring and all your distance down is gained by the kind (twisting 
motion with r. hand) of twist effect…. Let’s…consider this (marks segment w in 
circular coil in Fig. 14.7a) an infinitesimal place where twists can occur…. And the 
pull that you could think of as twisting that is…uh, 90° around [at d] (makes twist-
ing motion with r. hand)….as putting a (makes twisting motion with l. hand over 
drawn increment w) torsion on that increment of the spring.”

[Attempting to imagine the mechanism operating in an actual circular spring 
coil. Transforms the system by “softening” part of it at w to form a close analogous 
case which makes the possibility of twisting effects obvious. Softening appears to 
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Fig. 14.7a Envisioning torque and twisting in 
circular coil with force applied at 90°

Fig. 14.7b Envisioning torque and twisting in 
circular coil with force applied at 180°
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enhance the ability to simulate a twisting effect. I will call this an imagistic align-
ment analogy because it allows one to align the torsion idea visually with the target 
and facilitates the process of improving the torsion model. The subject is for the 
first time able to align the point of application of force relative to an element in 
order to actually envision how forces can create twisting in a circular coil.]
(17b) Pulling down at c would, I am now quite sure, clearly twist that piece of rub-
ber at w. I can accentuate the twisting effect by imagining a spring made of a single 
coil as in Fig. 14.7b and imagining w were made of a soft material like rubber. 
Mounting wires are attached at each end of the coil. In this situation there is even 
more leverage for twisting segment w.

This gives an initial indication of how twisting is possible in the circular spring 
wire. But it does not show whether it is the dominant effect because there could still 
be a lot of bending between w and a and that would account for most of the dis-
placement at a.
(18) Now I am looking back at Fig. 14.7b and I am worried because it looks so 
asymmetrical. It seems that there would be more twisting at w than at point a, 
where there is no twisting effect at all that I can see, and I am wondering, if I make 
it more of a symmetrical spring like most springs are in real life as in Fig. 14.8a, 
whether it would simplify by making the forces the same everywhere – that is, if 
forces are applied from the center, where they are equidistant from all parts of the 
loop? So in Fig. 14.8a the forces are applied to the end of these arms, and for 
simplicity I will think of the arms as being rigid and unbendable. And that actually 
helps me see the twisting effect because now this arm, m, looks like a handle or 
wrench for twisting the wire at a and similarly for n at point b.

[Construction of a symmetrical case as a simplifying modification.]
(19a) But now what about the cause of the twisting? How in Fig. 14.8a does the 
force up affect point c in the coil; how is that force transmitted? I am thinking of a 
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(b)Fig. 14.8 (a) Forces on spring with 
“handles” exert torque on w; 
(b) equivalent lever arms for 
torque on w



situation where we have a twistable segment of the coil w, and I am thinking of the 
segment ac as being rigid. I am not going to allow it to bend or twist by making it 
out of extremely rigid material; I am just going to make a solid, curved, steel bar 
out of it. And similarly I will make c to a to g, and c´ to b to h rigid. I have now 
turned this wire into rigid handles for twisting segment w. And it is clear to me that 
those rigid handles in Fig. 14.8a are equivalent to the situation in Fig. 14.8b where 
I simply have two straight rigid levers operating on w in order to produce a torque 
[intuitively a “twisting force”] in w. That definitely helps me see how the forces 
applied at g and h can produce torsion in the wire at w.
[Analogy via conserving transformation to the simplest symmetrical case. 
Refining and simplifying the explanation by introducing the concept of “handle” 
gac in Fig. 14.8a – as the device that transforms force to twist. This gives the length 
of the torque arm, gc. Making segment ac rigid may also serve as a bridging case.
It lies between the case of the straight handles in Fig. 14.8b, which are well under-
stood since it is very close to the form of a standard torque schema diagram, and 
the earlier view of ac made of flexible wire in Fig. 14.8a, where the transmission of 
torque is poorly understood.]
(19b) And it looks like I can apply that argument to any short segment, w, of the 
coil even a segment near point a.

[Generalizing the specific finding from the analogy about w to all parts of the 
coil. The same preconditions for the argument are true anywhere on the coil.]
(19c) Now the question is whether this argument will apply to a spring of more than 
one coil. So in Fig. 14.9a, I have 2 coils and I want to ask whether the segment w 
shown there experiences a torque. And I can use the same argument by thinking of 
sections hc and gc as rigid. Those sections could be replaced in terms of their effect 
on w by two rigid bars gw and hw as shown in Fig. 14.9b. And those in turn could 
be replaced by radial bars perpendicular to the forces as in Fig. 14.9c, and these 
would supply torque.
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Fig. 14.9 (a) Extending the model to multiple coils; (b) analogous case proposed as equivalent to 
(a); (c) analogous case proposed as equivalent to (b)
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[The investigator is trying to gradually expand the domain of situations to 
which he can apply the “rigid handles” analogy, thereby elevating it from a spe-
cific, analogous case to a more general model for springs.]
(19d) Now I finally feel that I can see how forces at the end of the spring are translated
into “twisting forces” (torques) on each element of the spring. And since as w twists 
in Fig. 14.8a, m and n will move apart from each other some, I can see that the 
resulting twisting deformation in each element is going to spread the coil around it 
apart a certain amount and add to the stretch of the spring by moving m and n 
further apart. So I feel I have a model here for how the spring “works” in terms of 
seeing how force causes twisting, and seeing how twisting causes stretching. This 
model is also much more compatible with the idea that the coils are equally spaced 
apart everywhere than was the bending model.

[Investigator now has a fully imageable and causally integrated qualitative 
model with elements that are fully connected spatiotemporally.]

I can now see a possible reason for why my calculation in episode 16 failed. 
Although the idea of torque and twisting occurring is correct, the force being 
exerted to put torque on a segment via the lever arm should be acting from the center
of the coil, not the adjacent segment. I will try to develop this approach carefully in 
what follows.

14.2.4  IV. Increasing the Geometric Level of Precision 
of the Spatial and Physical Relationships Projected 
from the Model into the Target Until They Are Ready 
to Support Quantitative Predictions

(20) Now I can ask whether the torque on w in Fig. 14.9a is equal to the torque in 
Fig. 14.8a and 14.8b? And following the same argument as in episodes 19b and c 
above, at each step the same amount of torque is produced, and I have convinced 
myself that even for a long spring of many coils, the torque on any segment w is 
equal to the torque in Fig. 14.8b.

[Retraces the argument in 19b and c at a level of precision where the effective lever 
arm segments are geometrically equal in length (and therefore torques are equal).]
(21a) Now I need to define a variable for stretch per unit coil. After stretching, a and 
b will move apart as shown in Fig. 14.10 where rod m is thought of as being directly 
over rod n in the same vertical plane. And this produces a gap between the ends a 
and b of the wire, and that is the amount of the stretch S from that coil, assuming 
the end rods are held horizontal.

[Defining the variable “stretch per coil” with quantitative precision.]
(21b) And because of the equal torques everywhere the stretch in each coil should 
be equal. Therefore my evaluation of my level of understanding is increasing since 



this model explains the feature that the coils are equally spaced apart everywhere 
and that implies that the slope in the stretched spring is the same everywhere.
(22a) But how do I know that the end bars stay horizontal during stretching? One 
argument is to imagine a horizontal matchstick glued perpendicular to the exact 
midpoint of the spring wire in segment w in Fig. 14.8a. By symmetry, during nor-
mal stretching it should remain horizontal. (This intuition is aided by tipping the 
coil 90° and stretching it in a horizontal direction.) This should be true for the mid-
point of each half of the spring in Fig. 14.8a as well. I can repeat the argument in 
successive halvings for intermediate points in smaller and smaller segments. This 
convinces me that the stick will be horizontal at any segment I would care to choose 
within the helix of the spring.

[A symmetry argument supports a new feature detail; repeating the argument 
recursively generalizes it to other parts of the spring.]
(22b) And I see another argument for why the bars in Fig. 14.10 should stay hori-
zontal during stretching. If I divide the coil into quarters as shown there, with an 
upward force at g, the deformation of all of the small individual twisting elements 
in the quarter coil wE will be to make end a of the bar tilt upward relative to g 
(considering gaE as temporarily rigid). Whereas the deformation of the matching 
elements in quarter EA (when EA is relaxed to be nonrigid) will act to make end g 
tilt upward by the same angle. Therefore the bar should remain horizontal. A simi-
lar argument can be made for bar n.
(22c) However this reminds me that it is still counterintuitive to me that the wire in 
Fig. 14.10 is twisting at all, because if rods m and n are still parallel, how can the 
wire be twisted? If they are acting like “wrenches” on the wire, it seems they should 
turn like a wrench.

[Criticizing the mechanism via a possible reason for no twisting, from features 
in Fig. 14.10.]

But in my previous argument about the flat ribbon coil being stretched into a 
straight ribbon in Fig. 14.4c, I recall that even though the match sticks at the ends 
remain horizontal and in parallel in the straight vertical ribbon, there will still be a 
full twist in that ribbon. This helps reassure me that there should be twisting in the 
wire in Fig. 14.10 as well.
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14.2.5  V. Developing a Quantitative Model on the Foundation 
of the New Qualitative and Geometric Models

In this section a quantitative function for how stretch is related to radius is developed 
by applying established principles such as trigonometric relations and the torque 
version of Hooke’s law (twisting being directly proportional to torque). However 
these arguments utilize and rely heavily on the imageable analogies and qualitative 
models for analyzing deformation in the spring that were developed earlier. Readers 
wishing to skip these quantitative considerations can jump to the discussion at the 
end of the monologue.
(23) I am leaning more toward Fig. 14.11 as a good model of the spring. Because 
even though section ac in Fig. 14.8a may twist in a real coil, the net torsion at c on 
w will still be determined by the force down and up at h and g. And the distance 
from g to any segment w´ in the coil is this same radial distance and therefore it 
looks like a segment taken at any point in the coil would experience the same tor-
sion. I am still hoping, then, that I can string the w’s together in a straight line and 
use Fig. 14.11 to calculate my answer for torque in the spring.
(24) I wonder if these torsion effects I have examined predict a direct proportion 
relationship between the width of the coil and the amount of stretch you get for a 
given force. Let me think about the angular twist in segment w in Fig. 14.9c. I will 
imagine g to be fixed. Then the force at h will produce a torque on w in proportion 
to the radius of the coil and according to standard principles of elastic deformation 
the twist produced will be proportional to the torque.

[Applying the quantitative aspect of standard torque and elasticity schemas. The sup-
porting causal direction-of-change relationships so far are symbolized by the horizontal 
chain in the middle of Fig. 14.12, plus the first relationship for the radius affecting torque. 
(Other equations shown at the bottom of the figure will be added later.)]
(25) But if one doubles the radius, it is as if we doubled the size of everything in 
Fig. 14.9c. Therefore the amount of wire to be twisted, w, will also double. I have 
already established that the longer segment w is, the easier it is to twist the near end 
of w through a certain angle θ. I am imagining doubling w as two rods of length w 
attached end to end. The two rods will twist the same amount under the same 
torque, and when we add them together, we get a doubling of the twist. Therefore 
doubling the length gives you twice the twist and the “twistability” is proportional 
to the length of w. We now have a second linear dependency on the radius of the 
spring r and it looks like the stretch is at least proportional to r squared.
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Fig. 14.11 Simple torsion case equivalent to
Fig. 14.8a



[Causal and proportional reasoning; determining mathematical linearity based 
on an imagistic simulation. This simulation represents the spatial arrangement of 
the two rods in series and apparently indicates by symmetry that the torque will be 
“felt” equally strongly by both rods, and by spatial reasoning that the twists of the 
two rods will add together directly.]
(26) And I see another dependency: as I imagine generating a certain twist angle θ
in w, I see that the stretch contribution L in Fig. 14.8b will be the length swept out 
by the end of the rod h as it moves down caused by the twisting of w. And for small 
angles, the vertical drop of the end of the rod h is going to be proportional to the 
radius r of the sweep. [Applying a geometric schema; Determining the stretch that 
results from a given twist in w.]

Therefore the bigger the radius is, the more stretch is swept out by h, and that is 
another factor proportional to r which contributes to the stretch, shown as relation 
3 in Fig. 14.12. So according to this model the stretch L should depend on r cubed! 
That would mean the double width spring would stretch eight times as far!
(27) So it does appear that Fig. 14.8b is a good model and that each segment w of 
the spring behaves as if it were a straight rod with two lever arms applying a torque 
on each end that are one radius long, and if you add up the little twists produced by 
that torsion in each w, you should get the total twisting effect.

And since it should not matter how you line those w’s up, you could line them 
up in a line, as in Fig. 14.11, and just apply the forces perpendicular to the ends. 
And that should give you the same amount of twist. For the same arguments given 
for the coil above, if one doubled the size of everything in that figure, the distance 
(for small displacements) the handle at one end would go up with the cube (eight 
times). That is if you held the other end fixed and used the same force, and for small 
angles only. That makes me feel somewhat more comfortable with the R cubed 
relationship.

[This analogy appears related to the “partitioning and reassembly” heuristic 
discussed in Chapter 11 for volume problems, except that here we have “dynamic
partitioning and reassembly” of elements and their motions.]

Force Torque Twist Stretch

Radius

1st 2nd 3rd

Eq.4: Eq.3:Eq.5:

F•r=T = β rβ=S
q

T•2πr

Eq.6: S=2πFr3q

Fig. 14.12 Qualitative causal relations and quantitative relations in spring model
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(28) But to write an equation I am still unsure about how that total twisting defor-
mation in the wire would translate into a certain amount of vertical stretching of the 
spring. The next challenge is to see if I can determine how much stretch S will be 
caused by a certain twist in the wire in Fig. 14.10. I prefer here to reverse the causal 
direction for ease of thinking temporarily to determine the twist caused by a certain 
stretch. One might think that a stretch of s produces angle gwh in Fig. 14.10 very 
directly as the amount of twisting in w. However there are questions – perhaps awb 
is instead the appropriate angle of twist, if one thinks of the twisting in w being 
caused by the separation of wire in the coil at the opposite side from w. I have to 
find a way to imagine this more carefully.

I think the best way to try to calculate it is by imagining causing the twisting in 
segment w in Fig. 14.13a in a very physical way one step at a time. And let me start 
by tilting the half-loop from a to w up around w, and the half-loop from b to w down 
as if everything in this coil were absolutely unbendable and untwistable except sec-
tion w which is made of some kind of elastic material. My idea is that this “opening 
of the clamshell” produces a certain twist angle θ in w and that I can then unrigidify 
aw and bw, and given the symmetry of the spring, with equal torques being applied 
everywhere, the twist stored up in w would now distribute itself throughout the 
whole coil with only the bars m and n remaining rigid. And I would still have that 
same net twist angle θ, but in the whole coil.

[Extending previous qualitative analogy to a quantitative argument. This 
analogy allows the alignment of a mathematical schema for angular displace-
ment to the qualitative models already developed. Notice how important the quali-
tative models are to the analysis. These include the single coil, the force causing 
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torsion causing twisting causing stretch model, as well as the analogy of the “rigid 
handles,” and the strategy of partitioning into small segments “w.”]
(29) But wait – I have previously argued that the endbars would remain horizontal. 
I am going to have to tilt the bars in Fig. 14.13a so that they become horizontal as 
shown in Fig. 14.13b. By imagining holding a and b fixed in Fig. 14.13a and tilting 
the upper bar to the horizontal with my hands, I can see that sweeping m up is going 
to transmit more twist to the wire aw – and in the same direction that w was twisted 
by moving point a up in Fig. 14.13a.

[Breaking a larger change into an equivalent sequence of two smaller changes 
so they can be aligned to and assimilated by a standard mathematical schema.
Using dynamic imagery to get the correct sign of the addition]. Again the subject 
appears to be “partitioning the dynamics” of the system – that is, breaking trajec-
tories down into pieces that can be simulated accurately by using or adapting 
available schemas.]

I see that sweeping the rods to make them horizontal in Fig. 14.13b adds an 
additional 1/2 θ apiece, so that the net twist angle β in the coil should be 2 θ.

β θ= 2 (1)

and that is satisfying because it resolves the anomaly raised in episode 22c 
about how there can be any twist in the wire when the “handles” remain 
parallel.

So in a sense, stretching does make the handles sweep through an angle as they 
twist the wire; but instead of making the top handle angle upward, the upward force 
on it has the effect of simply canceling out exactly the downward tilt of the handle 
that should be caused by the coils spreading apart! There is more symmetry built 
into this everyday object than I realized!

[Analysis has exposed more ordinarily hidden mechanisms at work which underlie
observable behavior. These cohere with some previously identified features. From 
this point on, the solution passes into the realm of mathematical equation manipu-
lations, bringing in a new layer of algebraic, trigonometric, and other processes, 
the cognitive analysis of which is beyond the scope of this chapter. However, I wish 
to carry the solution to its conclusion.]
(30) And now I want to relate the total twist angle β in a single coil to the stretch 
S, as depicted in Fig. 14.13b, taking D as the diameter of the coil,

which in a small angle approximation is:

S D = θ  (2)

[Writing expressions for geometric constraint relations; use of a standardized 
approximation scheme.]

Since β = 2θ and D = 2r, this may be written:
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S r = β (3)

This equation tells me how much stretch one sees in the coil for a given twist in 
the wire. That is very interesting, because it looks like the same answer one would 
get in the case of the “uncoiled spring” in Fig. 14.11. That is, the distance swept 
out as g moves up, the arc length S, is equal to the radius times the twist angle β.
The equation is the same as Equation 3 above, therefore it looks like the stretch of 
the spring can be computed after all by thinking of the distance S’ swept out by point g 
in Fig. 14.11 where the rod ab, which is the same length l as the wire in the spring, 
is twisted through an angle β! And the restoring forces should be the same if all my 
assumptions are correct.
(31) How can we examine the issue of an R cubed relationship? For the first two 
equations, we use the twisting rod analogy in Fig. 14.11. The torque on the rod is 
simply the force F times the length of the lever arm, r (Equation 4). The total twist 
angle β in the rod is the torque times the length of the rod (2πr), divided by a con-
stant for the torsional stiffness constant q of the material (Equation 5).

t Fr= (4)

β π= T r q( ) /2 (5)

Finally, the total stretch of the coil is given by Equation 3 above. Combining 
these three Equations 3, 4, and 5, the total stretch S of each coil is given by the 
equation:

S Fr q= 2 3π / (6)

where q is a constant representing the stiffness of the material. Thus the cubic rela-
tionship can be derived from the twisting rod analogy, once we are convinced that 
that analogy is valid.

[We can create a representation of the subject’s conceptions, by adding some 
detailed mathematical relations to Fig. 14.12 that show the causal relationships in 
the length of wire in a circular coil, and they have reached a mathematical level of 
detail. The figure illustrates the sense in which a mathematical representation can 
be built on the foundation of a qualitative-ordinal representation.]
(32) Can I tell whether the equation makes sense? Certainly I can imagine that a spring 
of very small radius made of coat hanger wire would be hard to stretch, and that fits the 
prediction of the equation as r gets very small. And the same would be true if the stiff-
ness were very large. So the equation is in the right ballpark according to those tests.

[Uses thought experiments in the form of extreme cases to test the equation.]
(33) It would be interesting to know whether unbending plays an important role in 
addition to torsion, as argued in episode 15a. My sense from imagining stretching 
a single coil of a spring is that the curvature of the wire does not change much at 



the beginning of the stretch but that it changes a lot during the last third of the 
stretch as one moves toward stretching it into a straight wire.

[Estimating the magnitude of an effect from an imagistic simulation]
Perhaps I could calculate the curvature in the coil as a function of stretch. And 

now I have looked up a formula for the curvature K of a helix:
(See Fig. 14.14)
where l is the length of wire and h is the distance between coils (stretch). The graph 
of curvature vs. distance stretched in Fig. 14.14 is a circle and shows a very small 
slope, that is a very small amount of “unbending” per unit stretch, when the wire is 
near the shape of a ring, and a large slope or amount of unbending per unit stretch 
when the wire is nearly straight. Therefore most of the unbending occurs during the 
last part of the stretching process. Since the coils in normal springs stay very close 
to the shape of a ring, this says that unbending should play a minor role in compari-
son with torsion for normal stretching. Ultimately to be sure of this I would have to 
know the coefficients for (un)bending and torsion and calculate the amounts of 
force produced by each.
(34) Finally! I have generated a theoretical model for springs which predicts that the 
primary mechanism producing a restoring force is twisting in the spring wire. Further, 
it predicts correctly that stretch varies with the cube of coil diameter, and the amount 
of stretch is predicted by S in the analogy of the “unwound spring” (using the same 
length of wire) shown in Fig. 14.11. The symmetry and simplicity of the final model 
is remarkable. Equation 6 is now understandable and even compelling to me.

14.3 Stages in the Solution

14.3.1  Some Possible Precision Levels for Relationship
R Between X and Y

The arguments exhibited in this chapter illustrate the power of nonformal reasoning 
strategies in analyzing unfamiliar systems. The entire solution can be seen as an 
effort in five stages (shown in Table 14.1) to understand, in more and more detail, 
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Fig. 14.14 Curvature of a spring coil as a function of stretch
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the mechanisms involved in converting force to stretch in the spring. The overall 
pattern of the solution can be described as follows: after initial attempts at direct 
qualitative predictions, the protocol gradually develops an explanatory model for 
the spring, beginning from the rough analogy of a bending rod. This analogy is 
criticized repeatedly as a model and modified until a model of twisting deformations 
in each small element of the spring is developed. Further creative transformations 
are performed in order to identify constraints at a quantitative level of precision, 
allowing physical principles to be applied and leading finally to a mathematical 
function relating coil width and stretch.

However, rather than simply having a dichotomy of a qualitative level and a 
quantitative level, there appear to be several possible levels of precision for describ-
ing the causal relationships involved, as shown in Table 14.2. The description of 
each relation moves up this hierarchy, and eventually reaches the most precise level 
of quantitative functions. In order to accomplish this, the solution follows a pattern 
of development shown in Table 14.1. An index for the episodes in the solution is 
given in Table 14.3.

14.3.1.1 Summary of Each Stage

We can summarize episodes in the solution which fit the five stages in Table 14.1 
as follows.

14.3.1.2 Qualitative Modeling

I. Efforts to Develop an Initial Qualitative Description or Prediction for the 
Targeted Relationship (Episodes 1–8c). Early in the solution a rough, direct 
simulation of the original targeted relationship between coil diameter and stretch 
led to a weak prediction that larger diameter causes greater stretching. Extreme 
cases of very narrow and wide coils were then used to enhance and increase confidence
in this prediction. This prediction was at a fairly low level of precision, at the 
“direction of the effect” level, in Table 14.2.

Table 14.2 Some possible precision levels for relationship R between X and Y

 1. Existence of effect: X affects Y?
 2. Ordinal direction of effect: If X increases, does Y increase?
 3. Complete (topological) mechanical connectedness: can envision complete mechanical chain 

from X to Y?
 4. More detailed, pre-quantitative (e.g. geometric) features and equivalencies; e.g. geometric 

schema such as equal angles in spatial alignment with model image for how X is connected 
to Y

5a. General category of mathematical function: Is Y proportional to X? Additive? etc.
5b. Detailed mathematical function or procedure: Is Y a particular function of X?



Table 14.3 Index for the episodes in the composite solution

Episodes

I.  Efforts to develop an initial qualitative 
description or prediction for the targeted
relationship

 1 F = kx
 2 Critique F = kx
 3 Direct visualization of spring
 4 Single coil
 5 Very wide coil
 6 Very narrow coil
7a 2x-long coil
7b Rubber bands, foam analogies
8a Unroll to wire, rod
8b Moving closer to fulcrum extreme 

case for rod
8c Evaluate confidence

II. Searching for and Evaluating Initial, 
Qualitative, Explanatory Model 
Elements

 9 Model of spring elements bending, 
generates conflict

10a Shear model; discounted by wide 
vs. narrow coil Gedanken

10b Single coil, polygons bridge
11a Hexagonal coil, torsion insight,
 square coil
11b Uniform slope in square
12a Predicts wider spring stretches more 

for bend
12b And for torsion too
12c Confidence in the answer vs. confidence 

in understanding
13a Torsionless coil
 Addition of confirmatory simulated 

data indicating detection of torsion in 
spring wire

13b Bend-proof vertical band spring 
Gedanken

13c Horizontal paper experiment
14 Stretched ribbon
15a Unbending mechanism
15b Width of spring is reduced with stretching; 

unbending negligible
15c Tension mechanism
15d Symmetry argument for lack of increased 

distance between coils
16 Troubling zero torque result for 

limit calculation using adjacent 
segments

III. Seeking a fully [imageable and] connected 
(integrated) causal model: attempts to 
elaborate and align the model so as to 
have elements that are fully connected 
spatiotemporally

17a Soften segment and imagine torsion in 
quarter coil of circular spring

17b Imagine torsion in half coil
18 Insure force operates at center of spring
19a Transform target to simpler case; soft with 

rigid handles
19b Generalize argument to all elements in coil
19c Generalize to more than one coil
19d How twisting causes stretch

IV.  Increasing the geometric level 
of precision of the spatial and physical 
relationships projected from the model 
into the target until they are ready to 
support quantitative predictions

 20 Torques equal everywhere generalize to 
multiple coils

21a Define variable of stretch per coil 
quantitatively

21b Same torque everywhere
22a Matchstick symmetry arguments show 

each element stays horizontal
22b Quarter coils yield counteracting tilts for 

endbars
22c Critique twisting level 1; ribbon argument

V.  Developing a quantitative model 
on the foundation of the new qualitative 
models

23 Leaning to Fig. 14.11
24 Apply physical/mathematical torque schema
25 “Twistability” joining two rods experiment
26 Sweep arc length: apply mathematical 

schema, R cubed relationship
27 Add twists to get total twist; equivalent to 

straight rod twisting; partition and reassembly
28 Stretch from twist; clam transform; apply 

arc length math schema; assume twist dis-
tributes through whole coil

29 Endbar correction; partitioning the motion; 
reinterpret horizontal endbars as resulting 
from canceling sweeps

 Begin equation manipulations
30 Geometric constraint equation
31 Calculate R cubed quantitative function
32 Extreme cases to check equation
33 Curvature formula for unbending
34 Final model equivalent to twisting straight 

wire of same length
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II. Searching for and Evaluating Initial, Qualitative, Explanatory Model 
Elements (Episodes 9–15). The goal shifts to become deeper: constructing a model 
of the hidden deformation operating in the spring wire to explain stretching. At first 
the model of bending is proposed. After this is criticized, a model that includes twist-
ing in the wire, is introduced in episode 11. More possible mechanisms are generated 
and evaluated for their possible role in explaining stretching. After several thought 
experiments, twisting emerges as the most likely model. This is a major achievement. 
New causal mechanism elements and variables have been discovered in the system. 
The subject has overcome an initial Einstellung effect which tied the subject to an 
inferior model. Support for the twisting model has been recruited from several inde-
pendent arguments. Other models have been eliminated by running thought experi-
ments. Evidence for the involvement of imagistic simulations in thought experiments 
that feed this process will be examined in Chapter 15. A premature attempt to proceed 
to a mathematical level of modeling at the end of this stage fails, so the subject returns 
to qualitative modeling to improve the foundation in the next stage.

III. Seeking an Imageable, Causal Mechanism with Elements that are Fully 
Connected Spatiotemporally. Attempts to add enough detail to the model to have 
elements that are fully connected spatio-temporally (episodes 17–19).

As impressive as the breakthroughs in stage two were, at the end of that stage 
the subject believes that twisting probably plays some sort of causal role in the heli-
cal spring, but exactly how this happens to increments of the spring is not known. 
Thus the subject’s model consists of certain mechanism characteristics or model 
elements, but these are not visually aligned with the spring or fully connected 
together. In order to make further progress and advance to a new level of precision 
in modeling, it is necessary to take twisting seriously as a mechanism that is occur-
ring in elements of the wire, and to understand what is causing that twisting and 
how it deforms the circular coil. The third stage in Table 14.1 commences when the 
subject appears to project into an element of the circular spring coil an image of 
how force causes twisting and how twisting causes stretching (cf. “seeing as”). This 
is extended until its occurrence in the entire spring can be envisioned. The final 
result of this additional qualitative modeling process is shown in Fig. 14.15, where 
the anchoring conception of twisting and torsion is used to build up a fully con-
nected explanatory model of twisting in small elements of the circular coil. (It will 
be noted that earlier diagrams have placed the target on the left and the base of the 
analogy on the right consistent with an earlier emphasis on generation and the order 
of appearance, whereas the base appears on the left in this diagram. This shift will 
in fact be followed throughout the rest of the book to emphasize showing the infor-
mation flow from the source on the left to a model or target on the right.)

14.3.1.3 Mathematical Modeling

IV. Seeking a Geometric Level of Precision in the Spatial and Physical 
Relationships in the Model. These are projected from the model into the target (e.g. 
equal segments, angles, areas, etc.) until they are ready to support quantitative predic-
tions (episodes 20–22). A higher level of precision is then asked for in episode 20 as 
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the precision of the twisting model is pushed toward a level that can support mathe-
matical description. Analogous cases are used to argue that the torque is uniform 
everywhere. Another question is: What are more exact geometric constraints on the 
spring as it stretches? Here increasingly precise details are worked out about the 
effect of stretching and twisting on the shape of the spring until the model is ready to 
support quantitative inferences. No new causes are identified, so this stage seems pri-
marily one of increasing precision to a fully geometric level.

V. Developing a Quantitative Model Built on the Foundation of the New 
Qualitative and Geometric Models (Episodes 23–34). After all of the above issues 
are resolved it is finally possible to construct detailed quantitative functions in epi-
sodes 23–34 by applying established principles such as trigonometric relations and the 
torque version of Hooke’s law (twisting being directly proportional to torque). These 
arguments utilize and rely heavily on the imageable models for analyzing deformation 
in the spring that were developed at a qualitative level. These enable a transition to 
algebraic notations for representing the geometric and physical relationships involved, 
and these allow the use of standard algebraic problem-solving techniques to solve for 
the function relating coil width and stretch. Again, no new causes are identified, so this 
stage seems primarily one of increasing precision to a quantitative level.

14.3.2  Transforms to “Close” Analogies in Later Stages 
of Solution

This chapter described the use of analogy and extreme case transformations in 
the later stages of quantitative modeling, to find equivalent systems that can be 
conveniently analyzed using standard mathematical schemata. Chapter 11 
catalogues a variety of such transformations for calculating volumes of odd-shaped 
forms. In the present chapter various transformations are aimed at calculating 
angles and torques conveniently. These appear to be expedient analogies 
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Fig. 14.15 Source schema for torsion is aligned with spring via an incremental model of torsion 
in the spring
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realized via conserving transformations, such as “softening” a part of the coil 
so that all of the twisting is concentrated there; unlike the original qualitative 
analogies to the rod and square coil, the transformations for quantitative 
calculations must be conserving at a much finer level of precision – e.g. the mag-
nitude of radius arms, force, torque, and angles must be conserved. The subject 
is no longer concerned about constructing or adding basic mechanisms for 
explaining how the spring can stretch and therefore does not need divergent new 
anchoring analogies for developing a qualitative explanatory model. Rather the 
concern is for increased precision in describing geometric and quantitative 
details about the twisting mechanism. Therefore these “close” expedient analogies 
generated by conserving transformations become very valuable, even though 
they are not so divergent, when used in the later, mathematical stages of this 
solution.

14.3.3 Summary

In contrast to a simple dichotomy of qualitative vs. quantitative work in this solution,
Table 14.1 identifies five different stages that start from rough, qualitative ideas, 
and progress gradually toward much more precise quantitative models. A key step 
in this process is the formation of an explanatory model of hidden deformations in 
the target. I expand on this idea below.

14.4  Building a Theoretical Distinction: Explanatory Models 
vs. Expedient Analogies

In this section I use the new imagery constructs developed in Chapters 12 and 13 
to begin to develop a theory of the relationship between analogies and models on 
the basis of the protocol in this chapter. In Chapter 6, I cited the pioneering work of 
Campbell (1920) who articulated the role of analogy in science using the example 
of the elastic particle model of gases. Because the gas is made of entities that are 
too small to observe directly, one has to invent a hidden explanatory model that 
fits and explains the observable behaviors of the gas that one can see.

14.4.1  Expedient Analogies

I introduced a distinction between expedient analogies and explanatory models as 
two different kinds of scientific model in Chapter 6, a distinction anticipated by 
T. Kuhn in his comment quoted just before the beginning of this chapter. If one exam-
ines the final qualitative model developed in this chapter – the twisting model at the 



top of Fig. 14.15 developed at the culmination of stage 3 – one can see how it con-
trasts to initial “expedient analogies” in the investigation, such as the foam rubber 
analogy in episode 7b. The two pieces of foam rubber with large and small holes is 
simply an analogous case, not a system operating within the target, whereas the image 
of the element, w, of the spring coil twisting is an explanatory model proper, since it 
can be projected into the target as something that could be actually happening in the 
target case. An expedient analogy like the foam on the other hand, shares abstract 
relationships with the target, and can be used for predictions without making any 
assertions about or commitment to its role in the causal mechanism of the spring.

14.4.2 Source Analogues

In contrast, Hesse (1966) pointed out that analogies involved in generating explana-
tory mechanisms are of a special kind; they have “material similarity” to the target 
phenomenon in that they are imagined to be actually occurring in the target. For 
example, a swarm of tiny elastic particles is thought of as a “candidate for reality”– a 
system that could be operating within a gas (Harre, 1961). (The “candidate” metaphor 
extends nicely to theories being “elected” or confirmed for an unlimited term but 
always subject to parliamentary repeal.)

Thus, not just any analogy will do for an explanatory model; analogies used in 
explanatory model construction are going to have concrete elements that are part of 
the final model and be materially connected to the system in this sense. However, 
in my view, it is a mistake to take this important and valid point too far – to treat 
the analogy and the final explanatory model as the same entity– where the model 
“is” the analogy. Here I will build on Harre’s (1961) view that the analogy to col-
liding balls is a source analogue that should be thought of as a separate entity from 
the final model. I will take the view that the analogy to bouncing balls is only the 
first step in developing an explanatory model, and that the initial analogy should be 
thought of as a starting point for building the final explanatory model.

It is possible that when the elastic particle idea was first formulated, it took a 
form something like: “perhaps the gas is made up of something like small rubber 
balls bouncing off of each other.” At the point of first insight, this idea appears as 
a mere analogy to something the gas might be like, if one is lucky. It is easy to lose 
track of this tentative perspective once we have been trained in the science. Initially 
it is simply a rough analogy to a more familiar system. However, as the model grows 
in complexity and refinement, it may draw on several other analogies or schemas, and 
certain differences between it and the toy balls become apparent. In this view the 
final model is not equivalent to the initial analogy; rather the subject uses the analogy 
as a source analogue (source of ideas) that becomes elaborated and modified as it 
is incorporated into the model.

The idea that explanatory models are mechanisms thought to have some material 
similarity to the hidden structure of the target is consistent with the idea that many 
preferred scientific models are imageable entities. In this view material similarity 
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results from the projection of image elements from a source analogue into the 
image of the explanatory model being developed, and I will explore this possibility 
in the chapters that follow. Analogies used to seed explanatory model construction 
may contribute ideas for the addition of concrete material elements to the model 
and these must be plausible components that could actually be in the system. I 
would include the requirement that the model must “fit” spatially, temporally, 
physically, and behaviorally into the targeted system in a coherent way.

14.4.3 Triangular, Not Dual, Relation in Model Construction

An analogy can be viewed as involving two main elements: the target case and the 
analogous case. However, the above considerations mean that it is desirable to take 
a three-element view of the relation between a target, an analogous case, and an 
explanatory model, as shown in Fig. 14.16 (Clement, 1989b). A source analogue or 
anchor (billiard ball reflection) is used as a starting point for building up an explan-
atory model (elastic particles and reflection). The model can then be projected into 
the target and used to explain the target phenomenon. Such an explanatory model 
is neither deduced from axioms nor induced as a pattern from repeated experiences. 
Rather it is a construction pieced together from various sources, designed in such a 
way as to provide an explanation for the target phenomenon. Most previous theo-
ries have not distinguished clearly between the source (anchoring) conception and 
the final explanatory model (exceptions are Harre (1961), Nersessian (2002), and  
Clement (1989b).

Anchoring Source
Case:

Known Source Process

(Billiard Ball Reflection)

Source
For Explains

 Explanatory Model:

Hypothetical Iconic Model

(Molecular Reflection)

Knowledge of Target
Case:

Observed Pattern in
Nature

(Pressure)

Fig. 14.16 Three-element view of the relation between a target, an analogous case, and an 
explanatory model



In Chapter 6, I argued that since subject S2 (1) talks about having an explanation 
for the lack of observable bending in the spring (2) refers to “increments of the 
spring” (line 117 in Chapter 6), and (3) considers a model with deformations in 
microscopic elements that are unobservable to him, I can infer that he eventually 
does work with an explanatory model in his solution. In the protocol in this chapter, 
that model is developed considerably further. The triangle in Fig. 14.15 expresses 
the view that the explanatory model of torque producing twisting in the coil is a 
separate (and more complicated) entity from the anchoring source analogue of the 
twisting rod.

14.4.4  Source Analogues are Projected into the Composite 
Model and Must Be Imagistically Aligned

Once the twisting hypothesis has been generated, the solver must determine whether 
twisting is a plausible mechanism that could be operating in the circular coil without 
producing contradictions. Informally speaking, Fig. 14.7a is a breakthrough in this 
regard, since it allows one to “see where the twisting comes from” in the circular coil, 
as do Fig. 14.4 and 14.5. Here the torque idea is beginning to be aligned correctly 
within the model so that one can “see” how forces cause twisting in the wire. Figure 
14.9a then “stretches” this newly acquired “seeing as” ability to a more difficult case: 
here the solver imagines sections such as gc to be “rigid handles” equivalent to those 
in Fig. 14.9c, in order to “see” the source of twisting. The drawing in Fig. 14.7a actu-
ally adds no new concepts to the spring mechanically; but it changes the imagistic 
alignment of the concepts, making it possible to project torque and twisting appropri-
ately into the image of the spring coil. This type of “stretching” or extension of the 
domain of application of one’s anchoring intuitions (here the intuition of twisting) 
appears to be one of the principle functions of nonformal plausible reasoning.

Therefore model projection is seen as a very important and sometimes difficult 
activity. A major theme here is that even after the key anchoring analogy (to a twist-
ing rod) is found, considerable development needed to occur in order to construct a 
viable explanatory model (of how torque and twisting operate in the spring). Even 
though an anchor had been identified, exactly how and where to apply it was not at 
all clear initially. In this case the role of the analogy is as an initial starting point,
whose major impact is to facilitate the larger enterprise of model construction. Thus 
explanatory model construction involves more than finding a key source analogue in 
a familiar system, although that can be a starting point. This is the meaning of the 
triangular, three-part relationship in Fig. 14.15. The model is usually more compli-
cated or refined than a simple analogy.

In addition, an explanatory model is often constructed from multiple analogies 
and should therefore be thought of as a separate entity from any one analogy. In sum, 
I hypothesize that the explanatory models being considered here incorporate 
assemblies of image-producing prior knowledge schemas, and that this assembly is 
modified as the composite model is refined. Evidence for image-producing schemas 
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will be examined in the next chapter, but I have stated these hypotheses here as an 
advanced organizer and to provide a context for their analysis.

14.4.4.1 Special Evaluation Criteria

To highlight another difference between ordinary analogies and explanatory models, 
I hypothesize that there are criteria for evaluating an explanatory model that do not 
apply to expedient analogies, such as the requirement that an explanatory model be 
able to “fit” spatially into or onto the target system in a plausible way. For example, 
the size and number of molecules imagined to be in a gram of metal must not 
exceed the space allotted. The model of molecular structure must “fit” into the 
spatial context of the target, whereas with an expedient analogy like the foam rubber 
analogy this need not be the case. Extending this criterion by asking for a model 
that is fully connected spatiotemporally, when attainable, can also take one well 
beyond the initial analogy. (Other additional desirable features for explanatory 
models are described in Chapter 20). Developing detailed subprocesses of investi-
gation processes that operate differently in using expedient analogies and explanatory
models will be one of the challenges faced in Chapter 16.

14.5 Conclusion

14.5.1 Plausible Reasoning and Stages of Investigation

Evidence for a variety of medium-sized plausible reasoning processes was observed 
in this solution, including: simulations; analogies; extreme cases; formation and 
running of an explanatory model; and thought experiments. The category of 
thought experiments appears to be quite broad and these may appear in conjunction 
with many of the other reasoning processes. I will examine the role of thought 
experiments more carefully in the next chapter.

Table 14.1 showing five stages or modes of investigation is the result of attempt-
ing to find categories of episode types at a larger-sized time scale. The five-mode 
categorization provides some large-scale distinctions between initial descriptions, 
initial explanatory modeling, modeling via a connected mechanism, geometric 
modeling, and quantitative modeling. The stages organize the protocol episodes in 
a plausible but idealized order. The empirical content of this table is reflected more 
in these five categories of episode types or modes of investigation, rather than in 
their ordering, since the protocol is a composite one. However, the present ordering 
does not seem far out of line with most of the work of individual subjects. The 
extent to which it is possible in the future to map out orderings or partial orderings 
in individual protocols will depend on how structured experts’ control structures 
are and how “volatile” other processes are in their tendency to interrupt a currently 
running subprocess.



14.5.2  Parallels and Differences Between Qualitative 
and Mathematical Modeling

The investigation presented in this chapter demonstrates the possibility of a gradual 
transition from qualitative to quantitative modeling, with overlapping processes 
used in each case. There are several aspects to this transition. First, the investiga-
tion shows that a significant part of the mathematical analysis of a new system can 
actually be qualitative in nature. Referring to the levels of precision shown in 
Table 14.2, one can see that much of the solution was occupied with the qualitative 
relationships in levels 1–3. Apparently the qualitative work was done to find a way 
to see the system in pieces that are analogous to paradigmatic cases handled by 
established principles in mathematical form. This constitutes an enormous amount 
of work as a prerequisite to the simple imperative to “apply” equations. The major 
role of the mathematical model in this case is to add precision to the relations devel-
oped in the qualitative causal model. However, mathematical modeling also 
affected the qualitative model in at least one way, since the calculation in episode 
16 led to the discovery that the alignment of the qualitative model was inadequate. 
So the mathematics was a way of extending the inferences that could be made from 
running the qualitative model to a level of precision that exposed a serious mis-
match. Thus the trajectory of the investigation was not a simple linear pass through 
the five stages with no looping.

Second, many of the same reasoning processes identified in qualitative stages 
discussed earlier, such as analogy, extreme case analysis, and thought experiments, 
were still applied during the mathematical stages of the solution. In some cases 
even the same particular analogous case was used at both levels (e.g. the analogies 
of “freezing” parts of the spring to be rigid to facilitate imagining or calculating the 
deformation in other parts.) In addition it appears that, model criticism and revision 
cycles were still applied, even when the investigation extended into the domain of 
mathematics. These reasoning methods appear to be applicable during both qualita-
tive and mathematical stages of model construction. They are therefore candidates 
for being considered reasoning methods of scientific analysis at the highest level of 
generality.

However, there are several important aspects of the protocol that have not been 
accounted for. Analogies used in the solution appear to be far, intradomain, rough 
analogies at the beginning of the investigation, and close transformations of the 
system toward the end. Some of the stages appear to emphasize the identification 
of new causal factors and explanations, whereas others are focused on adding to 
descriptions of the system without developing new causes. How these features arise 
poses interesting questions for the more detailed model to be developed in Chapter 
16. To enable that to occur, however, it is necessary to first examine the central role 
of imagistic simulation in Chapter 15. Finally, I proposed a triangular, three-part 
relation between a target, a source analogue case, and an explanatory model. 
Modeling the nature of the relations between these entities will be another issue of 
focus in the rest of the book.
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Chapter 15
Thought Experiments and Imagistic 
Simulation in Plausible Reasoning

This chapter investigates the origins of conviction in thought experiments. To do this 
I build on the set of sources of knowledge identified in Chapter 13 for imagistic 
 simulations, since imagistic simulations are seen as playing a key role in thought 
 experiments. This leads to the development of an initial theory or process model for 
thought experimenting, addressing the paradox implied by the sensation of “doing an 
empirical experiment in one’s head.” I then extend the theory to discuss how thought 
experiments are used within more complex reasoning modes such as analogy and 
model evaluation. These reasoning modes will be used as components in the larger 
theory of scientific investigation processes to be presented in Chapter 16.

15.1 Nature of Thought Experiments

15.1.1  Fundamental Paradox of Thought Experiments 
and Two Definitions

When S2 makes his torsion discovery in the spring problem, he appears to 
 immediately “run” and make predictions from several thought experiments 
 involving torsion in order to examine the consequences for stretching behavior. 
What is intriguing here is how subjects are able to do this kind of experiment 
 effectively without examining real materials. They appear to be able to perform 
thought experiments in their heads which somehow examine consequences of a 
deformation like twisting to see if unexpected or contradictory results arise. This 
leads to the following question.

“How can findings that carry conviction result from a new experiment conducted entirely 
within the head?”

I will refer to this as the Fundamental Paradox of Thought Experiments. This is one 
of the most intriguing paradoxes in cognitive science.

One of the difficulties that makes this question hard to answer is the lack of 
agreement on the meaning of terms like “thought experiment.” (“Gedanken experi-
ment” is another related term that has been used in scientific contexts.) Unfortunately, 
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there is not a consensus on the definition of “thought experiment” in the literature, 
and it is used for a very broad spectrum of entities. Table 15.1 shows a number of 
increasingly restrictive criteria that could be used define the term thought experi-
ment. Each item in the left-hand column is thought of as a subset of the item above 
it. Some authors have used the term very broadly for any situation where a subject 
predicts future states of a system, and everything appearing below that in the table. 
I will attempt to increase the precision of the term by restricting and subdividing it 
as follows.

 An (untested) Thought Experiment (in the broad sense) is the act of generating or consider-
ing an untested, concrete system (exemplar, case, “experiment”) and attempting to predict 
aspects of its behavior. Those aspects of behavior must be new and untested in the sense that 
the subject has not observed them before or been informed about them. “Concrete system” 
here means one potentially perceivable via the senses or via instruments; i.e. the experiment 
is one that would yield empirical observations if it could actually be performed.

An Evaluative Gedanken Experiment (in the narrow sense) is more sophisticated than a 
simple thought experiment. It is the act of making a prediction for an untested, concrete system 
designed or selected by the subject to help evaluate a scientific concept, model, or theory. For 
example, an evaluative Gedanken experiment could be used to evaluate an explanatory 
model and/or its mathematical elaborations.

The first and broader definition is appropriate for expressing and discussing the 
fundamental paradox introduced at the beginning of this chapter. The second one is 
appropriate to some of the more sophisticated thought experiments in the history of 
science, and experiments of this kind will be analyzed later in this chapter.

15.1.2 Nersessian

Nersessian (1991) proposed, based on her careful reading of certain historical 
records of investigations in science, that simulation may play a role in thought 
experiments and scientific theory formulation. She refers to the “paradox of empiri-
cal force” in thought experiments. If one takes this to mean the paradox of being 

Table 15.1 Hierarchy of possible criteria for defining the term “thought experiment,” from very 
broad use at the top to narrow use at the bottom

Label Criteria

Imagining a situation Free imagining of a concrete situation- not necessarily
predictive

Predicting states of a system Subject predicts future states of a system
Untested thought experiment (My preferred criterion for broad sense). Predicting states

(in the broadest sense of a system where subject has never observed the results 
used here)

Evaluative Gedanken experiment (My preferred criterion for narrow sense). Subject
(in the narrowest sense  designs a case to evaluate explanatory or
used here) mathematical model or concept



able to generate findings that feel  virtually as strong as an empirical observation 
and that are done completely within one’s head, then that version of the paradox 
focuses on thought experiments where extremely high convictions are attained. My 
own phrasing of the paradox above considers a broader range of thought experi-
ments because I think they can play an important and impressive role, even when 
they lead to more modest levels of conviction. 

Gendler (1998) argued that the power of certain TE’s cannot be assigned to an 
underlying formal argument, and Shepard (2006) proposed that they may draw on 
imagined transformations depending on innate knowledge of 3 dimensional space 
and symmetry. Nersessian (1991) hypothesized that thought experiments could 
involve simulations, thought of as “depending on spatial representations and per-
ception-like mental capacities.” The grounds for this were primarily Maxwell’s ref-
erences to novel moving systems (e.g. gears and idler wheels throughout space) that 
he could not build and therefore presumably must have somehow imagined.  
However, it is difficult to provide more support for this hypothesis or to expand it 
in more detail based on the historical record because that record does not provide 
evidence on minute by minute processing.

15.1.3 Focus of This Chapter

Clement (1988, 2002, 2006) provided initial documentation of certain thought 
 experiments in experts from think-aloud protocol data and noted that they were gen-
erated cases rather than cases retrieved from memory. In what follows, I will attempt 
to address the above-mentioned paradox by extending this documentation and pro-
viding a more detailed accounting of how imagistic simulation could explain the ori-
gins of conviction. This question is most interesting for cases where a prediction 
appears not to be reached via a memory of a direct observation – that is, for untested 
thought experiments in the broad sense defined above. These cases are particularly 
interesting because the origin of the “experimental observation” remains enigmatic. 
However, the definition does not rule out a partial role for remembered actions that 
had been done before on real objects, as long as the experimenter is also examining 
some previously unexamined aspect in the prediction.

Note that the definition does not specify whether thought experiments are 
implemented via imagistic simulations; this is a question I would like to answer 
on the basis of evidence from the protocols. The definition itself leaves open the 
possibility that a thought experiment could be implemented via logical deduction, 
for example. To anticipate though, a key hypothesis generated by the protocol 
analysis will be that schema-driven imagistic simulation is a mechanism that can 
account for the benefits of many thought experiments. These imagistic simula-
tions in turn derive their predictive power from new combinations or new applica-
tions of existing knowledge schemas, including physical intuitions, which generate 
a dynamic image in a way that incorporates spatiotemporal constraints. This will 
require developing  further the theory of how imagistic simulations work and what 
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their various powers and functions are. Untested thought experiments provide a 
good arena to do this in because new knowledge is being generated by the simula-
tion, not just a replay of old knowledge. 

Later I will examine evaluative Gedanken experiments as a special case. I will 
consider evaluative Gedanken experiments to be part of a group of more complex 
reasoning strategies listed in Table 15.2. I will also examine evidence later that 
each of the lower three categories in Table 15.2 can utilize one or more untested 
thought experiments (carried out via imagistic simulation) as a subprocess. To my 
knowledge the interconnection between imagistic simulation and thought experi-
ments in experts has not previously been examined on the basis of think-aloud 
protocols.

15.1.4  What are Some Major Functions of and Benefits 
from Untested Thought Experiments?

Table 15.3 shows four types of functions that can be hypothesized for untested 
thought experiments from observations in the present protocols. I begin by giving 
an example of each type.

15.1.5 Primary Function

1. Primary predictive function. An example of function A is the subject in episode 
12b thinking about whether a long rod would twist more easily than a short rod, 
with accompanying imagery reports and depictive hand motions. After making 
this comparison he was fairly confident that the long rod would twist more 
 easily. This is an example of a direct prediction from an untested thought 
 experiment. The novelty of the specific experiment makes it unlikely that it has 
been previously tested with real objects.

By definition, all untested thought experiments described in this chapter 
involve such untested predictions, and so the prediction process just described is 
viewed as primary.

Table 15.2 Some complex plausible reasoning strat-
egies that utilize elemental imagistic simulations

Compound simulations
Analogy
Running a qualitative explanatory model
Evaluative Gedanken experiments



15.1.6 Secondary Functions

In addition there are three secondary benefits that can sometimes accrue immedi-
ately from a thought experiment; the experiment may generate a new evaluative 
relation of coherence or dissonance or it may activate a prior knowledge schema for 
the first time.

2. Evaluative function: new dissonance relation. Evaluations using thought experi-
ments can also lead to a negative result in the form of dissonance (conflict) with 
prior findings. An example of this is the case of a spring made of a vertically 
oriented band of material, such as the paper unwound from a grease pencil or the 
metal unwound from a coffee can (episode 13b in Chapter 14). This sophisticated 
thought experiment was designed to evaluate bending as the model for what is 
happening in the spring wire. When the subject imagined stretching such a bend-
proof spring, he sensed that it would still be quite stretchable and springy. This 
created dissonance with the model of bending as a necessary causal factor.

3. Evaluative function: new coherence relation. In episode 11b, when the subject 
analyzed the square coil by imagining it being stretched, he discovered that it did 
not posses the overall property of increasing slope that he had been so  worried 
about in the simple bending model of the spring. This created a new coherence 
relation between a recalled property of springs (uniform slope) and the model of 
the square coil involving twisting plus bending. Again, the novelty of the experi-
ment makes it unlikely that it has been previously tested with real objects.

4. Generative function: identifying a new variable or causal factor. The most 
 important example documented here is the recognition of torsion as a new causal 
variable while the subject imagined stretching the hexagonal coil (episode 11a).

These examples suggest that there is not one, but a wide range of possible benefi-
cial functions of untested thought experiments, as summarized in Table 15.3.

15.1.7  Can Schema-based Imagistic Simulation be Involved 
in Untested Thought Experiments with These Different 
Functions, and If So, What is Its Role?

In this section, I cite evidence for the involvement of imagistic simulation as a proc-
ess in each of the above examples of untested thought experiments and others. I 
also develop hypotheses for how it makes a central contribution.

Table 15.3 Major functions or benefits from untested thought experiments

A. Primary predictive function
B. Secondary evaluative function: new dissonance relation between experiment 

and an explanatory model
C. Secondary evaluative function: new coherence relation between experiment 

and an explanatory model
D. Secondary generative function: generation of a new variable or factor
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A. Predictive Function. In Chapter 13 it was hypothesized that the core  mechanism 
that allows a subject to make a prediction is his or her use of a schema to simulate the 
case directly, as shown on the left side of Fig. 15.1. In episode 12b the subject states: 
“if I have a longer rod (moves hands apart), and I put a twist on it (moves hands as if 
twisting a rod), it seems to me – again, physical intuition – that it will twist more.” 
The personal action projection (spontaneously redescribing a system action in terms 
of a human action), hand motions, dynamic imagery report, and intuition report pro-
vide evidence that he engages here in a schema-driven imagistic simulation, as shown 
in Figs. 13.3 and 13.4. This was described as a process involving perceptual/motor 
anticipations that can produce dynamic imagery for a series of states of a system over 
time. In this case the simulation appears to be an efficient process the subject can use 
in generating a prediction. This constitutes the beginning of an explanation for how 
untested thought experiments can work. While the broad term “untested thought 
experiment” refers to the idea that the subject is considering a somewhat unfamiliar 
system and making a prediction about it, the term “imagistic simulation” refers to a 
specific process that can be used to carry out the thought experiment.

Can the ability to carry out a thought experiment be explained by imagery alone 
without positing a role for schemas? There is some evidence for the theory that sche-
mas are separate entities from the more specific images they assimilate and operate 
on. The same twisting schema appears to be able to run on different images here 
(long, short, and very short rods, as well as the square and hexagonal coils). And 
conversely, one can find evidence in other cases of a single image being assimilated 
by different schemas, as in the case of both the bending and twisting schemas applied 
to the single image of the square coil; or applied to the single image of a straight rod. 
These considerations motivate the idea of having a two-element theory for an imag-
istic simulation with one or more schemas operating on a specific image. In an 
exploratory clinical study, accounting for multiple instances like these helps constrain 
the theory by means of the need for it to explain different episodes.
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Fig. 15.1 Basic benefits of imagistic simulation in an untested thought experiment



B. Dissonance. In type B, running a simulation may also generate a new conflict 
relation with an existing schema, as shown on the right-hand side of Fig. 15.1. In 
the protocols examined dissonance appeared to be generated primarily in two 
ways:

1. Spontaneous dissonance. For example, when the subject envisioned bending 
in the helical spring, he realized it would cause an increasing slope as one traveled 
down the helix of the spring. This conflicted with his image of what springs look 
like. Evidence for imagery is provided by the hand motions in episode 9:

But then it occurs to me that there’s something clearly wrong with that metaphor, 
because…it would (raises hands together in front of face) droop (moves r.h. to the right in 
a downward curve) like that, its slope (now retraces curved path in air with l.h.) would 
steadily increase

This appears to be a case of spontaneous dissonance. I hypothesize that the subject 
runs the model on a case, and a feature emerges in the simulation that conflicts with 
the subject’s prior knowledge. Figure 15.2a shows this process as the formation of 
a jagged line representing dissonance between of feature of the simulation and a 
prior knowledge schema.

2. Evaluative Gedanken experiments. In an evaluative Gedanken experiment the 
subject designs a special case, makes a prediction for it using an independent 
schema, and compares the result to that predicted by the current model for the same 
case. In the case of the “vertical band spring” in episode 13b the subject provides 
evidence for conducting an imagistic simulation with a number of indicators, 
including imagery reports and hand motions:

How could I imagine such a structure?…. I’m thinking of something that’s made of a 
band… we’re trying to imagine configurations that wouldn’t bend. Since it’s cross section 
is like that (see Fig. 14.3)… it can’t bend in the up-down (indicates up/down directions 
with hands) direction like that because it’s too tall. But it can easily twist (motions as if 
twisting an object).

He appears to be evaluating the plausibility and necessity of the bending  mechanism 
by eliminating bending in order to see whether the spring stretches considerably 
less. Here an evaluation of the bending model is generated in a more deliberate 
way. Rather than casting around for a random analogy, the subject has done some-
thing more complicated by designing a specific experiment that isolates a key 
causal variable. Because the mechanism is more complicated here it is not shown 
in Fig. 15.2. I will discuss such cases below in the section on Gedanken experi-
ments. In summary, in these two episodes imagistic simulation is apparently 
involved in generating dissonance from a thought experiment.

C. New coherence relation. The simulation of the square coil in episode 11b 
appears to produce the emergent property of lack of cumulative bending which 
solves the problem of increasing slope that was present in the simple bending 
model, leading to a new coherence relation as represented by the double line in 
Fig. 15.2b. The hand motions in this segment provide one piece of evidence for 
imagery use here. (This example shows that the newly generated coherence relation 
need not always be simply a confirmation of the answer to the target problem, i.e. 
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wide springs stretch further. In this case the coherence relation connects to a differ-
ent property – whether slope changes at different points in the spring – a now recog-
nized constraint in the target.)

As a second example, in episode 12, bending and twisting actions are projected 
into the image of the same stretched square coil to predict that the wider coil will 
stretch more. This creates a second coherence relation with previous findings. The 
hand motions, personal projections, and intuition reports in episode 12 also  provide 
evidence that the subject is using intuitively grounded imagistic simulations here. 
There are also hand motions throughout other episodes of analysis of the square coil 
both immediately before and after segments 11b and 12 suggesting that the subject is 
imagining bending and twisting movements that cannot be shown in his drawing.

D. Identifying a new variable or causal factor. Chapters 6–7 gave an initial 
perspective on how models are generated and evaluated in construction cycles. 
Here we wish to look at how individual variables or causal factors can be discov-
ered. In the protocols examined here this appeared to happen primarily in two ways:
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1. Schema activation. Imagistic simulation can be involved when a thought experi-
ment leads to the identification of a new variable or causal factor. In the important 
case of the hexagonal coil triggering the torsion insight in episode 11A cited above, 
there was evidence of this from his hand motions. (This is consistent with the fact that 
the subject was staring at a drawing while he made statements projecting forces and 
deformations into the system – where the objects in the system but not the movements 
were shown in the drawing.) This is shown as type c in Fig. 15.2.

This thought experiment leads to a scientific insight in a more unplanned and 
 divergent way in the form of a sudden recognition. One can hypothesize that certain 
spatial and dynamic features of the simulation of the hexagonal coil in this case 
triggered the activation of a new schema Sc2 (torsion) unexpectedly in this case. 
The suddenness of this activation may be part of the feeling of having an “insight” 
that causes the subject’s Aha! reaction at this point. If this interpretation is correct, 
it means that running an imagistic simulation can serve as an important mechanism 
of schema  activation in addition to the verbal association mechanism that is cited 
traditionally.

2. Emergence of novel image feature. A somewhat different source is suggested by 
the example in episode 9 discussed above of the recognition of increasing slope in a 
spring when the bending model is applied. Here one can hypothesize that the image of 
Fig. 6.3 emerges from the original simulation itself, rather than from activating a 
schema.

The novelty of this image suggests that it has very likely never been seen or imag-
ined by the subject before. If one assumes that the process of analyzing and describ-
ing it as a spring with “increasing slope” comes after the formation of the images, 
then the formation of a new and novel image via the extended application of a schema 
is the origin of the newly identified factor or effect. This interpretation is supported 
when he later comments on the same idea, saying: “this is quite clear but I’m not quite 
sure how to express it in words.” A similar process may occur in episodes 20a where 
“unbending” is identified as a new causal factor in the image of the drastically 
stretched spring. It is also quite possible that new factors might emerge in compound 
simulations and indeed this may be involved in the former example above where 
bending is being applied to multiple increments of the helical spring and the effects 
are added together cumulatively. Representing these possibilities requires a more 
complex model, depicted in Fig. 15.3, to be discussed in the next section.

15.1.8 Summary

In addition to predictions, other possible functions and benefits of thought experi-
ments observed in the protocols are listed in Table 15.3. Returning to the question: 
“How can a subject understand and predict new behavior in an untested thought 
experiment without making new observations or implications from a formal the-
ory?” My first and most basic response is: subjects appear to use schema-driven 
imagistic simulations to run the experiments, as depicted in Fig. 15.1. I elaborate 
on this view in the next section.
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15.2  Addressing the Thought Experiment Paradox: How Can 
an Untested Thought Experiment Generate Findings with 
Conviction?

15.2.1 Introduction

Several of the previous examples show that confidence in the outcome of an 
untested thought experiment can indeed be very high. The strong version of the 
question in the above heading is: how can an untried thought experiment done 
completely in the head appear to have comparable power to one done in the lab and 
to be equally compelling? The milder version of the question is: How can one 
derive any knowledge – even tentative knowledge – from an experiment done in the 
head that has no real new empirical input?

I will speak to these using the expanded model of an imagistic simulation in Fig. 
15.3. It proposes that the properties of runnable schemas in conjunction with spatial 
reasoning can allow for considerable flexibility and confidence, and at times even 
conviction with empirical force, in solving unfamiliar problems via imagistic simu-
lation. A runnable schema is defined as one that is capable of generating an imag-
istic simulation. In Chapter 13, I pointed to two ways that a new prediction could 
be derived from an imagistic simulation that would not need to depend on infer-
ences from chains of word-like symbols: flexible adaptation in the extended appli-
cation of a schema to a new situation, and tapping implicit knowledge in a schema. 
These properties are shown in Fig. 15.3 as two inputs from the left. They are com-
plemented by other processes such as spatial reasoning – i.e. generating inferences 
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about spatial relations or actions that embody spatiotemporal constraints on any 
system of objects, such as the constraint that solid objects may not occupy the same 
space, or that the face of an object turning on a vertical axis will disappear and 
reappear. In contrast to domain specific schemas, these operations are domain gen-
eral, and can include imagined actions involving object manipulation or navigation 
frames.

The above sources are shown to the left of the prediction/simulation process in 
Figure 15.3, with the secondary outcomes of the simulation shown to the right. 
Separating these two stages of a thought experiment helps greatly to clarify the 
theory. In the next few sections, I will speak to the thought experiment paradox by 
focusing on the left-hand side of Fig. 15.3 to provide the foundation for the answer 
given here.

15.2.2 Sources of Conviction: Perceptual/Motor Schemas

I will hypothesize that there are not one, but several sources of conviction that oper-
ate through imagistic simulation, shown in Fig. 15.3 and Table 15.4.

15.2.2.1 Adaptability from Extended Application of Schema

I begin with an example of the extended application of a schema. An example of 
this source is episode 9 quoted earlier of projecting bending into the helical spring, 
leading to a prediction that stretching would arise, assuming bending were present 
in the spring wire: “it would (raises hands together in front of face) droop (moves 
r.h. to the right in a downward curve) like that, its slope (now retraces curved path 
in air with l.h.) would steadily increase as you went away from the point of attach-
ment.” I hypothesize that the prediction arises from the extended application of a 
dynamic schema (bending) to an image of an object outside its normal domain of 
application (the helical spring). It is outside because the subject is unlikely to have 
thought about bending an object that is already curved in another plane and there-
fore it should not be immediately clear to him how this would work.

Table 15.4 Sources of conviction in an isolated untested thought experiment performed via 
imagistic simulation

– Self-evaluated conviction of intuition schema in its normal domain
   Intuitive grounding; Prior coherence with rational and empirical (experiential) knowledge
– Schema flexibility in imagistic simulation
   Adaptive, extended application of schema outside its normal domain
   Tapping implicit knowledge in the schema
– Spatial reasoning
   Symmetry
– Compound simulation
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(Note: This prediction about the results of bending is correct, even though the 
subject in the same breath correctly suspected that the assumption of this kind of 
bending being present is false.)

Here I follow common practice in thinking of schemas as knowledge struc-
tures that can generate certain predictions or explanations within their domain of 
applicability. They are also thought of as having at least modest generality; the 
schema applies to more than one situation. However, I am interested in untested 
experiments, thought of as being outside the normal domain of application of a 
schema, or responding to a question that has not been asked before and that 
refers to  relationships that have not been heeded by the subject in this context 
before.

This source is also illustrated by the figure labeled d in Fig. 15.2. which shows 
a schema generating a simulation for a case outside of its normal domain of appli-
cation. In general, running any schema on a “strange” or novel case would be an 
extended application.

The subject is confident that if the spring wire is bending downward in a vertical 
direction that the spring would stretch. I assume that the subject’s confidence in 
such cases comes from a flexible, confident schema that can be adapted and 
extended to apply to an unfamiliar but imageable case being run and to the question 
being asked.

Flexibility here means (1) that the schema can assimilate elements of an unfa-
miliar target and (2) that the expectations from the schema can generate imagery of 
events that can lead to a possibly novel occurrence such as asymmetric stretching 
in the spring.

15.2.2.2 Experience

It seems likely that intuition as self-evaluated conviction in a schema ultimately 
comes largely from experience for most of the examples discussed here. One could 
say “generalized from experience” but we should be careful to understand that: (1) 
perceptual/motor schemas may develop from a process that is very different from 
formal induction; (2) Some intuitions may conceivably be largely innate and 
 nonempirical (this is why I resisted requiring them to be generalized from observa-
tions in the definition); and (3) by experience I mean the mind interacting with the 
world, not “one directional empirical input.”

A second very important example is the more imagistically aligned application 
of the ideas of torque and twisting to the helical spring in episode 17. The subject 
complains that even after considerable analysis he is still not able to “see” how 
twisting would arise in the spring wire. To become convinced that stretch is going 
to introduce twisting in every element of the helical spring constitutes a culmina-
tion in formulating the first full qualitative model of how the spring works. I inter-
pret this as coming to be able to extend the torque and twisting schemas beyond 
their normal domains of application to apply to a shape as odd as the helical 
spring.



15.2.2.3 Intuition, Implicit Knowledge and Compound Simulation

My examples of extended schema application here have focused on perceptual/
motor examples of physical intuition where parameters could be “tuned” to adapt a 
schema for an imagistic simulation. As discussed in Chapter 12, there is an 
 established literature in motor control theory that describes this kind of flexibility 
in motor schemas within normal domains of application. Most of the cases here are 
not normal, but novel, so I am hypothesizing an extended type of tuning capability. 
It is remarkable that mental simulations with some accuracy can be performed on 
such cases. Schema flexibility in an extended mode is posed as the explanation for 
this ability, using the examples involving motor schemas as paradigmatic examples. 
Some of the major primitive sources of conviction (Clement 1994a) that I will dis-
cuss are:

● Extended application of a flexible schema to a new context outside its ordinary 
domain of application in an elemental imagistic simulation.

● Inspection of implicit relations not attended to previously within an elemental 
imagistic simulation generated by a single schema applied to either a familiar or 
a new context. This may occur because a new question about the situation has 
been asked or a new feature has been noticed.

● Chaining or coordination of multiple schema-driven simulations in a compound 
imagistic simulation (as in the square coil).

In the above cases new knowledge can also emerge from using particular spatial 
constraints of the immediate problem context and spatial reasoning operations, 
including imagined actions involving object manipulation or navigation frames. 
Table 15.5 shows a hierarchy of theoretical terms to be used in this theory where 
each category includes all of the categories below it, but not above it.

Intuition. The examples of extended application above happen to also be exam-
ples of the use of intuitions. As shown in the taxonomy in Table 15.5 and defined 
in Chapter 13, this means that the schema is self-evaluated with at least some con-
viction. As shown on the leftmost part of Fig. 15.3, conviction within the schema 
is thought of as stemming from coherence relations between the schema and previ-
ous experience (whether empirical or nonempirical). A schema has conviction 
when it has developed from multiple experiences or innate tendencies, has few or 
no dissonance relations with other cognitive entities and has ties of support to others. 
The conviction will apply most strongly to cases like ones the subject has experi-
enced before, in the schema’s normal domain of application. It would not be 

Table 15.5 Taxonomy of theoretical terms for simulation

(Mental) Simulation in the broadest sense (prediction of future states or changes in a system)
Imagistic simulation (simulation with use of imagery)

Schema-driven imagistic simulation (SDIS) (imagistic simulation generated by a runnable 
schema with perceptual and/or motor components and modest generality)

Intuitively grounded or intuition-based simulation (self-evaluated SDIS, with at least 
some conviction present)
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 surprising if confidence was not as high in the extend case as in a familiar case, but 
it might still be high if the extension feels feasible. So some original level of con-
viction in the schema would appear to be necessary (but not necessarily sufficient) 
for running an untested thought experiment with confidence.1

Implicit knowledge. The case of the twisting rods quoted in the preceding  sections 
and in episode 12b illustrated how knowledge that was implicit (not previously 
described or heeded) in the schema could be made explicit via such a case. 
Presumably, the subject had twisted objects before, but had never consciously 
 considered or paid attention to, the factors that make one object easier to deform by 
twisting than another. I hypothesize that in the case of the twisting rod this led to a 
high confidence simulation because the schema used was rich enough in analog 
perceptual/motor information to be “mined” for additional information beyond its 
usual purpose. This implicit knowledge was drawn out in running an imagistic 
simulation on a particular imaged case designed to answer the new question. 
Drawing e in Fig. 15.2 shows this as a schema being applied to a case within its 
normal domain of application, but with a new question being used to interrogate the 
simulation that has not been asked before. Such a question may tap implicit knowl-
edge in the schema via the simulation.

15.2.3  Sources of Conviction: Spatial Reasoning, Symmetry, 
and Compound Simulation

15.2.3.1 Spatial Reasoning

Finally, each of the processes above can occur in conjunction with spatial reasoning 
operations which embody very general spatial and physical constraints on the cases 
being simulated. As an elementary example, adults “just know” that two solid 
blocks cannot occupy the same space or that a chair cannot fit into a breadbox. And 
a subject should be able to imagine that in stretching a spring, the coils will not 
collide and interfere with each other, whereas in compressing a spring, this could 
be a problem. It seems reasonable that adults would be able to reason to this conclu-
sion in response to the question “Can the ends of a spring be compressed toward 
each other to a distance as small as one likes?” even if they had never  actually 
compressed a spring to its compressional limit. In this view these examples reflect 
very general inferencing capabilities about spatial relationships that are not domain 
or schema specific. This includes the ability to compare size, shape, and distances 

1 The word “conviction” carries the desired connotation of self-evaluated rather than evaluated 
from authority. However, a terminological problem here is that “conviction” also connotes 
“belief” in a proposition, whereas some of the schemas being discussed here are simply action 
schemas that may not be driven by propositions. “Sureness of operation” may be a more appropri-
ate description in some cases than “conviction,” although “with conviction” is somewhat broader. 
But for the sake of simplicity I will simply use the term conviction here.



as well as to imagine the results of basic manipulations for arranging objects in 
space: rotating, moving, nesting, aligning, etc. I follow Kosslyn (1980), Finke 
(1990) and Lindsay (1988) in assuming that if an image is not too complex, most 
adults can form an image of such simple manipulations and anticipate the outcomes 
in terms of the new spatial relationships they set up.

Such spatio-physical reasoning operations may use a fairly primitive knowledge 
system for how objects can be arranged in space that may develop quite early on 
from experiences with playing with blocks or other objects, and perhaps utilize 
elements that are to some extent “built in” to the developed perceptual system. (The 
brain’s system for locomotive navigation is another branch of the basic spatial rea-
soning system.) I will distinguish these very general and commonly used spatial 
reasoning capabilities from the anticipations generated by perceptual/motor 
 schemas that are more domain specific. Whereas conceptions of twisting, torque, 
acceleration, and rolling are more specialized schemas, I will assume that basic 
spatial reasoning operations for rearranging objects are used ubiquitously and are 
in some sense “built in” to the imagery system.

As shown in Fig. 15.3 then, such spatial reasoning processes can be used in 
 conjunction with a specific schema that is generating an imagistic simulation. For 
example, I assume that the spatial reasoning operators of translation, rotation, zoom-
ing, etc. are always available to help in the assimilation of an untested case to a 
schema. A very simple metaphor here is that just as we may plan to rotate a coffee cup 
in real life in order for a grasping schema to execute grasping its handle, similar per-
ceptual transformations may be used with other imagined objects so that other sche-
mas can assimilate and operate with them. Unfortunately these processes for rotating 
and arranging objects may be so fast and automatized that they are rarely reported in 
a think-aloud protocol. I therefore feel that I have a limited amount of data on these 
operators and for that reason basic spatial reasoning operations cannot be analyzed 
deeply in the present theory. However, a theory that hypothesizes the presence of 
imagery in these episodes should also hypothesize the availability of these basic spatial 
reasoning operators if the system is to have normal inference making power.

A more sophisticated use of spatial reasoning occurs in episode 14 and Figs. 
14.4 and 14.5 where a circular ribbon is extended to show the resulting twisting 
effect. Here the challenge to the imagery system is essentially to keep track of the 
edges of the ribbon during the deformation. This ability might also be considered a 
geometric skill involving specialized mathematical schemas, and this cannot be 
ruled out entirely. However, the informality of the subject’s language argues that 
this inference is likely to have involved the heavy use of general spatial reasoning 
capabilities, among the factors shown in Fig. 15.3.

In some cases the spatial reasoning system that we have developed for planning 
everyday activities in dealing with objects may be very efficient for doing certain 
kinds of reasoning with the mental objects in mental models. When these same 
spatial reasoning skills are used, say, to quickly eliminate some possibilities for 
how a foreign molecule might fit into a host crystal because of its shape, the 
 scientist may experience this as being close to “getting that part of the solution for 
free” with very little effort.
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15.2.3.2 Symmetry

Some thought experiments appear to rely on symmetry as a source of conviction. 
For example, the horizontal spring case in episode 15d is used to argue against the 
possibility of asymmetric stretching shown in Fig. 6.3. This argument says that if 
one pulls on both ends of a uniform horizontal spring to stretch it with the same 
force on each end, there is no possible reason for why one side of the spring should 
stretch any differently than the other side; therefore since this is equivalent to the 
vertical situation in Fig. 6.3, the outcome shown there is impossible. (This equiva-
lence depends on knowing that forces applied at each end of the spring are equal 
and opposite and the given assumption that the mass of the spring wire is negligi-
ble.) The symmetry principle used for the horizontal case is very general and has to 
do with one’s view of and faith in nature as operating according to consistent prin-
ciples: in equivalent causal circumstances one should see identical outcomes (with 
“equivalent” meaning situations related by conserving transformations). Another 
way to say this is: if two simulations are performed at different times,  orientations, 
or locations but in the same causal circumstances, then the outcomes should be the 
same (where changing the time, orientation, or location is seen as a conserving 
transformation). Symmetry cases like the horizontal spring can be thought of as 
involving the detection of an equivalence between comparative  simulations (in each 
half of the spring). This source of conviction for a thought experiment is of philo-
sophical interest because some would argue that it is a  nonempirical source. Because 
of the connection to spatiotemporal transformations in this analysis I have lumped 
symmetry together with spatial reasoning in Fig. 15.3, but they could have been 
shown separately. A similar symmetry argument is used in  episode 28 to conclude 
that the spring wire twists uniformly throughout the spring.

15.2.3.3 Compound Simulation

I also need to hypothesize that new predictions can emerge from the coordination 
of multiple schemas in a compound simulations such as the square coil case involv-
ing both twisting and bending schemas. Diagram f in Fig. 15.2 depicts a compound 
simulation where two or more schemas are coordinated in the same simulation. I 
infer that the subject running multiple instances of the bending and twisting 
 schemas in the orthogonal sides of the square coil in episode 11 led to the emergent 
prediction of no cumulative bending in the square spring in Fig. 6.6b.

It also seems necessary to assume that spatial reasoning is used in this  simulation. 
The situation is so novel that it is likely that he needed to use very general knowl-
edge of spatial and physical  relationships to imagine the way movements in adja-
cent sides would add or cancel out during stretching, and to conclude that there 
would be accumulated stretching, but no accumulation of increasing slope or bend-
ing in such a coil. This appears to be an impressive result of spatial reasoning in a 
compound simulation – one that accomplishes quickly and efficiently what would 



take an inordinate amount of mathematical work if it were done formally. The proc-
ess of generating a new image from the interaction of one or more schemas plus 
spatial transformations has also been studied by Finke (1990).

Another kind of compound simulation occurs when multiple instantiations of the 
same schema are run simultaneously or in sequence. An example is thinking about 
multiple elements of the spring twisting with their effects adding together  cumulatively 
in episode 25. One can hypothesize that when more than one schema is applied or 
when a schema is applied to several linked objects in an image that there are new 
relationships added along with each new element of the  simulation, and that one of 
the primary functions of the imagery system is to attempt to keep track of these rela-
tions, including how the effects of more than one schema action accumulate. In this 
view these relationships and effects can be “interrogated” and “inspected” if needed, 
as long as the capacity (or ability to  represent detail) of the imagery system is not 
exceeded. (I put “inspected” in quotes here, because it cannot be carried out by a lit-
eral “mind’s eye,” but can be thought of as an attentional function which compares 
aspects of the image at a certain level of depth in the layers of the perceptual process-
ing system – aspects corresponding to a query of some kind.) I follow Kosslyn (1980) 
in referring to this process as image interrogation and inspection, as discussed in 
Chapter 13. (Kosslyn, however, discusses only static images; here the subjects appear 
to have done this with images of events and actions.) Ippolito and Tweney (1995) 
discuss how abilities related to these may also guide the interactions of  scientists with 
real experiments – by allowing them to make interpretations of observations that have 
a top down component and in some cases by preparing them to make difficult obser-
vations by enlarging the range of their perceptions.

Thus the concept of compound simulation here includes the ability to chain 
 imagined events or causal actions together. It therefore can be seen as an imagistic 
process involved in imagining chains or networks of actions (up to the limits of the 
memory systems involved) in everyday problem solving. However, it is also theorized 
to enable imagining a limited number of actions that are coordinated and performed 
simultaneously.

15.2.4 Summary

The sources summarized in Table 15.4 and Fig. 15.3 thus provide an initial answer 
to the thought experiment paradox by describing the sources of conviction in 
untested thought experiments (which, according to the definition, involve a direct 
prediction). The overall hypothesis can be stated briefly as follows: confident 
 predictions in untested or even novel thought experiments can come from several 
sources. The first set of sources were foreshadowed in Chapter 13, where it was 
concluded that the inherent flexibility of perceptual/motor schemas is perhaps a 
paradigmatic example of the origins of new knowledge in thought experiments. 
The initial sources cited there were the self-evaluated conviction of an intuition 
schema, its schematic, runnable nature that allows it to generate imagistic 
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 simulations, and the flexibility of such schemas to adapt in extending outside their 
range of normal application to unfamiliar cases.

Along with the evolved coherence of a schema and its ability to make implicit 
knowledge explicit under inspection in such simulations, this first set of sources pro-
vides several ways to produce new confident conclusions from new adaptations and 
extensions of confident existing prior knowledge structures (Clement, 1994b, 2006).

Other sources of conviction include the use of spatial reasoning to incorporate 
spatial constraints, and the use of symmetry. Some cases also require the subject to 
use new combinations of schemas in compound simulations with the additional use 
of spatial  reasoning to coordinate these and combine effects. We saw these factors at 
work in a variety of cases. Thus there appear to be a number of fundamental sources 
of confidence in untested thought experiments, and they can yield a strong conviction 
for some novel cases, even when no new real experiment has been performed.

15.3  Imagery Enhancement Phenomena Support 
the Proposed Answer to the Paradox

15.3.1 Limitations on Simulation Ability

It is clear that the resulting confidence in a simulation can vary widely from very 
low to very high. For example, the transcript contains examples of direct simula-
tions where the subject seems uncertain of the outcome (e.g. Episode 14 – subject 
uncertain of number of twists produced in fully stretched coil; S6 uncertain of the 
direction of twisting in Figure 13.3). One can use the basic theory summarized in 
Table 15.4 to infer some of the factors that could influence confidence and these are 
shown in Table 15.6.

These factors could produce a spectrum of difficulty levels and outcomes with 
respect to confidence in simulations. The factors are implications of the theory of 
imagistic simulation and sources of conviction shown in Fig. 15.3 and Table 15.4. 
In particular, factors 4–7 in Table 15.6 speak to questions about the difficulty of 
running imagistic simulations in conjunction with spatial reasoning in a cognitive 
system where imagery ability is limited in scope. This suggests that with regard to 

Table 15.6 Some factors influencing ability to run an imagistic simulation with conviction

• The availability of a relevant schema or relevant spatial reasoning operator
• The degree of experience behind or conviction in the schema being used
• The “nearness” of the new case and question being examined to previous experience
• The complexity of the imagery being attempted
• The magnitude of the effect being imagined
• Other features that would influence the “detectability” of the imagined effect (such as size 

and orientation of the overall case)
• The level of detail being asked by the question and whether imagery can support that level of 

detail



the final thought experiment, level of conviction is a function of a triple rather than 
a single entity. It depends on the schema being used, the particular target case and 
the question being asked about it. The remarkable finding however, is that even a 
very novel thought experiment can sometimes lead to a confident or even compel-
ling result for a subject.

The factors in Table 15.6 in turn suggest a number of heuristics that could be 
valuable for someone using imagistic simulations, shown in Table 15.7. These 
 heuristics are essentially designed to make possible the generation of perceptible 
sensory or kinesthetic images from a runnable schema or from the use of spatial 
reasoning.

15.3.2  Imagery Enhancement Focused on Enhancing 
the Application of a Schema in a Simulation

In this section, I develop a theory of extreme case analysis and other types of what I 
call “simulation enhancement” or “imagery enhancement” strategies. Because they 
appear to be a way to increase conviction, these enhancement cases provide important 
further evidence on the sources of conviction in thought experiments. They can there-
fore be used to further evaluate the theory just developed concerning those sources.

Very short rod case. The extreme case introduced earlier from S2 (shown in 
Fig. 15.4) of twisting a very short rod provides a first example of imagery enhance-
ment. There are three steps in this episode:

The subject first compares a longer to a shorter rod and makes a prediction that 
the longer one will twist more under the same force; he indicates a medium level 
of confidence in this conclusion. He then generates an extreme case by moving his 
hands closer together. This case leads to the same prediction that a shorter rod 
would be harder to deform by twisting, but with a much higher level of 
confidence.

137 if I have a longer (raises hands apart over table arriving at stationary position with the 
word “rod”) rod and I put a twist on it (moves right hand as if twisting something), it seems 
to me – again, physical intuition – that it will twist more.”

Table 15.7 Heuristics for designing cases for imagistic simulation

In designing cases for thought experiments:

• Find a case close enough to something you already know to make a confident prediction
• Find cases that are as simple as possible in order to image them easily
• Imagine an object whose particular features (such as size and orientation) are such that the 

experimental variables would be easy to detect if it were a real object:
 • Use an extreme case
 •  Imagine “markers” on the object to make it easier to track changes in key features or variables
• Imagine an object of a size and orientation such that the variables in question could be 

manipulated with one’s hands
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Uhh, – I’m – I think I trust that intuition.

138 I: Can you stop thinking ahead and just think back on that-; what that intuition is like?

139 S: ….I’m (raises hands in same position as before and holds them there continuously 
until the next motion below)… imagining holding something that has a certain twistiness 
to it, a-and twisting it.

141 S: Like a b-bar of metal or something like that. Uhh, and it just seems to me as though 
it would twist more.

Again, now I’m confirming (moves right hand slowly toward left hand) that by using this 
method of limits. As (moves right hand slowly toward left hand until they almost touch at 
the word “closer”) I bring my hand up closer and closer to the original place where I hold 
it, I realize very clearly that it will get harder and harder to twist.

143 S: So that confirms my intuition so I’m quite confident of that.”

I will first state an overall hypothesis that explains the effect of the extreme case in 
increasing confidence and then consider its support in transcript evidence compared 
to other rival hypotheses. I hypothesize that the first prediction in (1) above comes 
from an imagistic simulation produced by a practical intuition schema for twisting 
objects. Such a schema would probably have been used rarely, such as for putting a 
twist in a ribbon or some other object. One’s attention in using this schema would be 
on whether the object had been put into the desired shape. The question being asked 
about the force required to deform different-sized objects is novel enough to assume 
that it would be a new question for the subject, about something he had never attended 
to before in using this schema. The simulation allows him to examine implicit knowl-
edge in the schema and convert it into explicit knowledge. This would actually 
involve a pair of simulations where the kinesthetic sensations are compared for a long 
and short rod. Although he has never paid attention to this before, he can run through 
the simulation and focus for the first time on the issue of which length of rod would 
be harder to twist, by interrogating and inspecting that aspect of the imagery resulting 
from running the schema on these particular cases. This leads him to the first predic-
tion, but the process is new and the difference in the comparison is not large, therefore 
he reports it with only medium-level confidence.

He then generates the extreme case of the very short rod and in step (3) makes the 
comparison again to the longer rod during another imagistic simulation. This leads to 
the same prediction with a much higher degree of confidence. This comes from 
increasing the differences between the two images being compared and making that 
difference more detectable under inspection of the images – here the  kinesthetic 

Fig. 15.4 Extreme case for imagery enhancement generated by S2



 difference in the torque or twisting force applied to a “normal” rod and a very short 
rod in order to put a certain amount of twist in it. Thus, I hypothesize that this is a 
case of “simulation enhancement” and that the role of this extreme case is to enhance 
the subject’s ability to generate and compare imagistic simulations with high confi-
dence. In this case the main source of conviction in the simulations is the tapping of 
implicit knowledge and its conversion into explicit knowledge.

The subject’s saying, along with hand motions, that: “As I bring my hand up 
(moves right hand slowly toward left hand) closer and closer to the original place 
where I hold it, I realize very clearly that it will get harder and harder to twist” pro-
vides interesting evidence that the subject is actually imagining a special case and 
his actions upon it, inspecting or focusing on the amount of effort required, and 
gaining a higher level of confidence from the extreme case comparison.

Very Short Spring Case. Another example was provided by the extreme case of 
the very short spring generated in episode 7a, where the subject says:

039 Now what if I recoiled the spring and made the spring twice as long-instead of twice 
as wide?…Uhhhh…it seems to me pretty clear that the spring that’s twice as long is going 
to stretch more….Now that’s a- again, a kinesthetic intuition,… but now I’m thinking….
I’m imagining Raises Hands 10 inches apart in front of chest, Closes fingers as if holding 
something between hands, moves hands together slowly in 5–6 small movements while 
speaking until they almost touch just before the word “origin,” shown in Fig. 15.4 that one 
applies a force closer and closer to the origin of the spring, and again, as clo – as you get 
closer to the origin of the spring, it hardly stretches at all. Therefore, the further away you 
are along the spring, the more it stretches.…So a spring that’s twice as long, I’m now quite 
sure, stretches more.

Here the extreme case is generated in order to make a few predictions for the base of 
an attempted analogy to a double length spring. Again, the subject saying with 
accompanying depictive hand motions: “I’m imagining that one applies a force closer 
and closer to the origin of the spring, and it hardly stretches at all.” provides interest-
ing evidence that the subject is actually imagining a specially constructed extreme 
case and inspecting the amount of effort required, in order to gain a higher level of 
confidence.

15.3.3 Analysis of Transcripts

I will now consider in more detail hypotheses that are supported by the transcripts 
in both episodes above.

15.3.3.1  An extreme case can raise confidence in an earlier prediction 
via an untested thought experiment

In both episodes the subject starts from a nonextreme case comparison, makes a 
prediction with medium confidence, generates an extreme case, and then makes a 
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prediction with high conviction. In other words, the extreme case serves to raise the 
subject’s confidence in an earlier prediction for the same problem. The novelty of 
the extreme cases argues that they are untested thought experiments. So far these 
findings are primarily observational ones, but the next three findings concern cogni-
tive mechanisms.

15.3.3.2 Intuition-based Imagistic Simulations were Present

Using the guide in Table 12.3, and focusing on both the original and the extreme 
cases together, there are several indicators giving evidence for intuition-based 
imagistic simulations here. Imagery reports occur in both cases; in both cases these 
are also dynamic imagery reports and kinesthetic imagery, reports; the depictive 
hand motions are also evidence for imagery, and the fact that they portray a human 
action suggest the involvement of a self-evaluated intuition schema; finally, this is 
also supported by personal action projections present in both cases where the sub-
ject is imagining the amount of force applied by his hands, since the original problem 
does not refer to any human actions of this kind.

These observations provide evidence that intuition based imagistic simulations 
were present. The two examples also add to the arguments in Chapter 13 that the 
phenomenon of imagery or simulation enhancement provides evidence for the 
importance of the imagistic simulations. This is supported by the following obser-
vations: predictions are reported immediately after the imagery indicators; and if 
one assumes the involvement of imagistic simulation in the thinking about both the 
original and extreme cases, the fact that the subject goes to the trouble, after an initial 
prediction, to generate a second “improved” case and run it, argues for the importance
to the subject of imagistic simulation in the solution.

15.3.4 Sources of Conviction in Imagery Enhancement

The extreme case episode of the very short twisting rod poses an interesting chal-
lenge for theory because it simply seems to repeat the same reasoning as the previ-
ous twisting episode, but yields a much higher level of confidence. In this section, 
I argue that the conversion of implicit to explicit knowledge is the most plausible 
hypothesis for the source of conviction. Weld (1990) proposed that one mechanism 
for the effectiveness of an extreme case is to allow access to the second of two data 
points (pairs) for the values of two related variables. If one assumes a monotonic 
relationship one can predict an increasing or decreasing function from knowing two 
data points. But how can considering the extra extreme cases above add so much 
confidence since the subject has already just consulted his knowledge on this issue 
and already has the equivalent of at least two “data points”? It is difficult to see how 
this small change in the value of one variable in the extreme case could generate a 



new deduction about the variables to produce considerably greater conviction. And 
his saying for the very short rod: “I realize very clearly that it will get harder” indi-
cates there is something special about the extreme case that makes it count more 
than simply adding a third data point from which to induce a pattern. It is more 
plausible to interpret this process as “imagery enhancement” (or “simulation 
enhancement”) – that the role of this extreme case is to enhance the subject’s ability 
to run or compare imagistic simulations with high confidence, and that this comes 
from increasing the difference between the two images being compared and making 
that difference more detectable under inspection of the images. In this case the main 
source of conviction in the simulations appears to be the tapping of implicit knowl-
edge embedded in a motor schema and its conversion into explicit knowledge. 
The extreme case makes differences in implicit expectations more “perceivable” 
in this case.

With regard to the hypothesis that the extreme case activates a new “data 
point” – a new specific fact or episodic memory – the novelty of the extreme 
cases argues that the origin of this new confidence is the imagistic simulation 
process repeated on the extreme case rather than the activation of another fact or 
episodic memory. And both extreme case sequences have a quasi-continuous 
character where the subject talks about a variable changing as he moves his active 
hand closer to an end point. This argues that we are seeing another trial of the 
same thought experiment using the same perceptual/motor schema in the extreme 
case, not invoking a new and more abstract propositional rule or episodic mem-
ory. In fact in the case of twisting an extremely short rod, the subject maintains 
the very same hand positions continuously as if holding a rod in front of him dur-
ing both the original long/short comparison and the extreme case comparison. 
Thus, the language and actions in the transcripts of the extreme cases appear to 
indicate that the subject is simply “rerunning” the simulation in his head during 
the extreme case by running through the action and examining the outcome, not 
activating a new memory or propositional rule. This lends support to the imagery 
enhancement hypothesis.

A second problem that questions the adequacy of describing this as “accessing 
a stored data point symbolically” is its difficulty in explaining the hand motions and 
imagery reports. Why did the subject exhibit these? The fact that he did so suggests 
the view that he was applying knowledge that was not stored as a linguistic descrip-
tion. And if it were already explicitly described, then why speak of forming an 
image of the situation and making the effort to run through a simulation of it? Why 
not just report it?

Thus the imagistic simulation concepts developed so far appear to offer the best 
explanation of the effectiveness of the extreme case at the end of the transcript 
above as an example of “imagery enhancement,” or more specifically in this case 
“image comparison enhancement.” The fact that this simple change of degree in 
one of the targeted variables increases the subject’s confidence significantly is dif-
ficult to explain at this level via models using a general symbolic rule. On the other 
hand, the imagery-based explanation can explain the presence of a weak and a 
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strong prediction for very similar cases by referring to the degree of contrast 
between images being compared.

15.3.5  Implications of These Extreme Case Examples 
for a Theory of Thought Experiments

The phenomenon of simulation enhancement provides an important source of sup-
port for the general theory of sources of conviction in thought experiments proposed
earlier, since that theory, summarized in Tables 15.4 and 15.6, includes elements 
that are important for explaining detailed transcripts on how extreme cases work as 
untested thought experiments.

Element 3b in Table 15.4, Tapping implicit knowledge, was used in explaining 
the effectiveness of extreme cases like the very short twisting rod, by saying that 
because the extreme case increases the contrast between the images being com-
pared, confidence in the result rises. If, as I have argued, one can eliminate the 
alternative hypothesis discussed above of the extreme case activating some sepa-
rate explicit memory, then tapping implicit knowledge via imagery enhancement 
emerges as the most plausible theory and provides some initial support for the general 
theory of sources of conviction.

I hypothesized that this knowledge was accessed weakly by the original com-
parison of longer and shorter rods, but it was only accessed strongly in the compari-
son using the extreme case. In daily life we receive sensory signals, some of which 
are too weak to notice or detect with confidence. The above explanation makes 
sense if what is being sensed internally is something like a strong vs. weak “percep-
tion” of an event or comparison. This is hard to explain in a model where knowl-
edge is stored explicitly and symbolically because it should either be there or not 
there, not vary on a “strength of signal” continuum. It can be explained in this case 
by saying that perceptual/motor knowledge implicit in the schema was converted 
to explicit knowledge in an imagistic simulation comparison, and that the contrast 
involved was easier to inspect for the extreme case. This explanation draws on two 
of the items listed in Table 15.6 as factors that could influence the ability to run an 
imagistic simulation with conviction. The lack of “nearness of the question being 
examined to previous experience” helps explain the initial weak predictions prior 
to the generation of the extreme case. And the effectiveness of the extreme case is 
explained by its increasing “the magnitude of the effect (in this case the contrast) 
being imagined.”

The transcripts are also difficult to explain in terms of a new symbolic rule being 
deduced from other rules. When the extreme case is run, the answer or hypothe-
sized relationship has already been verbalized explicitly; yet the subject chooses to 
return to an imagistic simulation and reenact it as if consulting the imagery pro-
duced was the main source of information and confidence. There should be no rea-
son to make the extreme case comparison if the first comparison was deduced from 
other rules and propositions. And deductive rules should operate in just the same 



way on the normal and extreme cases – there should be no added value in using the 
extreme case finding since its qualitative form is exactly the same. The subject 
seemed to be still striving in the extreme case for a clearer image comparison that 
would raise confidence. Thus this is a case where “stating a rule does not a convic-
tion make” and the simulation of the extreme case itself appears to be very impor-
tant to the subject’s convictions. This is consistent with the idea that implicit 
knowledge is being tapped and converted into explicit knowledge. This would seem 
to be a case of generating a symbolic rule from deeper analogue sources than recall-
ing a rule or inferring it from prior rules. This is reminiscent of the classic example 
of being asked to count the number of windows in one’s dwelling from memory, 
where most people report imagining being in rooms of their dwelling to do this, and 
are successful. A natural way to explain this is that one can generate an image, 
which under inspection using a new question, contains implicit knowledge that can 
be made explicit.

One might conjecture that these extreme cases move the subject away from
rather than closer to what is familiar to them and therefore should be less effective 
for confident prediction. Yet using the idea of extended schema application (3a in 
Table 15.4), one can explain that the subject’s schema is able to extend adaptively 
to make a prediction for the extreme case in each instance, and when this is done 
successfully it sharpens the contrast between images being sought.

In summary, the effectiveness of the above extreme cases has been explained as 
enhancing the drawing out of implicit knowledge in an extended application of a 
perceptual/motor schema. This explanation uses some of the elements shown in the 
theory of sources of conviction in untested thought experiments developed earlier 
in Fig. 15.3. Since that theory provides the basis for the most plausible explanation 
found for the extreme case’s effect on the subject’s confidence, this is also a source 
of support for those elements of the theory. In the next section, I will examine other 
types of enhancement that appear to be aimed at increasing the effectiveness of 
other sources of conviction shown on the left-hand side of Fig. 15.3, thereby lending 
further support to the theory.

15.3.6  Imagery Enhancement Focused on Enhancing Spatial 
Reasoning or Symmetry or Compound Simulations

Enhancing spatial reasoning by adding markers. In Chapter 13, I introduced the 
concept of “imagery enhancement” with the example from S6 of mentally putting 
“paint dots” on the spring wire so that he could try to imagine their direction of 
movement during stretching. I defined an imagery enhancement report at an obser-
vational level as the subject: adding markers to a situation or changing other fea-
tures that do not affect causal relationships such as: (1) orientation or size or (2) 
magnitude of problem variables – in conjunction with evidence for imagery. More 
direct evidence occurs when the subject speaks of modifying a problem situation in 
a way that makes it “easier to imagine.” These are indicators of successful enhancement
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if they increase the subject’s confidence in the results. I hypothesized that adding 
the paint dots was an attempt to improve the case being simulated so that it was 
easier to study the image produced in the simulation. In the protocol the subject: 
indicates that the imagery being attempted is difficult; imagines dots on the wire; 
reports imagining pulling on the spring and “asking you know, how would I see the 
dots move.”

022 S5: …suppose I had a big spring and I could make little paint dots on it all along its 
length…and saying… would I see a torsional displacement of the paint dots. And what 
would it look like? And I have a hard time imagining that because you know, the torsional 
displacement that come to mind are very small.

024 S5: (Makes drawing in Fig. 13.6a of spring with paint dots on outside of wire)

Although he indicates the imagery is still difficult, he does in the end reach a point 
where he is “quite satisfied,” and when asked whether he was thinking about an 
equation, he says:

073 S5: Oh, no. This is all er, I think very experimental. What I think I have – this image 
of this line of paint dots on a spring and you know I’m pulling on the weight. I’m going 
pull and release, pull and release and so I’m constantly putting it through its paces. And 
asking you know, how would I see the dots move? (Complete transcript appears in Chapter 
13, section 13.3.5.)

The paint dots episode suggests another heuristic of the form: imagine “markers’ 
on the objects to make it easier to track changes in key features or variables” in 
Table 15.7. I put this case of enhancement in a closely related but slightly different 
category from the extreme cases discussed above: I hypothesize that the role of the 
markers is to enhance the imagibility of a result with high confidence. Whereas the 
role of the previous extreme cases is to enhance the subject’s ability to run a schema 
with high confidence.

15.3.7  Enhancing Spatial Reasoning Via Image Size 
and Orientation

Earlier in this chapter, I cited another use of spatial reasoning occurring in episode 
14 and Fig. 14.4 where the spring wire is replaced by a flat circular ribbon extended 
drastically to enhance imagery and “make visible” the resulting twisting effect. 
Since this appears to involve less physics and more thinking about how an object 
will deform in space, I hypothesized that spatial reasoning was the major source of 
conviction in this case. A big challenge here is to keep track of the edges of the rib-
bon during the deformation. Subsequently, the subject improved the simulation by 
adjusting the ribbon to be a half coil of transparent ribbon with black edges of a 
specific size and shape, and running the simulation backwards (Fig. 14.5). This 
involved changing the “detectability” by adding visual “markers” (the black edges) 
and reducing the complexity of the imagery being attempted (by going to a half 
loop). Presumably this enhanced ability to track and follow movements of parts of 



the image. (The advantage of running the simulation “backwards” may have to 
do with imaging the more difficult state (twisted edges) first before performing 
the transformation.) In sum, I hypothesize that these changes enhanced the spatial 
reasoning process in Fig. 15.3 of imagining new spatial relationships as the ribbon 
is deformed. The success of this explanation in accounting for the transcript 
 supports the spatial reasoning element of the theory of sources of conviction in 
Fig. 15.3.

This case is reminiscent of Kosslyn’s (1980) finding that subjects reported that 
for an everyday object such as an apple, it was more difficult to image an extremely 
tiny or extremely large apple than a normal apple. There appear to be optimal 
ranges for imagery that mimic to some extent the ranges of normal perception, and 
part of the skill of using thought experiments may be to design objects of an opti-
mal size and shape for imagistic simulation. In this way microscopic effects may 
become imageable. This finding supports the validity of some of the possible heu-
ristics listed in Table 15.7.

This case also illustrates that there can be more than one round of enhancement. 
This suggests viewing enhancement as part of a “case evaluation and modification 
cycle” or “enhancement cycle” for improving and tuning cases for imagibility. This 
is similar to the evaluation (GEM) cycles identified earlier in this book for improv-
ing analogies and models.

15.3.8 Symmetry Enhancement

Enhancement may be possible in the case of symmetry arguments as well, but since 
there is only one example here this is difficult to speculate about. The move in epi-
sode 15d from a vertical spring to considering a horizontal spring with forces 
applied at both ends can be construed as a way to enhance the intuitive symmetry 
of the situation to establish a clear result. This result must then be projected back 
to the vertical spring using the problem assumption of negligible mass for the coils 
of spring wire. Whereas the earlier extreme case examples enhanced the detection 
of a difference in comparative simulations, symmetry enhancement cases like the 
horizontal spring appear to enhance the detection of an equivalence in comparative 
simulations (by arguing that the slopes and coil separations should be identical in 
both halves of the horizontal spring).

(Note: Is symmetry one aspect of spatial reasoning? A question for theory here 
is to decide whether to consider symmetry arguments to be a form of spatial rea-
soning. This proposal seems reasonable since the term symmetry has a strong per-
ceptual connotation. An argument against the proposal is that the kind of symmetry 
arguments discussed here and in other areas of physics involve the symmetry of 
actions, not just static perceptual patterns (e.g. the actions of pulling on both ends 
of the spring above). On the other hand, the meaning of spatial reasoning in this 
theory is also heavily imbued with action, since it includes processes for imagin-
ing rearrangements of objects and the new spatial relations generated by those 
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actions. Therefore the decision might hinge on factors such as whether we want to 
include ideas about the symmetry of forces under spatial reasoning. I have not 
taken that path in the present theory, preferring to think about forces as represented 
by more domain-specific schemas that are less general than spatial reasoning 
operations. So I leave symmetry processes in a separate category in Fig. 15.3. But 
this choice might be modified in the future, depending on factors such as whether 
new findings on modular brain systems for spatial reasoning are shown to include 
ideas about forces.)

15.3.9 Compound (or “Linearity”) Enhancement

The ability to run a compound simulation involving more than one schema operating 
on the same case suffers from the problem that there may be unanticipated interac-
tions between two processes operating in nature at the same time. The subject 
reflected this worry when immediately after his key torsion insight in the hexagonal 
coil case he changed to thinking about the square coil in episode 11A, saying:

Let me accentuate the torsion force by making a square (Fig. 6.6b) where there’s a right 
angle. I like that, a right angle. That unmixes the bend from the torsion.

One way to view his move here is as a way to enhance a compound simulation, that 
is, he feels that it will be easier to run the compound simulation accurately for the 
square case than for the hexagonal case. Physicists might call this an enhancement 
to seek linearity, or independence of causal factors in, the system.

15.3.10  The Effectiveness of Enhancement Can Be Explained 
Using the Present Theory of Conviction in Thought 
Experiments

In the four cases discussed in this section, the subject appears to attempt to enhance 
an imagistic simulation by making a small modification to the problem situation. 
(e.g. paint dots or shape of wire). As in the section on extreme cases we can pose 
the alternative hypothesis that these superficial modifications might have activated 
a new memory in the subject and accessed additional knowledge rather than 
enhancing an imagistic simulation or spatial reasoning process. But again the nov-
elty of the enhancement cases of the flat metal ribbon and the paint dots on the 
spring argue against these being sources of specific facts or episodic memories. 
And in the extreme case and paint dots episodes it appears that in the enhanced case 
the subject is conducting the same simulation he has run before in a way that sug-
gests that the purpose of the paint dots is to improve the imagery.

I can now review the processes involved in increasing conviction via enhancement 
in untested thought experiments as shown in Table 15.8. The finding that subjects 



make the effort to maximize imagibility/runnability through enhancement strategies 
attests to the value of imagibility to them. This supports the hypothesized importance 
of imagistic simulations in the thought experiment process. The marked increased 
confidence in prediction from extreme cases was explained by their role in enhancing 
the process of making implicit analog knowledge in a perceptual/motor schema 
explicit during imagistic simulations. This is difficult to explain in other ways such as 
the use of a general rule structure operating on static symbols.

Other examples I have discussed show how subjects who go to the effort of using 
different kinds of enhancement strategies can increase the effectiveness of most of the 
sources of conviction shown on the left-hand side of Fig. 15.3, including imagistic 
simulation, implicit knowledge, compound simulation, spatial reasoning, and sym-
metry. Thus the phenomena of simulation enhancement provide important additional 
support for the theory of untested thought experiments and sources of convictions
presented in that figure. When these sources are strong, they can explain the experi-
ence of strong conviction from a simulation of an unfamiliar case in a thought 
 experiment. The theory presented in the above sections is a more detailed and empiri-
cally grounded answer to the thought experiment paradox than I have encountered pre-
viously. However, many details still remain to be worked out and there is a need for 
further research. I have dealt with this question so far primarily for the case of isolated 
thought experiments. More complex and sophisticated forms of reasoning such as “cus-
tom designed” evaluative Gedanken experiments will be discussed starting in the next 
and in later sections. However, the factors discussed in the present section will be 
viewed as the most fundamental sources of conviction in thought experiments.

15.4  How Are Imagistic Simulation and Thought Experiments 
Used Within More Complex Reasoning Modes?

15.4.1 Four Important Types of Plausible Reasoning

Now that I have presented evidence for the role of imagistic simulation in untested 
thought experiments and sources of conviction, I will discuss the way that these 
processes can be used within the four more complex plausible reasoning modes in 

Table 15.8 Imagery enhancement heuristics for improving cases for imagistic simulation

A.  Enhancing the application of a schema in a simulation
 (e.g. by generating an extreme case that helps tap implicit knowledge in the schema by 
increasing the contrast in comparisons between simulations)

B. Enhancing spatial reasoning

1. Use of “markers”
2. Making features more detectable with image size and orientation, etc.
3. Using a simpler case

C. Enhancing equivalence in comparisons via symmetry enhancement
D. Minimizing variable interactions in compound simulation via a “linearity enhancement”
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Table 15.2: compound simulations, running analogies, explanatory models, and 
Gedanken experiments. In this section, I wish to address the following questions:

● In which of these more complex reasoning modes are untested thought experi-
ments observed?

● Can imagistic simulation be used in each of these modes?
● How are predictions made in these modes?

In order to address the above questions I will outline a very basic process model for 
each type of plausible reasoning mentioned above. First, I will review data showing 
that each can involve untested thought experiments. Secondly, I will propose that 
all of them can involve imagistic simulation as a core subprocess. I will then use 
this analysis of imagistic simulation within modes of plausible reasoning to com-
ment further on questions like the thought experiment paradox question. Table 15.9 
shows how the examples of thought experiments given so far fit into these  categories 

Table 15.9 Generative plausible reasoning processes that can utilize imagistic simulation in an 
untested thought experiment

Thought experi-
ment used 
within what 
mode of 
reasoning? Examples

Imagery
evidence 
from 
subject
interview?

Typical 
stage in 
qualitative 
explanation
process Common function

Elemental
imagistic
simulation in 
an Isolated 
thought
experiment

–  Stretch original two 
springs in problem

– Very narrow spring
–  Drastically stretched 

spring

Yes

Yes

Early on its 
own and 
through-
out within 
other
processes
below

Predict behavior of 
a system

Analogy – Foam rubber
–  Hexagonal coil stretchinga

– Twisting rod
– Very short twisting rod

Yes
Yes
Yes

Early or 
middle

Generate predic-
tions for target 
or generate 
ideas for con-
structing model

Running a 
qualitative 
explanatory 
model

–  Twisting in stretched 
square coilb

– Bending in springc

– Paint dots on spring
–  Twist in quarter coil of 

spring

Yes

Yes
Yes
Yes

Middle Provide explana-
tory model of 
mechanism

Evaluative 
Gedanken 
experiment

–  Flat circular ribbon vs.  
Straight horizontal ribbon

– Vertical band spring
–  Tight and loosely coiled 

piece of wire
– Torsionless coilc

Yes

Yes
Yes

Late Evaluate model

aAlso a compound simulation.
bAlso a compound simulation. Although the square coil begins its life as an analogy, the subject 
eventually analyzes and develops a model for its operation as a target of its own.
cAlso a compound simulation since it involves multiple elements.
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by showing whether the experiment was simply a direct running of an isolated case 
in row 1 or a subprocess to a more complex mode of reasoning in the other three 
rows. A fourth mode of complex reasoning that can operate in conjunction with 
others, compound simulation, is indicated by superscripts. A “yes” in column 2 
indicates that there are one or more imagery indicators present in that episode and 
that this came from an external subject’s think-aloud interview.

There are close calls here in deciding whether to call cases like the twisting rod 
and the hexagonal coil analogies or explanatory models. These are borderline cases 
– see Chapters 6 and 7 for a further discussion. In some cases it is necessary to dis-
tinguish between the intent for which the case is created, for example, the hexago-
nal coil as a bridging analogy, and a later role that the case eventually plays. (The 
hexagonal coil eventually provokes activation of torsion as a provocative analogy.) 
Since every example in the table incorporates a thought experiment, the table shows 
that for each of four modes of reasoning, untested thought experiments can be a 
useful subprocess within that mode. The extension of this finding to mathematical 
Gedanken experiments and models will be discussed in a later section.

Figure 15.5 shows the most basic hypothesized relationships between these 
processes. This diagram is not intended to depict the order in which processes 

used within

used within

used within

used within
used
within

used within

Explanatory
Model Construction

Analogy

Schema
Driven

Imagistic
Simulation

Evaluative
Gedanken
Experiment

Run Model,
Test

Coherence

Evaluation
Abductive

Generation
or Revision

Fig. 15.5 Some major nonempirical reasoning subprocesses used in qualitative explanatory 
model construction
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occur, but simply to show dependency relations between processes and subproc-
esses involved in explanatory model construction. Three sections of the book so far 
have been organized around the three important processes shown in bold type on 
the left but other reasoning processes are now being added. Imagistic simulation is 
shown as a fundamental subprocess for all of the others. Explanatory model con-
struction on the other hand utilizes all of the other processes. This figure signals a 
move to a new level of description, since the first part of this chapter focuses on 
how isolated simulations work in thought experiments, whereas the present section 
focuses on how such simulations can be utilized and combined within larger 
 reasoning patterns, as illustrated in Figure 15.6.

Key:

Sc = Schema

d = "Drives"
       Imagistic
       Simulation

1a.  Elemental
Simulation
From
Schema Sc1

1b.  Compound
Simulation

  Sc1

Imagistic
Simulation
of Target

Sc1          Sc2

Simulation
 of Target

2a.  Expedient
Analogy

Target

Sc3

Simulate
Related
Case

infer
result
in

2b.  Projective
Analogy

projects
onto

Target
Simulation

Sc4 Sc4

Simulate
Rela-
ted
Case

transfer
runable
schema

drives d
d

d         d

4.  Evaluative
Gedanken
Experiment

Explanatory
    Model M1

Independent
Fact  or
Simulation
by Sc6

Run M1 within,
and then S6
on, Evaluative
Gedanken
Case and
Compare Results

d

3.  (Generate and)
Run Explanatory
Model

                 Explanatory
                     Model M1

Sc5

Case             Target
                     Simulation

runable
element in
construct-
ing

d

projects
unobservable
events
into

projects
unobservable

events
into

Fig. 15.6 Schemas generate imagistic simulations in four types of nonformal reasoning. For new 
target cases, all can involve imagistic simulation(s) driven by runnable prior knowledge schemas 
as sources of knowledge



There are two levels shown in each part of the figure: below, an imagistic repre-
sentation that captures features of a particular exemplar and its behavior; and above, 
a schema-based representation that is more general and embodies conceptions of a 
physical process (such as bending) and that is capable of driving an imagistic simu-
lation for a particular exemplar. The figure does not show complete processes of 
knowledge development or order of activation but includes only information on vari-
ous sources of new knowledge during each reasoning process, as follows:

(Part 1) Elemental imagistic simulation in an isolated thought experiment. We 
have already analyzed several of these, as shown in Table 15.9. They were explained 
in this chapter as involving the direct application of a single perceptual/motor 
schema to a case in an imagistic simulation. For example, in the spring solution in 
Chapter 14 (episode 3) the subject imagined stretching the original two springs in 
the problem and had a direct physical intuition that “a bigger [wider] spring is 
looser, and would stretch more,” with accompanying depictive hand motions, based 
on what he called a kinesthetic sense. Thus his transcript contains imagery indica-
tors. Earlier this subject had said that the problem was unfamiliar and that “he might 
have real problems conceptualizing it,” so I do not treat this “kinesthetic sense” as 
the routine application of a schema in its normal domain. I describe this process as 
using an existing schema to generate an elemental simulation to answer a question 
that has not been answered before. Part 1a in Fig. 15.6 shows a schema being applied 
directly to a question that is new and outside its normal domain of application but 
that is within a range that the schema can adapt to. This gives us our lowest level 
source of new knowledge, as a schema is extended or “stretched” to apply to a new 
situation in a thought experiment.

(Part 1b) Compound simulations. In 1b two (or more) schemas are applied 
together to the same case. This occurred for example with the case of the square 
coil, where the subject imagined bending and twisting in the elements occurring 
simultaneously. One form of reasoning falling into this category is the familiar 
chaining of operators found in classical problem solving theory where a chain of 
actions transforms one state into others. However, here this is thought of as a 
sequence of image producing simulations rather than manipulations of symbolic 
tokens. A less traditional form is the coordination of two schemas operating in 
parallel on the same image. This would occur in the square coil if one attempts to 
visualize whether bending interacts with twisting to cancel or enhance it. A simpler 
example is imagining the joint action of two forces on the same object. Combinations 
of schemas operating in compound simulations for a complex case can generate 
unexpected interactions that produce new knowledge.

(Part 2) Analogies. Part 2 of Fig. 15.6 shows an analogical inference occurring 
from a well-understood analogous case to a target situation in two possible ways:

(a) Expedient analogies. In an expedient analogy such as the “two pieces of foam 
rubber with large and small holes” in Fig. 3.1 if, the novelty of the case argues 
for its untested nature. Figure 15.6 shows the theory that only a relation such as 
the end result “the one with larger gaps deforms more” is transferred in such 
cases.
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(b) Projective analogies. However, I hypothesize that a projective analogy (such as 
the wheel seen as a pulley analogy in Chapters 4 and 17) does more than allow 
one to add a discrete symbolic relation in the target; a schema-driven imagistic 
simulation is also projected onto the target from the analogous case.

Kinesthetic imagery reports provide evidence for such imagery in statements 
such as S7’s in the wheel problem:

“106 S: And you’re over here pulling like this. That feels like you’re on the outside of a 
pulley pulling up,”

The subject uses the same drawing to talk about the wheel and the pulley analogy. 
Here the analogous case is imagined to “act in the same way as” the novel, untested, 
target case in its operation, rather than merely adding a new discrete symbolic rela-
tion to the description of the target. One can hypothesize that a simulation involving 
dynamic spatial relations is projected from the analogous  case to the target here 
and that the full process for a projective analogy, would be:

● Generation of analogous case.
● Analogous case triggers/activates schema A (for thinking about pulleys).
● Schema A is “run” to produce prediction for base and confidence in this predic-

tion is sufficient to continue.
● The validity of the analogy relation is somehow confirmed.
● Schema A assimilates the target case and is run adaptively to provide an imagis-

tic simulation and prediction for target.

In this view the analogy is helping the subject “project” a new image onto the target 
image to “see it in a new way” in terms of a new schema. That is, in projective analogies 
there is a “transfer of imagery” that goes beyond inferring a discrete symbolic 
relation.

In both types of analogy considered here the subject can have a schema as the 
source of knowledge driving an imagistic simulation of the analogous case. Thus the 
new knowledge in many analogies (and some extreme cases) is the connection to an 
intuition schema whose relevance to such a situation had not been seen before. For 
example, the above analogy above allows knowledge in the form of a runnable 
 intuition about pulleys to be applied to a problem about a wheel.

However, just because the subject has a confident intuition about the outcome 
for the base case does not guarantee that this confidence will transfer to the target 
case. That takes confidence in the validity of the analogy relation as well as in the 
outcome of the base case. This makes reasoning by analogy more complex than 
using an intuition in an isolated thought experiment.

(Part 3) Running an explanatory model. The process (2b) of projective analogy 
above and in Fig. 15.6 foreshadows the more complex situation in (3) where a run-
nable schema is incorporated into an invented explanatory model, which can then 
be projected and run as an imagistic simulation of the mechanism operating in the 
target. Differences between explanatory models and “mere expedient analogies” 
were discussed at the end of Chapter 14. An example is: in Fig. 14.7a, a twisting 



schema is incorporated into the “Twist in an element of the spring” model. This 
model is projected onto a quarter turn of the spring and run. This establishes for the 
first time a model incorporating twisting that can actually be run to envision 
stretching in a circular coil. Running the twisting model helps evaluate the model 
by showing that it can explain the behavior of the target. A second historical exam-
ple is a schema for elastic collisions being incorporated into a model of bouncing 
molecules being projected into a gas. In these examples I hypothesize that each 
model is run to yield predictions about the target case, allowing the model to be 
evaluated. In this view an explanatory model combines the characteristics of being 
invented, plausible, and projectable.

How do explanatory models utilize thought experiments and imagistic simula-
tion? Another example that, although it turns out to be incorrect, also illustrates 
admirably these characteristics, is the bending model applied to the spring in epi-
sode 9 discussed previously. Hand motions in that episode gave evidence for simu-
lation occurring, and the simulation led to a novel prediction of increasing slope. 
One can imagine ways in which running the bending model can trigger processes 
in Fig. 15.3 that answer the following questions about the model:

● Does it “fit” and is it spatially coherent when projected into the target and run? 
(Yes, small bending elements could fit into the spring.)

● Does it explain the targeted features of the phenomenon at hand? (Yes, bending 
might produce overall stretching.)

● Is it coherent with other features of the target? (No, running it leads to recogniz-
ing asymmetric stretching with unequal distance between coils.)

● Does it form other coherence relations with other theories? (No).

Thus Fig. 15.3 begins to provide a mechanism for theory evaluation via running a 
new model.

One can consider two ways in which imagistic simulation can be involved in 
explanatory models. During model construction the isolated simulation of an ana-
logue source schema such as the twisting rod in episode 12b, may serve to confirm 
and establish a prediction for that simpler case. In the second way, once the source 
schema has been “built into” the model, the model can be run to yield predictions 
about the target. In another example, in episode 11A the simulation of twisting is 
projected into the square coil model as indicated by hand motions in an appropriate 
orientation and position. That is a more unfamiliar and difficult simulation than 
simply twisting a rod, and may be an extended or compound simulation, or may 
involve tapping implicit knowledge as shown in Table 15.4. It may be well outside 
the domain of normal application of the twisting schema. That is, running a new 
model can be an untested thought experiment in it own right. In fact, assuming we 
are talking about the subject developing a new model of a hidden mechanism that 
they have not observed, running it will always be a kind of untested thought experi-
ment. Since a new explanatory model is the most important “prize” to be sought in 
scientific investigation, this view raises the incentive considerably for maintaining 
a research interest in untested thought experiments.
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This illustrates how the sources of conviction in elemental thought experiments 
can also be sources of conviction for an explanatory model. As a historical exam-
ple, if I have a model of an electromagnetic field that involves gears and the gears 
are in a configuration that jams and will not turn (as Maxwell did), then the model 
lacks internal coherence (Nersessian, 2002). In repairing this by adding more gears, 
I use my convictions about gears to build confidence in the internal coherence of 
the new model. Referring back to Fig. 15.3, a competent spatial reasoning system 
that can coordinate actions (of more than one gear or schema) in space in compound 
simulations would seem to also play an important role as source of conviction in 
running the model, and thereby helping to evaluate it.

Although Part 3 in Fig. 15.6 shows both model construction and running the 
model, I have focused in this section on running the model, since the construction 
process is potentially much more complicated, is not a simple reasoning process, 
and will be the topic of several later chapters.

(Part 4) Evaluative Gedanken experiments. Whereas I have defined an untested 
Thought Experiment (in the broad sense) as the act of making a prediction for an 
untested, concrete situation (exemplar, case, or “experiment”) I defined the term 
“evaluative Gedanken experiment” in a narrower way as the act of making a predic-
tion for an untested, concrete situation designed or selected by the subject to help 
evaluate a  scientific theory (i.e. evaluates an explanatory model and/or its mathe-
matical elaborations.)

Earlier I introduced the case of the “band” spring in Fig. 14.3 involving the vertically 
oriented strip instead of a wire wound into a spring. This imagined device resists 
vertical bending but allows twisting. This appears to be a strategy for evaluating the 
plausibility of the bending mechanism. By using a vertical sheet or strip of material 
rather than wire, he removes the mechanism of bending in order to see whether it 
changes the spring’s behavior. But this doesn’t appear to make the spring stop 
stretching – the spring still stretches nicely. So bend is not the only source of stretch. 
Thus, the subject appears to be removing one possible mechanism for producing stretch 
(bending) to see if it produces much less stretch. Since it does not in his estimation, it 
reduces the credibility of bending as a necessary mechanism. The hand motions and 
imagery reports in this segment provide evidence that imagistic simulation was involved 
here. This is also a “controlled” experiment in the sense that the subject has selectively 
removed bending without removing torsion as a possible source of stretching.

15.4.2  Evaluative Gedanken Experiments as the Most 
Impressive Kind of Thought Experiment

Such Gedanken experiments appear to be one of the most dramatic and sophisticated 
uses of simulations, because they have the power to shed serious doubt on a valued 
theoretical model and, among thought experiments, they are potentially the closest 
to a critical experiment in science. One designs a special case (the “band” spring) 
where the hypothetical model (most stretch comes from bending, shown as M1 in 



Fig. 15.6) yields a prediction (eliminating bending should remove most of the 
stretch). But one also has some other independent source of information that can 
confirm or deny that prediction. As shown in the diagram, the experiment works via 
a sort of “pincer movement,” where the subject ingeniously invents a case that can 
be predicted via both the model and an established independent schema. The most 
interesting case occurs when both sources generate imagistic simulations (as with 
the subject’s strong intuition about the band still being “stretchy,” shown as S6 in 
Fig. 15.6). Each of the schemas can then be run on the Gedanken case independently 
and compared, allowing the subject to discount or support the model.

In another Gedanken experiment in episode 10a, the subject has already gener-
ated a microscopic explanatory model of shear forces and displacements in the wire 
that shows one element being displaced downward relative to the previous element. 
He draws wire element displacements as a kind of slowly descending, spiral stair-
case. However, by running a Gedanken experiment he discovers a contradiction: 
this model predicts that stretch in a loosely coiled up wire and a tightly coiled wire 
of the same length should be the same. But this is counter to his intuition since in 
running this comparison macroscopically without analyzing it, he imagines that the 
tightly coiled wire would stretch less. This case is not the same as the original 
problem because the wire length in this case is the same for both springs. It is a 
Gedanken experiment that pits the shear model against strong intuitions about the 
behavior of loosely and tightly coiled material, and it yields a striking and deci-
sive contradiction to his model. Multiple instances of depictive hand motions in 
this episode provide evidence for imagistic thought.

A third beautiful example of a Gedanken experiment from episode 13a is the 
torsionless coil made of small cylinders with bearings that can turn “with perfect 
ease” (Fig. 14.2). It appears to have been designed to evaluate the torsion model by 
testing the necessity of torsion as a causal factor in springs. The subject’s torsion 
model predicts that there will be little or no restoring force in a torsionless coil. The 
protocol here is sparse, and there are no quotable imagery indicators for this 
Gedanken experiment (by the same subject that generated the first “Band spring” 
experiment described above), but if its prediction was generated in the same way, 
we can explain it as a second example of an imagistic simulation generated by 
applying a familiar physical intuition scheme. One can run a simulation, starting at 
the top end of the torsionless coil, repeatedly using a physical intuition schema 
(independent from the model) to imagine that large segments of the coil will rotate 
downward until the spring collapses into a (somewhat crooked) vertical chain of 
elements (this is easiest to imagine in my own case with a torsionless bearing 
placed every 180°, or 90°, along the spring coils). Here the intuition schema being 
used is the prior knowledge that an object that is free to turn on an axle will natu-
rally rotate so that its mass hangs down below the axle at the lowest possible point. 
In contrast to the bending mechanism in the first Gedanken experiment above, this 
suggests that torsion plays a very important role, by showing that when it is elimi-
nated, it destroys the power of the spring to resist stretching.

Presumably the predictive power of this prior knowledge schema comes in turn 
from the factors listed in Table 15.4. If the prediction from running this schema 
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conflicts with the prediction from the model being tested, it will count as evidence 
against the model. If the predictions coincide, then it can count as supporting evi-
dence for the model. This is why I call such Gedanken experiments “evaluatory.” 
Another important plausible source of knowledge, shown in Table 15.4 and 
Fig. 15.3 but not shown explicitly in Fig. 15.6 is the subject’s basic spatial reasoning 
system and naive physical knowledge of how objects can be placed and oriented in 
space. I assume this knowledge can contribute to each simulation shown in Fig. 15.6 
and is an important resource present in any thought process involving imagery. Here 
it contributes to imagining the spatial configuration of the coil elements after they 
have collapsed. So during the “running” of the experiment, both schema Sc6 and 
spatial reasoning are sources of confident knowledge, independent of the model, that 
allow the subject to check on the plausibility of the model when applied to a specific 
case. The torsionless coil is a classic example of a Gedanken experiment, novel and 
untested, designed to evaluate the torsion model by pitting it against a more primitive 
intuition schema for how the torsionless coil will behave.

Imagery enhancement to make the mechanism directly “perceivable.” Another 
type of Gedanken experiment attempts to make the hidden mechanism of the model 
directly “perceivable” (amenable to detection in imagery). An experiment used for 
evaluating the presence of twisting is the stretching of a flat circular ribbon out into a 
straight vertical ribbon in episode 14 so that a full twist can be seen in the ribbon in 
Fig. 14.4c. This thought experiment provides further evidence at a macroscopic level 
for the twisting effect, by using a special case. This thought experiment appears to use 
the imagery enhancement techniques of reshaping the wire into a ribbon and stretch-
ing it to an extreme. In this case the experiment happens to support the model.

A final evaluative Gedanken experiment in Fig. 14.7 and episode 17 that appears 
to work via simulation and imagery enhancement occurs when a small segment of 
the spring is “softened” in order to localize and examine whether there are twisting 
effects. This serves to make the twisting effect on the wire imageable and to confirm 
its presence. Similar experiments in Figs. 14.9a, b use the “softened segment” tech-
nique again to show how torque can operate on all parts of the spring uniformly. 
These invented situations appear carefully designed to confirm these features.

The first three of the five Gedanken experiments discussed in this section, the 
vertical band spring, the torsionless coil, and the recoiled wire appear to constitute 
a somewhat different species of Gedanken experiment from the softened segment 
and twisting ribbon experiments. The first three share the characteristic of compar-
ing the predictions of a model to intuitions about the behavior of a particular case. 
The last two appear to work by imagery enhancement that makes the mechanism 
more “perceivable.” Both types, however, appear to be designed to evaluate a pro-
posed model.

Gedanken summary. In summary, intuition driven imagistic simulations can 
play a role in evaluative Gedanken experiments as well. Evaluative Gedanken 
experiments can be impressive because their purpose is to evaluate exploratory or 
mathematical models, one of the most important tasks in science. They are an 
advanced form of reasoning because they can involve multiple simulations, because 
they come late in the model development process to evaluate a model after it has 



been proposed, and because some of them have a special “logic” or form as shown 
in Fig. 15.6,2 part 4. Because they may provide the most sophisticated examples of 
thought experiments with high conviction I will give a further analysis of several 
of these Gedanken experiments later in the section on thought experiments and 
reasoning.

15.4.3  Multiple Types of Reasoning Processes that can Utilize 
Thought Experiments Run Via Imagistic Simulations

Figure 15.6 helps in highlighting differences between analogies, model construc-
tion, and evaluative Gedanken experiments as reasoning modes. For example, a 
thought experiment like comparing an extremely narrow spring to a wide one is a 
direct simulation of the target problem (Type Ia) whereas imagining the new case 
of a bending rod (Type IIa) is an analogy. Both may involve imagistic simulation 
but the analogy is a less direct use because a relation must be inferred or transferred 
from one case to another. Secondly, Fig. 15.6 helps one distinguish between a 
familiar analogous case and an evaluative Gedanken experiment case. Whereas an 
analogous case tends to be similar to the target case in an important way, this is not 
necessarily true for a Gedanken case, depending on the type of experiment. For 
example, a Gedanken designed to test the situation where the mechanism in the 
explanatory model has been destroyed (such as the torsionless coil) should be dis-
analogous to the target. Thirdly, explanatory model construction is different than 
Gedanken construction. The anchoring case introduces a schema that was adapted 
and incorporated into the explanatory model during its construction, whereas the 
evaluative Gedanken case is designed after model construction in order to test the 
model.

New knowledge from old knowledge. We have been asking about the roles thought 
experiments using imagistic simulation might play in scientific theory construction. 
Four different answers have been given in Figs. 15.5 and 15.6 concerning the form 
of more complex plausible reasoning processes that can involve untested thought 
experiments. Each of the numbered processes is more complex than an isolated 
thought experiment using an elemental imagistic simulation. But all of them can 
involve an imagistic simulation driven by a runnable prior knowledge schema(s) as 
a source of new knowledge, as shown in Fig. 15.6. That is, each type of reasoning 
generates new knowledge from old knowledge. Thus the set of processes illustrates 
both the diversity and unity of creative expert reasoning.

2 Fig. 15.6 does not purport to be an exhaustive framework – i.e. to show all ways that analogies 
or evaluative Gedanken experiments can take place. For example, certain analogies can involve 
inference from factual information in a familiar source case rather than inferring new knowledge 
from simulating a newly designed case. Rather, the figure focuses on a framework explaining how 
these forms of reasoning can take place for new untested cases via imagistic simulation.
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15.5  Are Imagistic Simulations Operating in the 
Mathematical Part of the Solution?

Earlier I concluded that a significant part of the analysis of a new system can actu-
ally be qualitative in nature and that this analysis can involve imagistic simulations. 
Did the processes generating the more abstract mathematical relations use imagistic 
simulations as well? I will cite two reasons for an affirmative answer.

1. It is possible to view the causal diagram and equations in Fig. 14.12 as the ulti-
mate outcome of the long process of reasoning in this protocol. However, what 
is not captured in that diagram is the spatial model that the subject developed so 
painstakingly, a model that embodies a dynamically runnable mechanism, and 
that is the foundation or source for developing the representations in Fig. 14.12. 
Figure 15.7 is then a “hybrid” diagram showing links between spatial and 
descriptive causal structures. It shows an explicit network of named, isolated 
variables being constructed in its upper portion as one moves from the starting 
point of an anchoring conception on the left, to an explanatory model that incor-
porates this conception on the right. However, the findings from a large variety 
of episodes described in this chapter argue that the crucial underpinning for such 
networks of relationships between variables (and also for more precise mathe-
matical relationships that are in turn built on top of these networks) are the 
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images of actions and movements of objects shown in the lower half of the figure. 
In the view taken here, these are the origins of such variables and relationships 
and the source of their meaning. As argued throughout this chapter, these origins 
are difficult to explain via an appeal to processes involving static, discrete symbol 
structures alone.

2. In a number of the examples in Chapter 14, processes involving the use of imag-
istic simulations were identified that were at a higher level of precision than the 
qualitative level in analogies, model construction, and Gedanken experiments. 
For example, these occurred in episodes 20, 22, 25, 26, 28, and 29. Although 
these were not from external subjects, they do provide initial evidence for the 
plausibility of the role of imagery in quantitative arguments. This argues that 
imagistic simulations were operating in the mathematical part of the solution as 
well as the qualitative part.

15.6  How Thought Experiments Contribute to Model 
Evaluation

This question was raised at the beginning of this subchapter on thought experiments 
in the following form: the paradigmatic tool for evaluating theories in science has 
always been the laboratory experiment. Can a scientist also detect problems in a 
model such as conflicts, inconsistencies, or anomalies via an untested thought 
experiment? If so, how? 

15.6.1 Evaluation Strategies

Three mechanisms were identified:

Running an explanatory model: The earlier example of bending causing an 
increasing slope in the spring illustrated the idea that a thought experiment could 
lead to the recognition of a hidden conflict implied by an incorrect model. This is 
an example of evaluating a model via a thought experiment by simply running the 
model mentally on the target. This is a simple technique, but it would seem to be 
very important for evaluating the initial plausibility of the model when it can be 
used.

Gedanken experiments that expose the mechanism: The twisting ribbon thought 
experiment in Fig. 14.4 appeared to use the imagery enhancement technique of 
reshaping the wire into a ribbon. Like the experimental technique of a “stain” for 
exposing hidden structure in tissue, subsequent enhancement techniques of making 
a ribbon of the right size and proportions may improve the inspectability of the 
imagery even further. Devising an apparatus to study Brownian motion provides 
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another possible parallel with an example from experimental science. This and the 
stain technique are ways of making an invisible mechanism visible.

The experiments involving a softened segment of the spring to exaggerate twist-
ing effects in Fig. 14.7 provided another example of using techniques to make the 
mechanism visible. Since they are presumed to access no additional schemas in 
memory, how can they add conviction? This is a difficult phenomenon to explain 
using discrete symbolic representations of knowledge and it is explained more 
plausibly by enhanced imagistic simulation for these cases of “envisioned 
mechanism.”

Gedanken experiments that examine the effects of changes in key variables: 
Examples like the vertical band spring illustrate that convictions developed during 
imagistic simulations can be powerful enough to cast real doubt on an explanatory 
model. In that case the stretchiness of the band spring where bending was 
impossible argued strongly against a mechanism for stretching that depends solely 
on bending. In such an example a second simulation of the case can be used as an 
independent source of conflict, separate from the running of the model itself. 
Similarly, the visualized collapse of the spring in the Gedanken experiment of the 
torsionless coil argues strongly against a model of the source of a spring’s elastic 
force that does not include torsion forces.

A scientist using such a Gedanken experiment makes model evaluation into an 
art form by deftly selecting, or more likely generating, a case that can force new 
conflict or coherence comparisons to a head – comparisons that speak to a tightly 
focused key issue. Cases like the “vertical band spring” and the “torsionless coil” 
also exemplify how some of the same principles that apply to laboratory experi-
ments, such as control of variables, can be applied to Gedanken experiments. As 
illustrated by the experiments above on the bending and twisting hypotheses, it is 
also possible for comparative evaluation of two competing mechanisms to take 
place via thought experiments.

In cases like the vertical band spring where the Gedanken experiment leads to 
conflict rather than coherence, the power of a confident simulation in a Gedanken 
experiment that conflicts with a candidate model is larger, because of the power of 
a single counterexample to weigh heavily against a theory claiming to be general 
(stretching cannot all be due to bending). This kind of Gedanken experiment there-
fore may lead to the most dramatic or powerful cases of the application of convictions
from a thought experiment. Also, because two simulations can be involved by being 
run and compared, it can be one of the most impressive and creative uses of 
imagery in advanced cognition.

It is interesting that each of the experiments above could in principle have actu-
ally been performed given the right idealized materials and resources. Gooding 
(1992) has specified this as an important characteristic of thought experiments. 
With these examples there is a strong parallel between thought experiment tech-
niques and laboratory techniques. Of course, thought experiments become even 
more useful when the laboratory experiment is unfeasible, but still imaginable in 
principle.



15.6.2 Summary

The question asked at the beginning of this section was whether, in addition to real 
experiments, thought experiments that utilize imagistic simulation can help one 
evaluate a scientific theory. In summary I concluded on the basis of examples from 
transcripts that they could do so in at least the following ways:

● Running an explanatory model on a new case type was deemed to be an untested 
thought experiment.3

● This can produce new coherence or dissonance relations with prior knowledge 
about target behavior. I cited an example where a new dissonance relation was 
strong enough to dethrone a favored model.

● An evaluative Gedanken experiment where imagery enhancement is used to 
expose the mechanism operating in the target.

● A second type of evaluative Gedanken experiment where a special experimental 
case is designed that can pit an independent source of prediction against the 
model. In two of the three examples presented here, there was evidence that the 
independent source was an imagistic simulation.

15.6.3  Combining Reasoning Processes into a Model 
Construction Process

Figure 15.5 helps to clarify the evaluatory role of running an explanatory model 
described above. It also foreshadows how the reasoning processes in Fig. 15.6 will be 
described in the next chapter as serving a larger investigation process. The model con-
struction process at the top of the figure contains a basic GEM cycle that alternates 
between model generation or revision and model evaluation. The primary role of run-
ning the model (or running a Gedanken experiment) is shown to contribute to model 
evaluation, whereas the primary role of analogy is for model generation or revision. The 
diagram provides a picture of how imagistic simulation can be foundational for various 
reasoning processes and thereby for the entire model construction process.

3 In the case of inventing a new mechanism to explain an observed experimental result, there are 
some fine points to consider in identifying thought experiments. The experimental result itself 
cannot be a TE because it has been observed. However, the model used to explain it (e.g. an image 
of gas molecule behavior) could be a TE because one has not observed molecule behavior. Rather 
one is predicting how the molecules are behaving at the microscopic level in the experimental 
condition to produce the observed result at the macroscopic level. In this view the prediction about 
the microscopic activity of the hidden mechanism is part of the explanation of the macroscopic 
behavior. This stretches the use of the term “thought experiment” in the broad sense to the nonex-
perimental area of explanatory models. I think this is proper because the thought experiment para-
dox applies there perfectly well. However, the narrower use of the term “Gedanken experiment” 
is not intended to include such examples.
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Figure 15.8 illustrates how these processes can work together over time by 
showing in column 1, a single simplest path through most of the processes in Fig. 
15.5 along with the structures they produce (column 2). Figure 15.8 shows how 
imagistically expressed knowledge in a schema at the bottom might be transferred 
“up the ladder” in that figure over time to develop an analogy, an explanatory 
model, and a Gedanken experiment to test the model, in that order. Figure 15.8 also 
separates design processes in column 1 from application or running processes in 
column 3. One can orient to the figure by considering the explanatory model in row 
3 to most often be the scientist’s ultimate goal. Other processes are engaged in to 
serve this goal. Row 2 can be thought of as a subprocess that is “called” by part of 
the cycle at the left of row 3.

Most of the design processes in column 1 will be described as cycles of genera-
tion, evaluation and revision. Thus in a more complete figure there would be return 
arrows going from the running process in the right column back to the design process 
in the left column. The design processes can utilize imagistic, constructive transfor-
mations to modify a design (discussed in Chapter 16). The application or running 
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processes in column 3 have been described as (usually compound) imagistic simu-
lations that are driven by perceptual/motor schemas.

Relations between the major processes in Fig. 15.8 are shown by the dotted 
arrows which show flow of information, not flow of control. These each produce a 
corresponding structure in column 2. Most of the diagrams in this book have 
focused only on processes but this diagram also shows structures in column 2 as 
outcomes of those processes. In the right-hand column, running each structure, 
once it is constructed, involves activating the structure and allowing it to generate 
dynamic imagery for the case. By showing how structures feed processes that form 
further structures, Fig. 15.8 illustrates how new knowledge structures can be con-
structed from prior knowledge schemas.

15.7 Chapter Summary

We saw earlier that some thought experiments can produce predictions with a high 
level of conviction. I have provided examples indicating that their value is not lim-
ited to providing a simple prediction. The right-hand side of Fig. 15.3 shows four 
different possible benefits of an isolated untested thought experiment. In addition 
evidence was provided that all three higher-level complex reasoning patterns in 
Fig. 15.6 can utilize thought experiments via imagistic simulations as a subprocess. 
The three figures just mentioned represent three levels of analysis of thought 
experiments, corresponding to the mechanisms by which they work (Fig. 15.3), the 
reasoning operations they can be involved in (Fig. 15.6), and the way those opera-
tions are combined to serve model construction (Fig. 15.5). Combined, these pat-
terns of use constitute an initial model of how thought experiments work and can 
lead to convictions, how they participate in reasoning, and how they in turn can 
contribute to the creative construction and evaluation of explanatory models in 
 scientific discovery.

On the basis of multiple examples from case studies, this chapter also documented 
the following findings concerning the role of untested thought experiments:

Functions for thought experiments were wide-ranging. Thought experiments 
can be used to help generate or refine as well as to evaluate models. That is, they 
can contribute to all three elements of the model Generation, Evaluation and 
Modification cycle. The examples discussed here indicate that thought experiments 
can be a potentially powerful and complementary alternative to real experiments at 
both qualitative and quantitative levels.

Thought experiments can be a source of divergence. Thought experiments are a 
potential source of divergence because several of the processes in Fig. 15.3 are to 
a large degree spontaneous and uncontrolled, such as the activation of other sche-
mas, and the emergence of new image features.

Gedanken experiments. I also introduced the concept of Evaluatory Gedanken 
Experiments: their argument structures can be more complex than that of a simple 
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untested thought experiment, but like them they can also be accompanied by evi-
dence for imagistic simulation (Clement 2006).

Diverse and unified modes of reasoning. The thought experiment mechanisms 
in Fig. 15.3 can work within the larger reasoning modes in Fig. 15.6. The figures 
show how these modes are tied together by an impressive set of common similari-
ties with respect to mechanism. Figure 15.6 on the other hand, also highlights the 
differences between these higher-order plausible reasoning modes and the way that 
they can use imagistic simulation as a subprocess. The finding that imagistic simu-
lation is used as a subprocess for this wide range of reasoning operations adds to 
the evidence for its central importance in scientific investigation.

Widespread applicability of the fundamental paradox. The finding that thought 
experiments occur within such a wide range of reasoning operations means that the 
Fundamental Paradox applies to a broader set of processes than is commonly 
realized. Being able to make this point justifies the utility of the broad definition of 
an untested thought experiment used here, which is designed to encompass those 
situations that raise the paradox.

15.7.1  Addressing the Fundamental Paradox of Thought 
Experiments: Sources of Conviction

A final set of findings speaks to the question of the fundamental paradox of thought 
experiments: how can they lead to convictions? The findings on the central role of 
both prior knowledge schemas based on experience and rationalistic processes for 
extending that knowledge via imagistic simulation  elaborate on and provide evidence 
for Gooding’s (1994) and Nersessian’s (1991) view that thought experiments derive 
their power from a mixture of both an empirical and a rational source. In this chapter 
an attempt was made to describe a number of such sources explicitly based on case 
study examples for each source. Convictions from thought experiments appeared to 
have their origins in imagistic simulations with sources that included the extended 
application of prior knowledge, implicit prior knowledge, compound effects from 
more than one schema, and spatial reasoning or symmetry operations, as shown in 
Fig. 15.3 (Clement, 1994b, 2002, 2003). This theory of the origins of conviction in 
thought experiments was supported by observations from transcripts. It was also sup-
ported by its ability to  explain the phenomenon of the imagery enhancement strate-
gies attempted by subjects. These were each identified as enhancing one or more of 
the mechanisms shown on the left and center of Fig. 15.3. These sources and roles for 
thought experiments have not been sorted out clearly in the past and it is hoped that 
this analysis will make it easier to study them in the future. Thus an attempt has been 
made in this chapter to develop a more detailed model of what it means for a concept 
to be “intuitively grounded” by being “embodied”. In this model perceptual motor 
schemas not only provide a locus for meaning but also have inherent  properties of 
adaptability and modest generality that are of significant potential value in science.



Limitations and next steps. Simulation may not be the only means for operating 
with thought experiments; some may also use qualitative or mathematical deduc-
tion from principles. However, simulations are an extremely interesting means and 
appeared to be ubiquitous in the present examples. Although schema-driven imag-
istic simulation can explain a major source of new knowledge in an untested 
thought experiment, it does not explain how the experiment was generated or 
designed. This comment applies to analogies, explanatory models, Gedanken 
experiments, and even extreme cases. In the above sections, I have focused instead 
on the process subsequent to design of running of a given experiment so that I could 
propose mechanisms and outcomes for that process. But in most of the above uses 
of imagistic simulation, the choice or design of the case to be simulated is extremely 
important. I cited examples where certain cases appear to enhance the use of 
schema-based simulation, and presumably part of the art of this kind of thinking is 
to design a case that maximizes the mind’s potential for this process. And the most 
important task facing the subjects in this chapter was to design an explanatory 
model that can explain target behavior. Larger design processes for explanatory 
models will be discussed in the next chapter that utilize many of the smaller reason-
ing processes described in the present chapter.
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Chapter 16
A Punctuated Evolution Model of Investigation 
and Model Construction Processes

In this chapter, I attempt to develop a higher level model of investigation processes 
which can account for the different stages of investigation shown in Table 14.1 and 
other major features observed in the solution in Chapter 14. It will describe three 
major subprocesses: one for generating initial descriptions at an observational level, 
one for constructing qualitative explanatory models at a more theoretical level, and 
one for mathematical modeling. As a first approximation, these are roughly 
matched to the early, middle, and late stages in the protocol. Direct simulations of 
the target and expedient analogies will be used primarily within the first description 
subprocess. In the second subprocess, explanatory model construction, mechanistic 
plausibility will become an important criterion for evaluating models. In the third, 
geometric and quantitative schemas will be applied as a way to add quantitative 
precision onto the qualitative model. However, I first need to discuss a core concept 
to be used in describing the middle process of explanatory model construction: 
abduction. This concept is used so broadly in our field that it needs to be split into 
at least two concepts with different labels to be useful.

16.1 Abductive Processes for Generating 
and Modifying Models

16.1.1 Defining Abduction

16.1.1.1 Evolutionary View

I have argued that a central feature of the learning process engaged in by these subjects 
was a series of explanation cycles of generation, evaluation, and modification. The 
cycle is “evolutionary” in the sense that it responds to a criticism from a discrepant 
event or internal criticism by modifying the model (“species”) and then re-evaluating 
it. Different attempts at modification can lead to the “survival of the fittest model” in 
the face of critical evaluations. In this section my first purpose is to examine how the 
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“generative” processes of model generation and modification might be better 
understood theoretically. Model evaluation will be discussed later.

Peirce (1958) and Hanson (1958) used the term abduction to describe the proc-
ess of formulating a hypothesis which, if it were true, would provide an explanation 
for the phenomenon in question. This definition is a very open one. In their view 
the hypothesis could even be a guess about a hidden mechanism at work in the sys-
tem as long as it explained the observations. In this section, I will argue that the 
core of the model generation process for the protocol in Chapter 14 is a conjectural 
abductive design process. Abduction is often considered to be a weaker inference 
process than deduction because it can involve “guessing.” However, a second pur-
pose is to show how this weakness of abduction can be compensated for by the 
presence of an intelligent evaluation and revision cycle. Magnani (1999) notes that 
different authors have used two epistemological meanings for the term 
“abduction”:

● A narrower sense: the formation of explanatory hypotheses (explanatory mod-
els). (I will call this “generative abduction” since it refers only to the act of 
hypothesis generation or revision.)

and

● A broader sense: including generation (generative abduction), evaluation, and 
revision cycles for developing a single explanatory model, and later, evaluative 
comparisons between rival models. (When needed I will use the terms “model 
evolution” and “model competition” for these two aspects of this process. Like 
many others I will use the unmodified term “abduction” in the broad sense to 
include all of these processes – others have used the term “inference to the best 
explanation” in this way.)

I will begin by focusing in the rest of this section on the narrower process of genera-
tive abduction within a single cycle of model generation (or revision), because this 
process is seen here as being at the core of model construction. As conceived by 
Peirce and Hanson, the possibilities are rather open for how generative abduction 
might occur, and the term has come to indicate the possibility of an explanation 
construction method that could be different from traditional logical inferences such 
as deduction or induction by enumeration (where by the latter I mean finding a pat-
tern of a common feature(s) in a set of observable events). The main requirement, 
however, is that, if true, the abducted hypothesis would explain the phenomenon. 
Details about how abduction may actually occur in humans have been poorly 
understood.

16.1.1.2 Generative Abduction Refers to Both Generation and Revision

I will assume for purposes of this discussion that there are enough similarities 
between model generation and model revision that I can treat them as both possibly 
utilizing generative abduction; both are concerned with the production of a viable 



model under certain constraints. Thus “generative abduction” simply refers here to a 
method of “constructing or revising an explanation,” but with an emphasis on the idea 
that it can be an act of creative design and that it is not necessarily a more formal act. 
Instead, we are opening the door to its using a variety of possible sources, including 
rough analogies or even guessing.

Candidates for instances of generative abduction in the present protocol are 
shown in Table 16.1. There I have limited my attention to episodes where a new 
element of a mechanism was identified that was considered to be a candidate for a 
process actually operating within the spring wire. Patterns in the above episodes 
include:

● The subject considers a single specific case like the original spring, square coil, 
hexagonal coil, or drastically stretched spring.

● A new type of deformation that may be going on in the wire in that case occurs 
to the subject.

● For the related cases (the last three cases above), the new type of deformation is 
conjectured to also occur in the original spring (possibly along with other types).

● Subjects express some confidence, but not complete confidence, in these 
results.

● In the last two cases the subjects does not appear to be intentionally seeking a 
new mechanism; rather it emerges from the case being considered for another 
purpose.

Generative abduction is thought of as being a different and complementary process 
from hypothesis evaluation, to be discussed later.

16.1.2 Construction Occurred via Generative Abduction Rather 
than Induction or Deduction

An initial question raised by the abduction idea is whether it can be reduced to 
deduction, or induction by enumeration. It would be convenient if subjects had a 
reliable algorithm for inferring models automatically from the information in front 
of them. But in the present case I will argue that the process is considerably less 

Table 16.1 Some candidates for instances of generative abduction in the present protocol

• Proposing bending as the mechanism underlying stretching (episode 9)
• Proposing shear as the mechanism underlying stretching (episode 10a)
• Proposing torsion (via the analogy of the hexagonal coil) as a mechanism underlying stretch-

ing in the helical spring (episode 11a)
• Proposing “unbending” as an additional mechanism contributing to stretching and restoring 

force in the spring (episode 15a)
• The addition of elongation of the wire as an additional possible mechanism contributing to 

stretching and restoring force in the spring (episode 15c)
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automatic and more inventive and tentative in the form of a design or educated 
guess under constraints.

16.1.2.1 Is the Generation Process a Deductive One?

It is difficult to prove deduction is not taking place “behind the scenes.” But one can 
support the hypothesis that generation is operating in another way with the following 
observations:

● The lack of certainty in the reasoning of the subjects
● The origin of model elements in schemas activated by analogy
● The lack of syllogistic reasoning forms in the statements of the subjects

A more traditional approach to the spring problem would be to find a set of general 
physical principles that could be used to analyze the system. Such principles, if available, 
could be used to deduce properties explaining why the wide spring stretches more. But 
because the subjects were not mechanical engineers this was not a possible option for 
them. Rather subjects often conjectured that the spring involved bending as a mecha-
nism, often using an analogy to a bending rod. However, the subjects did not indicate 
complete confidence in this conclusion. Rather they spoke of it as a very plausible 
conclusion, usually based on the analogy. And several said they were sure a longer rod 
would bend more, so the uncertainty was not due to an uncertain premise.

It is worth considering whether some of the candidate cases of abduction cited 
in the previous section are instead instances of the simpler process of applying an 
established principle from prior knowledge. This is the simplest potential explana-
tion of the process the subjects used to understand the behavior of a bending or 
twisting rod, for example. But to apply bending or twisting to the wire in a spring 
is a much more unfamiliar and uncertain affair, as one is outside of the normal 
domain of application of the bending and twisting schemas.

In a deduction, results are derived via logical rules that combine statements 
assumed to be true to produce a new statement that should be true. We did not observe 
subjects speaking about such formal inferences in the instances of generative abduc-
tion listed above. Their explanatory models appear to be constructions that can 
explain events, not formal deductions from prior principles. Furthermore, the hypoth-
eses in question were all initially quite tentative when posed, and certainly did not 
carry the confident sense of validity one hopes for from a deduction. S2, on further 
analysis and criticism of his bending model, proposed that the spring involved torsion 
as well. This also appeared to be an educated guess, both because he had never 
observed this effect (and could not during the interview) and because it was originally 
seen to apply to the analogous case of a polygonal coil, rather than the spring itself. 
Although the subject appeared to understand the physical principle of torque causing 
torsion, and it was eventually seen to apply to the polygonal coils, thinking that it 
might apply to the circular coil was still a conjecture at this point. And he did not 
specify how to apply it at a very high level of precision, e.g. where to assign the center 
of leverage, lever arms, etc. Thus, it is an example of a tentative hypothesis or abduction 



in contrast to a logical deduction. The same can be said for “unbending” and “extension” 
(tension) as applied to the spring – these are also tentative attributions.

Evaluating and criticizing these hypotheses was a more convergent process, and 
there some might describe the subjects as exploring deductions from their current 
model, although I have usually described it as running a simulation using the 
model. “Running a simulation” in a thought experiment is seen here as a substitute 
for deduction that may lack formal validity but that can nevertheless carry convic-
tion, as discussed in the previous chapter.

On the other hand, when a model has become a formal mathematical model in 
the form of an equation and predictions are made from it according to logical rules, 
one can refer to deduction. But the observations above argue that there was a lack 
of the use of formal principles or syllogistic forms in large parts of the protocol that 
do not deal with equations. I will continue to analyze most of the pre-quantitative, 
and even some of the mathematical reasoning without using the concept of deduc-
tion, and this may contribute to changing the view of the expert scientist as a “logic 
machine.” The reasoning appears less formal, certain, controlled, and convergent 
than in deduction.

16.1.2.2 Inductive Generation?

Were the model generation processes observed primarily inductive? Simplified dia-
grams for contrasting deduction, induction, and abduction are shown in Fig. 16.1. By 
induction here (formally, induction by enumeration) I mean a process by which a 
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more general principle is abstracted from a set of empirical observations. The 
 principle then serves as a more abstract summary of a pattern in the observations. 
(The vertical dimension in Fig. 16.1 is roughly associated with that of Fig. 6.10.)

In the present cases the models developed were clearly not distilled via induction 
from a set of new observations of spring behavior since no such observations 
were made; rather, the subject appeared to construct a theoretical model at a dif-
ferent level by assembling nonobservable elements (generative abduction). 
Second, it is highly unlikely that most of these elements were observed in the 
past by the subjects; torsion bending, and tension are not observed in springs in 
daily life – these are inventions created at a theoretical level to explain observations 
at an empirical level. This fits the idea that an explanatory model is not just a 
pattern in or summary of observations – it is a hidden mechanism not initially 
subject to direct observation, – and that generative abduction can generate unob-
servable mechanisms, which induction by enumeration from observations cannot 
do. For example, it is very difficult to support induction as the mechanism for 
the introduction of the bending model. The inference is made in the context of a 
single example generated in episode 8. It was not based on observations of springs, 
and it describes a hidden mechanism, rather than a pattern of behavior. The 
above arguments appear to apply whether one is dealing with the initial generation 
of a model or a revision.

16.1.3 Generative Abduction: Basic Model

The simplest model of model construction presented in this book is the abductive 
process of generating an explanatory model in part 3 of Fig. 15.6. As depicted there, 
model generation is the construction of a somewhat general, runnable schema assem-
bly within spatial and other constraints, including most basically the constraint of 
giving a plausible explanation for the target phenomenon. Prior knowledge elements 
in the form of schemas or concepts are used, but in new combinations to make a new 
model. In this view generation is more like designing an assembly of schemas and 
concepts to form an explanation, than it is like deduction or induction.

I have also argued that many of the models constructed during the protocol were 
capable of generating imagistic simulations. In the theory presented here generative 
abduction includes the process of forming an image of a mechanism that could be 
operating in the target, and this image may be new and novel. The new schema 
assembly then is able to “operate” on this image to generate imagistic simulations 
of the dynamic mechanism – to animate the mental image and then observe its 
operation through time. A somewhat more detailed model of generative abduction 
is shown in Table 16.2. There the subject designs a mechanism within known con-
straints that could produce the behavior observed, and does so by piecing together 
elements from available schemas and transforming them as needed. This process 
includes subprocesses for partitioning the observed system into causally connected 
parts. The small “increments” in the spring wire are one (rather standardized) 
example of this.



16.1.3.1 More Detailed Models: Design Under Constraints

As used here, a defining feature of generative abduction is that it provides an explana-
tion of a phenomenon. However, a scientific abduction would aim to satisfy various 
additional constraints and desiderata for scientific theories; the most basic of these are 
that the model be plausible as a mechanism that could actually be operating in the sys-
tem, that it not use occult powers, that it be coherent with previously developed 
elements of one’s overall theoretical framework, that it not conflict with trusted explanations 
of previous phenomena that are in the “hard core” of a science, and that there be some 
attempt at precision in describing it (as opposed to being satisfied with a loose literary 
metaphor). This leads us to hypothesize along with Thagard and Shelley (1997), 
Nersessian (1992), Clement (1989b), and Darden (1991) that the process is one of 
design under constraints. That is, it is a “create the most plausible explanatory model 
that occurs to you” strategy – essentially a guess – but a very educated guess when 
informed by multiple constraints. These multiple constraints, as well as sources of 
ideas, are shown in Fig. 16.2.

16.1.3.2 Analogies and Extreme Cases can Contribute to Generative 
Abduction

Analogies or extreme cases seem to be involved to some extent in all of the primary 
examples listed in Table 16.1 above. This supports the idea that analogies can play an 
important role in abductive model construction. The authors above have also proposed 
that there may be a close relationship between analogy and abduction, but what exactly 
is the nature of the relationship? Is forming an analogy equivalent to constructing a 
model or completing a generative abduction?

A hypothesis consistent with the examples in Table 16.1 is that a central way that 
analogy can make a contribution to model construction is by suggesting a prior knowl-
edge schema or the form of a model element to use as a building block. The analogy 
provides material to use in an “educated guess” about a component of the mechanism. 
Thus as shown in Fig. 16.2, analogies may not be the only process used within 
 generative abductions, but they can act as a subprocess for abduction by suggesting 
relevant prior knowledge elements to use in constructing a model. Not all analogies are 

Table 16.2 Basic elements of generative abduction process

Generate explanatory model of hidden mechanism M

1–  If possible, partition system into quasi-independent or repeated elements
2– With compatibility with at least some of the constraints in mind, find by association 

viable candidates for model components: find imageable elements as well as applicable 
existing science schemas or practical schemas for modeling and explaining aspects of 
the target case

3–  If necessary use an extreme case or analogy to suggest other explanatory model elements
4–   Incorporate selected imagery from above elements into model and/or transform existing ele-

ments of model to form runnable, behavior-causing mechanism within known constraints
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used in this way; the ones that are I will term “explanatory source analogues.” This 
provides an initial model of generative abduction as a creative design under constraints 
process, as illustrated in Fig. 16.2, and this will become the core of the model of inves-
tigation processes being developed. To make further progress, the process must be 
expanded to include a way to evaluate the models it develops. And two other major 
processes, an initial description process and a mathematical modeling process, are 
needed to account for all the modes of investigation in the protocol. This is the topic 
of the next section.

16.2 Qualitative Investigation Processes

16.2.1 Introduction to Three-part Model of Investigation 
Processes

In this section, I attempt to specify a more detailed set of investigation processes 
which can generate many of the strategy types observed in the transcript as well as 
the five modes of investigation observed in the solution and listed in Table 14.1. 
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Fig. 16.2 Multiple inputs to generative abduction process



I will propose a three-part process that alternates between emphasizing description
and explanation, ultimately progressing to mathematization. A consolidation of the 
processes identified in the protocol in Chapter 14 is shown in Fig. 16.3. This figure 
should be viewed as a simplified outline of a set of cognitive processes that could 
produce the variety of types of conclusions and sequence of solution stages in Table 
14.1. I have intentionally cast it in the form of a procedurally organized program 
for reasons of making it transparent for a large number of readers. Later I will dis-
cuss whether it could be made to be more realistic by using some other formalism, 
such as production systems. A more compact representation is given in Fig. 16.4. 
Note that inductive pattern recognition and empirical methods in general are not the 
area of focus in this book and are simply treated here as a black box.

I first give a brief overview of processes in Fig. 16.4. The first two cycles in the 
figure are the: (1) descriptive prediction process: methods for describing (predicting 
or accounting for) a relationship R; and (2) explanatory modeling process: construct-
ing an explanatory model for explaining relation R. The distinction between them is 
that an accurate description, even a predictive one, need not include an explanation 
and does not imply understanding. (See for example, episode 12e.) The descriptive 
prediction process can be used to develop confidence and detail in a relationship, 
including the surface level relationship between independent and dependent observa-
tion variables. By use of observations, applications of descriptive schemas, expedient 
analogies and other techniques, this process can sometimes increase the subject’s 
confidence in a predictive relation to a very high level, as was the case in Part I of the 
spring problem solution. However, no new relation need be identified or studied other 
than the initially specified one, and no explanation for it is given.

The Explanation Process II in Fig. 16.4 on the other hand generates a new inter-
mediate causal relation at a deeper hidden level, that provides an explanation for 
the original causal relation or outcome, and this should increase understanding in 
the sense that the subject in episode 12c referred to. This cycle therefore begins to 
develop an explanatory model, not just a description of a phenomenon. Figure 15.5 
gives a simplified overview of the major subprocess relationships that occur within 
the explanation process. There the cycle of model generation or revision on the one 
hand and evaluation on the other is shown in abbreviated fashion at the top, and 
other processes can be seen to feed these two main activities. Analogies can aid in 
generating a model, which can be evaluated by either running it in a thought experi-
ment, or designing a real experiment.

The third major cycle generates a mathematical model for either a descriptive or 
explanatory relation coming out of one of the first two cycles. Here this cycle is 
engaged in the later stages of the solution, first to add geometric, then quantitative 
detail. One motivation for the distinction between this mathematical process and 
the explanatory modeling cycle is that the addition of geometrical or quantitative 
descriptive accuracy in the relations does not introduce new causal explanatory 
structure (unless it is part of applying a larger science principle). That is, mathemat-
ical modeling can take the precision of an existing causal relation to a mathematical 
level without necessarily modifying the explanatory structure. The level of mathe-
matical detail sought in the model will depend on the goals of the subject.
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Fig. 16.3:
 MODEL OF SCIENTIFIC INVESTIGATION PROCESSES USED IN THE 

SOLUTION: SOME METHODS FOR INVESTIGATING A RELATIONSHIP R 
(Focusing on Non-Empirical Processes)

INVESTIGATE RELATIONSHIP R

Given a current knowledge structure for a target case consisting of at least an initial description 
of the case and a targeted relationship R

1
 between variables X

1
 and Y

1
;    Investigate R

1
 via the 

I. Description Process, and/or II. Explanation Process below. 

CYCLE I. DESCRIPTION PROCESS:  METHODS FOR DESCRIBING (PREDICTING 
OR ACCOUNTING FOR) A RELATION Ri (Xi, Yi)
A-Attempt to Generate a Predictive Description for Relation R. 

1-Direct methods (a, b, and c below may interact strongly).
a-Apply any appropriate, descriptive prior knowledge schemas from (1) science principles or 

(2) practical knowledge.
1.Try various alignments of the  schemas to parts of the target system.
2.Label newly observed or aligned features.

OR
b-Make additional “observations” (of real phenomena; or of images in a running simulation 

of R) (These may be naturalistic field observations or simply trying to run a direct imagistic 
simulation of the behavior of the whole target.  If many observations are made, look for and 
summarize patterns in the observations.*)

OR
c-Partition the system under inspection into quasi-independent or repeated pieces and repeat 

Process I again for each  subsystem.
OR
2-Indirect Methods- Use an Analogy  or Extreme Case -this may provoke the activation of 

other new ideas from prior knowledge.
a- Work from the Target:  Transform Target containing R, via a transformation thought to be 

conserving, into an analogous system or extreme case that is more compatible with existing 
schemas. (Often produces a simplifying analogy.)

OR
b-Work from the Source: Find a possibly analogous system that is understood or feasible 

to analyze (This more remote type of analogy can be generated by association or via a 
transformation that is not known to be conserving.) Then try to confirm the validity of the 
analogy. (Often produces an expedient analogy.)

B- Evaluate Accuracy and Confidence Level for Method(s).  
1-Estimate confidence level for method.  Compare different description methods;  if agree then 

raise confidence in relation, if not, lower it.
OR
2-Design experiment to test description of behavior and gather support.

a- Improve experiment if necessary.
C- If Confidence Level or Support is Inadequate, Improve Method in A and Retry. For example 

this could  include using a transformation to modify the imageability of a direct simulation 
of the target (see table 10B.8), or the aptness of an analogous case.

D- If This Does not Yield Adequate Confidence, Try Another Method in A.
E- If Methods Above Fail, Try to Explain R in Process II Below. This may lead to a  imagin-

ing a hidden mechanism that yields a prediction for the target. 
F-If confidence level is adequate, one has the option to:

1- develop more precise mathematical description of R using Process III below.
OR
2-Develop an explanation for R using Process II below.

(continued)
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Fig. 16.3 (continued)

CYCLE II. EXPLANATORY MODELING PROCESS:  CONSTRUCTING AN 
EXPLANATORY MODEL FOR EXPLAINING RELATION Ri (Xi,Yi):

(Assuming there is no ready explanation for the target phenomenon accessed from memory.)

A- (Generative Abduction:)  Generate or Modify Explanatory Model of Hidden Mechanism 
(by Generating One or More Mediating Causes M between X and Y in Ri(X,Y)) (See 
Figure 16.5 and accompanying text).

1-Design mechanism within known constraints that could produce the behavior observed by 
piecing together elements from  available schemas or analogies and transforming them as 
needed.
a-Although partitioning of the target objects into subsystems may have taken place earlier, 

there can still be a need to attempt to partition further into quasi-independent or repeated 
elements to support modeling explanations.

b-With compatibility with at least some of the constraints in mind (known constraints on the 
model and from the larger assumed theoretical framework, and constraints on the target)  
find by association viable candidates for model components:  Find imageable elements as 
well as applicable existing science schemas or practical schemas for explaining relation R. 
Some of these will be Source Analogues since R will be well outside their normal domain 
of application.

c-If necessary use an extreme case or a simplifying analogy to the target to suggest other 
elements of explanatory model.

d- Incorporate selected imagery from above elements into model and/or transform existing 
elements of model to form runnable, behavior-causing mechanism M within constraints 
accounting for R.

2-If possible, progress to fully imageable model. For schemas used:  Align schemas to model 
and target images while attempting to integrate the explanation by forming complete spatio-
temporal connections between elements in a runnable model.
a- If necessary use an alignment facilitation analogy via conserving transformations of target 

to aid in alignment.
3-Label and define image elements carefully.
4- Attempt to generalize explanation internally for a part of the system to all equivalent 

parts.

B) Evaluate Explanatory Model.

1-Evaluate plausibility of explanatory model.
a- Run projected simulation of model on target case. Inspect for expected, contradictory, and 

new effects by comparing to behavior of target according to basic criteria developed in 
Ch. 14:
1-Initial plausibility: when the model is projected into the target and run do the effects 

“fit” and are they spatially coherent?
2-Do they  explain the targeted features of the phenomenon at hand?  
3-Are they coherent with other features of the target? 
4-Do they form other coherence relations with other theories, including general principles 

such as symmetry?
5-As the model is run, note any new spontaneous schema activations as possible inputs 

to the next round of model modification.  Also accumulate newly emergent or highlighted
image features of target as constraints on target behavior.

(continued)



336 16 A Punctuated Evolution Model of Investigation Processes

6- (For later stage of model development) Do the new relations provide a completely 
connected causal net? (Still later) A completely spatio-temporally connected 
mechanism? 

OR
b-May design evaluative experiment to test model (as a real experiment or evaluative 

Gedanken experiment).
1- Transform target case to eliminate (or reduce ) specific mechanism; run model and 

inspect for decreased effects.
or
2- Transform target to exaggerate (or increase) mechanism; run model and inspect for 

increased effects.
or
3- Find a case that makes the mechanism directly “perceivable” in observations or in 

imagistic simulation.
OR
c-Other methods.

2- If model is plausible evaluate model with respect to other desirable features for scientific 
models (see Chapter 18).

C) If Difficulties Identified do not appear to be Fatal, Modify Model in Light of Difficulties 
and New Effects Noted Above by Returning to (A) with these added as New Properties 
of Target or New Constraints on the Model. In addition try to pursue alternative models; 
If Difficulties appear to be Fatal, Reject Model and Generate New Model in A Above.  If 
that fails, restart the investigation by generating more ideas in Process I. 

1-If evaluation positive for a piece of model, add weight to its priority in being retained as a 
constraint on further model modification and add support to overall model.

2-As accumulate support for an overall model, decrease divergence of processes used.
3-As accumulate “frustration” (time spent) with an unsolved anomaly, increase divergence 

of processes used.

D) Options: For Each New Relation Ri+1 , Ri+2 , etc. Added by the Model to the Causal Net. 

1-Investigate new R
i+1

 recursively via the investigation procedure in this figure.
OR
2-If mathematical level of  precision is desired, develop a mathematical representation/model 

for R
i
 and R

i+1
 via Process III below.

E) Once Model Development has Stabilized, Compare Rival Models. 

1-On scientific criteria for the best explanation/description, including weightings in (IIC) 
above.  

2-On relative magnitude of effects to determine whether some have negligible effects.

CYCLE III.  MATHEMATICAL MODELING  PROCESS: CONSTRUCTING A 
MATHEMATICAL MODEL FOR RELATION Ri

A-Starting from the Existing Qualitative Description or Model (and any accompanying 
science schemas), Generate Mathematical Description of Relations at Mathematical 
Precision Level L (different geometric, or quantitative levels of precision:  Levels 4 and 
higher in Table 14.2). Describe geometric relations, and/or quantitative functional rela-
tions between independent, intermediate, and dependent variables:

Fig. 16.3 (continued)

(continued)
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1-Find relevant mathematical schemas (a, b, and c below may occur in any order and may 
interact strongly).
a-Although partitioning of the target objects and model objects into subsystems may have 

taken place earlier, there can still be a need to attempt to partition the detailed behavior of 
the model elements (e.g. trajectories) into quasi-independent or repeated elements. 

OR
b-Use symmetry arguments to find equivalencies and cancellations in system. 
OR
c-Apply standard mathematical schemas to describe elements involved in R at level L. 

1-Look first for standard matches to standard objects, e.g. for the circle of wire, all radii are 
equal.  Make simplifying transformations to facilitate matches for less familiar objects or 
relations, e.g. a spring coil is a circle with break. 

2-Run the imageable qualitative model underlying R, noting the direction and shape of 
movements and their connections to other movements.  

3-To attempt to apply geometric or quantitative schemas at level L make visual matches 
to fundamental “standard” visual geometric or mathematical function models (e.g. 
right triangles, or multiplication of x line segments of length l strung together).
a-For example, to determine proportionality, one can try to run a simulation of  variables 

X causing Y, then imagine doubling X and see if it is “obvious from the picture (or 
simulation)” or from known geometric relations, that Y should double. 

b-If necessary, develop alternative representations of the system using diagrams, vectors, 
graphs, etc.

2-Try to find the best alignment of the  schemas to parts of the target system.

a-Attempt to make visual and functional matches to parts of the target.
b-Imagistic Alignment Analogy: Transform system containing R via a transformation thought 

to be conserving (or reversible) into an analogous one that is simpler or more compatible 
with existing mathematical schemas, so that the imagery and features of the target and the 
mathematical schema can be aligned correctly.
1-As precision levels become higher, use less drastic transformations so that they conserve 

relations at the higher level of precision. Make minor transformations of system to exag-
gerate independence of or increase imageability of parts or changes in order to envision 
alignment of mathematical schemas to each part.

2-For quantitative relationships, this means transforming the system containing R via a conserv-
ing transformation that (a) isolates a subsystem so that the relation between its inputs and 
outputs and its approximately independent contribution to the overall phenomenon can be 
calculated; or (b) makes it easier to apply standard quantitative mathematical schemas.

3-If necessary use other heuristics described in Chapter 11 to simplify quantification such as: 
Partitioning and reassembly
Embedding

3-Label newly observed or aligned image features carefully as mathematical entities.
4-For quantitative models, use algorithms to make further inferences by performing calculations 

or combining and simplifying formulas.
a-After such manipulations, interpret and reconnect results to the visual model and target case.

5-Attempt to generalize a description internally for a part of the system to all equivalent parts.

B-Evaluate Accuracy of Mathematical Model.  

1-Is the Mathematical Model consistent with existing constraints? (e.g. Are geometric predic-
tions and symmetries consistent with known properties of the target system?)

2-Is the model predictive at the level of precision attempted?  Design experiment to test descrip-
tion of behavior:

(continued)

Fig. 16.3 (continued)
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16.2.2 GEM Cycles

Two loops are shown in each process in Fig. 16.4 for a total of six. In each process 
one loop is a GEM cycle of generation, evaluation, and modification. Many aspects 
of the protocol in Chapter 14 can be accounted for by assuming that the solver 
made several passes through each of the cycles in Figs. 16.3 and 16.4.1

16.2.3 The Explanatory Depth and Precision of Description 
Dimensions

The product of these investigation processes will be a knowledge structure contain-
ing different elements at both observable and theoretical levels. The dimensions of 
these differences are most easily described by treating them initially as dichoto-
mies, then expanding them later to larger spectra. The simplified dichotomies for 
explanatory depth (explanatory model vs. observables levels) and precision of 
description (qualitative vs. quantitative) are shown as the two dimensions of Table 16.3.
Here the dichotomy is illustrated by examples from the elastic particle theory of 
gases. The table can be thought of as depicting four parts of a final knowledge 

Empirical testing (if possible) 
OR
Mathematical evaluative Gedanken experiment, e.g. use extreme case.

C-Modify Model in Light of Difficulties and New Effects Noted Above by Returning to (III 
A) with these Added as New Properties of Target or New Constraints on the Model, or 
Reject Model and Regenerate in A Above.

D-If no Difficulties are Detected at Precision Level L and Greater Precision is Desired, 
Return to IIIA Above and Develop Mathematical Model of R at Precision Level L + 1.  

Fig. 16.3 (continued)

Fig. 16.3 Model of scientific investigation processes used in the solution
(Note: The processes of analogy, simulation, and Gedanken experiment that appear in the above 

investigation process have their own subprocesses outlined in Table 17.1)

1 Readers may recognize section 1 of Fig. 16.3 as related to Table 5.2: Some methods for prediction
and/or understanding of the analogous case. In this chapter that set of methods is raised to a 
significantly higher level of generality. Here, instead of understanding being a subprocess for 
analogical reasoning, the situation is reversed, and analogies are thought of as a subprocess of the 
more general process of investigation for understanding. I will retain the idea that these two proc-
esses can call each other heterarchically, but from now on will represent understanding via inves-
tigation processes as the higher order goal in science.
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Fig. 16.4 Cycles I–III in scientific investigation process

structure in memory resulting from an investigation. The traditional distinction 
between observational and theoretical knowledge is shown, with each having qualitative 
and mathematical levels of description. A parallel table for the spring problem 
is shown in Table 16.4. Note that with these distinctions, it is possible to have theo-
ries without mathematics (in the upper left corner) as well as mathematical 
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descriptions without theory (lower right corner). The separation of explanatory 
model and mathematical model development processes in the present theory helps 
to account for this.

A major theme in the theory presented in Fig. 16.4 is that the explanation cycle 
II builds in an upward direction from the lower left cell to the upper left in Tables 
16.3 and 16.4, while the mathematization process III attempts to move to the right 
from either left-hand cell. This can occur once the description process establishes 
an initial qualitative relationship in the lower left cell.

16.2.3.1 Mediating Causal Mechanisms vs. Levels of Precision

The distinction between explanation and description is also depicted diagrammati-
cally in Fig. 16.5. Figure 16.5a shows an initial hypothesis that X causes Y. The 
causal relation R

1
 might start as a purely qualitative, potentially observable relation 

that is predicted (e.g. higher temperature causes an increase in pressure, or greater 
spring width causes an increase in stretch). Methods in the description process (I) 
in Fig. 16.3 can be used to attempt to increase the confidence with which the rela-
tion R

1
(X,Y) is predicted (methods such as the use of multiple expedient analogies 

and extreme cases that appeared in stage 1 of the composite spring protocol.) 
Alternatively, the explanation process II in Fig. 16.3 can be used to deepen under-
standing by providing an explanation for the relation. This is done by hypothesizing 
a hidden mechanism or mediating cause M (e.g. twisting spring elements or 
increasing gas molecule velocities) between X and Y as in Fig. 16.5b; this produces 
two new relations R

2
(X, M) and R

3
(M, Y) as shown. Now instead of greater spring 

width causes an increase in stretch, one has, greater spring width causes an 
increase in torsion and greater torsion causes an increase in stretch. The hidden 
mediating variable M of torsion in this case has been inserted into the causal chain 

Table 16.3 Depth level vs. precision level in types of knowledge produced by scientific investi-
gation: gas behavior example

Precision level Qualitative Mathematical

Explanatory model Elastic particles model P µ nmu2/ V
Observable pattern Higher temperature increases  PV = nRT

   pressure

Table 16.4 Depth level vs. precision level in types of knowledge produced by scientific investiga-
tion: spring problem example

Precision level Qualitative Mathematical

Explanatory model Torsion model S = 2πFr3/q
Observable pattern Greater coil width increases stretch S = cd3



as a mechanism that explains the original observable relation R
1
. The explanation 

cycle II in Fig. 16.3 can be recursively applied to new relationships as they are 
added (e.g. where R

1
 is originally explained by R

2
 and R

3
, R

3
 can in turn be 

explained more deeply by R
4
 and R

5
, as in Fig. 16.5c). This shift is represented by 

the loop in the upper left corner of Process II in Fig. 16.4. (Note: This is the sim-
plest possible model of causality, used here as the simplest way to illustrate how 
model construction might proceed to form deeper and deeper explanations recur-
sively. Other more elaborate models of causality or interaction might be substituted 
here, but the same basic idea of recursive depth should apply.)

The mathematization process can be used to increase the precision of any of 
these relations from qualitative to geometric, or to quantitative function levels, 
as shown by adding in more precise relations of proportionality in Fig. 16.5d. 
The process illustrated in this chapter culminates in a structure that provides an 
explanation for the behavior of the target system in the form of a hidden, mecha-
nistic model of torque and twisting (developed in the explanation process), in 
this case its precision enhanced by an accompanying mathematical model of 
those mediating variables at both geometric and quantitative-algebraic levels of 
precision.

Although it did not occur in the protocol in this chapter, the mathematization process 
could have been used alternatively to merely provide a mathematical model of the 
description of observable behavior provided by the description process. Such a model 
might simply reflect the cubic relation between diameter and stretch as determined by 
experiment, without modeling the underlying physics explaining the system. Or the 
following hypothetical episode could have occurred after episode 8c:
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Fig. 16.5 Types of explanation for a causal relation. (a) qualitative observable; (b) qualita-
tive explanatory; (c) deeper qualitative explanatory; (d) mathematical explanatory
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Now is there any way for me to predict some features of the quantitative function between 
width and stretch? By the extreme case of no weight, I know that this function has to go 
through the origin. A default hypothesis is that the relationship is linear, with stretch being 
proportional to coil width. To test this, I am going to imagine experimenting with hanging 
a 1 lb weight on a single-coiled spring made of heavy coat hanger wire. A pound is the 
weight of one pint of water. I Imagine 1 lb on a 2" diameter coat hanger loop stretching 
less than 1/2"; then on 6" loop stretching more than 6". This tells me that the relationship 
between width and stretch is not linear and may go with the square or the cube of the 
diameter.

The above episode utilizes thought experiments to begin describing the target 
relation at a quantitative level directly without pursuing an explanatory model first, 
indicating that in theory, the mathematization process can operate on the results of 
the description process as well as the results of the explanation process.

The changes shown in Fig. 16.5 are only one of several types of conceptual change 
or expansion that can take place during the growth of an explanatory network 
(Thagard, 1992; Clement, 2008c). And complex real-life cases of moving to a deeper 
level of explanation may involve far more than an unpacking of a single relationship. 
However, the figure does serve to introduce the idea of depth of explanation as distin-
guished from precision of description, and serves here as a simplified model.

16.2.4 The Three Cycles in the Outlined Investigation Process 
Can Generate the Five Major Observed Modes 
of Investigation in the Protocol

Figures 16.3 and 16.4 then, describe a first order model to explain major aspects of 
the protocol in Chapter 14. The three types of cycles in Fig. 16.4 are designed to 
account for the five stages or different modes of investigation in Table 14.1. (As 
mentioned in Chapter 14, the empirical content of this table is reflected more in the 
existence of five categories of episode types or modes of investigation, rather than 
in their ordering, since the protocol is a composite one. The stages organize the 
protocol episodes in a plausible but idealized order. However, the present ordering 
does not seem far out of line with the protocols of most individual subjects. And 
the most central problem is to account for the processes being used in each stage as 
an observed set of similar episodes, rather than their order.) Stage 1 is accounted 
for by the description process I in Figs. 16.3 and 16.4. Much of stage 2 and all of 
3 can be accounted for as a product of the explanation cycle (Process II), whereas 
stages 4 and 5 are accounted for by the mathematization cycle (Process III). I will 
review processes involved in each stage below. By reading the descriptions below 
along with Figs. 16.3 or 16.4 and referring to the transcript in Chapter 14 where 
necessary, the reader can make an initial evaluation of the viability of the outlines 
in those figures. I will then support or critique various specific features of the model 
in later sections.



Stage 1. Efforts to Develop an Initial Qualitative Description or Prediction 
for the Targeted Relationship (Episodes 1–8b) (Primarily Modeled by the 
Description Process I)

The protocol begins with the subject passing through several processes in the 
descriptive cycle shown in Figs. 16.3 and 16.4, Process I. According to Figs. 16.3 
and 16.4, it is hypothesized that a subject would first simply try to observe the tar-
geted phenomenon; or attempt to apply standard scientific schemas or principles, 
similar to how a competent student might solve a physics homework problem. 
Lacking an opportunity to make observations of real springs, an initial attempt is 
made early in the protocol to find a scientific principle as a prior knowledge struc-
ture in memory that will make the prediction process easy. Failing this, the subject 
attempts a direct simulation of the target problem to develop a (weak) prediction 
that larger diameter causes greater stretching. Performing such an imagistic simula-
tion is not always possible, but when it is, it can provide a starting point. Extreme 
cases of very narrow and wide coils, as well as expedient analogies to cases involv-
ing a double length spring, rubber bands, foam rubber, and a bending rod were then 
used to enhance and increase confidence in this prediction. This stage illustrates the 
possibility of extended periods of work in the descriptive cycle I of Fig. 16.3 with 
significant increases in confidence, but without engaging in real explanations or 
understanding of why the wide spring stretches more.

Although they will not be discussed at this point, it should be noted that the sub-
processes of analogy, simulation, and Gedanken experiments that appear in Figs. 16.3 
and 16.4 each have their own subprocesses outlined in Table 19.1 Also note that 
imagistic thought experiment methods may be used in the description process in addi-
tion to empirical methods. Although the topic of this cycle is always focused on pre-
dicting potentially observable behaviors of the target, the means used to investigate 
these are not limited to “observation in the narrow sense.” Something like “observa-
tions” can also take place internally in imagistic thought experiments.

Stage 2. Searching for and Evaluating Initial, Qualitative, Explanatory Model 
Elements (Episodes 9–16) (Primarily Modeled by the Explanation Process II)

The solution then moves to a deeper question, namely, constructing an explanation
for the predicted relation between coil width and stretch (Stage 2 in Table 14.1). The 
hypothesized process shifts to the explanation cycle II in Figs. 16.3 and 16.4. 
A unique characteristic of the explanation cycle is that it generates unobservable 
elements, i.e. qualitative theory. Here it is assumed that there is no familiar, ready 
explanation via established theoretical principles for the target phenomenon and that 
the initial search for such an explanation in memory has failed. In the spring problem, 
the bending idea began as a simple expedient analogy to a bending rod in Process 1. 
But this then suggests the theoretical conjecture that somehow bending is actually 
involved in the spring wire, an attempt at explanatory modeling that brings the subject 
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into Explanation Process II. However, the bending idea leads to the anomaly of 
increasing slope and distance between coils – when the model is evaluated by actually 
being run in the spring as a simulation – stymieing the subject. (This ability to pro-
duce a negative result is why running the model on the target in an imagistic simula-
tion is featured in Fig. 15.5 as the most basic method for model evaluation.) This 
negative result causes the subject to give up on explanatory modeling for the moment, 
and the subject returns to the description process to reevaluate the rod analogy. This 
leads him to generate the hexagonal coil analogy as a bridge between the bending rod 
analogy and the spring in order to help him evaluate the original analogy.2

But simulating running the hexagon then leads unexpectedly to the AHA phe-
nomenon and torsion insight in episode 11, interpreted as the spontaneous activa-
tion of a schema during the simulation of the hexagonal coil stretching. This is an 
example of the “volatility” of simulations. It is an apparently unplanned process 
that takes place in spite of and in addition to, rather than because of, the overall 
investigation process in Fig. 16.3. At this point the hexagonal coil has become a 
“provocative analogy.” The torsion possibility as a possible new explanatory mech-
anism then leads the subject to Process IIA again, where a simplifying transforma-
tion is used to generate a square coil. An attempt is made to analyze, explain, and 
understand the square coil by utilizing both a bending schema and a torsion schema. 
As described in Chapter 15, these are concrete, perceptual/motor schemas which 
enables running simulations of twisting and bending of the sides of square coil in 
thought experiments during episode 12, leading to the causal model in Fig. 14.1. 
Still within the explanation process but returning to the helical spring, at this point 
the subject has only the vague beginning elements of an explanatory model, but it 
is an extremely important start. It consists only of having identified certain model
elements that are undeveloped – that bending and twisting could be involved and 
that stretching could somehow cause bending and twisting – but no detailed picture 
of how they might be caused in the helical coil.

In episodes 15a–c the inquiry continues at this level of identifying and evaluat-
ing other possible model elements (unbending, tension) in the explanation process. 
This is followed by model comparison work (part IIE) aimed at attempting to find 
out whether twisting plays a more important role compared to these other possible 
mechanisms. Unbending and tension are dismissed via imagistic simulation estimates
as making a negligible contribution. Then three different Gedanken experiments are 
designed as a way of evaluating the bending and twisting models and are able to 
favor twisting over bending. The mechanisms of unbending and tension are consid-
ered but are deemed less important via imagistic simulation estimates as making a 

2 An alternative view here that would stay within the explanation process is that the hexagonal coil 
is an attempt to create an analogy facilitating imagistic alignment, in which he attempts to “see” 
bending in the spring. The latter interpretation is supported by the subject asking just before con-
sidering the square and hexagonal coils: “What could the circularity do? Why should it matter? 
How would it change the way the force is transmitted from increment to increment of the spring?” 
The difference is subtle and may not be entirely decidable from the protocol. Perhaps the hexago-
nal coil serves both functions.



negligible contribution. The explanation cycle in Fig. 16.3 is capable of accounting 
for most of these events.

In episode 16 a foray is taken into the mathematical modeling cycle, as the subject
attempts to calculate the total quantitative twist in the polygonal spring as a model 
of the helical spring. Episode 16 does not fit into one stage because it is a con-
densed description of a modeling foray that would involve several stages and levels 
of investigation.

So far the torque schema is aligned to adjacent segments of the polygon. But 
since this alignment places the lever (torque) arm incorrectly, the leverage goes 
to zero in the limit as the sides become infinitesimal in the calculation of the 
twisting effect, and the answer given of zero torque and twisting is incorrect. This 
conflicts with several of the subject’s previous arguments that there is something 
right about the torsion idea. So the subject proceeds to deepen the torsion model 
along another route.

Stage 3. Seeking a More Fully Imageable and Connected (Integrated) Causal 
Model Mechanism (Episodes 17–19c) (Also Modeled by Explanation Process II)

In episode 17 there is a shift to a new level of explanation within Process II concerning 
whether one can learn to actually “see” how twisting is caused in the helical spring 
(cf. “seeing as”). I interpret what is occurring in this episode as learning how to project 
an image of torque and twisting into the circular spring coil so that it is aligned with 
the somewhat complex shape of the spring, as described in process IIA2 in Fig. 16.3. 
An initial level of this kind of understanding is achieved when the subject answers the 
questions: How can one imagine how force, torque, twisting in an element, and stretch 
could be connected in the spring? Where could a force act to cause a twist? How 
would that translate into stretching? At this stage the model approaches a fully 
mechanical explanation – one where causal schemas are aligned to specific points in 
the model and target images and where there is a complete spatiotemporal contiguity 
between elements in the runnable model from original causes to final effect.

The analogy of a coil that has only one small twistable segment with the rest of 
the coil acting as “rigid handles” in episode 19 is then an example of an imagistic 
alignment analogy.3 In this case it aids in determining how to align the imagery and 
features of the torsion schema (e.g. fulcrum, lever arm, twist deformation) with the 
spring in a more precise way. In this view, earlier in stage 2 the subject possessed 
isolated images in a causal sequence: (1) the weight is applied and the spring 
stretches, (2) the wire elements begin to twist and the torsion resists this. But there 
was no spatiotemporal continuity in – no imagery for – the connection between (1) and 
(2). After stage 3 the subject can carry out a plausible series of integrated imagistic simula-
tions all the way down the causal chain from force to torque to twisting to stretch 
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and “see or feel” how and where the stretch causes twisting. I call this a “fully 
mechanical” explanation.4

A series of problem transformation analogies and symmetry considerations then 
convinces the subject that this model developed for one segment applies every-
where in the spring. This corresponds to process IIA4 as an effort to generalize the 
explanation internally for a part of the system to all equivalent parts. The final result 
of this qualitative modeling process is shown in Fig. 14.15, where the anchoring 
conception of twisting and torsion is used to build up an explanatory model of 
twisting in small elements of the circular coil.

16.2.4.1 Explanatory Model Evolution via GEM Cycles

A basic feature of protocol Stages 2–3 then are that they illustrate explanatory model 
evolution via a GEM cycle as shown in Figure 6.8. This process generated a sequence 
of progressively more accurate models from shear, to bending, to bending and twisting, 
to twisting alone, and finally to refined twisting with correct alignment of torques. 
Added to this were lesser effects due to unbending and tension mechanisms.

16.2.4.2  Importance of Alignment and Use of Imagistic 
Alignment Analogies

Stage 4. Increasing the Level of Precision of the Model to Include Geometric 
Relationships (Episodes 20–22) (Primarily Modeled by the Mathematization Process III)

The subject spends this stage in the mathematization cycle III as the twisting model 
is reexamined at a geometric level of precision, with the following questions:

Exactly where does the twisting occur in the geometry of the spring? Exactly where do the 
lever arms, through which forces or torques applied and transmitted, begin and end?

In episode 20 various analogous cases are used to argue that the torque is uniform 
everywhere. Symmetry arguments are used to find equivalencies within the system 
(process IIIA1B), but are still short of describing a quantitative function between 
width and stretch. Another question is: What are more exact geometric constraints 
on the spring as it stretches? (Episodes 21–22).

Here, no new causal factors are being identified. Rather, these processes help to 
increase the precision with which the twisting in various locations can be described. 

4 While one cannot always achieve fully mechanical explanations in science, e.g. “a magnet acting at 
a distance,” one can still strive to make explanations as mechanical as possible, e.g. by introducing 
intermediate elements such as the magnetic field which connect the magnet spatially and causally to 
the attracted object in a somewhat more integrated way. And simply because mechanical explana-
tions have not yet been achieved in a few areas of science does not mean that they are not preferred 
in most others. It may be that mechanical explanations are preferred because they make it easier to 
reason with the hand-eye manipulation systems that are so uniquely well developed in humans.



Thus, this is the stage where uniformities, geometric details concerning shapes, 
symmetries, and points of intersection, as well as pre-numerical details concerning 
equivalencies and relative sizes of lengths, forces and other measurable entities are 
determined. So this stage is concerned with increasing precision of mathematical 
description at a geometric level.

Stage 5. Developing a Quantitative Model Built on the Foundation of the New 
Qualitative and Geometric Models (Episodes 23–34) (Also Modeled by 
Mathematization Process III)

All of the preceding work makes it possible to construct detailed quantitative func-
tions in episodes 23–34, and this is accounted for by the mathematical modeling 
process. This includes the application of established physical and mathematical 
principles at a quantitative level to the geometric model that has been built so far.

An initial conjecture in episode 23 involving reassembling the twisting segments 
of the spring into one long twisting wire in episode 23 appears to use the same 
partitioning and reassembly strategy from Chapter 11, except there it was static 
volumes that were being rearranged but conserved, and here it is dynamic twisting 
actions that are being rearranged and perhaps conserved. After this, by continuing 
to generate special cases and partitions of the problem, standard principles of 
torque and geometry are activated, adapted, and “fit onto” pieces of the spring. This 
appears to be successful even though most of the principles are for straight line 
geometries, and the spring is actually curved. These processes appear to rely on 
flexible mathematical models, analogies, and multiple compound simulations. For 
example, the “Clamshell” analogy in Fig. 14.13 was used to help the subject determine
the correct alignment of the physical apparatus to the mathematical schema relating 
angle to arc length. It is therefore another example of an imagistic alignment analogy.

The above processes allow the development of algebraic expressions for details in the 
model. But these arguments all use the imageable models that were developed at a quali-
tative level as a foundation. In this case the move from stage 4 to 5 can be accounted for 
by a move within the mathematization cycle from geometric to a quantitative level of 
precision, both in the schemas being applied and the evaluation criteria being used.

16.2.5 Separate Explanation and Description Processes

Thus the more elaborate three part model in Figs. 16.3 and 16.4 improves on the 
earlier and simpler GEM cycle model from Chapter 6 in being able to generate the 
set of investigation modes depicted in Table 14.1. Its most prominent features is that 
it shows separate description (both qualitative and mathematical) and explanation
processes. Stages 1, 4, and 5 (accounted for by Processes I and III) are dominated 
by description and precision increasing activities without adding basic new causal 
explanations (they do not add new qualitative relations to Fig. 16.5 or establish 
connections between the image of the explanatory model and the target), whereas 
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stage 3 and most of 2 (accounted for by Process II) are dominated by such causal 
explanation work. The description and explanation processes are both at a higher 
level (of control) than the analogy processes described in Section I of the book, in 
fact, analogy processes can be called as a subprocess by each of the three major 
processes in Fig. 16.3. Yet all of these three processes and the analogy subprocesses 
are similar in that they all have generation, evaluation and modification processes 
at their top level. (GEM cycles may be nested, as when the entire cycle of an ana-
logy improvement process occurs within the Generative portion of the larger, explan-
atory process that called it.) Thus the GEM cycle strategy is ubiquitous in this theory.

16.2.5.1 Partitioning

Partitioning appears in all three major process cycles in Fig. 16.3 and therefore one 
should ask whether this repetition is redundant. However, its repeated inclusion 
represents the different levels at which it was used. For example it was used at the 
descriptive level I to focus on a single coil of the spring, at level II to break the coil 
further into twisting segments, and at level III to break movement trajectories into 
quantifiable parts (episode 28). Thus it is used at finer and finer levels of detail as 
the solution progresses.

However, partitioning as a process can also be seen as much more ubiquitous 
– it can be thought of as involved in object recognition or formation at a percep-
tual level and at a higher level in the application of a schema that is assimilating 
some part of a perception or image to some structure. Thus partitioning may be 
involved in many places in Fig. 16.3. In fact the partitioning of the coil into seg-
ments might be seen as the result of the application of a schema. Thus the process 
is poorly understood and it may not be sufficient to think of it simply as a separate 
subprocedure in Fig. 16.3. It is an important topic for further research.

16.2.6 Computational Model of Todd Griffith

Todd Griffith (1999) conducted an extended study of the spring problem titled 
“A Computational Theory of Generative Modeling in Scientific Reasoning” in the 
College of Computing at the Georgia Institute of Technology. He and his advisors 
developed a computational view of model evolution processes, most of which cor-
respond to those I have described above in Process I: descriptive prediction cycle 
(Griffith et al., 1997, 2000). Griffith and Nersessian asked permission to use our 
transcript data on the spring protocols as a database for their study. This led to 
Griffith writing a set of detailed procedures for accessing, evaluating, and trans-
forming/revising analogies to the spring problem. They also give a preliminary 
outline for how many of the principles used in the expert protocol study might also 
be used to explain the model construction process used by Maxwell in developing 
theories of the EM field.



In Chapter 3 it was found that a majority of analogies in the spring problem protocols 
were generated via transformations rather than by associations to a prior schema in 
memory Clement (1988). The Griffith studies focus on the role of heuristic, generalized 
transformations such as “approximate a circle by a polygon” in the spring problem. 
These are used to generate “improved” analogies once an original analogue is 
accessed from memory. They proposed that many aspects of this process are simulat-
able in principle by a computer program and that such a program can account for a con-
siderable number of the transformational moves made across the ten subjects in my 
data. Some of the features that make this an impressive study are:

● The work makes a large number of connections to and builds on previous AI 
approaches to creativity, analogy, design, and simulation. It extends this work in 
a coherent way. This difference in the starting theoretical framework means that 
Giffith’s interpretation and my own have evolved largely independently and par-
tially in very different directions even though a major part of our data base has 
been the same. However, I believe the set of phenomena in this data base is so 
rich and so poorly understood that using several different theoretical frameworks 
to attack it makes excellent sense.

● Griffith’s system is one of the most detailed descriptions of aspects of progres-
sive qualitative model construction yet developed. (The term “model” in their 
study is used generically to cover both the system’s knowledge about the target 
and about analogies to the target.) Like the present study, it develops an explana-
tion of how scientists generate new models via a process of model evolution. It 
emphasizes the role of progressive transformations of analogous cases in this 
process.

● One reason Griffith’s work is pioneering is because so little work has been done 
on geometric transformations as tools for analogy generation and evolution.

● Ablation experiments were performed to show how various pieces of the model 
are necessary to modeling subject behavior. Program performance is described 
as deteriorating when the system is run on paper without a modular 
component.

● In this sense the system has been developed to a high-enough degree of precision 
to be runnable in principle and to provide an initial sufficiency check for tar-
geted aspects of the subjects’ behaviors.

● That a cognitive model that was developed for five subjects (including S2) was 
supported by being able to account for most of the major moves observed in 
protocols from an approximately equal number of other subjects is rarely 
attempted in AI research and is impressive.

Griffith also admirably describes some limitations of his model:

● Visual reasoning is not as sophisticated as in humans; certain processes “are 
treated as atomic operations rather than as progressive simulations that are car-
ried out in ‘the minds eye.’” (Griffith, 1999, p. 268) 

● The system “is primarily concerned with solving the problem, and will continue 
exploring until this goal is achieved. S2, on the other hand, is more concerned 
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with understanding. Even after he claims that he is 99% confident in his answer 
he continues to explore in order to increase his understanding. In this way, as 
well as in other ways, the…system falls short of being a general scientific rea-
soning agent, and can be best characterized as a scientific problem solver.” 
(Griffith, 1999, pp. 74)

One can then describe the Griffith thesis as having achieved a detailed computa-
tional model primarily for aspects of Process I: the descriptive prediction cycle, 
shown in Fig. 16.4. This includes initially attempting to apply principles directly, 
analogical retrieval, evaluation by mapping differences, and modification of analo-
gies by transformation to improve them. Such transformations can generate novel 
analogue cases. This means that this system can address issues of finding an answer 
via analogies and perhaps assessing confidence in it. Other interesting features 
treated as known facts, such as “constant slope” in the spring, can also be high-
lighted by the system by way of contrast with certain analogies.

Several of the above processes might be adapted in an expanded simulation sys-
tem to provide some of the elements in Processes II and III in Fig. 16.4. The system 
also includes the accessing of physical principles that may be activated by a novel 
analogy, and this helps to explain the torsion insight in S2. Only in this last way 
does the Griffith program begin to move outside of Process I and begin to address 
an issue in Process II: the explanatory modeling cycle. The most important limita-
tion, as Griffith points out, is the present difficulty in the computational approach 
with modeling the construction of visualizable models which utilize spatial reason-
ing and mental simulation. Thus in his system, the final output is the identification 
of a “best” analogous case with the answer to the problem mapped as an inference 
from discrete symbolic relations in that case.

In the present study of imageable understanding and its construction – the quali-
tative product is an elaborated, visual, schematic, explanatory model of the spring 
with new forces, torques, and microscopic deformations projected into an image of 
the spring system. The construction of such an output uses a variety of processes 
that are not contained in the Griffith system. This is to be expected given the diffi-
culty of handling these representations within the current state of AI techniques. For 
example, some of the imagery-generating schemas used in the construction of the 
present model have been transferred from analogies, in a way that preserves the 
runnability of dynamic elements in imagistic simulations, including kinesthetic/
visual representations of force and deformation. The present study also describes 
some of the processes needed to develop an output at the geometric or quantitative 
level, once a qualitative model is in place.

16.2.7 Evaluation Functions can Guide Control

Thus one of the challenges in the present study is to go beyond issues of evaluating 
predictive confidence in the description process to issues of evaluating qualitative 
explanatory understanding and mathematical modeling in the other two cycles in 



Fig. 16.4. One’s understanding of an explanatory model is evaluated initially on the 
criteria of model plausibility (including runnability), clarity (including imagistic 
alignment) and depth, in process II. Mathematical accuracy is evaluated and 
improved in Process III. This section describes how evaluation criteria might be used 
to control movements between the three major processes.5

It is hypothesized that the investigator has a goal to reach an acceptable level of 
“satisfaction,” defined as follows. The goal of satisfaction has several subgoals: 
predictive confidence in an answer, explanatory understanding, precision or accu-
racy, and generality. Different individuals in different situations will weigh the 
importance of these four subgoals differently. What the problem solver will do at 
any point depends on whether their current solution has a high-enough rating on 
one or more of these subgoals. As work continues, new arguments or models are 
brought in, until the subject “is satisfied” with the estimated confidence, precision, 
explanatory understanding, and generality of their knowledge state. The ordering 
of these goals is not fully determined so they can operate to some extent in parallel. 
These subgoals can be described as follows:

(1) Predictive confidence can be generated simply by having rote knowledge 
from an authority or by having more than one nonformal method (such as expedient 
analogies in Process I) point to the same conclusion. (2) Explanatory understand-
ing has two components: model plausibility and explanatory depth. (a) A model 
has plausibility when it is based on combining plausible prior knowledge struc-
tures (including intuitions with primitive plausibility) to explain the target phe-
nomenon in a way that does not conflict with other intuitions and spatial 
reasoning. This means the phenomenon is explainable in terms of an imageable 
chain of events understood via a subset of prior knowledge schemas (perhaps in 
new combinations). Vague, disconnected imagery will count less than more pre-
cise causal imagery with complete instantiation and imagistic alignment of sche-
mas and a complete spatiotemporal connection between cause and final effect. (b) 
Explanatory depth is the ability to say “why” something happens at a deeper 
causal level as defined earlier and illustrated in Fig. 16.7. (3) Precision is related 
to a qualitative/quantitative spectrum. Although in science we separate the con-
cepts of precision and accuracy, here we will conflate them to say that the subject 
has a goal to be able to make predictions or “run” the model to some (personally 
determined) degree of precision and/or accuracy which may vary from qualitative 
to geometric to quantitative. (4) Generality is related to the number and diversity 
of situations that the model can account for. (Note that these are basic criteria: 
other goals may be possible, such as “coherence with other models.” Multiple 
goals for evaluating models will be discussed further in Chapter 18.) Table 16.4 
can be seen as the output of a relatively complete analysis of the spring problem 
and could guide a more complete specification of the output variables of the program 
in Fig. 16.3. This output has four possible parts as shown in the four cells. One 

5 I am indebted to Thomas Murray for helping to articulate the relationship between evaluation 
criteria and control here.
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can also imagine an initial state of the solution with all but the lower left cell 
blank and a conjectured prediction in that cell. As an investigation proceeds suc-
cessfully, various criteria for evaluation will show progress. Confidence as the 
characteristic associated with the descriptions in the lower cells will rise as more 
methods or data lead to the same prediction. On the other hand, a measure of 
“understanding” with the explanatory model in the upper left cells will increase 
with imageable plausibility, alignment/connectivity and depth of explanation. 
Mathematical precision will increase below and above as mathematical represen-
tations are introduced toward the right.

The following control structure is proposed. An investigator starts at Process I 
and tries to develop confidence. At any time, if an investigator places priority on 
having a higher level of understanding, then they can move to Process 2; if they place 
priority on having a more mathematically precise solution/model, then they can 
move to cycle III. Results in these areas can also add to confidence by contributing 
another method that confirms earlier results.

16.2.7.1 Production Rules

In pursuit of transparency at this level of development, the activity within each 
cycle has been modeled by a procedural net (with procedural steps and Boolean 
conditionals). On the other hand, the higher-level control structure, with competing 
goals determining transitions between major cycles is merely described above. But 
this highest level could also be modeled as production rules which “fire” opportun-
istically when their conditions are met, with a goal being more likely to dominate 
when the satisfaction level for its evaluation criteria is low. This would allow one 
to model the interruptions that allow another process to take over when a relevant 
schema is activated. In addition, processes that require more effort than other meth-
ods, could be weighted accordingly to reflect this cost.

Solutions that produce conflicts are tabled permanently unless further investiga-
tion does not yield any alternatives, in which case Tabled ideas can be returned 
(“back tracked”) to. It may also be possible that multiple mechanisms will have to 
be constructed by the investigator to explain a complex phenomenon. (In the future 
it may be fruitful to attempt to model the activity within each cycle as a production 
system, as we have outlined here for the highest-level control structure, to allow for 
further flexibility and interruptability.)

16.2.8 Comparison to Griffith Study

I am now in a position to summarize some of the differences between the computa-
tional model of Todd Griffith and the model developed here, as shown in Table 16.5

A major achievement of Griffith, Nersessian, and Goel is that they show that the 
modeling of a number of these processes can be done at a very high level of detail. 
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Table 16.5 Comparison between the computational model of Todd Griffith and the model 
developed here

Griffith’s computational view View developed in this book

Discusses analogies but does not discuss 
explanatory models as a special type of 
representation

Central distinction between expedient analogy 
and explanatory model projected into target

Transformations used to modify and improve 
analogous cases

Initial analogies always retrieved from memory

Transformations used to modify and improve 
analogous cases, but transformations are also 
used to generate initial analogies (Clement, 
1988) and to modify explanatory models; 
and sometimes to evaluate analogies

Source of transformations is a library of 
“generic” transformations

Source of transformations is a spectrum run-
ning from some transformations that are 
extremely generic (I call these spatial rea-
soning operations) to ones that are much 
more specific (I call these constructive trans-
formations)

Transformations can generate novel analogue 
cases

Transformations can generate novel analogue 
cases or novel explanatory models

Novel cases can activate as yet untapped prior 
knowledge schemas as resources

Novel cases can activate as yet untapped prior 
knowledge schemas as resources

Explains episodes of “analogy improvement” 
as driven by finding and reducing differ-
ences between current analogue and the 
target

Identification of problems during analogy 
evaluation or explanatory model evaluation 
can inform modification process leading to 
“improved” analogy or model

Analogies evaluated by comparing (mapping) 
discrete features to target and examining 
differences

Several imagery-based mechanisms for 
evaluating analogies, some of which may 
not depend on mapping discrete features 
(Chapter 17)

Several imagery-based methods for evaluating 
explanatory models

All analogue cases are considered as target cases 
(that can have analogies of their own) as well. 

An analogue case can itself be analyzed recur-
sively as a target, if the subject is unsatisfied 
with their understanding of the case

Access to generic scientific principles in LTM Access to generic scientific and mathematical 
schemas in LTM, as well as physical intui-
tions of at least modest generality

Final output is the identification of a “best” 
analogous case with the answer to the prob-
lem mapped as an inference from discrete 
symbolic relations in that case

Final output at the qualitative level is an elaborated 
visual schematic explanatory model. (In the 
present case of the spring, this means new 
forces, torques, and microscopic deformations 
projected into an image of the spring system.)

Also produces geometric and quantitative models
Solutions are grounded on discrete factual 

relations as “axioms”
Solutions are grounded on perceptual/motor 

schemas that embody physical intuitions as 
“axioms”

Procedural control structure Production-like control at top level; procedural 
net at mid level, but no commitment to latter 
as best model for control

Investigator’s model in detailed pseudocode Model identifies major subprocesses
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The opportunity in the present study is to develop models of other more elusive 
processes that must be given an initial description before refined models can be 
formulated.

16.2.9  Explaining Insight: Unpredictable Spontaneous 
Accessing of Subprocesses

16.2.9.1 “Cross talk” Between Cycles Via an Analogy

The three cycles in Fig. 16.4 are seen as generally operating independently and 
in the order shown, but there will be exceptions to this. I note first the possibility 
of a special kind of “cross talk” between the description and explanation cycles: 
sometimes an expedient analogy created within a description cycle can be a start-
ing point for constructing an explanatory model within the explanation cycle. 
This seems to have been the fate of the bending rod analogy in Chapter 14. For 
many subjects this was merely an expedient analogy. But in Chapter 14, it was 
eventually taken as a model of what was happening to elements of the spring 
wire and at that point became explanatory. (This model was then criticized and 
refined further so that “unbending” was the surviving model element in the final 
model.) Thus, an analogy that starts as an expedient analogy can sometimes grow 
in status to play the role of an explanatory analogy that provides ideas for con-
structing elements of an explanatory model. In this case then, the descriptive 
cycle I “fed an idea” to the explanatory modeling cycle II, as shown by the dotted 
line in Fig. 16.4.

16.2.9.2 Spontaneous and Opportunistic Insights can Arise from New 
Features Recognized in Thought Experiments

An attempt to evaluate the rod analogy via the bridging analogy of the hexago-
nal coil led to the sudden recognition of torsion in the coil in episode 11a in 
Chapter 14. Thus a thought experiment intended for one purpose can lead unexpectedly 
to the generation of a different model for a different purpose. As another exam-
ple, extreme stretching of a coil made of a flat horizontal ribbon (episode 14) 
was done to enhance the imagability of a twisting effect in the wire, and yet this 
led to the unexpected recognition of a component of stretching coming from 
unbending of the coils (episode 15a). The more general pattern is that a thought 
experiment designed for one purpose can sometimes end up serving a new 
unexpected purpose. This suggests that subjects can have multiple goals close 
at hand “in the wings” in a semiactive state, and that insights can occur oppor-
tunistically when an image created for one purpose brings to full activation one 
or more schemas that serve another purpose, interrupting the original activity. 



This is one of the implications of Fig. 15.3, which depicts the hypothesis that 
any untested thought experiment operating via imagistic simulation is “vola-
tile” in the sense that it can at times generate new image features and/or boost 
the activity of other schemas spontaneously and divergently (shown as a dotted 
line in Fig. 15.3). This effect will be revisited later in this chapter as an added 
way that evaluation processes can affect generation processes. Although Fig. 
16.3 is expressed as a procedural net for simplicity and transparency, such an 
effect could be modeled by using a production system architecture that handles 
multiple parallel goals competing for dominance and the possibility of interrup-
tions. In that view one would think of the model generation step in Fig. 16.3 
part IIA as “watching for” such new effects that might aid in model revision, 
even while the subject pursues other major processes.

In summary, this constitutes the explanation provided for the insight behaviors 
mentioned above, and the resulting overall pattern of punctuated evolution (evolu-
tion with an occasional mini-revolution) in the protocol. Some aspects of the order-
ing of subprocesses in Fig. 16.3 appear to be predictable, but other effects, such as 
the volatile secondary effects of imagistic simulations, are unpredictable and add 
divergence and goal shifts to the system.

16.2.10 Generality

A dimension not shown in Tables 16.3 and 16.4 is that of generality – whether the 
knowledge refers to a specific case or apparatus in the laboratory, or whether it 
has been generalized to a wider domain of cases. Cycles II and III in the theory 
of investigation processes in Fig. 16.3 incorporate a separate subprocess for mov-
ing toward a more general observation pattern or model, and these reflect, for 
example, places in the protocol where the subject makes generalizations from a 
specific part of the image of the system he is considering to other parts. Further 
increases in generality would occur if the subject were able to generalize to dif-
ferent types of springs (or say, types of gasses, for the elastic particle theory) by 
analyzing new data or making the model more schematic, but I have not collected 
data on this issue.

16.2.11 Levels of Explanation and Precision

The four types of resulting knowledge from the investigation shown in the cells in 
Tables 16.3 and 16.4 are abbreviated in Fig. 16.6. Downward arrows there mean 
“explains,” while rightward arrows mean “provides a foundation for.” In this sec-
tion, I make a number of conjectures that go beyond the data in the present work 
but that may be applicable to future research:
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● Inferences can take place in a downward direction from a prediction for any item 
in the upper row of Fig. 16.6 to a prediction for one below it. However, if we do 
this in a meaningful way for, say, mathematical model E

M
, it may be more appro-

priate to think of the prediction “originating in E
M

 and flowing through E
QL

 and 
O

QL
 to O

M
” as the basis for the inference of translating E

M
 at the models level 

into a prediction for O
M

 at the observational level.
● This same C-shaped path in reverse would appear to be very useful for the proc-

ess of explaining a quantitative data pattern O
M

, and in many cases may be the 
only route. For example, explaining measurements taken on gas compression 
experiments would comprise developing a qualitative model of the gas first 
before developing an explanation at the mathematical level.

In the present model, explanations generated at level I explain observations at 
level 0. A more complex version of the kinetic theory that adds another level of 
explanation depth and an intermediate level of precision (geometric precision) 
can be envisioned as shown in Fig. 16.7. level I of explanation for gasses simply 
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EQl

EM

OQl

Key:

EQl Qualitative Explanatory Model
EM Quantitative Explanatory Model
OQl Qualitative Observation Pattern
OM Quantitative Observation Pattern

Fig. 16.6 Basic dimensions of explanatory depth and mathematical precision in modeling
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G Geometric
M Quantitative

Fig. 16.7 Expanded dimensions of explanatory depth and mathematical precision in modeling



states that gas molecules each carry a certain amount of energy. Level II is also 
explanation, labeled E

D
 for “deeper explanation”; in this case, it would be a 

model of how a gas molecule can carry energy: translation, rotation, and “vibra-
tions” between bonded atoms. The intermediate level of descriptive precision 
shown with G subscripts in the figure is the geometric level, including considera-
tions of how molecules bounce at the wall, molecular geometry, etc. This leads to 
several more conjectures:

● Formation of a second level explanation is seen as essentially a Cycle II process; 
the deeper level II explanation should explain the level I explanation.

● Mathematization can again take place at this level (Cycle III process).
● An overall theme of Chapter 16 with regard to Fig. 16.7 is that the upward devel-

opment of the left-hand column provided an essential foundation for quantitative 
work. Only by doing a great deal of qualitative work on E

QL
 was the process able 

to progress to a deep mathematical model via E
G
 and E

M
.

● Empirical testing (or testing against an accepted model at a lower level of expla-
nation) can be called for in either Process II or III in Fig. 16.3. Whenever a new 
explanation is formed, if possible it should be tested for plausibility against 
knowledge from the item below it.

16.2.12 Limitations of the Model Presented

The basic pattern of generation, criticism, and revision as a cycle that can oper-
ate without new empirical input is portrayed by Lakatos (1976) in the context of 
the history of mathematics, and by Clement (1989b), Nersessian (1991), Holland 
et al. (1986), Falkenhainer (1990), and Darden (1991) among others in the con-
text of science. The more detailed description of investigation processes in this 
chapter concentrates on methods for which there is evidence in the present pro-
tocols. Some researchers have proposed additional investigation processes; see 
for example the lists of methods for theory development and modification com-
piled by Darden (1991) in the context of the history of genetics.

16.2.12.1 Positive and Negative Elements of the Model

The individual processes or “moves” in each small segment of the protocol 
described in Part I of this chapter, such as analogy evaluation or the running of a 
thought experiment, are “descriptive” of the thinking of these expert subjects rather 
than “prescriptive,” to the extent allowed by the data. The same cannot be said 
for the overall structure of the investigation process on a larger time scale shown 
in Fig. 16.3 however. That structure is a possible way to explain the rationally 
reconstructed protocol in this chapter, and as such it is prescriptive, idealistic, and 
probably overly procedural in character. As with any analogue model, this model 
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of cognitive processes has both positive and negative elements (Hesse, 1966). That 
is, there will be both similarities and differences between such a set of procedures 
and the cognition of scientists. Certainly the explicitness with which these proce-
dures are described as named algorithms with relatively well-defined control struc-
tures is not a property being ascribed to all of the subjects’ processes – i.e. we 
would not expect the subjects to be able to articulate all of these procedures as a 
plan. Thus, I do not claim that any subject necessarily had all of these top level pro-
cedures in mind as conscious and examinable entities. However, the explicitness of 
description and transparency of this theory makes it possible for us as investigators 
to make progress in modeling and communicating about the processes.

16.2.12.2 The Need for a Composite Model

A second problem is that no one subject gave evidence for all of these processes. 
Therefore an amalgamation of data from different subjects into a single protocol 
was used to promote the development of a fuller theory. This means that the overall 
process represented by the theory may be more extensive than that used by any one 
subject. However, it is possible that this gives it some value as a step toward a pre-
scriptive theory for use by scientists.

16.2.12.3 Hierarchical vs. Distributed Control

As in models in other sciences, there are also features for which we are currently 
uncertain as to whether they are representative of the thing being modeled – in 
this case human theory construction (Hesse, 1966). This last “neutral” category 
includes items such as whether the loops in the procedure are governed by an 
established (although possibly unarticulated) control structure or whether they 
are an emergent behavioral feature that is a spontaneous collective result of the 
activity of more autonomous cognitive structures. As it stands, the procedures are 
more loosely defined than most computer programs, with a multitude of proce-
dural (as opposed to logical) “or’s” indicating several alternative methods for 
accomplishing various goals. But scientists’ processes are probably even more 
loosely structured with respect to flow of control than is shown here, as is allowed 
in production systems. Further work attempting to recast the model as a produc-
tion system would allow for sudden shifts in goals in response to new develop-
ments, such as an opportunistic shift from description (or problem solving) to 
explanation goals (see Karmiloff Smith and Inhelder (1975) for a discussion of 
this phenomenon in 5-year-olds!) In the concluding chapter of this book I will 
argue that an intermediate level of partly centralized and partly decentralized 
control allows for interruptability and multiple methods of model generation and 
evaluation. This intermediate level of control will be seen as a key feature for 
fostering effective creativity.



However, actually building a running computer simulation of the Investigation 
Process specified in the theory would be quite difficult if not impossible at this time, 
given its fundamental reliance on presymbolic imagistic simulation processes. Rather 
than speculating on the exact nature of the control system and detailing every process 
to a runnable level, I have concentrated here on identifying specific presymbolic 
heuristics, while giving an initial description of a prescriptive goal structure that is 
compatible with the protocol data. Therefore it is important not to take the order of 
the steps in Fig. 16.3 too literally; subjects can be at different stages on different sub-
problems at a given time, e.g. they can alternate between developing the explanatory 
mechanism and increasing precision or pursuing other goals.

However, taken as a simplified model, the hope is that this description as a proce-
dural net provides a more transparent outline of a way to account for a number of fea-
tures of scientific inquiry, including the stages of model growth shown in Table 14.1. 
It also gives an explanation for how a wide variety of nonformal reasoning methods 
are used, and describes some of the generative and evaluative power of processes 
which use imagistic simulation. It represents an attempt to combine selective aspects 
of the computational and embodied paradigms in a composite model.

16.3 Mathematical Modeling Processes

I laid some groundwork for the analysis of mathematical modeling by analyzing non-
formal mathematical reasoning processes in external subjects in Chapter 11. The data 
on mathematical modeling in this chapter is less diverse and independent because it is 
based only on the author’s self-protocols on the spring problem. Nevertheless the pat-
terns of thinking show many correspondences to the qualitative work from other sub-
jects on the spring problem. A mathematical model is shown as a separate entity on 
upper right in Fig. 16.6. However, it is thought of as being built on top of the qualitative 
explanatory model. It starts from a schematic qualitative simplified picture or diagram 
of an explanatory model that can be drawn as an external diagram but that can also be 
represented internally as an image (or at least parts of it can at any one time). As part 
of the diagram is assimilated to a more precise geometric schema, it becomes a geomet-
ric model. Then as quantitative relationships are connected to these from one’s store-
house of standard quantitative and algebraic schemas, it can become a quantitative 
model. (For some situations, such as word problems, this can happen without a geomet-
ric step in the middle.)

16.3.1 Cycle III: Mathematical Modeling

The process of mathematical modeling as depicted in Figs. 16.3 and 16.4 begins by 
looking for simplifying partitions and symmetries in the system, using analogies 
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and other heuristics as needed, e.g. to pin down variables that remain the same 
throughout the spring. The Mathematization Process then attempts to apply stand-
ard mathematical schemas to describe static and dynamic relationships in the causal 
explanatory model, first at a geometric level, and then at a quantitative level. This 
is achieved by looking first for standard matches to standard objects, e.g. C = 2πr
for the circle of wire, and by making simplifying assumptions if helpful to facilitate 
matches for less familiar objects or relations, for example, a slightly helical spring 
coil can be treated as a circle with break. These assimilative matches are assumed 
to be primarily visual ones. Correcting adjustments can be added to these approxi-
mations later if necessary.

A false solution was generated early on in episode 16 by applying the torque 
schema lever arm to the wrong part of the coil. This episode exposed the impor-
tance of imagistic alignment of a schema like torque with the situation to which it 
is being applied. Imagistic alignment appears to be as important for quantitative 
modeling as for qualitative modeling. Imagistic alignment analogies can be used as 
an important tool for this alignment task.

16.3.1.1 Evaluating a Mathematical Model by Running It

Here one might ask what it means to run a mathematical model, and whether one 
can evaluate a mathematical model by running it. In the geometric case an example is 
the “opening the clam” diagram in Fig. 14.13a with a softened segment at w. The 
investigator envisions that as the vertical distance between a and b is increased, 
the angle theta will increase proportionately (for small angles). This relation can be 
expressed mathematically, leading to a mathematical description for the relation 
between stretching, s and twist in a segment, theta. It therefore qualifies as running 
mathematical model in the sense of coordinating two motions known to be related 
mathematically.

However, by running this model the subject also evaluates it, because he or she 
sees a discrepancy with an earlier assumption, namely that the orientation of ele-
ments of the wire is going to remain horizontal. At point < a > the orientation is no 
longer horizontal, as shown by the “handle” there, so something is wrong with the 
model and it must be amended in Fig. 14.13b. Thus, by paying attention to features 
at a geometric level of detail (angles, horizontality), the subject is able to evaluate 
the plausibility of a mathematical model by running it.

Other ways that a mathematical model can be evaluated are via mathemati-
cal Gedanken experiments (described below) or empirical testing if that had 
been available. There is less independent evidence here than in the qualita-
tive episodes with external subjects, but most of the mathematical processes 
above are conceived of as involving imagery, because for one they appear to 
involve projecting movement into diagrams. This extends the imagery-based 
theme to the mathematical domain. In the next section, I elaborate on the 
plausibility of thought experiments being involved in many of the processes of 
mathematical modeling.



16.3.2 Untested Thought Experiments at Higher Levels 
of Precision than Qualitative Modeling

In addition to their import in developing qualitative models, untested thought 
experiments can contribute to the refinement of a model to reach higher levels of 
precision than the qualitative level. Consider the following examples:

16.3.2.1 Determining Significant and Insignificant Effects

Thought experiments were used to determine the relative sizes and insignificance 
of the unbending and tension effects kinesthetically (in episodes 15b, 15c). I inter-
pret this as running different explanatory models in thought experiments to com-
pare the relative sizes of their effects. However it is somewhat controversial 
whether to count this kind of comparison as a “higher level of precision than the 
qualitative level.”

16.3.2.2 Determining the Form of a Mathematical Model

1. Determining the linearity of a mathematical relationship between twisting and 
length by imagining adding the twists of two identical coupled twisting rods in 
series (episode 25). I interpret this as a prediction from a compound imagistic 
simulation for twisting and symmetry to predict equal contributions in the same 
direction, assimilated by a mathematical schema for adding angles.

2. Developing a mathematical model by calculating the amount of twisting in a 
coil by using the “frozen handles” techniques in Fig. 14.13 (episode 28). 
There the softening technique allows the generation of the quantity of twisting 
introduced by a given stretch within a familiar geometry. I classify this as a 
simpler equivalent imagery alignment analogy which uses imagery enhance-
ment techniques to partition the stretching action into two pieces runnable as 
a thought experiment and “measurable” via the application of metric geome-
try principles.

16.3.2.3 Mathematical Gedanken Experiments

Finally, the use of a mathematical evaluative Gedanken experiment was described 
in episode 32 which tests the final equation in the solution against an extreme case 
like the spring with a coil width of zero. This is a special kind of thought experi-
ment and has the same logic as the qualitative Gedanken experiment shown in 
Fig. 15.6 part 4. A prediction of the model is compared to a prediction from an 
independent source for a specially designed case, here an extreme case where the 
prediction could be made from an imagistic simulation.
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All of the cases discussed in this short section on higher levels of precision still 
appear to rely on untested thought experiments. In examining the cases, they appear 
to exemplify most of the elements in Fig. 15.6, only now they are at a higher level 
of precision than the qualitative level; they are moving toward a mathematical level 
of precision. This suggests that each mode of reasoning in that figure can take place 
not only at the qualitative level but at higher levels of precision as well. I conclude 
that untested thought experiments can be involved in a variety of ways in mathe-
matical as well as qualitative modeling.

16.3.3 Mathematics and Explanation

The relationship between explanation and mathematics is vexed, and I have only 
scratched the surface of it in this document. However, I will provide some con-
jectures about the connection. The scientific principle of torque schema used here 
in the solution is both scientific and mathematical – it is both a qualitative/causal 
model and the geometric and mathematical details connected to that qualitative 
model. However, such schema assemblies do not in general contain sufficient 
knowledge about how to apply them to a novel problem, as was illustrated by the 
misapplication of this schema in episode 16. The hope of applying a mathema-
tized science schema like torque may be an incentive for the subject to add re-
aligned, connective precision to the model during the course of the protocol, in 
order to see how to apply the schema. As a mathematical schema is activated as 
possibly applicable, it can motivate simplifying modifications in the qualitative 
model, such as being sure to apply force at the center axis of the spring so that 
torque is the same everywhere. Thus  the goal of applying an existing physico-
mathematical principle can push qualitative modeling in fruitful directions. In 
this sense, the mathematical schema and qualitative model can “move toward 
each other”. This is a different view than saying that a given qualitative model is 
simply “re-represented in”  mathematical terms. A mathematical model results as 
mathematical schemas are accessed, selected, and aligned but also as the qualita-
tive model is realigned, simplified, or sharpened. This may be a more accurate 
picture than simply saying that the qualitative model is “translated” into a mathe-
matical one.

This allows one to revisit the theme developed in Chapter 14 concerning the 
existence of a gradual transition rather than a sharp line between qualitative and 
quantitative modeling. It was not the case that mathematical modeling simply 
consisted of applying equations. The initial stages of building toward a quanti-
tative work model involved an intense focus on expanding the imagery of the 
qualitative model. That is, additional qualitative, geometric, and eventually 
quantitative precision was added to existing qualitative model simulation ele-
ments. For example, features of lever arms that twist a segment of the coil were 
described in increasing precision: exact location of the lever arm, presence and 
direction of movement, geometric trajectory of movement, and finally measurable 



displacement and angular displacements generated by the movement. In this 
enterprise, expanded precision in imagery to a geometric/mathematical level 
appeared to be at least as important as increased precision in linguistic or 
mathematical-symbolic description.

The present theory generates questions for future research. In the present theory, 
scientific schemas are applied or invented qualitatively in the explanation cycle, 
whereas quantitative, geometric, and descriptive/observational schemas are applied 
in the mathematization cycle. But if qualitative explanations and mathematical 
descriptions are developed in separate processes, how then do mathematically
based explanations occur, such as explaining the difference between a nuclear reac-
tor with an unstable vs stable design? I would hypothesize that neither mathematics 
nor science can do this alone, and that it is the qualitative model, enriched with 
mathematical schemas to give descriptions of the relations at a mathematical level 
of precision, that is able to provide a meaningful and satisfying explanation of say, 
why a reactor can be stable. In other words it is a combination of explanatory and 
descriptive processes, using both scientific and mathematical schemas, that pro-
duces the explanation at this level of detail. Indeed it is a strong test for a qualitative 
model, if increasing its precision via the mathematization cycle to a mathematical 
level, while independently increasing the precision at which observations are gath-
ered to a mathematical level, (both horizontal motions to the right in Fig. 16.7) 
leads to two sets of mathematical conclusions that match within an expected range 
of error.

I have only begun to analyze the nature and construction of mathematical models 
in this book. Their full analysis must await further research, but the present analysis 
illustrates their connection to and grounding in qualitative models and imagistic, non-
formal reasoning methods. Overall, I am surprised at the voluminous amount of quali-
tative preparation that it took to understand the spring at a level that could be finally 
quantified in an equation. This reinforces the importance of qualitative analysis, and 
illustrates how it can support, and be tightly coupled to, quantitative analysis.

16.4 Abduction II: How Evaluation Processes Complement 
Generative Abduction

Although each of the three major subprocess in the investigation process in Fig. 16.4 
are important in their own right, in the protocols analyzed here the process of 
explanatory model construction in cycle II is the one most responsible for Aha 
phenomena and scientific insights or breakthroughs. I will spend the rest of this 
chapter attempting to further unpack its subprocesses, starting by returning to the 
process of generative abduction. In this section, I reexamine the concept of genera-
tive abduction and discuss how even though it is a relatively weak strategy, it is 
complemented by evaluation processes that can make it powerful. I also discuss the 
question of the degree of divergence in abductive processes that might be most 
effective, and how that might be achieved.
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16.4.1 Multiple Sources of Ideas and Constraints 
for the Generative Abduction Process

As discussed earlier, Fig. 16.1 contrasts generative abduction in the third column 
schematically to deduction and induction by enumeration in the first two columns. 
In the fourth column it depicts the process of Abduction in the Broad Sense which 
includes evaluation and revision cycles and a consequent evolution of the model. 
The term “generative abduction” as used here is still rather broad even though it is 
narrower than “abduction”; as it stands the concept does not specify a precise 
mechanism for generating models. I think it is still useful, however, to keep the term 
until we have a consensus on such a mechanism. It is associated here with a proba-
ble set of functions and features that such a mechanism will have to satisfy.

In Fig. 16.8, I take the next step in making these functions more explicit. It is 
based on the simpler but very important pattern of model evolution shown on the 
right-hand side of Fig. 16.1 with inputs to the evolving model from both observa-
tions “from below” and prior knowledge schemas “from above.” Figure 16.8 shows 
the flow of information over time for a pass through the explanation cycle II (in Fig. 
16.4), with the basic alternation between model generation (or revision) and evalu-
ation processes during the construction of an explanatory model. Generative 
abduction is modeled in Fig. 16.8 by the processes within the dotted box. Multiple 
sources of constraints on the model revision process are shown, including known 
structural and behavioral characteristics of the target system, one’s general theoreti-
cal framework, and input from the most recent evaluation of the last iteration of the 
model. Which of these multiple constraints is actually kept in mind during a genera-
tive abduction as opposed to being examined during a later evaluation phase is a 
question for further research and may in fact vary from case to case.

The figure helps clarify the two concepts of abduction proposed; the evaluation 
process is not considered a part of the generative abduction process, but it is con-
sidered a part of abductive model evolution in the large sense. Generative abduction 
in the narrow sense then refers here to the process that drives a single act of model 
generation or revision. Hypothesized subprocesses involved in generative abduction 
are shown in procedure IIA in Fig. 16.3. An abduction may be “fed” directly by a 
prior knowledge schema. Analogies can play different roles within the generative 
process: providing concrete elements, activating schemas, aiding in the application 
of schemas.

16.4.2 Model Evaluation can Provide Inputs 
to the Next Abduction Cycle

A more traditional view of model evaluation focuses on the empirical testing of the 
model. But here, running the model on the target in an imagistic simulation is 
thought of as the first means of evaluating a new or revised model for adequacy in 
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providing a viable mechanism that can produce the behavior of the target. The sub-
ject can also proceed to use other more detailed criteria for evaluation, as indicated 
in procedure IIB in Fig. 16.3. Empirical contributions are shown in the bottom row 
of Fig. 16.8 as an indication of their potential contribution, but since there were 
virtually no empirical inputs in the protocols they are shown in parentheses. 
Although exploratory field observations and case studies are shown here as prima-
rily contributing constraints and material to be explained by model generation and 
revision, they can also provide data for model evaluation.

Figure 16.8 also captures the idea of informed revisions: first, there is an arrow 
from evaluation to model modification indicating that criticisms of the old model 
are to be addressed as new constraints in producing a modified model. This makes 
them “intelligent” revisions that contrast with a pure “series of random guesses” 
process such as that used in a simple model of biological evolution. For example, 
when the initial bending model was applied to the spring, I hypothesized that the 
increasing slope idea emerged from running the bending idea while applying it to 
the spring in an imagistic simulation. This generated a new conflict relation and 
constraint on the model – that the model could not include bending – which needed 
to be resolved via model modification. Secondly, it brought to the foreground the 
issue that the target (spring) obeyed the constraint of having coil separations 
equally spaced apart. The latter restriction is shown as a second arrow from new 
observations to known constraints on system behavior in Fig. 16.8. Tracking of 
constraints on target behavior and observations of it takes place at the bottom of the 
figure, while tracking of constraints on the model and simulations of its behavior 
take place across the middle of the figure. Thus running the model on the target can 
be a powerful initial evaluation strategy for generating constraints on both the 
model and the target. In a study of student responses to anomalous data, Chinn and 
Brewer (1998) identified certain students who did not treat anomalies as something 
needing to be explained. Thus one cannot take this “passing of criticisms back to 
the abduction process” for granted and this serves to highlight it as a skill.

This figure also indicates that model evaluation can provide inputs to the next 
abduction cycle, not just in the form of constraints, but as a way of activating new 
ideas. That is, evaluation can play a role in generation or revision! When a model 
is run on the target, this simulation can trigger a variety of other processes, as indi-
cated in Fig. 15.3, some of which can suggest new ideas. An example of this was 
the evaluation of the twisting model via stretching a circular ribbon in episode 14. 
Imagining the ribbon fully stretched in the vertical direction was originally intended 
only as an evaluation that would allow one to “see” twisting in the spring. But it 
triggered two ideas for model revision in episode 15, “unbending,” and extension 
of the wire in the spring, as new ideas for sources of stretch.

As another example, if one considers the initial generation of the hexagonal coil 
as part of an attempt to evaluate the bending model of the spring, then its role in 
triggering the recognition of twisting is also an example of how an evaluation proc-
ess can trigger a new idea for the next round of model modification. Thus it appears 
that because the imagistic simulations that are used in model evaluation are volatile 
processes, model evaluation can trigger new ideas for model revision.



Thus we have the possibility of a doubly effective intelligent modification 
process, not just because a criticism of the old model is taken into account, but 
because evaluation processes can trigger new ideas for modification. Although 
the latter are heuristic strategies that are not guaranteed to work, this is still a 
sense in which the GEM cycle is “doubly intelligent” in contrast to a blind evolu-
tion strategy. Overall, this dialectic alternation between generation and evaluation 
is still at bottom a “guess and test” process, but what makes it a very sophisticated 
one is: the multiple sources of suggestion for generation; the tracking of multiple 
constraints on generation; plus the multiple criteria and means for evaluation as 
in Fig. 16.8.

Some aspects of this analysis are rooted in those of Clement (1989b) and 
inspired by Nersessian’s (1991) insightful work on model development in the case 
of James Maxwell and his process of developing electromagnetic field theory. 
These  aspects include model revision, multiple contributing analogies, and novel 
thought experiments. Nersessian also hypothesized developing multiple constraints 
on the model and target. Here, in addition to these features, an attempt is made with 
the help of Fig. 16.8 to present as transparent a picture as possible of the model 
construction process – one that separates processes, structures, and labeled infor-
mation flows between them. Other additions on the generative side are to: separate 
out two uses of the term abduction, at least three roles of analogy, and the important 
role of constructive transformations in model modification. On the evaluative side 
the contribution attempted is to delineate: the central evaluative process of running 
the model on the target, a separate role for evaluative Gedanken experiments, and, 
in addition to these basic strategies for attaining explanatory plausibility, the possi-
ble activation effects from running simulations, and a separate process of evaluation 
with respect to more esoteric criteria for scientific models.

16.4.3 Role of Transformations in Model Modification

A number of examples of constructive spatial transformations being used to generate 
analogies and extreme cases were provided in the protocols in Chapters 6 and 14 (e.
g. transforms rod into a polygonal spring in episode 10b in Chapter 14; transforms 
the circular coil by “softening” part of it and “hardening” other parts to form a close 
analogous case in episode 17; transforms spring to a case with extremely narrow coils 
in episode 6). These examples prefigure the idea that constructive spatial transforma-
tions are also an obvious candidate for a model modification process during abduc-
tion in the form of changes in an element of a model or the shape of an element. We 
saw the model of twisting in the spring change subtly from twisting in an element due 
to torsion forces applied by adjacent segments as lever arms, then whole quarter or 
half sides of the coil acting as lever arms, and finally “handles” from the middle of 
the spring coil acting as lever arms. We can think of these as small constructive trans-
formations in the model that produce model modification. They appear in step IIA1d 
of the model construction process in Fig. 16.3, part II.
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In summary, any particular instance of abductive model modification might then 
occur by any of several mechanisms: accessing and adding an element from a prior 
knowledge schema directly by association and adding it to the model, doing this 
via a provocative analogous or extreme case, or changing some aspect of the model via
a constructive spatial transformation.

16.4.4 Distinctions Between Constructive Transformations, 
Running a Schema in an Imagistic Simulation, and Basic 
Spatial Reasoning Operators

I will maintain a general distinction between running a schema that is able to simu-
late the behavior of an object or system (such as the twisting schema), and con-
structive transformations that are actions which form, or modify, a new object or 
system (such as forming/adding the “handle” gc in Fig. 14.9c or “softening” the 
segment w to make the twisting effect macroscopic and imaginable). The distinc-
tion between constructive transformations and the process of running a schema in 
an imagistic simulation can also be seen by means of Fig. 15.3. Constructive trans-
formations are not shown in that figure because they are used to construct models 
or cases, not to run them. It makes sense that the activity of domain specific sche-
mas (such as torque or acceleration) would be more involved in running a model, 
whereas more general constructive transformations for fabricating, assembling, and 
modifying objects would be more involved in generating or revising a model. This 
corresponds to the form of Fig. 16.8, where revising the model ordinarily involves 
a constructive transformation, whereas running the current model (an assembly of 
schemas) to evaluate it does not.

More formally, I refer to an imagistic simulation when, given a fixed system 
with certain variable features, the subject applies one or more schemas to the sys-
tem to simulate autonomous operation of the system, leading to a prediction about 
the system’s behavior. The latter operation may be represented by the subject ana-
logically by thinking of physically acting on the system. This means that construc-
tive transformations and imagistic simulations can be partially similar in that they can 
both utilize action schemas. However, the purposes of these two processes are dif-
ferent. In a constructive transformation, the goal is to produce a new (improved) 
case or model. In an imagistic simulation the goal is to produce a prediction from 
an existing case or model.

16.4.4.1 Spatial Reasoning vs. Constructive Transformations

I should also clarify another potentially confusing issue around various uses of 
the term “transformation.” Minor perceptual operators such as zooming, and 
rotating are also sometimes referred to as transformations. In models of thinking 



that involve imagery, such spatial reasoning operations are used so ubiquitously 
that to analyze them here would take one to a much finer level of detail than that 
of the main focus of this book. The transformations under analysis here are usu-
ally more specialized constructive ones involved in generating models (or anal-
ogies, or extreme cases), e.g. joining, cutting, deforming objects. Therefore 
when I use the unmodified term “transformation” or “spatial transformation” in 
this book I am in general referring to such constructive transformations, as 
shown in Table 16.6. When I use the term “spatial reasoning” this refers to the 
more ubiquitous basic perceptual operations such as rotating and zooming. Thus 
it is useful to distinguish basic spatial reasoning operators from both construc-
tive transformations and the process of running a schema in an imagistic 
simulation.

16.4.5 Coherence and Competition Between Models

A feature not shown in Fig. 16.8 is that the subject developed several competing 
models of the spring and weighed them against each other, such as the simple bend-
ing vs. twisting models of the spring. There were many possible coherence or 
dissonance relations between each model and various constraints: the subjects prior 
experience, intuitions, and other physics knowledge, in addition to the other criteria 
for evaluating scientific models listed above. This means that deciding between two 
or more competing models is a multi faceted task involving many weighted factors. 
This can be considered a third-, higher-order subprocess of abduction. Therefore, 
in addition to the process for developing generating and improving a single model 
shown in Fig. 16.8, one needs a larger “meta-evaluation” process that compares 
competing models (abduction to the best explanation), and this was modeled in Fig. 16.3
as the last process in the explanation cycle (Section II-E). Chapter 18 will discuss 
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Table 16.6 Some processes involved in thinking via dynamic imagery

Running a model or schema in an imagistic simulation
Schema generates a predictive simulation, such as: applying torque, acceleration of a car, 
rolling a ball

Constructive spatial transformations
Such as cutting, deforming, or reshaping an object, joining multiple objects – involved in 
constructing models, analogous cases, Gedanken experiments, or extreme cases

Basic spatial reasoning
General visual operations, e.g. zooming, scanning for features
Comparing size, shape, color, distance
Imagining basic manipulations for arranging object positions, e.g. rotating, moving, rear-

ranging, stacking, nesting, abutting, aligning, etc. and inferring the resulting new spatial 
relationships
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multiple criteria for evaluating and comparing scientific models based on the work 
of Darden (1991), Kuhn (1977b) and others. Thagard (1989) has examined one aspect 
of this problem by exploring various parallel algorithms for computing complex 
networks of coherence relations that “settle” on a dominant model.

16.5 Seeking an Optimal Level of Divergence

16.5.1 The Problem of Accessing Relevant Prior Knowledge: 
An Ill-structured Problem

The most “standard” method for solving a problem or giving an explanation in science
is to activate relevant schemas or principles by learned rules of relevance. This is 
not possible however for unfamiliar cases for which there are no familiar rules. In 
the spring problem, subjects quickly ran out of direct associations to traditionally 
relevant principles, and that method failed, leaving the subject with no “standard” 
moves to make.

Thus the model construction problem as characterized here is inherently ill-
formed in that one is not just finding a strategy for ordering a given set of 
moves, rather one has to first find or invent the relevant states and operators or 
“moves of the game” themselves. In this situation it is not clear what prior 
knowledge may be relevant – any prior knowledge schema that is used is likely 
to be outside of its normal domain of application so that normal routes to acti-
vating such a schema will not be present. This means that the process of abduc-
tive model generation needs to be a divergent and creative one. On the other 
hand, it should also be one that does not violate too many of the constraints on 
the problem so as to retain relevance. This is the problem of accessing relevant 
prior knowledge creatively in order to construct explanations and predictions 
for a new situation.

Classical problem solving theory deals with how to order moves within a fixed 
problem representation or problem space – a fixed set of goals, operators and pos-
sible states. Here, however, each time a new analogy or schema is activated, one has 
changed the problem space. Thus we are dealing with cognition that is not working 
within a fixed problem space; in fact, the task itself – explanation – would seem to 
be to invent a new problem space in the form of a new representation (a model) for 
solving prediction problems.

There are additional sources of difficulty in creative model construction:

– The sheer difficulty of homing in on a key variable among innumerable 
possibilities.

–  As discussed earlier, an Einstellung effect can heighten the access problem by keep-
ing the subject locked into a limiting view of the problem. This can be caused 
by the coherence of a previously developed view.



– The problem can be heightened further if the subject is using a persistent 
misconception he or she feels confident in. The extreme version of this problem 
is the problem of breaking out of a scientific paradigm.

Thus the problem of creative model construction is inherently ill-structured and 
requires the use of divergent methods.

16.5.2 Need for an Effective Middle Road with Respect 
to Creative Divergence

Now I want to summarize the advantages and disadvantages of the generative 
abduction process and argue that it needs to be one of moderate rather than extreme 
divergence. One advantage of having an abductive generation process is that it is 
more divergent than induction by enumeration of a pattern in the phenomena – one 
can create models of invisible mechanisms that are not visible in any pattern of 
phenomena. To do this however means that some of the ideas for an explanatory 
mechanism must come from a prior knowledge source other than the target phe-
nomena (although any such mechanism must fit the constraint of explaining the 
phenomena).

The factors above provide important motives for model generation processes to 
be abductive at least part of the time and allow for divergent and creative generation 
of model elements. I will discuss a number of possible subprocesses that could have 
served this purpose in the present protocols.

16.5.3 Analogies and Extreme Cases Appear to be a Fruitful 
Source of Divergence

One of the positive roles analogies and extreme cases can play is to help a subject 
break out of an Einstellung pattern. In Chapters 6–7, I mentioned the paradox that an 
analogy appears to take the subject away from the problem at hand – how can one 
move closer to a solution by moving away from the problem? However, when one is 
stuck in an Einstellung pattern, moving away from the current context may be just 
what is needed. Extreme cases and analogies appear to be useful in this way. This was 
seen in the discovery of “unbending” in the extreme case of the drastically stretched 
spring in episode 15a. It was also seen in the case of the hexagon analogy that triggered 
the torsion idea. These examples suggest that analogies and extreme cases may be 
effective methods for stimulating the discovery of new variables. However, their suc-
cessful use may depend on generating analogies that are not too different from the 
target. The question remains as to how an analogy might be any better for this purpose 
than free association.
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16.5.4 Dangers of Divergence: The Need for Optimal Divergence

In fact, some analogies are too divergent. Several different analogies can be gener-
ated for the same target. The volatility of imagistic simulations adds to this com-
plexity. The generation of a new analogous case may activate one or more new 
schemas; when the schema is run, it may in turn suggest other schemas, analogies, 
or dissonances. A combinatorial explosion of ideas to pursue is possible. There is 
a premium on useful ideas, not just quantity of ideas. There is a question of just how 
far away from the original target one wants to wander, in order to stimulate ideas 
that are actually useful. So the idea of “optimal,” or “contained” divergence may be 
a useful concept for thinking about scientific discovery, and possibly for use by 
problem solvers as a heuristic.

16.5.5 Some Methods for Reducing Einstellung 
Effects Via “Contained” Divergence

I will discuss several methods for reducing Einstellung effects while maintaining 
one’s focus on ideas that are relevant to the problem. (Starred items below indicate 
those items for which there is evidence in the present data from one or more inter-
viewed external subjects.)

16.5.5.1 Social Processes for Reducing Einstellung Effects

The social processes described by Dunbar (1997) and others may serve to 
enhance model construction by reducing Einstellung effects through individual 
differences in approach. They may also amplify the evaluation and modification 
processes that have been described here. Social processes go beyond the scope 
of this book, but are of obvious potential importance. Here I will concentrate 
on aspects of individual thinking that may help lead to optimal forms of 
divergence. 

16.5.5.2 *Model Evolution Via Evaluation and Modification 
is a Convergent Influence

As discussed earlier, one answer to the problem of excessive divergence is the 
“intelligent evolution” pattern of a cycle of evaluation and modification where 
faults are targeted for revision and new constraints are passed forward to the next 
cycle of revision. This serves as one convergent influence to compensate for crea-
tive processes that are overly divergent.



16.5.5.3 *Imagery May Support Modification Under Multiple Constraints

One of the advantages of imagery is as a way of representing multiple constraints 
simultaneously as a context for the above modification processes. If abductive 
model modification is achieved via a creative transformation under multiple 
constraints, then this advantage would be a very important kind of constrained 
divergence.

16.5.5.4 *Analogies May Foster Contained Divergence: Analogies 
are a Conservative Strategy in Two Ways

First, because an analogy by definition seeks a case that is structurally similar to as 
well as different from the target problem, this gives it the potential to be optimally 
divergent in the above way. However, far analogies may often be too divergent to be 
relevant. Since the torsion breakthrough occurred in an analogous case generated by 
a “close” transformation of the original target problem, this raises the question as to 
whether that kind of close analogy might be optimally divergent in the sense that it is 
particularly effective for generating insights. A close analogy might be more likely to 
be effective than a far analogy to a remote context because with the far analogy the 
chances are good that there might not be enough overlap between the systems to 
allow for transfer. That is one reason why I have shied away from the classical defini-
tion of analogy (cases that share higher order relations but few surface features) which 
seems to exclude near analogies where only one feature may be changed. I will exam-
ine this issue further in the section on divergence modulation below.

16.5.5.5 *Extreme Cases

These are often generated by changing only the value of a variable in the target 
problem, and are therefore arguably even closer to the original problem than an 
analogy. This does not guarantee relevance to the target problem but it should make 
it likely. Extreme cases may therefore have a fairly good chance of being optimally
divergent, and since they are easy to generate, I give them a high recommendation 
as a general heuristic, along with close analogies. The power of extreme cases to 
encourage students to see new variables (not just to resolve the influence of a 
known variable) has been documented by Zietsman and Clement (1997).

16.5.5.6 *Perceptual Activation as a Useful Alternative 
to Verbal Association

It is also possible that schema activation mechanisms that depend on perceptual 
mechanisms are an important alternative to verbal associations, and that these can 
be triggered by concrete analogous or extreme cases. Such perceptual activations 
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might be especially important when there are spatial constraints such as shape or 
size to be conserved. This was most likely the mechanism leading to the critical 
activation of the torsion schema in episode 11a.

In summary analogies and extreme cases may have the potential to inject a “con-
tained” or focused level of divergence into the construction process. More detailed 
strategies for fostering this are discussed below.

16.5.6 Mechanisms for Modulating Divergence

16.5.6.1 *Temperature Control

An interesting question arises as to whether subjects can control or modulate the 
level of divergence in their thinking. Mitchell and Hofstadter (1989) proposed a 
mechanism of “temperature control” in their simulations of analogy use whereby 
the degree of similarity required to activate an analogous case could be changed for 
different stages in problem solving. It makes sense that strong divergence is more 
important at the beginning of a problem. This suggests an investigator who is very 
divergent at the beginning of an investigation when he has little to go on, then less 
divergent later once a viable direction for modeling has been found. The protocol 
in Chapter 14 appears to mimic this pattern to some extent, and so specific elements 
were placed in the process model to model this strategy. It also makes sense to 
increase divergence when one feels “stuck” in a fruitless approach; e.g. some evi-
dence can be found for this in Chapter 6, transcript line 57.

16.5.6.2 *Conserving Transformations of the Target Situation, 
were Effective Triggers for New Ideas in the Protocol

Mitchell and Hofstadter’s method above appears to rely on analogies generated in a tra-
ditional manner via an association. Another possible strategy for modulating divergence 
is to use other methods for analogy generation. The strategy of creating an analogy via 
a transformation of the target case, if limited to transforming a small number of features, 
would appear to be a natural way to generate “close” analogies, with a small amount of 
divergence. For example, one could pick one or more factors deemed central as ones 
that should be conserved, then try transformations on other factors in order to retain 
essential problem constraints. Many of the analogies in Chapter 3 that were generated 
via a transformation are possible examples of this strategy.

16.5.6.3 *Constrained Analogy Generation

On occasion, there was some evidence in the transcripts that a subject was attempt-
ing to generate analogies via association within particular constraints. For example, 



just prior to generating the hexagonal coil, the subject says: “What else could I use 
that stretches, instead of a spring?” indicating that he is constraining his search to 
include only cases with stretching as a property.

16.5.6.4 *Bridging Analogies May Further Optimize Divergence

The hexagonal coil seems to have been intended as a bridging analogy for eval-
uating the earlier analogy to bending. The bridging nature of this analogy may 
be relevant also within the context of optimizing divergence. A bridging anal-
ogy is an attempt to find a case that splits the distance between an analogous 
case and the target with respect to similarity. The bending rod analogy had 
proven to be too “far” (as indicated by the anomalies the bending schema was 
generating when used within the spring model), and the hexagon as a bridge is 
somewhat “closer” to the target of the circular coil. Therefore it may have 
reduced the divergence of the case enough to be more relevant, but still capable 
of activating a different schema than had been used up to that point. The hexa-
gon case is just different enough to trigger a new schema; but not so different 
as to have a mechanism fundamentally different from that of the spring, as did 
the bending rod. The bridging case thus may have acted to “fine tune” the 
degree of divergence or “distance” of the analogy, to optimize its chances for 
triggering an important idea. Bridging analogies were discussed in Chapters 4 
and 6 as a strategy for evaluating the validity of a previous analogy (that func-
tion fits other protocol evidence, as was seen in the case of the “wheel problem” 
in Chapter 4). By contrast this newly identified role involves the generation of 
a new “improved” and more provocative or fruitful analogy and appears to be a 
second possible purpose for bridging analogies. I call this type of bridging anal-
ogy a “provocative bridging analogy.” By having the effect of modulating diver-
gence strategically, a provocative bridging case may increase the chances that a 
relevant schema for model construction will be activated. This constitutes the 
most fully developed model that will be discussed in this book of a mechanism 
by which the torsion insight occurred.

16.5.6.5 *Analogical Transformations can be Specialized Further 
to Modulate Divergence

In the model in Fig. 16.3, analogies can be generated with different levels of diver-
gence. For example, in episode 17a the subject uses the small transformation of a 
“softened segment” to align the twisting idea with the coil. And in the later quanti-
tative parts or stages of the solution, the subject uses specialized analogies in the 
form of target transformations that are very close to the target (such as the “frozen 
handles” transformation in episode 28), presumably so as not to destroy its fine 
structure. I hypothesized details in the mathematization cycle in Fig. 16.3 step 
IIIA2b as follows:
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b-Imagistic alignment analogy: Transform system containing R via a transformation 
thought to be conserving (or reversible) into an analogous system that is simpler or more 
compatible with existing mathematical schemas, so that the imagery and features of the 
target and the mathematical schema can be aligned correctly.

1.  As precision levels become higher, use less drastic transformations so that they conserve 
relations at the higher level of precision. Make minor transformations of system to 
 exaggerate independence of or increase imagibility of parts or changes in order to envision 
alignment of mathematical schemas to each part.

2.  For quantitative relationships, this means transforming the system containing R via a 
conserving transformation that (1) isolates a subsystem so that the relation between its 
inputs and outputs and its approximately independent contribution to the overall phe-
nomenon can be calculated; or (2) makes it easier to apply standard quantitative  mathematical 
schemas.

Thus an imagery alignment analogy is one that aids in determining how to imagisti-
cally align features of an explanatory model, source analogue, scientific principle, 
mathematical schema, or target in a more precise way. The latter heuristic is a spe-
cialized analogy that uses a very small transformation assumed to be conserving in 
order to establish equivalencies and make it more possible for schemas – in this 
case a mathematical schema – to assimilate and apply to the situation. The trans-
formations used are thus modulated so as not to distort the system at the particular 
level of precision being described. For example, only affine transformations would 
be used if it is important at one stage to preserve proportional relationships between 
parts of the model. The above references to modulating the degree or “drasticness” 
of divergent processes raise the interesting question of whether the idea of tempera-
ture control could be applied to perceptual association mechanisms as well, 
depending on the level of development of and confidence in the current model.

16.5.7 Summary for Section on Divergence

I concluded that divergence could be produced intentionally, as in “brainstorming” 
by free association, but that it is also produced unintentionally by the naturalness 
of association processes and in particular by the volatility of imagistic simulation 
processes that activate other schemas. However, I have also hypothesized several 
methods for containing or even modulating the divergence of methods to a level 
appropriate to each stage in the solution. The following methods appear to be 
designed to maximize the chances for finding useful model elements and even 
scientific insights by producing contained divergence:

● Intelligent model modification in which faults are targeted for revision and new 
constraints are passed forward.

● Using imagery to represent models, which may support the latter process of 
modification under multiple constraints.



● Analogies by nature are cases that are partly different but partly the same as the 
target.

● Extreme cases are very similar to the target.

In addition several processes were seen as mechanisms for modulating or fine tun-
ing divergence to an optimal level at different stages of the solution:

● Associative “temperature” control.
● Analogies that are generated with constraints in mind.
● Bridging analogies that move back toward the target from an initially too distant 

analogy.
● Analogies generated via conserving transformations.
● Within analogies there is a spectrum from very divergent associative analogies 

to very constrained minor transformations of the target situation, and these can 
have different purposes (early and late in the solution, respectively).

● In particular, a conserving transformation can be matched to the highest mathe-
matical level of precision that must be conserved in order to retain important 
features of the target.

Thus it is possible to envision a system that is guided enough to converge on solutions,
but is unconstrained enough to overcome Einstellung effects. Analogies and extreme 
cases seem especially well adapted to provide appropriate levels of divergence. The 
methods above are ways that I see creative theory generation walking a fine line 
between methods that are too convergent or too divergent, with the contingency that 
the line may be adjustable as well. Although they are not guaranteed, these appear 
to be effective ways of “maximizing the chances for insight.”

16.6 Chapter Summary

16.6.1 Diagrammatic Summary

The theory of model construction developed in this chapter is represented in several 
of the later figures and tables, starting with Fig. 16.8. It shows the basic alternation 
between generative and evaluative modes as a model is evaluated and revised over 
time. It also shows how the analogy process can feed the abductive model generation 
or modification process, and how the evaluation process is served by the subprocesses 
of: (1) running the current model on the target and (2) running an evaluative Gedanken 
experiment. In addition, it shows how evaluation findings are used to constrain the 
next modification, and possibly to trigger new schemas for use in the modification.

The larger view of scientific investigation processes developed here was sum-
marized in Fig. 16.4. Figure 16.8 provides a “blow up” picture of the explanatory 
modeling cycle II in Fig. 16.4 and shows how it impacts on the structure of the 
model over time.
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16.6.2 Multiple Cycles and Goals in the Overall 
Investigation Process

Figure 16.3 unpacks Fig. 16.4 further by specifying a quasi-algorithmic procedure 
for each cycle. This model is capable of accounting for the different modes of 
investigation in the solution listed in Table 14.1. At the top level, the description 
process was used in stage 1, the explanation process was used in stages 2 and 3, and 
the mathematization process was used in stages 4 and 5.

Further hypotheses were advanced in this chapter concerning: the separation of 
explanation from description cycles in Fig. 16.3; the separation of these cycles from 
the analogy processes described in Section I (those analogy processes are called as 
a subprocess by each of the cycles in Fig. 16.3); and the similarity, at the top level, 
of generation, criticism, and revision processes in these three cycles. These cycles 
are capable of generating a rich model of a phenomenon at several levels of depth 
and levels of precision, as depicted in Fig. 16.7. These results indicate the power of 
nonformal reasoning and imagery-rich techniques, even when description at a 
mathematical level of precision is the goal.

16.6.2.1 Cycle I: The Descriptive Prediction Cycle

This cycle attempts to generate an initial prediction and description of the behavior 
of the target phenomenon without attempting to explain it. It first uses direct meth-
ods by looking for schemas the subject already has that might describe behavior, 
and attempting to make new “observations” via real observations or an imagistic 
simulation of the phenomenon. Failing these, it tries indirect methods such as expe-
dient analogies and extreme cases. The object here is a correct prediction for what
the behavior of the system is, not a deep explanation of why it behaves that way.

16.6.2.2 Cycle II: The Explanatory Modeling Cycle

This cycle attempts to generate an explanatory model that can explain why the phe-
nomenon occurs. It is responsible for repeated cycling through the processes of model 
generation or modification alternating with model evaluation (GEM cycles) shown in 
Fig. 16.8. I have characterized the generative part of the model construction process 
as generative abduction within GEM cycles – a process that is less structured than 
deduction, but more structured than random guessing. This process was depicted in 
the dotted box in Fig. 16.8. Features of the present protocols were explained by 
hypothesizing the following features of the generative abduction process:

● Analogies can act as a subprocess for generative abduction by suggesting rele-
vant prior knowledge elements to use in constructing a model.

● I speculated that in addition to using analogy, the remaining core of the genera-
tive abduction process is an act of design under constraints leading to an “edu-
cated guess.”



● As such, it is often considered more conjectural than deduction, or induction 
over a sample; but I have portrayed it as being complemented by a cycle of eval-
uation and revision that makes up for this weakness to form a powerful learning 
process. I view this as a fundamentally different process from deductive proof, 
and it is at the core of the most productive episodes in the protocols.

● It makes sense that ideas for abduction should be creative and divergent in order 
to break out of Einstellung patterns, but they will not be applicable if they are 
too divergent. So there is a need for “optimally divergent” strategies.

● Generative abduction can be used to modify a model while incorporating new 
constraints generated by a previous model evaluation process, making the entire 
process more intelligent than a random evolution process.

● A third intelligent mechanism comes from various methods for modulating 
divergence during analogy generation.

● Imagistic simulation may have certain advantages as the internal representation 
for the design process inherent in model evolution by abduction, for several rea-
sons, but in particular because of its ability to represent many interacting con-
straints simultaneously.

A final source of divergence documented in Chapter 15 is the volatility of thought 
experiments, which can lead to spontaneous associations (schema activations), or 
image feature recognitions. In particular, when a developing model or analogy is 
run in order to evaluate its viability, the simulation produced may trigger new ideas 
directly that can be considered during the next model modification. This adds a less 
predictable source of creativity to the mix.

I conclude that it is possible to envision a system that is guided enough to con-
verge on solutions, but is unconstrained enough to overcome Einstellung effects.

16.6.2.3 Evaluative Modeling Process Compensates for Generative 
Abduction as a Weak Process

I take the quotations from expert interviews in Chapters 6, 7, and 10 as providing 
initial case material for grounding the following hypothesis:

Given a trusted set of axioms or principles, generative abduction is a weaker form of infer-
ence than deduction from those principles for domains in which the principles are known 
to apply. But it can be quite powerful when used in conjunction with an evaluation and 
revision (evolution) process.

Although abduction led S2 and others into some “blind alleys,” it also led to power-
ful results in the end. In this view evolution via abduction is a mode where the 
individual inferences are weak, but the overall strategy is strong because repeated 
evaluations and revisions can “home in” on a good model despite elements of trial 
and error and the possibility for missteps. When used successfully, the cycle can 
make up for the possible missteps in any particular generative abduction. For exam-
ple, the model of bending for the spring could be considered a misstep, but then its 
evaluation did lead to the discovery of torsion and it is not clear whether torsion 
would have been discovered without this “misstep.” Thus compared to deduction, 
abduction is a “weak” method for analyzing a system. It may ordinarily be used 
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only when the subject is exploring new territory where established principles can-
not be found that apply. In this view a strong evaluation process is an essential 
complement to generative abduction. I conclude that generative abduction, although 
weaker than deduction, can be a powerful process when combined with other processes.
It can generate unobservable mechanisms, in contrast to induction by enumeration. 
Somehow the combination of processes shown in Fig. 15.5 is powerful. I will 
attempt to say why this combination is powerful in Chapter 21.

16.6.2.4 Cycle III: Mathematical Modeling

The process of developing a mathematical model was viewed as increasing the 
detail of description of variables in the existing qualitative model until relations 
between the variables could be described as mathematical functions. The process 
utilized subprocesses such as finding partitions and symmetries to simplify the 
problem, followed by applying standard mathematical schemas, first at a geometric 
level, and then at a quantitative level. Since the matching process appears to be pri-
marily visual, this reinforces the idea of geometry as a giant connecting link 
between qualitative and quantitative models.

The importance of schema alignment became apparent, as a false solution was 
generated early on in episode 16 by applying the torque schema lever arm to the 
wrong part of the coil. Imagistic alignment analogies were identified as a tool for 
this alignment task. Because these analogies tend to be carefully designed bridges 
generated by a small conserving transformation, they are an important example of 
using controlled or modulated divergence in analogy generation. Accuracy of the 
model was assessed using an evaluation process that variously included processes 
such as running the model and using mathematical Gedanken experiments.

The fact that both qualitative and quantitative modeling processes use similar 
subprocesses, such as GEM cycles, partitioning, analogies, schema alignment, 
imagistic simulation, thought experiments, Gedanken experiments, and generalization,
and the fact that there are several intermediate modes in the solution between qualitative 
and quantitative models, argue that the developmental distinction between these 
two types of modeling is not so sharp as has been traditionally described. Yet the 
two ends of the spectrum provide a strong contrast, with the initial qualitative mod-
els being extremely rough, when compared to the elaborate and carefully connected 
mechanism envisioned in a model with quantitative precision.

16.6.3 Four Subprocesses at the Core of Complex Model 
Construction: Generative Abduction, Model Evaluation, 
Schema Alignment, and Mathematization

I have attempted to construct a framework that takes visualizable mental models 
seriously as the central kind of knowledge being developed by an expert in a new 



area and as the organizing goal for theory construction. The framework outlines 
how abductive model generation and revision, model evaluation via imagistic simu-
lations, and repeated cycles of these last two processes in manageable step sizes can 
produce scientific explanations. Each of these utilizes the reasoning processes 
described in Fig. 15.6 and each of those reasoning processes in turn were analyzed 
as using imagistic simulations in Chapter 15. The latter three levels of analysis were 
anticipated in Fig. 15.5. Thus the goal of this chapter was to show how it is plausi-
ble that reasoning processes that can operate via imagistic simulations can be com-
bined together to generate scientific theories.

Generative abduction is viewed here as a design process operating under multi-
ple constraints for producing runnable models, and this is what makes it difficult 
and error prone. But repeated cycles of revision can make up for the weaknesses in 
any one abductive revision, as shown in Fig. 16.9. And small step sizes during revi-
sion can make possible the difficult task of making productive abductive revisions 
under multiple constraints. Intelligent revisions are possible when the revision 
process responds to prior evaluations, and this differentiates the process from a 
random trial and error process. Figure 16.9 is unusual, in that it shows the relation 
between a larger process on the left, and a subprocess of it on the right. Thus it is 
not a flow chart, but a description of relations that make the combination of proc-
esses at two levels successful.

As precision increases further, accurate schema alignment becomes important, 
and the subject may move toward the possession of a fully integrated, spatiotempo-
rally connected model. At this point a fourth major process, the mathematical 
modeling cycle, can serve to add new levels of geometric and then quantitative pre-
cision to each causal relation in the model. Some of these processes can use analogy 
and extreme case analysis as a subprocess, and all of them can use imagistic simula-
tion as a subprocess. Each of these is a source of creative divergence for generating 
new ideas. Part of the “art” of creative model construction lies in coordinating the 
many strategies documented for controlling or containing divergence so as to home 
in on productive ideas.
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Since there were virtually no observations to provide the subjects with an 
empirical input to the generation or evaluation processes described in this chapter, 
one can view the last three chapters as an exploration of the use of nonempirical 
processes to generate and evaluate models. Although I certainly do not wish to deny 
the power of empirical processes, this study advances new reasons for recognizing 
the impressive power of nonempirical processes. The concluding chapters will 
expand on this theme, as well as examining the extent to which the investigation 
model is “uncontrolled” or “controlled” (algorithmic). This will impact on the 
question of how to achieve a delicate balance between divergent and convergent 
processes for productive creativity.



Chapter 17
Imagistic Processes in Analogical Reasoning: 
Transformations and Dual Simulations

In Chapter 4, it was argued that criticizing and evaluating an analogy relation is just 
as important a process as generating the analogous case in the first place. In other 
words, even if the analogous case is well understood and has yielded a prediction for 
the target problem, one must establish confidence in the validity of the analogy in 
order to have confidence in the prediction. I discussed a well-known strategy for anal-
ogy evaluation, that of mapping discrete features, and presented some evidence that 
experts exhibit it. I also introduced an additional evaluation strategy detected in the 
protocols called generating a bridging analogy. Now that there has been a discussion 
of imagery-based processes in Chapters 12 and 13, four more new analogy evaluation 
strategies discovered in the protocols can be introduced: conserving transformations,
imagery alignment analogies (a special type of bridging analogy introduced in chap-
ter 16), dual simulation comparisons used to detect perceptual/motor similarity, and 
overlay simulations (a special type of dual simulation). Accompanying the appear-
ance of these strategies in the protocols are observations that strongly suggest the use 
of dynamic imagery. These suggest the methods involve imagery and may be imagery 
based. These findings add to previous evidence (Casakin and Goldschmidt, 1999; 
Clement, 1994, 2003; Craig, Nersessian and Catrambone, 2002; Croft and Thagard, 
2002; Trickett and Trafton, 2002) for formulating the general hypothesis that many 
analogical reasoning processes can be imagery based. I will also discuss evidence for 
imagery being involved when subjects use transformations as a method for generat-
ing analogies, partitions, extreme cases, and explanatory models. Throughout this 
chapter, I use evidence from external subjects only.

17.1 Two Precedents from the Literature

17.1.1 Structural Mapping and Evaluation

In a pioneering article on the mechanism of analogy evaluation, Forbus et al. (1997) 
discussed mapping-based methods for evaluating analogies. In that model, each 
correspondence in a mapping has a score, and an evaluation metric for the mapping 
is the sum of those scores. They also proposed a method for evaluating strength of 
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an inference made about the target as result of the analogy. In their method, the 
strength of the inference is based on the number of connections to supporting 
elements in the original mapping. Thus they described some plausible methods of 
analogy evaluation based on an extension of structural mapping algorithms for 
determining a best mapping.

17.1.2 Wertheimer’s Parallelogram

One of the strategies for analogy evaluation I will consider as an alternative to mapping 
is what I term a conserving transformation. Although the inference resulting from map-
ping and a conserving transformation can be identical, I will argue that the processes 
themselves are not identical. An example that can be considered a paradigmatic case of 
a conserving transformation is Wertheimer’s (1959) method for determining the area of 
a parallelogram shown in Fig. 17.1. Is the rectangle shown there an analogous case in 
that it will always have the same area? Developing a theory for how subjects understand 
this in a way that is different from mapping discrete features introduces the main theme 
of this chapter. For most literate adults, cutting and rearranging nonoverlapping pieces 
of area in this case are transformations known to conserve total area. Thus these con-
serving transformations, combined with the spatial/geometricknowledge to recognize 
the formation of a rectangle after the transformation, serve to confirm a conjectured 
analogy relation between the rectangle and the parallelogram. Transformations were 
identified in Chapter 3 as the most common analogy generation method observed in this 
book, but those were not always found to be conserving transformations. In a conserv-
ing transformation, the subject has reason to believe that the transformation conserves 
one or more critical sought relationships when the target is transformed into an analo-
gous case and vice versa.

The parallelogram example starts as a conjectured analogy. Alternatively one might 
give a formal proof, because with the use of enough geometric knowledge, a deductive 
inference can be made showing an equivalence. However, many of the subjects cited 
by Wertheimer who understood the equivalence were young students who did not have 
formal geometrical knowledge; therefore he appeared to be dealing with nonformal 

h

b

Fig. 17.1 Wertheimer’s parallelogram problem



reasoning in his subjects. Their recognition that a rectangle of equivalent area was 
formed was nonformal and arrived at without use of formal geometric rules.

17.2 Conserving Transformations

The transformation can be broken down into three conserving transformations: cut-
ting the parallelogram, moving the triangle to the other side, and joining it with the 
larger piece. To illustrate the process I will focus on the cutting transformation – 
does it conserve area? As the scissors completes the cut, most of us have very 
strong feeling that it is a conserving transformation. And if one is confident of that, 
there is no need for additional evaluation. One does not need to do a careful map-
ping of multiple features to know that the area of the two pieces is going to be the 
same after the cut as the area of the original. Thus this conserving transformation 
process appears different from the process of mapping discrete features as a method 
of analogy evaluation. The cut rectangle is considered analogous to the uncut rec-
tangle here, not because there are multiple high-level features that are identical in 
target and base, but because a single action that leaves the area untouched has been 
found. A similar conserving transformation process can be described for the second 
transformation of moving the cut piece to the other side of the remaining trapezoid, 
and the third one of joining it.

17.2.1  Transformations are not Equivalent to Mapping 
Symbolic Relations

From this point of view the Wertheimer cut parallelogram case is not an example of 
mapping discrete symbolic relations. The result may be a mapping of lengths and areas 
and the relations between them; but the means to determining those equivalencies is 
not feature mapping, but rather a strong spatial intuition that the transformation is a 
conserving one that does not change those elements. In this regard, one can define the 
“targeted relationship” as the one for which an explanation or prediction is sought 
within the target situation (e.g. the relation between the dimensions and area in the 
parallelogram). Here, the crucial steps are: (1) find a transform that conserves area and 
(2) determine the relation between b and h and A in the target, respectively and b and 
h and A in the base – in this case they are all conserved by the transformation). This 
guarantees that the targeted relationship is conserved. More specifically, as the scissors 
completes the initial cut, the fact that it does not change the area is known from the 
nature of the transformation. Similarly when the triangle is moved to the other end of 
the figure, one knows from the nature of that action that it will not change the area or 
the total length of the base when the pieces are rejoined. In this view these conclusions 
are derived from spatially embedded conceptions of length and area rather than a 
weighted sum of mapped elements.
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17.2.2 Are Conserving Transformations Just Memorized Rules?

It may be tempting to propose that a conserving transformation is simply a memo-
rized rule which gives a known result. And for transformations associated with an 
advanced principle like conservation of energy, the conservation knowledge may be 
mostly a memorized constraint in many subjects. For a conserving transformation 
like cutting an area, however, it is likely to be more than that, since conservation 
experiments done by Piaget and others have shown that many adults have a strong 
sense that cutting will not change area (or volume), even if they have not been 
taught that explicitly, although young children may not yet have this sense. Cutting 
as an area-conserving transformation carried out in adult thinking may be supported 
by strong, self-constructed, spatial reasoning operations and conceptions that 
involve basic notions of surfaces and space, and that carry a high degree of neces-
sity for the subject. In this sense a transformation that is known or intuited to be 
conserving can be used to confirm a tentative analogy relation in mathematics. The 
exact character of these intuitions about particular transformations is an important 
area for future research, and goes beyond the scope of this study.

17.3 Conserving Transformations in Science

Subjects’ think-aloud reports of modifying and manipulating shapes of objects are 
the main source of evidence for spatial transformations discussed so far. In these 
cases the idea that they are based on imagistic representations has the status of a 
plausible assumption. In the following cases from science problems other indica-
tors from Table 12.3 will be used as evidence that spatial transformations can 
involve imagery.

17.3.1 Wheel Problem

Do conserving transformation processes occur in scientific thinking as well as in 
mathematical problem-solving? One possible example of a conserving transforma-
tion used in scientific thinking comes from the Wheel on the Ramp (Sisyphus) 
problem introduced in Fig. 4.1. Recall that Subject S7 first changed the problem to 
an analogous one involving an almost-vertical cliff with gear teeth:

101 S: Suppose it were tilted steeply and you did that; so steep as to be almost vertical 
(see Fig. 17.2a).

103 S: It seems like it would skid out from under you the other way [down along the cliff]. This 
– (moves hands as if turning an object clockwise) would get away from you here [at point of 
contact with cliff]. Let’s assume it’s gear toothed [gear teeth on the wheel and the cliff] and that 
it won’t slip or that the friction is strong enough here that it’s not going to slip under you.



This is actually a double transformation consisting of two parts: the change of 
slope, and the addition of gear teeth. The change in slope transforms the prob-
lem to one in which forces act mostly along one dimension: upward and down-
ward, and it therefore simplifies the problem. S7 also uses a “traditional 
transformation” commonly used in physics: adding gear teeth to the wheel and 
the cliff to eliminate slipping. In his further work on the problem S7 never ques-
tions the validity of these combined transformations, and assumes that the tar-
geted relationship in the problem situation is not affected by them. In fact he 
does find the extremely steep case easier to solve and these transformations are 
part of his path to a correct solution to the problem, to be discussed later in this 
chapter. The hand motions over the drawing here provide one source of evi-
dence on the use of dynamic imagery. Although the drawing can be an external 
support for a static visual representation, it does not depict movements, so it is 
reasonable to hypothesize that the subject is performing a mental imagistic 
simulation of the wheel’s motion. In summary, here S7 uses conserving trans-
formations to generate an equivalent analogous problem and his positive evalu-
ation of the validity of this analogy is immediate.

One can surmise that this is because one of the transformations is a standardized 
one in physics and both together are intuited to be irrelevant to the outcome of the 
problem. The origins of this kind of intuition have been studied since Piaget’s early 
conservation experiments but are still poorly understood.

(Note: It may be objected here that all of the preceding examples of trans-
formations in this chapter exemplify an analogy generation strategy, not an 
evaluation strategy. My response is that here it plays both roles. It is true that 
the preceding cases are also interpreted as being generated via a transformation; 
but if it is also immediately apparent to the subject that those transformation(s) 
are conserving, then analogy generation and evaluation take place very close 
together. In the present section, I will concentrate on the evaluation role. 
Sometimes these two processes take place separately, however, as illustrated in 
the next example.)

17.3.2 Spring Problem

The cliff and the gear teeth are examples of “minor” transformations; a more substantial 
transformation is illustrated by the following passage from S2’s spring problem solution. 
Earlier he has considered the bending rod seriously as an analogy for the spring wire 
and in this later section he evaluates it by speaking of rolling up the bending rod:

102 S: You can imagine a spring…and you know…there’s no difference between the top 
and the bottom. It’s a symmetric situation.

105 S: You take your [straight, horizontal] wire, you say ‘OK, you think it’s the bending 
that does it. Well, then let’s bend it. And then let’s roll it up [around a vertical axis] to make 
the spring. And
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106 S: You get a spring which stretches more and more at the bottom. The loops are wider 
apart!
107 S: Stretch it [the spring itself]: you don’t get this increase of the distance between the 
loops toward the bottom. You just get a uniform stretching. And therefore the stretched 
spring cannot be understood as a rolled up bent spring.

Note the imagery report in line 102. He concludes that the spring wire cannot be 
bending. Here, the subject describes a very explicit transformation between the 
spring and the rod. The sequence is: he generates the rod analogy; he simulates 
bending in the rod; he evaluates the analogy by transforming it back into a spring; 
there is a conflict with a known property of the spring, and he discounts the bending 
rod analogy. This evaluation is extremely valuable in that it gives him information 
arguing that the conjectured mechanism of bending is invalid. Later, he makes this 
more explicit by examining what amounts to the inverse transformation in a cylin-
drical coordinate system:

113b S: Suppose I describe a helix in a … cylindrical coordinate system so you have the 
helix spiraling up the cylinder…

113c S: then unwinding the helix is simply the same as unwinding the cylindrical coordinate 
system…slitting it down the side and laying it flat….And that certainly yields a straight line…

These passages suggest the use of spatial, visual transformations to evaluate the 
validity of a tentative analogy. The evaluation is very effective in that it leads 
to discounting the validity of the analogy. In this case the bending rod analogy 
was generated earlier, so the evaluation process is separate from the generation 
process, in contrast to the previous example of the vertically pulled wheel with 
gear teeth.

Prior to these sequences the subject had generated not only the analogous 
rod case, but what appeared to be a fully adequate mapping of symbolic fea-
tures between the rod case and the spring case. Bending, length, and slope, in 
the rod were mapped onto stretching, width, and slope in the spring. The rela-
tion of <greater length causes greater bending in the rod> had been mapped to 
the sought-after relation of <greater width causes greater stretch in the spring>. 
And the mismatch of increasing slope in the rod but not in the spring is identi-
fied early on in the protocol before the passages reproduced above. Therefore 
the transformations reported in the above excerpts do not appear to be adding 
any new elements to the earlier mappings. Rather, these transformations seem 
to be increasing the subject’s confidence that he has found an important mis-
match in the slope feature. They are new ways to arrive at the same result, 
thereby supporting them. That is, the transformations are a means to determin-
ing a match or a mismatch as the outcome; they are not just the notation for a 
mismatch as read off from two different lists. The notion that the transformation 
should be conserving is quite plausible. If the main mechanism is bending, this 
“winding up” transformation is locally perpendicular to the bending; therefore 
it could very well be a conserving transformation.

The basic behavior pattern identified for a conserving transformation is: the sub-
ject describes a transformation that is a single change in a system (or a small number 



of changes), followed by an immediate increase or decrease in confidence in its 
validity, with little mention of mapped features. This pattern suggests that the con-
serving transformation strategy is a process that can work independently from a 
strategy of mapping discrete features.

17.3.3 Newton’s Canon

Evidence for the usefulness of conserving transformations can also be found in the 
history of science. Recall that Newton’s famous thought experiment, involving a 
cannon on a mountain shot horizontally with more and more powder in it, was 
described as a series of bridging analogies in Chapter 4 (Fig. 4.10). The analogy 
relations between each of these bridging cases can be evaluated at a finer level of 
detail via conserving transformations. By reducing the difference between the fall-
ing apple and the moon to a series of conserving transformations, Newton provides 
a convincing argument that the principle cause affecting the motion in both cases 
is gravity. The purposes of this example are to: explain orbiting by connecting it to 
more familiar motions like dropping a ball, throwing a ball, and firing a gun; and 
to show that gravity is the primary cause in all these examples. The transformation 
between cases in Fig. 4.10 consists of gradually increasing the initial horizontal 
velocity until the ball goes into a circular orbit. Since this transformation does not 
change the gravitational force acting on the projectile, that force is conserved as the 
qualitative cause of the subsequent acceleration. The final case shows how a central 
gravitational force can be the continuing cause of a circular motion. This is the 
essential qualitative underpinning of the explanation of the motion of the moon 
(and the planets) for which Newton and Robert Hooke are credited. The series is 
convincing because the only element that is transformed is the initial horizontal 
velocity, and that is orthogonal to the force of gravity.

A traditional mapping approach to analogy evaluation focuses on determining 
that multiple similarities between the base and target are sufficiently important. In 
contrast, a conserving transformation strategy need only focus on determining that 
a single transformation from base to target is sufficiently unimportant (irrelevant to 
the targeted relationship). This may mean that confirmation of an analogy via a 
conserving transformation can require considerably less work than confirmation via 
mapping. This suggests that conserving transformations can be powerful in science 
as well as in mathematics.

17.4 Dual Simulation

There is evidence in the protocols for a sometimes imprecise but very direct 
strategy for analogy relation evaluation termed “dual simulation comparison,” or 
“dual simulation” for short. This strategy uses the process of imagistic simulation 
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discussed in Chapter 13, as follows. Imagistic simulations of the target and the analo-
gous case are run in as much detail as possible. The dynamic images of the behavior 
of each system are then compared; and they may be inspected for certain aspects. 
If their behavior “appears” to be the same, the analogy relation receives some sup-
port, depending on the level of certainty in the comparison.

Example 1. A brief example that hints at this possibility follows. S2 says:

(Line 23) “surely you could coil a spring in squares, let’s say, and it would behave 
more or less the same.”

There is not very much data in this statement, but it is plausible that the subject 
created an image of a square spring and simulated the effect of hanging a weight on it. 
This could have been compared to the earlier image of stretching a normal spring, 
indicating that they were roughly similar in behavior. However, the resolution of the 
perceived similarity appears to be at a low level of detail. I call the comparison of 
overall behavior of the two systems in the protocol a “global comparison statement.”

Here, one can build on the earlier analysis of extreme case reasoning in Chapter 
15. Extreme cases cited with imagery reports there appeared to allow the subject to 
compare two imagistic simulations with greater contrast, thereby increasing confi-
dence in a prediction markedly. If subjects can compare simulations in this manner 
in order to contrast them with respect to a particular relation between variables, it 
is reasonable that they may be able to compare simulations in order to see whether 
they are similar with respect to such a relation.

Example 2. Later this subject makes a statement similar to the one above:

S2: 119 Clearly there can’t be a hell of a lot of difference between the circle, and, say, a 
hexagon…(draws hexagon)

S2: 121 ….I mean, surely springwise that [hexagon] would behave pretty much like a circle does.

Here, the subject somehow senses that the differences between the hexagonal and 
circular coils will not effect the qualitative behavior of the spring in an important 
way. It is clear that his conclusion here is not gained from “looking up a fact in mem-
ory,” because of the novelty of the hexagonal case. Dual simulation of gross behavior 
at a low level of detail is a plausible way that this evaluation could have been made 
and the most probable explanation for the global comparison statement in line 121.

Example 3. More data is present in the following example of a zigzag spring 
discussed in Chapter 6. After seeing a problem with his first zigzag spring in 
Fig. 6.4a, the subject modifies it as follows:

(S2: 23) The problem with this idea is that…the degree to which the stretch…has to do 
with…the springiness of the joint. But the springiness of the spring – the real spring – is a 



distributed springiness;….I wonder if I can make the spring.…which is a 2 dimensional 
spring…but where the action…isn’t at the angles…it’s distributed along the length. And 
I’m going to do that; I have a visualization…. Here’s a stretchable bar (draws modified 
zigzag spring in Fig. 6.4b) a bendable bar, and then we have a rigid connector…. And when 
we do this what bends…is the bendable bars…and that would behave (moves hand over 
weight in drawing and then back toward himself repeatedly) like a spring. I can imagine 
that it would… it would stretch, and you let it go and it bounces up and down (waves l hand 
up and down). It does all the things.

Here, the conjunction of the dynamic imagery reports, hand motions, and the global 
comparison of the two systems gives more support to the hypothesis that a dual 
simulation and comparison is occurring. The dual simulation appears to establish 
that a newly constructed analogous case is relevant and plausibly analogous in that 
its behavior is similar, at least at a gross level of qualitative behavior, to the target. 
But this does not tell the subject whether the two systems exhibit the same relation-
ship between width and stretch. Thus in the above cases dual simulation appeared 
to serve only as a check on the initial plausibility of the analogy. One needs to be 
clear that dual simulation, as an analogy evaluation strategy, does not necessarily 
mean confidently simulating the targeted relationship independently in both base 
and target. In that case there would be no need for an analogy because the target 
could have been directly simulated on its own. However, when the targeted relation-
ship cannot be simulated directly for the target case, as the examples indicate, dual 
simulation can still help one determine whether the target and base are similar with 
respect to other important behaviors, thereby increasing one’s confidence that the 
analogy is sound (or eliminating the analogy from consideration).

The simpler static version of a dual simulation comparison would be a static 
image comparison, such as would be used to answer the question, “Is a man of 
average height taller than the back of a pony?” Kosslyn (1980) has documented that 
people report using dual image comparisons in such problems.

17.4.1 Do Dual Simulations Differ from Transformations?

The zigzag spring appears to originate in the earlier case of the square-coiled 
spring, and from transforming that idea into a two-dimensional zigzag spring. If we 
assume that the zigzag spring arose from a transformation, why place it in a new 
category called dual simulation? Such confusions come from not being careful to 
distinguish between analogy generation and evaluation processes, and between 
analogous cases and analogy relations. The question here is not how the case was 
generated, but how it is used. Thus with the zigzag case one can propose that:

1. The zigzag case was generated via a transformation process.
2. The zigzag case was generated for the purpose of forming an intermediate bridging 

analogy between the spring and the bending rod (larger purpose for generating it).
3. The analogy relation between the zigzag case and the spring initially received 

some support from a dual simulation (an initial evaluation strategy).
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4. This analogy relation between the two cases may finally be disconfirmed how-
ever, by simulating the zigzag in more detail, realizing that there will still be 
bending in the elements, and not being able to reconcile this with the lack of 
bending imaged in the original spring (further evaluation strategy).

5. This may be described by the subject verbally as a mismatch.

Steps 1–3 are the main focus here, and they have some support from the transcript 
passage quoted above indicating that the zigzag case was generated via a transfor-
mation and then evaluated via a dual simulation. This example illustrates how dual 
simulations can be treated as a separate process from transformations.

17.4.2 Dual Simulation for the Square and Circular Coils

I hypothesize that a very important example of a dual simulation occurred in episode 
11b in Chapter 14. There S2 constructed a spring with square coils as a thought experi-
ment and determined that twisting and torque in the wire would be critical variables in 
determining the stretch. Major support for the validity of this analogy was found when 
his thinking about the square spring indicated that this spring would not show the 
property of increasing slope. His earlier simulations of the original normal helical 
spring had predicted that it too would not show this property. This was an important 
likeness in the predictions from two simulations for S2, and it apparently helped him 
put faith in the applicability of predictions from the square coil analogy. One could 
argue that this correspondence is just one piece of a mapping of discrete symbolic fea-
tures. However, even if that is the outcome, one can hypothesize that this single corre-
spondence in an eventual mapping is the result of a dual simulation, not the reverse.

17.5 Overlay Simulation

There is a possible exception to the proposal that dual simulations allow an indication 
of similarity only at a fairly gross level of precision. There is some evidence for the 
existence of a more precise type of dual simulation that I term “overlay simulation” 
where the image of one simulation takes place “on top of” a second image.

17.5.1 Examples of Overlay Simulation

17.5.1.1 Lever Overlay

As a first example recall S2’s solution to the wheel problem in Chapter 4. S2 drew his 
lever analogy (Fig. 4.2b) directly on the wheel (Fig. 4.2a) and compared the move-
ment of the wheel and the lever. This meant that the arrow symbolizing the applica-
tion of a force by pointing to the top of the wheel was also pointing to the top of the 



lever. When two separate systems are represented as overlapping in the same external 
diagram with salient features aligned I call this an overlay diagram. Since the dia-
gram does not move, it suggests the hypothesis that his internal dynamic images of 
the wheel and lever were intentionally of the same size and overlapping as well. One 
can hypothesize this made it easier for him to compare the expected movements and 
resistances of the wheel and the lever in a dual simulation. I call the internal process 
here an overlay simulation as a special type of dual simulation.

17.5.1.2 Spokes

Another overlay simulation may be responsible for the power of S2’s “spoked wheel 
without a rim” analogy discussed in Chapter 4 and shown in Fig. 4.3C. This subject 
spoke of a tireless, rimless wheel. This is shown separately in Fig. 4.3C for clarity, 
but in fact the spokes were drawn within the subject’s original wheel drawing. This 
may make it easy to sense that they behave in approximately the same way as the 
wheel when a force is applied. In particular, the way the rimless wheel moves on each 
spoke over a short distance can be seen as similar to the way the original wheel rolls. 
That is, it may appear to have the same kind of motion and therefore be amenable to 
the same type of analysis with respect to the causes of motion. Although such argu-
ments must be bolstered mathematically to make them rigorous, as a form of heuristic 
reasoning, this type of qualitative argument can be quite compelling.

17.5.1.3 Pulley Overlaid on the Wheel

A third example of overlay simulation appears after the initial steps in S7’s solution 
shown in Fig. 17.2. Working from the extreme case of rolling the wheel up an 
extremely steep hill in Fig. 17.2a, he goes on to propose an analogy to a pulley, as 
shown in Fig. 17.2b. This allows him to predict that it would be easier to push the 
wheel on the outside, since he knows that the pulley would cut the required force in 
half. S7 imagined the case of a pulley on a vertical ramp, as if the image of the pulley 
were “overlaid” on the image of the wheel. In this case he used the same drawing 
(Fig. 17.2b) to represent the wheel and the pulley, referring to it differently as one or 
the other in alternate fashion. (I have shown the pulley case separately in the figure 
only for clarity of exposition; the subject drew only Fig. 17.2b.) Presumably it is easier 
in an overlay simulation to switch rapidly back and forth between simulations of the 
two cases (or perhaps even to simulate them simultaneously).

105 S7: What it feels like is the weight of it [the wheel] – is pretty close to parallel with 
what you’ve got if you go roll it with a complete vertical. It now begins to feel like a 
pulley…(see Fig. 17.2b). What the vertical is over here no longer matters perhaps but we’ll 
say it’s er, gear-toothed again.

106 S:….And you’re over here pulling like this [at x in 17.2b]. That feels like you’re on the 
outside of a pulley pulling up.
(Stares at Fig. 17.2b).
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107 S: And since you say it doesn’t slip, then this thing over here (points to line in upper 
right of Fig. 17.2b and adds upward pointing arrowhead to it) must be providing the other 
half of it, something – it feels, in which case it’s a classic pulley; no, it can’t be classic pul-
ley. But it’s, like a classic pulley in which now you only need half of the force. If the weight 
of the thing is 10 lb. here, it feels like 5 would work here (writes 5 on upper left of 17.2b) 
and 5 over here (writes 5 on upper right) as though it were a pulley….So let’s imagine it is 
a pulley.

108 S: [In] this new point of view, it feels like working at X [on the edge of the wheel] is 
better [than at the center].

Alternating references (seven alternations) to both the wheel and the pulley systems 
while staring at the same overlay diagram in Fig. 17.2b provide initial evidence for 
an overlay simulation here that compares the system of rolling the wheel straight 
up a vertical cliff to the pulley system. Again, although the imagery is probably 
assisted in this case by the drawings, the drawing cannot be providing perceptions 
of forces or motions involved, and so I hypothesize that these are imagined via 
imagistic simulations. Some evidence for kinesthetic imagery is indicated by 
phrases like It now begins to feel like a pulley and “feels like you’re on the outside 
of a pulley pulling up” in the transcript, and such imagery clearly cannot already be 
depicted in the drawings.

Later he seeks further confirmation of the pulley analogy by adapting it to the 
original gently slanted ramp. Figure 4.5B shows the pulley laid on the ramp and 
pulled by a rope running up to the right from the top of the pulley. He then (1) gen-
erates another bridging analogy in Fig. 4.5C; and (2) uses an overlay simulation to 
confirm the analogy between the two cases on the right-hand side of the bridge in 
Fig. 4.5. Therefore this final example is more complicated because it combines the 
two strategies of overlay simulation and bridging.

162 S7: [Looking at Fig. 4.5A of the wheel on the ramp] Seems clear that – (silently holds 
both hands out in front of him as if pulling a rope for 4 s)….So we attach a rope to one of 
the teeth [as in 4.5C on the top of the wheel]. Now it becomes more like the pulley problem 
(holds r. hand out as if pulling a rope for 3 s) which I was thinking before. Anyway, the 
teeth at the bottom are playing the role of – the pulley doesn’t look so bad after all. And 
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Fig. 17.2 Analogies for wheel problem (a) wheel on steep slope, with gear teeth; (b) pull on 
wheel, like a pulley; (c) push on wheel



you hang on for all you’re worth up there, to keep it from rolling; to keep it balanced (see 
Fig. 4.5C).

The case of the rope attached to the edge of the wheel can be seen as an intermedi-
ate bridging case between the original wheel pushing problem and the pulley lying 
on the slope case.

163 S7: Seems a lot easier than getting down here behind it [at “Y”] and pushing. Why? 
Because of that coupling pulley effect. It seems like it would be a lot easier to hold it here 
[at “X”] for a few minutes (Holds hands in “pulling” position) than it would be to get 
behind it or even to attach a rope here [at “Y”] and – yeah, my confidence here is much 
higher now, that it’s right. [easier to push at X]…. And so the pull – it just felt right with 
the pulley feeling. Now pushing (lays extended finger on paper pointing up slope at X in 
Fig. 4.5A and moves it toward X) uh,… it’s got to be the same problem…

178 I: OK. And do you have a sense of where your increased confidence is coming from? 
Is it this example?

179 S: It’s the pulley analogy starting to feel right.

In this case the subject has been led to a second prediction that it would be easier 
to push the wheel on the outside. The depictive hand motions and personal action 
projections in references to feeling and pulling on the rope in the above passage can 
be seen as evidence for the involvement of kinesthetic imagery and imagistic simu-
lation in this episode. Since the same drawing (Fig. 4.5A) is used to represent three 
systems: the wheel, the pulley, and the rope attached to one of the teeth on the 
wheel, I hypothesize that the drawing is supporting an overlay version of the dual 
simulation process, whereby the alignment between trajectories and forces in imag-
istic simulations of different cases can be more easily made. Focusing on the two 
cases on the right-hand side of the bridge in Fig. 4.5, evidence for dual simulation 
is then triangulated from several sources:

– Global comparison statements about the pulley and attached rope cases
– Evidence for kinesthetic imagery and imagistic simulation from depictive hand 

motions in both cases C & B in lines 162 and 163
– Attention alternates rapidly between cases using the single overlay diagram in 

Fig. 4.5A

Thus this last example illustrates the combined use of two analogy evaluation strat-
egies: overlay simulation (as a special kind of dual simulation) and bridging.

17.5.2  Connection to Model Construction: Overlay 
Simulations and Model Projection s May Involve 
Similar Processes

Overlay simulations may allow a more precise evaluation of the similarity between 
not only static figural shapes, but also motions, trajectories, and dynamic influences 
such as the size and direction of forces, within constraints imposed by both the 
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 target and source problems respectively. Thus this imagistic method may be 
 especially well suited for the task of comparing complex, dynamic, spatially 
embedded relationships in the base and target.

I have argued that model evaluation techniques described in Chapter 16 can be 
different from the analogy evaluation techniques described in this chapter and 
Chapter 4. But it is well to ask whether there are also any similarities between these 
techniques. Overlay simulations provide the most graphic examples of projective 
analogical transfer, as described in Fig. 15.6 in Chapter 15. I hypothesize that 
analogical projection is exemplified by the last case discussed: toward the end of 
the protocol the pushed wheel can be seen as a pulley (although it is not a pulley – 
this is not an explanatory model for the system), and when the image of the pulley 
is projected or overlaid onto the image of the wheel, the intuitions about the pulley 
can be transferred by projecting them into the wheel.

17.5.3 Model Projection

Model projection, on the other hand, was described in Chapter 15 as the process of 
applying a model to a target case by projecting an image of the non-observable 
explanatory mechanism into or onto the target in order to imagine it running in paral-
lel with observable actions in the target. For example, one might project an image of 
moving molecules onto or into the image of a moving piston in a cylinder. That proc-
ess shares some characteristics with overlay simulation in that (1) the image of the 
explanatory mechanism and the actions of the target are run along with another one 
(2) the images may be “overlaid” in the same space, and (3) part of testing the model 
is a comparison of the behavior of the model projected into the target – yielding a 
prediction by thought experiment – with the previously known behavior of the target 
to see if they are compatible. Thus, something like overlay simulation may be used in 
model projection and testing as well. (This also suggests that, pedagogically, having 
students make overlay diagrams may be a good training exercise for developing 
model projection skills.) The identification of overlay simulations as a special case of 
dual simulation adds to the number of observations of dual simulation episodes, add-
ing to the evidence for dual simulation as a significant form of analogy evaluation.

17.5.4 Imagistic Alignment Analogies

In Chapter 16, I defined an imagistic alignment analogy as an analogous case that aids 
in imagestically aligning features of an explanatory model, source analogue, target, 
principle, or mathematical schema, in a more precise way.

Spokes. The wheel made of spokes without a rim discussed earlier can also be 
interpreted as an imagistic alignment analogy. In working on the wheel problem, 
once the principle of the lever is activated, there is a difficult alignment problem for 



some subjects in determining where the fulcrum of the lever should go – at the 
center or at the bottom of the wheel? The bridging case of the wheel made of spokes 
without a rim serves to evaluate and affirm the relevance of the lever principle and 
to argue that the proper location of the fulcrum is at the point where the wheel 
touches the ground. It can help one perform a dual simulation to see that “Running” 
each segment of the wheel rolling appears to be extremely similar imagistically to 
running the movement of the single lever. Thus in addition to being a bridging 
analogy, the spokes without a rim appears to be an imagistic alignment analogy that 
aids the subject in determining how to imagistically align features of the lever 
schema, such as the fulcrum, with the wheel in a more precise way. In these cases 
the role of the analogy is not so much the standard one of a new source of main 
ideas or relationships; because that has already been provided by the activated 
source schema (e.g. the lever concept for the wheel) Rather, it is the details of how 
and where the imagery from the lever aligns – how to “see the wheel as” a lever – 
that become clarified by the new spokes analogy. Thus we can interpret the spokes 
analogy as designed to facilitate imagistic alignment and dual simulation for 
evaluating the lever analogy. In doing this it also plays a “domain expanding” role 
in that it stretches the domain of the lever schema to apply to wheels.

Square Coil. Late in the game, S2 may have reused the square coil case as an 
imagistic alignment analogy for seeing torsion in the spring coil. His first success 
in actually drawing a source of twisting in a circular coil comes immediately after 
revisiting the square coil, as seen the transcript in Episode 17 in Chapter 14. He first 
speaks of how one side of the square operates at 90 degrees to the next side in order 
to twist it. He then speaks of how pulling down at a point on the circular spring coil 
can twist a segment 90° away from the point on the coil. Depictive hand motions 
suggest the use of imagery in both cases. Here, the square coil analogy appears to 
be facilitating the difficult process of aligning the imagery of torque and twisting 
actions with the imagery of a circular spring. (Recall that torque was easily 
misaligned with the spring coil in Episode 16 in Chapter 14.) It makes sense that 
imagistic alignment analogies will often be bridging analogies, as is the case here. 
In this case the analogy helps to align a standard torque and torsion model, 
ordinarily applied to straight objects, and a target (the circular coil).

Since both of the above examples were initiated as bridging analogies, this sug-
gests another common use of bridging analogies is to help provide an imagistic 
alignment.

17.5.5 Dual Simulation vs. Compound Simulation in Modeling

How does dual simulation differ from compound simulations? Compound simulation 
was described earlier as the coordinated action of two perceptual/motor schemas 
operating on the image a single case jointly to produce a single simulation. Dual sim-
ulation on the other hand is a process of comparing two separate simulations to evalu-
ate their similarity. Although I do not have enough fine grained protocol data on this 
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issue to support it fully, I can conjecture at this point the possibility of a progression 
from dual to compound simulation during some cases of model construction. This 
process could occur as a subject begins to “see the wheel as” a lever; or “see the gas 
as” a swarm of moving particles. She or he no longer questions the model, but runs 
it together with the target in a smoothly aligned way. Take say, the historical case of 
inventing an elastic particle model for gases, where one has a target situation of heat-
ing the gas in a cylinder to move a piston. One starts by asking: when one runs the 
imagined system of a swarm of tiny moving ball bearings in the cylinder does it 
appear to act the same way as a second system – compared to running the experiment 
of heating of the gas and piston? This question could be answered by a dual simula-
tion that compares the simulations. But once the model is accepted one learns to run 
the particle model within the cylinder system. At this point it becomes a single (coor-
dinated) compound simulation instead of a (comparative) dual simulation.

In the wheel problem, one may start by asking: when one runs the lever does it 
appear to act the same way as the spoked wheel without a rim and the original wheel? 
This question could be addressed by dual simulations that compare the simulations, 
serving to evaluate the lever as a model. Once the lever model is accepted one can run 
multiple levers within the wheel, to see the wheel as a set of levers in a coordinated 
way. Again at this point it becomes a single compound simulation instead of a dual 
simulation. I hope to evaluate this conjecture in future research.

This interpretation would fit the final state of modeling in the spring problem, 
which involves projecting a simulation of torque causing twisting causing stretching 
into elements in a coil of the spring wire (the behavior of the microscopic model), 
while simultaneously imagining the spring stretching (the behavior of the macro-
scopic target). As described, this is an advanced form of compound simulation.

17.6  Summary and Discussion of Types of Evaluation 
Processes: Contrasting Mechanisms 
for Determining Similarity

In summary, rather than a single process for mapping discrete elements in a sym-
bolic representation, a number of additional processes for evaluating the analogy 
relation have been identified, namely:

Conserving transformations
Dual simulations to detect dynamic similarity
Overlay simulation
Bridging analogies

There was some evidence that these can involve imagistic representations. The 
hypothesized way in which these processes can be coordinated is summarized in 
the idealized algorithm shown in Table 17.1 for evaluating an analogy. The algorithm
defines three procedures which can call each other. “Fail” here means “failure to 
confirm the analogy relation.” The algorithm shows bridging as a higher level strategy, 



whereas the other evaluation methods are more direct ways of determining similar-
ity and analogical validity. In this section, I contrast the above methods to each 
other, and speculate on some possible imagery based mechanisms for them.

17.6.1  Mechanisms for Dual Simulation (Including 
Overlay Simulation)

17.6.1.1 Dual Simulation Mechanisms

Dual simulation appears to be a sometimes rough but very direct method allowing the 
subject to evaluate whether the base and target have some similar behaviors. I have 
assumed that the subject was not able to do this initially for the targeted relationship 
itself, but that dual simulation can play a role in determining whether or not there are 
other informative similarities between base and target behavior in general.

17.6.1.2 Precedents in the Literature

Dual simulations can be contrasted most sharply with mappings of discrete sym-
bolic elements if they involve analog processes of a perceptual/motor nature. Other 
processes that appear to have this analog property are: direct imitation of bodily 
movements; and face, object, and shape recognition. These processes can occur 
before the development of language in very young children. A valuable precedent 

Table 17.1 Strategy using multiple methods for evaluating an analogy relation between a target 
case (T) and anchoring case (A)

• Evaluate analogy relation (T, A)
 • Direct evaluation (T, A)
 • If fail, Bridge (T, A)
 • If fail, quit
 • Report (T, A) confirmed
• Direct evaluation (T, A)
 •  Dual simulation comparison (T, A) (or Static image comparison) to evaluate perceptual/

motor similarity (may only provide initial plausibility) and/or 
 • Overlay simulation
and/or

 • Find Conserving Transform from A to T
and/or

 • Map discrete symbolic relations in A and T
• Bridge (T, A)
 • Generate bridging case B
 • Evaluate (T, B); if fail, Bridge (T, B) recursively, or try a different bridging case B, or quit
 • Evaluate (B, A); if fail, Bridge (B, A) recursively, or try a different bridging case B, or quit

T = Target case; A = Anchor case; B = Bridging case
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here is the process of inspection and high-level perceptual similarity detection for 
familiar static images identified by Kosslyn (1980). A similar process has also been 
studied for novel static images by Finke (1990). One can speculate that a compari-
son made in a dual simulation might use a similar type of similarity detection proc-
ess, except that it operates on images of dynamic actions and events. This can be 
referred to as “dynamic perceptual/motor similarity.” Dynamic comparisons would 
involve each simulation generating a certain event, and the simulations being com-
pared. The comparison could involve an interrogation for aspects that might affect 
the targeted relationship the same way in both cases as well as an openness to 
“observing” unexpected dissimilarities.

17.6.1.3 Observations Relevant to the Nature of Dual Simulations

In addition to imagery indicators, the transcripts quoted for dual and overlay simu-
lations are characterized by their references to an undifferentiated “sense of being 
similar.” Examples appeared in lines 23 and 121 of S2’s zigzag spring protocol 
above and in lines 105–106 of S7’s protocol. In these, rather than breaking the 
actions down into features such as force and torque components or angular dis-
placements, subjects appeared to be simply comparing some skeletal version of 
the overall visual and kinesthetic “perception” of the two events. This may be a 
distributed and parallel type of perceptual comparison, rather than a mapping of 
discrete symbolic features; it could lead to estimates of the degree of similarity 
rather than a dichotomous decision between “identical” and “different” on a par-
ticular feature. Aspects of the two images that were aligned and identified as simi-
lar may then be given the same verbal label in a second stage of the process, e.g. 
a “force” at point A on the wheel and on the pulley. In that case the process of dual 
simulation would precede and contribute to the process of mapping of discrete 
symbolic elements.

17.6.2 Mechanisms for Conserving Transformations

One can also propose a possible imagery based mechanism for conserving transfor-
mations. The idea of using mental transformations builds on the findings of Shepard 
and Metzler (1971), who found that adults could compare an image of an object to 
say that it was identical with another that was transformed from it (e.g. rotated). 

Whereas most previous descriptions of analogical reasoning in science have 
focused on strenuous efforts to find relevant relationships that are central to the 
causal operation of both systems, the most unusual feature of a conserving trans-
formation strategy is that it focuses on aspects that are not central to the operation 
of the system by establishing with some level of certainty that the transformation 
does not affect the central causal mechanisms in the target. In some cases this may 
be known as a fact, but in others it may have to be inferred.



17.6.2.1 Transformations vs. Mapping

Feature mapping can be contrasted with conserving transformations for which it is 
sufficient to know the behavior in the base corresponding to targeted relation plus 
knowing: (1) that the transformation applied to the anchor case yields the target case 
or vice versa (which can often be determined by a perceptual comparison); (2) that the 
transformation does not affect (conserves) the targeted relationship. Beyond these, 
there is no need to map other entities explicitly between the target and the base in order 
to confirm the analogy relation. It suffices to know that the only difference between 
cases A and B is that formed by the transformation and that that difference is irrelevant 
to the behavior of interest. This contrasts to the situation in Fig. 3.4c, where the differ-
ences between A and B may be unknown and may need careful mapping.

In conclusion, findings from the protocols analyzed in this chapter suggest that 
there are alternative methods for evaluating analogies in addition to mapping of 
discrete symbolic elements.

17.6.3 Bridging is a Higher-order Strategy Compared to Others

The separation of bridging from the other strategies in Table 17.1 is appropriate for 
two reasons. First, bridging in itself is an incomplete strategy for analogy evalua-
tion, since each half of the bridge must itself be evaluated. The bridging method is 
a higher order strategy which breaks the problem of confirming a “larger” analogy 
into the problem of confirming two “smaller” analogies. Therefore bridging is most 
useful in conjunction with other evaluation methods and for facilitating their use. 
The other three evaluation processes are more fundamental than bridging in this 
sense, as shown in Table 17.1. Thus, whenever bridging is used, one should expect 
other methods of analogy evaluation to play a role as well.

Secondly, bridging adds to, rather than reduces, the number of tasks to be per-
formed by creating two new analogy relations to evaluate, and so should ideally be 
used only when other less-time-consuming methods have failed. However, this does 
re-raise the problem of why experts bother to consider bridging cases, since they 
seem to create more work.

17.6.4 Combinations of Evaluation Methods

17.6.4.1 Square Torus

The bridging case of the square torus discussed earlier (Fig. 4.8) can now be under-
stood more fully as involving both bridging and a conserving transformation in its 
development. The initial analogy proposed was between the torus and a cylinder of 
length equal to the torus’ intermediate circumference. The subject then generated the 
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bridging case of a “square torus.” After some additional work, the subject was able to 
determine that cutting and reassembling the cylinder of length L into the square torus 
of the same volume would in fact produce an intermediate mid-perimeter of length L. 
At that point he had found a volume-conserving transformation (or sequence of trans-
formations) between the cylinder and the square torus, as diagrammed in Fig. 4.8. 
This served to confirm the analogy relation for one half of the bridging relationship. 
He then appeared to realize that the same arguments could be made for a hexagon, or 
any polygonal torus. In this example the apparent role of the bridging analogy is to 
create a situation where the two cases are “close” enough to each other so that a con-
firmed conserving transformation between them can be found. Thus bridging is a 
supplementary method that “sets up” situations where more basic processes like con-
serving spatial transformations can occur, and the methods can be used together.

17.6.4.2 The Concept of Limit

These methods may provide us with a new perspective on the nature of mathematical 
arguments which use the concept of a limit. The interesting question in, say, the 
“stacks of wedges” transformation strategy for the torus problem shown in Fig. 11.4 
is whether the “lumpiness” of the sides of the stack will throw off the volume calcu-
lation or whether the wedges will approach the volume of the smooth cylinder in a 
well-behaved manner as n, the number of wedges used, goes to infinity. Lakoff and 
Nunez (2000) theorize that mathematical thinking in such a case depends on a leap 
via a conceptual metaphor, where an infinite sequence of states is treated as though 
it had a final state – the state where n reached infinity. One can provide a more 
detailed hypothesis about how people think about the basic concept of a limit, by 
using the vocabulary just developed. This states that the lumpy cylinder with n 
pieces has the status of a promising bridging analogy between the cylinder and the 
torus. A converging sequence is then a sequence of bridging analogies, since the 
progression from one to the next produces another bridging case that moves closer 
and closer to the target. This exemplifies the potentially recursive nature of the 
bridging process as shown under “Bridge” in Table 17.1. The relationship between 
the torus and the lumpy cylinder on one side of the bridge is that of a confirmed 
analogy via reliable conserving transformations for volume (cutting and rearranging 
pieces), and this can be repeated as each new bridging case is constructed with more 
and more wedges. But the relationship on the other side of the bridge between the 
lumpy cylinder and the normal cylinder is that of a tentative analogy relation. It can 
be evaluated roughly as plausible via the simpler static version of a dual simulation 
comparison – a static image comparison. The question is whether the final links to 
the target (cylinder) are valid, in the case where there is an infinite sequence of 
bridges. Other mathematical arguments for the target side in the limit are needed to 
confirm that tentative analogy relation with mathematical precision. (This can be 
important, as in the case of attempting to calculate the area of a hemisphere by cut-
ting it into quasi triangles meeting at the pole and then rearranging them into a rec-
tangle, which does not work!) Prior to such a demonstration however, the plausibility 



that the sequence will converge, as supported by the increasing perceptual similarity 
detected in sequential static image comparisons, can become rather high. Again, this 
last evaluation mechanism is a rough one, but as a first heuristic it may lead the sub-
ject in a fruitful direction that can later be examined more precisely. Thus reasoning 
about limits can be seen as involving recursive bridging analogies.

17.6.4.3 The Wheel as a Pulley

The intermediate bridging case of the rope attached to the wheel from S7’s wheel prob-
lem solution was part of a “triple” overlay drawing. The use of an overlay diagram and 
references that the wheel problem solution “felt right with the pulley feeling” supports 
the hypothesis that dual simulations were being used to evaluate these analogies. Thus 
there is evidence that the generation of the bridging case was an attempt to create a pair 
of more tractable dual simulations, between it and the original problem and between it 
and the pulley analogy. This suggests that another role of intermediate bridging analo-
gies is to generate chains of cases that are “close” enough perceptually to compare and 
evaluate with confidence in a more perceptual way, via dual simulations.

17.6.4.4  Imagery Based Evaluation Methods can Explain the Effectiveness 
of Bridging Cases

Thus subjects are sometimes observed to go through the effort to construct a bridg-
ing analogy in conjunction with other strategies. Evidence was presented indicating 
that in these cases, the purpose of the bridging case was to facilitate an imagistic 
evaluation strategy such as a conserving transformation or dual simulation. Subjects 
are apparently willing to go through an effort to support such imagistic processes, 
and this argues that they are valued by these expert subjects. The explanations 
above for the effectiveness of the higher-order bridging strategy in terms of the 
theory of imagistically based analogy evaluation methods are an example of a suc-
cessful application of the theory and therefore add some support to it.

17.6.4.5  The Relationship Between Imagistic Methods and Discrete 
Symbolic Methods is Unclear

I have hypothesized here that the analogy confirmation methods of conserving trans-
formations and dual simulations (including overlay simulations) operate on depictive, 
imagistic representations rather than on discrete symbolic representations. 
Unfortunately, these methods will sometimes be hard to detect, since spontaneous 
imagery reports are not common in our mode of speaking. Also, imagistic methods 
may result in or be used in conjunction with the mapping of discrete symbolic rela-
tions. For example, global recognition of perceptual/motor similarity in dual simula-
tions could lead to mapping discrete symbolic relations more explicitly in a second 
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stage. The latter is easier to report during think-aloud problem-solving because of its 
verbal nature. Nevertheless, cases such as the ones discussed in this chapter can be 
found where there is some evidence for imagery-based methods. In some cases there 
is more evidence for these methods than there is for mapping. On the other hand, it 
is clear that mapping discrete symbolic elements is a valuable strategy for some pur-
poses. The relationship of the imagery-based strategies to mapping is still unclear, but 
when subjects can articulate such mappings, that may add another important kind of 
precision to the process of analogy evaluation. Subjects who can use such a combina-
tion of methods, involving both perceptual/motor and symbolic representations, 
would presumably have the greatest advantage.

17.6.5 Comparison to Structural Mapping of Images

Previous studies describing evaluation processes from a structural mapping perspec-
tive have virtually all been based on the use of discrete symbols as an underlying theo-
retical framework. I have drawn the contrasts with imagery-based methods above 
based on this assumption. However, a “liberal” structural mapping researcher might 
claim that mapping processes are still valid for all analogies even if the elements being 
mapped are imagistic representations or elements thereof. Does the present data then 
indicate that there are evaluation processes that are different from the mapping process 
no matter whether the elements being mapped are symbolic or imagistic? This is a 
harder claim to support than the previous ones because it concerns a fine-grained proc-
ess and because some minimal mapping (e.g. of the targeted relation to the target 
problem) will probably be involved in any evaluation. However, the following consid-
erations provide some initial motivation for proposing the theoretical possibility that 
evaluation processes can involve more than mapping correspondences between finite 
sets of discrete elements, even if the elements in the mapping can be imagistic:

● A theoretical argument can be made that it would be inefficient to bother with a 
complete mapping when a subject thinks they have found a conserving transfor-
mation, as in the parallelogram problem and in the rotation of the wheel problem 
to a vertical cliff with gear teeth. This can receive some weak support from tran-
scripts where there is immediate acceptance of such analogies with no refer-
ences to mapping discrete imagistic features.

● Global similarity comparisons such as the wheel “beginning to feel like a pul-
ley” (lines 10–106) convey the idea that the subject has not broken down or ana-
lyzed the cases into elements to be mapped, rather that they are making a global 
comparison of two molar simulations.

● Such a perspective would take seriously the idea that some imagistic simulations 
for a system’s behavior can be molar events that are not broken down even imag-
istically into consciously heeded “pieces” so that the pieces can be compared 
one by one to yield a similarity “score”. Rather, as the target is run as a simula-
tion, it is “seen as” the base holistically–as when the pushed wheel is ‘seen as’ 
a pulley or the rimless spoked wheel is “operated as” a lever.



● One purpose of ‘overlay simulations’ may be to facillitate the running of a dual 
simulation via a kind of holistic imagistic alignment.

It is by no means possible to settle such a fine-grained issue by using a limited 
number of protocols from case studies, but they do serve to raise the pointed ques-
tion, at least for me, of whether methods other than mapping of discrete elements 
can be used for analogical inference and analogy evaluation. 

Contrary in spirit to the latter perspective are certain types of ‘imagistic align-
ment analogy’. It was thought that the rimless spoked wheel, for example, could 
help one fix the proper place to think of the lever’s fulcrum in the wheel, whether 
at the center or at the point of contact.  This sounds like imagistic mapping, and 
seems a potentially important process. To rectify these two perspectives, it is possi-
ble to envision an initial, more primitive process of imagistic global comparison in 
a dual simulation that yields a feeling that the cases are analogous, followed by a 
more careful imagistic mapping process which aligns aspects known to be impor-
tant in each system.

17.6.6  Conclusion on Evaluation: Four Main Analogy 
Evaluation Methods, Not One

This chapter concludes with the proposed possibility that, in contrast to most of 
the previous literature in this area, we have four analogy evaluation methods 
rather than one: bridging (including imagistic alignment analogies), mapping of 
discrete features, conserving transformations, and dual simulations (including 
overlay simulations) (Clement, 2004). Evidence was presented indicating that 
conserving transformations and dual simulations can be imagery based. I have 
hypothesized that bridging is a higher-order strategy whose purpose is to make 
it easier to conduct one of the other evaluation processes. In cases where a 
bridging analogy serves to make the use of one of the above imagery-based 
methods possible, or plays the role of an imagistic alignment analogy, it too can 
be termed an imagery-based evaluation mechanism. Questions have also been 
raised as to whether imagistic processes can act prior to and feed symbol map-
ping processes or whether they can act in conjunction with them in a comple-
mentary way, and these are very interesting topics for future research.

17.7  Use of Imagistic Transformations During 
the Generation of Partitions, Analogies, Extreme Cases, 
and Explanatory Models

Up to now this chapter has been concerned primarily with analogy evaluation, but 
at this point to expand the theme of imagery-based analogical reasoning I will shift 
to consider processes of analogy generation or modification. In Chapter 3, I cited 
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transforations as the most commonly observed analogy generation method for the 
spring problem, such as modifying the springs to have equal widths and shortening 
one of the springs relative to the other. Chapter 11 documented many spatial trans-
formations in the mathematical Torus Problem. If such generative transformations 
are associated with changing a feature of an object or a system, there is a question 
as to whether the change is symbolic or imagistic. A large proportion of cases of 
transformations in the present protocols were accompanied by a new or modified 
drawing generated by the subject. This suggested that an imagistic transformation 
was involved. These processes occur very quickly, and observations of accompany-
ing imagery indicators from Table 12.3 were not as common as were the drawings, 
but they did occur, as discussed below (using cases from external subjects only).
Partitioning: Transformations can generate partitions by cutting a system into 
parts. In episode 4 in Chapter 14 a subject partitions the spring into repeating coils 
and then focuses on one coil, thereby transforming the problem into a simpler one. 
Evidence for imagery during this episode was provided by hand motions.
Analogy Generation: Torus Problem: There is evidence that the cylinder analogy 
was generated by S6 using a transformation:

001 S: It’s probably pretty close to a worm, er

002 S: I mean a cylinder. Where you know, if you laid out the doughnut on the ground, uh, 
if you cut it open and laid it out, it would basically be the area of the base times the length 
around the middle…. I’ll just turn it into a cylinder….

005 I: ….When you thought about the cylinder, do you know how that arose?…

006 S: Well I mean I in fact…just imagine the knife cutting it open and you know, laying it out…

008 S: ….I mean to say I thought of cutting it at one edge and it sort of flopping down and 
then the uh, the doughnut becomes a cylinder.

Here, the imagery report in line 6 suggests that the transformation being used here 
is generated via an imagistic representation.

Spring Problem: (1) A second example of imagistic transformation occurs in the 
generation of the second “zing zag” spring discussed in the section above on Dual 
Simulations. There the subject appears to modify or transform his first zigzag spring 
into an “improved” one, and says that he has “a visualization” as he does this.

Spring Problem: (2) The analogy in Episode 7a in Chapter 14: “what if I recoiled 
the spring and made the spring twice as long – instead of twice as wide?” appears 
to be generated by a transformation. This is immediately followed by a simulation 
of the new case with multiple imagery indicators, giving indirect but still significant 
support to the idea of the transformation being imagistic.

Wheel Problem: Similarly in the wheel problem, S7’s generation of the case of 
rolling the wheel up a vertical wall in line 5 (in this chapter), as well as the genera-
tion of the case of attaching a rope to the top of the wheel in line 162, are immedi-
ately followed by depictive hand motions.

Extreme Case Generation: The Spring (2) episode above is followed by a transfor-
mation to an extreme case with accompanying imagery indicators: “I’m imagining 
(moves hands together slowly in 5–6 small movements) that one applies a force 



closer and closer to the origin of the spring.” This quotation contains depictive hand 
motions as well as a dynamic imagery report as imagery indicators. Extreme cases 
are usually accompanied by language that suggests generation by a transformation, 
and this makes intuitive sense theoretically.

Another extreme case in episode 5 is accompanied by an imagery report: “if 
you…imagine shrinking the coils to a very small diameter.”

Explanatory Model Modification: The attempt to imagine the twisting mechanism 
operating in an actual spring coil in episodes 17–18 is more subtle example of a 
transformation. Here, the subject transforms his model of the spring by softening 
an increment of the spring and carefully choosing the place from which a torque is 
applied to that segment. The change in the position of the force applying torque 
here is an example of transforming an explanatory model that involves a drawing 
and has accompanying nearby imagery indicators.

The examples above appear to be most parsimoniously explained by assuming 
that the subjects were transforming the images of concrete objects in order to generate 
an analogous case, partition, or extreme case. In the case of analogies, the process 
appears to be a very different one from retrieving an analogous case from memory 
via a linguistic association, and the model presented here is therefore different from 
most previous models of analogical access.

17.8 Conclusion

On the basis of think aloud protocols, and associated imagery indicators such as 
depictive gestures, this chapter has proposed three new types of imagery-based 
analogy evaluation mechanisms: transformations, dual simulations (including over-
lay simulations), and bridging analogies (Clement, 2004). Evidence for transforma-
tions, as an imagery-based mechanism for generating analogies, partitions, and 
extreme cases was seen in other cases. These findings provide additional evidence 
for formulating the general hypothesis that many analogical reasoning processes 
can be imagery based. In the next chapter, I will extend this theme further by exam-
ining evidence for the transfer of imagery and runnability from source analogues to 
models and argue that this is an important source of model flexibility in science.
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Chapter 18
How Grounding in Runnable Schemas 
Contributes to Producing Flexible Scientific 
Models in Experts and Students

18.1  Introduction: Does Intuitive Anchoring Lead 
to Any Real Advantages?

This chapter takes a more global point of view and attempts to explain why ground-
ing models in runnable schemas appeared to be so desirable for both experts and 
students in the previous chapters. Sections I and II of this book show that for experts, 
analogical reasoning can be difficult, risky, and time consuming. This raises the 
question of why the subjects who used analogies went to the trouble to do so. A 
simple answer might be that it was their strategy of last resort – that they could not 
think of any other way to make a prediction. However, in the case of S2’s solution 
to the spring problem in Chapter 6, the subject already has a prediction with a high 
confidence level at the point where he complains that his “understanding is still 
quite low” and continues to pursue analogies. He goes on to eventually ground his 
solution in runnable schemas of twisting and bending. But he did not do this prima-
rily to increase confidence in his solution, which was already quite high. The 
hypothesis to be developed here is that such subjects were attempting to construct 
new understandings that were as deep as possible by grounding these attempts in 
prior understandings. In particular, the subjects generated analogies in order to find 
relevant anchoring schemas constituting their prior understandings. This paid off 
when a schema was found that was runnable with conviction and that could be used 
as a grounding element in the construction of a model for the target situation.

In the case of S2, this type of anchoring appeared to eventually increase his 
understanding of the system considerably. Finding the analogy of a twisting rod 
allowed him to apply his intuitive knowledge of twisting to develop a model for the 
source of stretch in a spring, as shown in Fig. 14.15. It is evident that he went to a 
great deal of trouble to attain this increased sense of understanding since he had 
already reached a high degree of confidence in his prediction and since it took him 
an additional period of real conceptual struggle to attain that understanding. The 
expert pattern of developing an intuitively grounded model by anchoring it in run-
nable schemas (and here in particular, in physical intuition schemas), is one of the 
major findings of this study. But why did these experts go to this extra trouble? 
Why is this kind of grounding or anchoring so desirable?

409
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18.1.1  Review of Findings on Imagistic Simulation 
and Runnable Schemas

In this chapter I discuss some potential benefits of anchoring a model in a prior 
 knowledge schema, the most important benefit of which is labeled “transfer of 
dynamic imagery” or “transfer of runnability” from anchor to model during model 
construction. Throughout this chapter I use evidence from external subjects only. In 
Chapters 12–15, transcripts were examined which seemed to show subjects “simu-
lating systems or events in their heads.” At a minimum, this means that they were 
able to produce predictions of future states of an unfamiliar system. In addition, 
those examples provided other kinds of evidence supporting the hypotheses that the 
subjects were:

(a) Using dynamic imagery
(b) Using concrete knowledge structures with modest generality that could gener-

ate simulations (runnable schemas)
(c) Using these structures in a way that was important to their solution process

For instance, some of the observables supporting hypothesis (a) above were 
dynamic imagery reports and corresponding depictive hand motions. Most of the 
examples in Chapters 12 and 13 that supported hypothesis (b) were “elemental” 
cases where the subject focused on a single causal relation in the simulation. Thus 
the question in those chapters was not how to combine such elements into a com-
plex mechanism, but how to account for the ability of the subjects to simulate a 
single causal relation that they may never have attended to before.

To account for these data, a schema-driven imagistic simulation process was 
hypothesized wherein a schema assimilates a particular image of a system and pro-
duces expectations about its subsequent behavior in the form of a dynamic image 
that can predict or account for an event. Figure 13.3 gives an overview of this proc-
ess. It was assumed that an expectation about how an object behaves is embedded 
in a permanent and somewhat general schema. A central assumption of the imagis-
tic simulation hypothesis is that the schema produces a prediction by in some sense 
regenerating or generating and running through an action or event rather than 
 simply recalling a list of static facts about it.

A “runnable” schema was defined in Chapter 15 as being a schema which has 
this capability of generating imagistic simulations. A runnable schema can assimi-
late a static image of an object or system and perform mental actions on that image 
to generate a dynamic image anticipating possible future states of the system.

18.1.2 Transfer of Runnability Hypothesis

I began by asking the question: “Why did experts go to so much trouble to find 
anchoring examples? What are the potential benefits of intuitive anchoring?” This 
chapter proposes the following hypothesis:



Transfer of Runnability Hypothesis

Part 1: Transfer from Source to Model

Using one or more runnable schemas to provide contributing elements to the construction 
of a complex explanatory model can result in the model itself having the ability to generate 
and run simulations. This is referred to as “transfer of runnability.” More specifically, parts 
of a runnable source schema can be transferred from source to model so that there are simi-
larities in the dynamics of the simulations generated by them.

Part 2: Model Runnability Facilitates the Flexible Application of the Model 
to New Transfer Problems

Runnability in turn helps provide the model itself with the crucial property of flexibility in 
access and application to unfamiliar problems, as well as other valuable properties.

These hypotheses provide an explanation for the motivation experts exhibit 
toward finding anchoring analogies and examples, although they may express this 
only vaguely as a search for a “way to understand it at a gut level.” To make the 
above into a clearer hypothesis one must first consider the nature of the process 
of model projection. This question was dealt with in Chapter 14 by using the 
concept of image projection illustrated by the following example. Twisting 
became part of an explanatory model where the image of small twisting elements 
was taken seriously as a mechanism which could actually contribute to stretching 
in the spring wire. This culminating image was projected into the spring itself, as 
shown in Fig. 18.1. 

This example illustrates the way in which an explanatory model works by gener-
ating an imagistic simulation and projecting it into the target case. This suggests 
that it is extremely valuable for an explanatory model to support imagistic simula-
tions. In what follows I consider the question of how such a runnable explanatory 
model might be constructed from runnable intuitions.
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18.1.3  Models Can Inherit the Capacity for Simulation 
from Anchors

The rest of this chapter follows the themes in Fig. 18.2, working from left to right. 
In this Section I propose that a runnable anchoring intuition schema can be used in 
the construction of an explanatory model; and that this can contribute to the simula-
tion capabilities of the new model. This hypothesis has been implicit in much of the 
discussion in Chapters 14, 15, and 16, but it is time to make it explicit and to exam-
ine the possible benefits for model use.

Explains Experts' Efforts to Anchor Models in
Runnable Intuitions

Grounding in
Runnable
Schema(s)

Runnable
Model

Scientific
Benefits of
Runnability

Educational
Benefits

Explains Observed Success of Anchoring in 
Instruction

transfer of
runnability

Fig. 18.2 Form of global arguments in Chapter 16; Key: → = “makes possible.”

18.1.3.1  Runnable Schemas are Incorporated and Adapted into a Model 
as It is Constructed

The diagonal arrow in Fig. 14.15 foreshadowed the idea that a schema activated in 
thinking about anchoring examples could be incorporated into an explanatory 
model during its construction. The schema may be modified or simply incorporated 
to become part of the model, as shown in Fig. 18.3. 

18.1.3.2 Models Can Inherit Runnability

The runnable schema or source analogue transfers its runnability to the more 
complex model. For example, as the model of the square spring coil constructed 
by S2 is developed, he appears to tap a runnable schema for twisting as a source 
analogue and use it to think about the square spring. The square coil serves as a 
simplifying model of the spring. It appears that the twisting action and its conse-
quences are projected into the square coil by the subject. The square coil appears 
to inherit the runnability of this schema, evidenced not only by the way he talks 



about the square twisting, but also by the way he produces similar twisting 
motions with his hands for the rod analogy and the square coil, as he makes 
 predictions from these. These appear in sections 12a and 12b in Chapter 14. The 
similar hand motions suggest that the form of the imagery is similar in both cases. 
I have hypothesized that the runnability of these elements in the square spring 
model, along with the imagistic “summing” or canceling of the effects of these 
applications via spatial reasoning, is what allowed him to “interrogate” the model 
to generate the prediction that a wider coil will stretch more. In this view he is 
generating information by running the model within its spatial and geometric 
constraints, rather than making a set of deductions from previous facts. Thus 
there is evidence for transfer of runnability from the twisting schema to the 
square coil model. Presently I will argue that this kind of runnability is one of the 
most valuable properties a model can have.
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18.1.3.3 Transfer of Runnability to Circular Coils

A further culminating transfer of runnability for S2 was described in Chapter 14, 
section 17a. In this episode he has just reviewed the square coil model and asks 
whether one can actually see stretching forces causing twisting in a helical spring. 
By drawing a helix with two points 90° apart in Fig. 14.7a, he is able to imagine a 
downward force at point b exerting a twisting force on the segment at point a, so 
that the twisting deformation in point a allows point b to drop as a contribution to 
stretch. I interpret this as the first occasion where S2 has actually been able to envi-
sion a mechanism for twisting occurring in the spring coil itself that is aligned so 
that it captures how forces are causing the twisting. Here, he again makes similar 
twisting motions over the drawing, indicating that some similar imagery has been 
transferred from the earlier case of the twisting rod.

The entire process is referred to as perceptual-motor grounding or anchoring of 
the model. The vocabulary I will use to describe this process is shown in Fig. 18.3. 
There an anchoring, source schema on the left (e.g. twisting) is incorporated (or 
adapted) into the explanatory model on the upper right. Recall that both a schema 
of modest generality and the image of a particular example are involved when an 
imagistic simulation of the anchor is “run.” When aspects of the source schema are 
incorporated into the explanatory model, there is a transfer (or inheritance) of the 
capacity to generate simulations (runnability) for this part of the model. (This does 
not guarantee a correct model or even the ability to run the entire model if the 
schema provides only a piece of the model, but it does provide an important part of 
what is needed to run the model.) Once a runnable model has been assembled, epi-
sodes of running the model can be projected into an image of the target. This trans-
fer of runnability view is supported by the parallel hand motions for twisting of the 
(a) rod and (b) 1/4 coil of the spring shown in Fig. 18.4.

The subject may also have an older knowledge schema in the form of a target 
behavior schema which incorporates his or her prior general knowledge about the 
target and its behavior as in Fig. 18.3. If the projection from running the new 
explanatory model fits the separate simulation generated by the target behavior 
schema, then the model can receive initial support as a plausible model.

The overall argument structure supporting the interpretation given here is shown 
in Fig. 18.5. The presence of similar hand motions during the subject’s investiga-
tion of the source case of twisting the straight rod and during his investigation of 

Fig. 18.4 Transfer of runnability from twisting schema to model of spring: parallel hand motions 
for twisting a rod and twisting one quarter of a spring coil



the two models provides evidence for a transfer of runnability from the source 
schema to S2’s model of the spring.

18.1.3.4 What is the Mechanism of Transfer?

The simplest model for how runnability is transferred is to assume that the anchor-
ing schema is simply “applied” directly to or incorporated directly into the model 
in progress, then modified as necessary. This will ordinarily be an act of applying 
a schema outside its normal domain of application, so there will be issues and ques-
tions about where to apply it and how to align the action of schema imagistically 
with the target. The resolution of these questions will be part of the abduction-
under-constraints process that is involved in any change in the model and it will 
need to be evaluated and possibly modified further by the subject.

18.1.4 What, Exactly, is Transferred?

There are several possible aspects that could be transferred to a model including:

● Static imagery forms
● Runnability: schema elements that generate dynamic imagery
● Confident runnability, local conviction about how aspects of the model will behave

The transfer of runnability hypothesis stated earlier in this section includes the first 
two ideas above. In the case of the twisting wire this included a static image form 
(an elongated wire-like object) and a schema (twisting) that can generate dynamic 
imagery. Is one justified in posing a stronger hypothesis here that includes the 
transfer of some confident runnability (conviction concerning the behavior of the 
model)? Because S2’s sense of understanding rises sharply after he applies his 
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 torsion insight to the spring, there is some justification for proposing the second, 
stronger hypothesis, as follows:

Using one or more runnable, intuitively grounded schemas to provide contributing ele-
ments for constructing an explanatory model can contribute to giving the model itself an 
ability to generate and run confident simulations. This is referred to as “transfer of runna-
bility with conviction.”

By assuming that this kind of runnability comes ultimately from an intuition, I mean 
that it comes from a schema that has some self-evaluated conviction. (Or by saying 
that it comes from an intuitively grounded schema we allow for the possibility of 
recursive grounding back through a chain of conceptions to an underlying intuition.)

I call a model that is derived from an intuition in this way an intuitively grounded 
model. Theoretically one would expect intuitive grounding to be a desirable property 
for a model because it means one has been able to make a model coherent with basic 
self-evaluated convictions developed from practical experience and other firmly 
established sources. This explanation serves here as a hypothesis for why S2’s rating 
of his own understanding (as distinct from his confidence in the answer) rose sharply 
after he applied the twisting idea to the square coil. While they may not provide per-
fect and certain access to the structure of the world, since such intuitions are based in 
perceptual motor components that share such a close interface with the world, they 
are inherently “in touch” with the world. Their perceptual motor nature also means 
that they are compatible and closely linked to other commonly used physical intui-
tions and spatial reasoning operators that aid in making inferences from them.

Thus, I have generated a hypothesis at two levels:

Transfer of runnability or imageability from a perceptual motor schema can 
occur during the formation of a runnable model.

Transfer of runnability with conviction from a special kind of schema – runnable 
intuitions – occurs during the formation of a runnable, intuitively grounded 
model.

The second hypothesis implies the transfer of runnability contained in the first 
hypothesis and is stronger and therefore more difficult to support. Colloquially, the 
second hypothesis provides an initial theory for how an explanation can “make 
sense” to a subject. Instances of the second are also instances of the first and the 
first therefore has a broader scope. As will be seen there are differing transcript 
episodes in the data base that support each of these variations of the hypothesis to 
differing degrees.

18.1.5  Example of Transfer of Imagery and Runnability 
in Instruction

Clement and Steinberg (2002) analyzed the protocol of a student being tutored in 
an electricity curriculum which used analogies to attempt to construct models of 
electric potential (voltage) and charge flow (current) that could be anchored in the 



student’s intuitions about (perceptual motor schemas for) pressure and air flow. The 
teacher provided 8 hours of interactive tutoring over 5 days. Care was taken to 
develop an imageable model by working from concrete analogue examples (e.g. a 
leak in a tire) and using student generated drawings that had incorporated a color 
coding scheme suggested by the curriculum for different levels of “electric pres-
sure.” This subject was able to map and apply an air pressure and flow analogy to 
electric potential and current as her tutor helped her build a model for electric cir-
cuits. The success of this process led the authors to hypothesize a transfer of run-
nability from the analogue air pressure conceptions to the electric potential model, 
as shown in Fig. 18.6 (Clement, 2003). The hypothesis is supported by evidence 
from the subject’s spontaneous use of similar depictive hand motions over  drawings 
during the original air analogy, and again during the instructional circuit examples, 
indicating that she was using a similar type of imagistic simulation in both cases. 
Gestures for both pressure and flow appear during the tire analogy and then during 
her work on instructional problems on circuits. Furthermore, the subject’s sponta-
neous use of similar depictive hand motions during a later posttest provided evi-
dence that the instruction fostered development of a dynamic mental model of 
fluid-like flows of current caused by differences in “electric pressure,” that could 
generate new imagistic  simulations for understanding relatively difficult transfer 
problems (Clement and Steinberg, 2002). This led the authors to describe the core 
of her new knowledge as runnable explanatory models at an intermediate level of 
generality. This study suggests that the model runnability achieved by grounding a 
new model in runnable prior knowledge schemas (here physical intuitions) during 
instruction may foster a type of model flexibility that aids in its use in transfer 
problems.

Transfer of runnability may be related to what Hesse (1966) called “material 
similarity” (as opposed to simply formal or abstract similarity) and what Brown 
(1993) called “reattribution of agency.” In this view, the target model is enhanced 
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Fig. 18.6 Similar depictive hand motions as evidence for transfer of runnability from analogue 
case to model; (a) air pressure in tire: presses hands together around imaginary entity; (b) charge 
“under pressure” in upper capacitor plate: presses hands together around imaginary entity, then 
pulls them apart
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with new concrete material features (Brown and Clement, 1989) that come from the 
base and enable the construction of a new explanatory model. This new explanatory 
model then enables a different attribution of agency than the earlier view of the tar-
get situation.

18.2  Cognitive Benefits of Anchoring and Runnability 
for Models

In this section, I attempt to develop a framework to explain why the runnability 
derived from grounding a model in one or more runnable schemas might be a very 
useful cognitive property for an explanatory model to have, shown in Fig. 18.7. The 
figure moves well outside the data base in this book in attempting to connect the 
idea of grounding on the left with desiderata for theories from history of science 
studies on the right, although I will make some connections to expert case study 
data in this section for the sequence of items from Runnable Schemas on the left to 
Predictive Testability and Explanatory Adequacy on the right.

Fig. 18.7 Special benefits of inherited runnability for scientific models
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18.2.1 Traditional Benefits of Building on Prior Knowledge

There are traditional reasons for “starting from what the student knows – from 
confident prior knowledge” (referred to here as “anchoring”) that may not depend 
on runnability, such as the following ones.

1. Efficiency. An anchoring idea may serve as a starting template for constructing a 
more complex idea. This should save the time involved in reconstructing that 
piece of the idea. Thus anchoring should contribute to the efficiency of learning.

2. Comprehensibility. The familiarity of an anchoring idea may help increase the com-
prehensibility and level of understanding with which the more complex idea is held.

3. Interconnectivity. Using anchoring conceptions as building blocks may increase the 
interconnectivity of one’s knowledge network since it creates links between old and 
new conceptions. This in turn should increase external coherence and retention.

The three benefits above should apply to any type of confident prior knowledge 
used in instruction, including factual knowledge, as shown at the bottom of column 
two in Fig. 18.7. But as shown in columns 2 and 3 there are additional benefits that 
may accrue from runnability, as described below, that go beyond there.

18.2.2  Benefits of Transferring Runnability from a Schema 
to an Explanatory Model

When an explanatory model is constructed from one or more runnable schemas, 
I hypothesize that the runnability inherited by the model should contribute to the useful-
ness of the model in the following ways.

18.2.2.1 Runnability Enables Flexible Application to Unfamiliar Problems

One of the most important characteristics a model can have is the capability for 
flexible transfer. Runnable schemas are assumed to have perceptual activation 
mechanisms and adaptive tuning capabilities (as described in Chapter 13), and if 
inherited by the model, these properties should support the flexible application of 
the model to unfamiliar transfer problems as described below:

(a) Flexible activation. Knowledge is useless if one cannot access it at appropriate 
times. In the present view, runnable schemas should be accessible by association 
via imagery or perceptions currently in the attention of the subject via a percep-
tual recognition process. If this property were inherited by a model grounded in 
an runnable schema, it would mean that the model’s involvement in a problem 
may be triggered by parallel and distributed perception-like recognition processes 
separately from explicit feature analysis via lingiustic symbols.

(b) Adaptive tuning and application. Once incorporated within the construction of a 
model, a runnable schema’s perceptual motor components should also contribute to 
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flexible application of the model in a new situation. This derives first from a runna-
ble schema’s ability to “stretch” the domain of its application. Piaget and others 
have documented the process of early perceptual motor schemas assimilating and 
adapting to more and more new situations from their naturalistic observations of 
infants, so in this view this capability is built into our earliest mental structures.

The capability to tune themselves and adapt for new conditions has also been attributed 
to generalized motor schemas by Arbib (1981), Schmidt (1982), Rosenbaum (1991), 
and others, as discussed in Chapter 13. This raises the possibility that a schema could 
adapt its performance to new conditions as the schema performs, or is made ready to 
perform either a real action or an internal imagistic simulation. One of the original 
intentions in putting forward the construct of a runnable schema was to distinguish 
the schema-driven simulation process from “reading from” a list of memorized facts 
or a single figural episodic memory of an event. The schema somehow generates
imagery that is “customized” to the specifics of the immediate context to some extent. 
That is achieved by a schema that is schematic (it does not carry specific details), and 
that can adapt to generate events for a range of situations. This is what gives runnable 
schemas in general (and, it is hypothesized, physical intuitions in particular) their 
general applicability. However, such a schema is still concrete in the sense that it 
operates on images of concrete objects. Thus runnable schemas have the somewhat 
paradoxical property of being both general and concrete. Perhaps this is less surpris-
ing though when one considers that our concrete action schemas used in everyday 
actions also have such properties of generality – they are flexible in their application 
to new situations. If this property were transferred to a model constructed from the 
runnable schema, it would also contribute to the ability of the subject to apply the 
model flexibly in a new situation.

18.2.2.2 Adaptive Assimilation and Application in a Student Transcript

The transcript below from a tutoring session on the direction of surface friction forces 
illustrates this type of adaptive assimilation. About 1 week earlier, the subjects had 
been taught in class to apply their runnable intuitions about the “springiness” of 
springs to solid objects like tables, in order to explain how solid objects can exert 
normal static forces (via the same instructional techniques as those used in Chapter 
10). This includes the idea that as a force is exerted on the object, it deforms the object 
and causes it to push back with an equal and opposite force. Thus the intent of the 
instruction was that their runnable intuition about “springiness” would be incorpo-
rated into their model of elastic normal forces between solids. This new elastic force 
model is apparently applied spontaneously by subject B in line 7 to the friction case 
of the “bumps (on the table) pushing back” depicted in Fig. 18.8.1

1 This is an oversimplified model of surface friction since a large part of the force can also be 
caused by chemical bonding or plowing mechanisms. Nevertheless it is a useful initial model for 
making the horizontal direction compelling (this is quite counterintuitive for many students who 
say that friction is a directionless effect or a downward force).



Question: Given a cart or block sliding to a stop on the surface of a table, in what 
direction does the frictional force act?

1 SA: The block’s going this way [to her right], and the friction from the table’s trying to stop it 
from going in that direction. So in order to stop something that’s going this way, [left] you’re gonna 
– pull that way,
[This is correct, but does not explain how the table is able to push.]

2 I: OK. The, the question arose this morning, how can the table push –

3 SA: Up?

4 I: – push that way [left] on the cart?

5 SA: That’s a good question! Is the table really pushing that way? [Puzzled tone]

6 I: Well, the model we use is that, if you take a microscope, and blow it up, so that the 
block is very big (draws Fig. 18.8a), the block has a rough edge, and the table’s kind of 
rough, too. And, some of these bumps on the table will hit bumps on the block. So that’s 
how the table can push that way. So as those bumps hit each other as the block slides over 
the table, the table pushes back.

7 SB: Oh, I see. It’s just, um, is it kinda like the same way you said about pushing down 
(pushes down on table with right hand) and it, (moves same hand up 5 inches above table) 
it comes up again? Do you know what I mean? The spring?

8 SA: Yeah. (Presses down on table with both hands repeatedly) Like the springy move-
ment of the table. (Referring to a discussion the week before about the source of a table’s 
elastic vertical force)

9 SB: Now (places hands as shown in drawing) now, like, now you’ve got a thing coming 
up like this and you’re pushing against it (left-hand fingers push on right hand) like, these 
are the bumps, really big (right hand), and these are the bumps (right hand) and it, it, um – 
(pushes fingers on left hand against fingers on right hand)

10 SA: You (her left fingers push right fingers back as in Fig. 18.8b) hit the bump and the 
(right fingers push) bump pushes back.

11 SB: Yeah.

Here, the subject takes a macroscopic elastic force model and applies it to a very 
different-looking microscopic situation. This is a case of transfer to a new and dif-
ferent topic that is impressive for a beginning student. I hypothesize that their elastic 
normal force model in this case involves the perceptual motor activity of imagining 
a force – deformation – reaction force sequence and that an extended application of 
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Fig. 18.8a Block sliding on table, b “You hit the bump and the bump pushes back”

Block

Table
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this perceptual motor idea allows them to interpret the new friction situation. They 
appear to be able to transfer the runnability of their schema for static normal elastic 
forces in a vertical direction to the context of dynamic frictional elastic forces in a 
horizontal direction, even though the geometry and other aspects of the situation are 
very different. The evidence for this view is more complex here because the subjects 
are triggering ideas for each other and reasoning collectively in a very effective way. 
Subject A’s “pushing” hand motions in her statement of the connection in line 10 
are the culminating expression. She simulates the frictional forces by pushing her 
right fingers against her left fingers, saying “you hit the bump and the bump pushes 
back,” and then pushing her fingers against each other in the opposite direction, rep-
resenting the elastic reaction force of the bumps on the table. These indicate a kind 
of imagery where a force causes a deformation that produces a reaction force in the 
opposite direction. They are similar in exactly this way to Subject B’s earlier hand 
motions representing an object pushing down on a table and the table pushing back 
up. This similarity in hand motions provides some evidence for transfer of runnabil-
ity. Apparently their schema for the normal reaction force in the table developed a 
week earlier was still runnable at this later date, and it was able to become active and 
apply itself to the transfer situation of a frictional force in a flexible manner. Thus, 
flexibility of activation and adaptive application, as shown in column two in 
Fig. 18.7, for novel situations appears to have been a benefit of having a runnable 
model in this case.

The intent of starting from a hand pushing on a spring in the instruction a week 
earlier was to ground their model on a familiar perceptual motor intuition and 
build on the resulting imagery. It is plausible that the grounding of this model in 
a perceptual motor intuition of springiness is what allowed the model to assimilate 
and apply to the new situation in such a flexible manner. This leads us to a view 
of runnable source schemas being used to construct runnable models, and the mod-
els, themselves recursively becoming source schemas for building more advanced 
models.

18.2.2.3 Projected Plausibility and Spatiotemporal Coherence

Runnability should also play an important role in helping a scientist to evaluate 
the plausibility of a model. By this I mean evaluating whether the model is (in the 
words of Harre, 1961) a “candidate for reality.” This should occur when the sub-
ject projects the model into an observable target situation. Such factors as whether 
the working mechanism portrayed by the model could actually fit spatially and 
temporally within the observable target situation, and whether it could provide a 
plausible chain of hidden causes to connect the observed conditions and behavior, 
would enter into determining the plausibility of the model. In unsuccessful cases, 
running the projected model could lead to emergent incompatibilities. Such a case 
has been discussed in Chapter 6 where S2 appeared to project the mechanism of 
bending into the spring and judged it to be highly suspicious. This eventually 
inspired further work and significant breakthroughs. In addition, if more than one 



runnable schema were involved in constructing a model, those schemas would 
have to be plausibly compatible with each other in spatial and physical ways dur-
ing the running of mental simulations – another requirement for internal coherence 
of the model.

In this view, when a model inherits the ability to run imagistic simulations as a 
major mode of representation, it inherits a set of very important constraints which 
depend on the spatial and temporal character of that representation. The subject 
may be able to use these constraints as the model is “run” to criticize and eliminate 
the model as a realistic view of the world. On the other hand, in cases that pass such 
tests it can be hypothesized that this kind of evaluation builds into the model an 
important form of self-evaluated plausibility. Another way to describe this outcome 
is to say that the model is spatially, temporally, and causally coherent with impor-
tant aspects of prior knowledge. Thus inherited runnability should give one a pow-
erful foundation from which to evaluate the spatiotemporal plausibility or coherence 
of a model.

18.2.2.4 Novel Emergence

From the imagistic runnability of a perceptual motor schema, the model may 
also acquire some of its potential for generative processes that can produce new 
information when the model is run. On occasion this may lead to future 
improvements in the subject’s theories. Generative processes could happen in 
 several ways:

(a)  Since simulations of physical phenomena are spatiotemporal, when a model is 
grounded in this way it makes it compatible with spatial reasoning operations, 
and these may be used to extend inferences from running the model.

(b)  When the model is run in a new context, it may lead to new or novel predictions 
that are based on extended application of the assembly of schemas comprising 
the model (Clement, 2003).

(c)  The hidden sources of implicit knowledge that reside in perceptual motor sche-
mas (as discussed in Chapter 13) could provide emergent knowledge in a simu-
lation produced by a model.

(d)  Many models will be assembled from more than one source schema. Running 
two or more runnable schemas in parallel in a compound mental simulation in 
such a model can lead to the recognition of unanticipated emergent interac-
tions. For example, S2’s act of running multiple instances of the bending 
schema in the orthogonal sides of the square coil led to the emergent prediction 
of no cumulative bending in the spring. 

This kind of feature emergence from a runnable model is seen as a contribution to 
the testability of the model, as shown in Fig. 18.7. In other cases it might contribute 
to the heuristic value of the model (the potential for stimulating further scientific 
discoveries) by enhancing its potential for generating new and unexpected 
findings.
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18.2.3  Recursive Runnability of Models As Thought 
Experiments Explain Many of These Benefits

The reader may note that the properties I have been discussing for runnable models 
are very similar to properties of runnable schemas that were used to explain sources 
of new knowledge and conviction in untested thought experiments in Fig. 15.3, and 
this is no accident. What is being proposed is that models can inherit these proper-
ties by being constructed out of runnable schemas. (Moving one more step back-
ward in the development of this argument, several of these properties were 
described as “elemental” sources of knowledge from imagistic simulations in 
Chapter 13.)

To take this argument one step further, some unity is achieved by assuming that 
once a model inherits runnability from a schema, the model itself is eligible to par-
ticipate recursively in Fig. 15.3 as a runnable schema. The act of a model being 
applied for the first time, or to a new and unfamiliar situation, qualifies as an 
untested thought experiment as defined in section 15.1.1. That is, the model should 
be able to generate such experiments by running imagistic simulations on cases 
outside its normal domain of application, and utilize spatial reasoning in these sim-
ulations. It should be able to run in coordination with other schemas or models in 
a compound simulation which gives it modularity. And these may generate new 
unanticipated effects which give it heuristic value for generating new theory. In 
fact, it should be able to participate in any of the plausible reasoning operations in 
Fig. 15.6, increasing its generativity and heuristic value, as it may ultimately serve 
as a runnable component in a larger mode of use.

18.2.4 Transfer of Conviction

Can conviction be transferred along with runnability from a source schema to 
a model? Having some self-evaluated conviction was used as an important 
defining feature of the construct of “intuition” defined in Chapter 13. I have 
suggested that runnable intuitions such as the twisting schema for confidently 
simulating cases like the twisting rod can be transferred to a model of the 
spring. Here, I examine how tapping an intuitive schema with self-evaluated 
conviction can be one source of confident knowledge for an explanatory model. 
It most likely would not be a complete source, since the conviction that is trans-
ferred would be a conviction about how that element of the model will operate, 
if it is part of the mechanism operating in the target. That in itself does not 
constitute support for whether it is actually part of Nature’s mechanism. In this 
book, that last kind of support or confidence in validity is thought of as coming 
from a different source – from the whole model surviving repeated evaluation 
and criticism cycles.



But the hypothesis stands that valuable convictions can be transferred from a 
prior knowledge schema to a model – convictions that inform how that part of the 
model should behave. When S2 envisions twisting occurring in the square coil, 
he is quite confident about how twisting can occur in each side, even though the 
context is quite different from the isolated case of a single twisting rod. 
Apparently the twisting schema can be used adaptively here, during a simulation 
of the whole square coil. Chapter 15 proposed the theory that conviction could in 
some cases be maintained at a reasonable level, even during the extended applica-
tion of a schema outside of its normal domain of application. This then outlines 
a way in which an anchoring intuition held with some conviction might contrib-
ute to confidence in an explanatory model. Conviction can be transferred from a 
runnable intuition schema to an element of the explanatory model as elements of 
the intuition schema are applied to the model. This does not guarantee the cor-
rectness of the model, but it allows confident inferences to be made from the 
model that can be tested.

I have added this idea as a separate “track” at the bottom of Fig. 18.7 to indicate 
how adding conviction to the properties of a runnable source schema may in turn 
add to the conviction with which the resulting model can be run. This in turn adds 
to coherence between the model and the prior experiential knowledge of the sub-
ject, assuming that the intuition is derived from prior experiences. This constitutes 
an increase in the internal coherence of the model, and that should increase the 
explanatory satisfaction of the model. However, the precise relationship between 
runnable schemas, those which are also intuitions with experientially based convic-
tion, and the explanatory models that utilize them is a complex one, and one that 
requires much more research to sort out.

Earlier, I cited evidence from the square coil transcript for a case of increased 
understanding that fits the idea of a transfer of conviction. In addition there is 
some evidence for transfer of conviction in the case discussed in the previous 
section where two students are being tutored on the friction example. The two 
students give some evidence for increased understanding when student B says 
“Oh, I see” and the tone of the students’ statements changes from puzzlement to 
confident affirmation. These observations are sparse, but alert teachers who can 
pick up many clues from facial expressions and tone of voice as well as verbaliza-
tions use them effectively to check the level of understanding during 
instruction.

18.3  How Runnable Models Contribute Desirable Properties 
to Scientific Theories

In this section, I illustrate the possible extendibility of a theory of imagistic simula-
tions and runnability by discussing how the benefits of runnability listed above may 
add power to the role that a model plays in a scientific theory.
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18.3.1 Scientific Theories and the Role of Runnability

Components of scientific Knowledge. As shown in Fig. 6.10, advanced areas of sci-
ence use several types of knowledge, including:

(a) A body of shared observations
(b) Summaries of patterns in these observations
(c) A theoretical core consisting of an explanatory model or hidden mechanism (and 

sometimes several layers of models) which can explain the observation patterns
(d) Formal and preferably mathematical descriptions of these models which can 

add detail and precision to the models and provide deductive tools for reasoning 
and prediction

This is a synthesis of the views advocated by Harre (1972), Hesse (1966), Nagel 
(1961), and Giere (1988). What I am attempting to add to this view is the idea that 
imageability, and in particular, runnability (or confident dynamic imageability) is 
an extremely important feature of explanatory models. I will make this argument 
by providing a description of the desiderata of scientific theories that should plau-
sibly be supported by runnability. In this view runnable explanatory models are 
only one component of scientific knowledge, but they are a very important and 
central component.

Nagle’s functions of visualizable models. Nagel (1961) provided an initial out-
line related to some of the points that I will make here. Among the possible func-
tions that Nagel identified for visualizable analogue models are that they can:

1. Help to articulate newly constructed theories
2. Suggest key questions for the refinement and extension of theories
3. Allow the application of theories to concrete physical problems by suggest-

ing points of correspondence between theoretical elements and observable 
variables

4. Contribute to the achievement of inclusive systems of explanation by provid-
ing links between theories

I will build on this early philosophical assessment in the present discussion and 
combine it with the present protocol-inspired constructs to argue that runnable 
models can be even more central than Nagle proposed in several ways, e.g. they 
can: provide added flexibility and generality; yield unexpected insights or conflicts 
in new situations; provide a foundation for building mathematical models; and yield 
additional explanatory adequacy by providing clarity, grounding, and spatiotempo-
ral coherence.

Runnability contributes to desiderata for scientific theories. Table 18.1 shows a list 
of desiderata for scientific theories discussed by Kuhn (1977b) and a more detailed 
list of strategies for theory assessment discussed by Darden (1991). Figure 18.7 
shows a condensed set of these desiderata for scientific theories in the right-hand 
column. Lines connecting these desiderata to column 3 indicate cognitive benefits 
of runnability that could support the desiderata, as follows.



● Taken as a whole, the case study of S2 documents how the projected plausibility 
of a model being run on a target can lead to increased explanatory adequacy (as 
indicated by the subject’s perceptions of increased “understanding” of the target 
situation). Such explanations via imagistic simulation in the spring problem led 
to descriptions of a whole new level of causal mechanisms underlying  observable 
spring behavior. These mechanisms also had the potential to produce predictions 
via imagistic simulation for cases not yet observed (e.g. lack of increasing slope 
in the square coil case, presence of stretching in the vertical band spring). Thus, 
a runnable model can provide a central source for generating both testable pre-
dictions and satisfying explanations of physical phenomena. Furthermore, in 
Chapter 16, progressively more detailed imagistic simulations of deformations 
in the spring were used to develop a runnable mechanism with internal coher-
ence in being fully connected spatiotemporally – where one could “see” (and 
“feel”) precisely how force could cause torque which causes twisting which 
causes stretching. This was seen as the culminating form of explanatory ade-
quacy and clarity at the qualitative level.

● Flexible transfer is a natural mechanism for contributing to the future scope of a 
theory, because the scope of a theory is the breadth of new phenomena that it can 
explain upon examination.
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Table 18.1 Criteria for evaluating theories. Phrases (except those I have added in brackets) are 
quoted from: Darden (1991), p. 257, and Kuhn (1977b), pp. 321–322.

Kuhn’s characteristics of a good scientific theory
Accurate – within its domain… in demonstrated agreement with the results of existing 

experiments and observations
Consistent – not only with itself, but also with other currently accepted theories (I refer 

to internal and external coherence for these two senses)
Broad scope – beyond the particular observations, laws or subtheories it was initially 

designed to explain
Simple
Fruitful of new research findings

Darden’s strategies (criteria) for theory assessment
Internally consistent [internal coherence] and nontautologous
Systematicity [and] modularity
Clarity
Explanatory adequacy
Predictive adequacy
Scope and generality
Lack of ad hocness
Extendibility and fruitfulness
Relations with other accepted theories [external coherence]
Metaphysical and methodological constraints testable
Simple
Quantitative when possible



428 18 Grounding in Runnable Schemas Produces Flexible Models

● The heuristic value of a theory is its ability (identified by Nagle) to raise ques-
tions and trigger new lines of inquiry. Flexible transfer contributes to heuristic 
value by raising questions about the boundaries of application of the theory. In 
addition, Hesse (1966) pointed to the way that neutral elements in models – ele-
ments which were neither clearly applicable nor inapplicable to a target – can be 
effective for raising questions. Exploration of neutral spatial aspects of models 
that were inherited from runnable schemas could generate new avenues for 
investigation.

● Novel emergence (e.g. emergence of increasing slope in the case of envisioning 
the bending model in the spring; and emergence of “unbending” as a causal factor 
in the spring in the case of imagining extreme stretching) contributes to potential 
heuristic value (extendibility) of the model. It also contributes to potential testability,
by generating new predictions for testing. Viewing a formed explanatory model 
recursively as another runnable schema eligible to participate in the process of a 
thought experiment, as depicted in Fig. 15.3, allows one to envision many possible 
sources of divergent ideas that might emerge from running the model by projecting 
it into a new case. From this point of view, the idea that a model can generate new 
imagistic simulations for new cases gives it the potential for generating new ideas, 
coherence relations, conflict relations, and questions – models too can be “ volatile” 
in this sense. In addition, the idea that a runnable model can be run with others as 
an element in a compound simulation gives it a desirable kind of modularity and 
the potential for coherence with other runnable models (see Fig. 18.7).

● Projected plausibility, as described in a previous section, would also contribute 
to testability, as well as to explanatory adequacy and the spatiotemporal and 
thematic aspects of internal coherence.

● Finally, a runnable model that produces imagery-based explanations can provide 
a core foundation for geometric and then quantitative modeling, as illustrated in 
Chapters 14 and 16, contributing to the attainment of mathematical models.

18.4 Conclusion

A central property of any explanatory model, as defined here, is to provide a hidden 
causal mechanism. A runnable model that can generate imagistic simulations offers 
a natural means of formulating explanations and predictions for events in dynamic, 
causal terms. An explanation is produced by imagining a set of hidden events (the 
mechanism) which cause the phenomenon. The same mechanism should also 
 produce predictions for cases not yet observed. This chapter argues that runnable 
schemas can provide the imageable pieces or building blocks for constructing a 
model that can be run to provide such an explanation. That is, the ability to run the 
parts of the model is inherited from the runnable schemas. The recursive runnabil-
ity of models as macro schemas that can participate in the thought experiments 
shown in Figs. 15.3 and 15.6 explains many of the properties in Fig. 18.7, columns 
2, 3, and 4.



18.4.1 Initial Support for the Runnability Hypothesis

The main argument structure of this chapter was illustrated in Fig. 18.2. The theme 
of the chapter is that models can inherit runnability when they are constructed from 
runnable schemas, and from physical intuition schemas in particular, and that this 
runnability can provide important scientific and educational benefits. This theme 
links many of the findings in this book together. It might be objected that “transfer 
of runnability during model construction” is a vacuous concept which merely 
makes a tautological inference of the form “models can be run because they are 
runnable.” I believe this objection is false because the above theme builds on the 
findings and hypotheses first developed from case studies of elemental runnable 
schemas and imagistic simulations in Chapters 12 and 13; and the “transfer during 
model construction” concept is based on studies of how such elemental schemas are 
assembled together during model construction as developed in Chapters 6 and 10. 
This kind of origin in case studies gives the hypothesis its initial empirical ground-
ing and plausibility. The theory receives its initial support from its ability to explain 
several findings:

● It helps explain how S2 was able to obtain new emergent predictions from his 
novel square coil model and how bending and twisting schemas contributed to 
components of this model.

● It explains the presence of similar hand motions in the source case of twisting 
the straight rod and in the two models of the spring: the square coil model and 
the quarter turn of the coil twisting an adjacent element of the coil.

● It helps explain how students in the transcript of the “Direction of the Friction 
Force” problem were able to apply an earlier elastic force model, and the form 
of hand motions in that episode.

● It explains parallel hand motions in analogical and target model domains in other 
settings – such as learning of electric circuit theory described at the beginning of this 
chapter (Clement and Steinberg, 2002).

● It helps explain why the anchoring strategy was successful in the tutoring studies 
described in Chapter 10.

● It explains why the effortful tasks of finding analogies to runnable anchoring 
examples was important to expert subjects discussed in this book.

● It helps explain the fact that many scientists prefer visualizable mechanisms as 
a major mode of explanation in science, a preference cited by historians of 
 science such as Hadamard (1945), Harre (1972), Hesse (1966), Nagel (1961), 
Miller (1984), and Giere (1988), as well as by Einstein (in Hadamard, 1945). 
I have hypothesized more specifically that simulation capability enables one to 
have a dynamically imageable causal mechanism.

The above findings on transfer of runnability and the arguments for the value of 
runnability in scientific models add support to the more general hypothesis devel-
oped in this book that imagery based methods are important in scientific thinking. 
They also support the general theme that significant elements in science are 
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embodied in the sense of being rooted in perceptual – motor schemas and can be 
seen as an extension of intuition – of practical prior knowledge structures. The 
importance of prior knowledge to learning in students is a topic of continuing 
central interest in education, and this application of the above findings will be 
 discussed in Chapter 21.



Section VI
Conclusions

Science is not just a collection of laws, a catalogue of 
unrelated facts. It is a creation of the human mind, 
with its freely invented ideas and concepts. Physical 
theories try to form a picture of reality and to estab-
lish its connection with the wide world of sense 
impressions. Thus the only justification for our 
mental structures is whether and in what way our 
theories form such a link.

Albert Einstein and Leopold Infeld (1967, p. 294)



Chapter 19
Summary of Findings on Plausible Reasoning 
and Learning in Experts I: Basic Findings

In this chapter, I begin a summary of basic findings on analogy, model construction, 
and imagistic simulation primarily from Sections I, II, and IV of the book, respec-
tively. Chapter 20 will focus on more advanced findings on these same topics from 
Sections V and VI, and Chapter 21 will focus on philosophical, psychological, and 
educational implications, including Section III on student thinking. Those who 
desire an advanced summary of the theory developed in the book at four levels of 
diagrammatic models will find it at the beginning of Chapter 21. Here, I will begin 
with a simplified and somewhat polemical overview of theoretical findings as an 
advanced organizer for the conclusions to be presented. Connections to data 
sources will be made in later sections.

19.1 Brief Overview of Theoretical Findings

19.1.1 Model Construction in Experts

Think-aloud protocols from the experts studied in this book revealed a hidden 
world of plausible reasoning and learning processes based on imageable models – a 
world whose arguments are quite different from the formal arguments we often 
associate with experts. A theoretical framework was developed depicting scientists 
constructing deeper understandings of the world not just in terms of equations or 
formal principles, but also in terms of dynamically imageable models. They appear 
to be creative inventors of these imageable models rather than simply being logical 
manipulators of linguistic symbols.

The largest questions addressed by the book are: How do scientists develop new 
theories? How do creative insights occur? In simplest terms, the book puts forward 
the following framework in response to these questions, outlined in Fig. 15.5. Theory 
construction has at its core a process for constructing qualitative explanatory models. 
Explanatory models were identified in Table 6.10 in contrast to three other types of 
knowledge used in science: data, observation patterns, and  theoretical principles. 
(The last category can include the development of quantitative  explanatory models as 
well, but only after the full development of a qualitative explanatory model.) 
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Explanatory models are generated by a cycle of generation, evaluation, and modification 
(GEM cycle) that is usually evolutionary rather than revolutionary. However, the 
construction process was found to have divergent as well as convergent subprocesses, 
and it could lead to rapid scientific insights occasionally, as well as long periods of 
frustration or foundation building, yielding a pattern of “punctuated evolution.”

A striking feature of much of the expert thinking examined here is its generative 
character. Analogies and models that are new and novel can be generated rather than 
recalled or derived. This fits the idea that the reasoning at the core of the model gen-
eration processes appears to be primarily abductive rather than derived from induc-
tion or deduction. Model construction utilizes a number of subprocesses, and three 
major ones are shown in bold in Fig. 15.5. These three important reasoning and learn-
ing processes were the major topics of three early sections of the book:

● Section I. The use of spontaneously generated analogies
● Section II. Explanatory model construction cycles of generation, criticism, and 

revision
● Section IV. The use of schema-driven imagistic simulation where the subject 

imagines a device and attempts to “run” its behavior

The model construction cycle at a top level can use analogies as a subprocess for 
model generation. Both analogy and model construction can in turn use schema-
driven imagistic simulation as a subprocess.

The analysis of imagistic simulation began with the initial case studies of imagery 
use in Section IV, which identified a large variety of observation types that could be 
considered imagery indicators. Evidence was presented that physical intuitions can be 
thought of as perceptual/motor schemas that can generate imagistic simulations, and 
that these concrete processes are not just peripheral ones, but play an important role in 
the thinking of expert subjects. These processes can also be used in unfamiliar thought 
experiments. What is remarkable is that thought experiments can be a source of new 
convictions even though they involve novel systems that have not been observed 
before. I characterized this as the fundamental paradox of thought experiments. An 
attempt was made to understand the sources of conviction in thought experiments in 
order to address the paradox; the identified sources included compound simulations, 
implicit knowledge, spatial reasoning, and extended imagistic simulations where an 
intuition schema is “run” on a situation outside of its normal domain of application.

In Chapter 20, I will summarize findings on the role of imagistic simulations in 
higher-order reasoning processes. For example, analogies and models can be run 
using extended imagistic simulations. These two processes in turn play a central role 
in the generation and evaluation, respectively, of explanatory models, providing two 
major links for understanding how scientific theory construction can depend on 
imagistic simulation. The most advanced use of analogies documented here was to 
make possible the transfer of runnable simulations from elemental schemas such as 
physical intuitions to a newly constructed explanatory model that then becomes run-
nable (capable of generating imagistic simulations). This leads to the view that 
models can inherit runnability from the source analogues used to construct them, 
 giving the models the valuable characteristic of flexibility in application. Thus the 



overall view developed was that discovery and learning in science can involve the 
punctuated evolution via GEM cycles of new models expressed as imagistic simula-
tions. One major source of model generation is the use of analogy. Outside the realm 
of empirical testing, two major sources of model evaluation are running the model 
on a target situation, and designing evaluative Gedanken experiments.

19.1.2 Model Construction in Students

The first set of findings of this book, then, is the documentation in think aloud proto-
cols of the existence of powerful uses of nonformal reasoning by experts, including 
analogy, model construction, and imagistic simulation. The second set of findings 
concerns the documentation of the successful use of these three processes by students 
as well. Some student uses occur spontaneously, and others can occur if assisted by 
tutoring. Whereas most prior research has concentrated on expert–novice differences, 
this finding supports the idea that there are important expert-novice similarities in the 
area of plausible nonformal reasoning and learning. This finding – that students are 
capable of learning science in many of the same ways experts do – was discussed in 
Chapters 8, 9, 10, and 18. It has important implications for the design of science 
instruction, including the need to foster subprocesses for imagistic simulation, analogi-
cal reasoning, and explanatory model construction. It was proposed that these are three 
major sources of conceptual understanding in science for students as well as experts.

19.1.3 Summary Table of Expert Subprocesses

Table 19.1 shows a condensed and simplified summary of the construction cycles 
involved in generating viable models, analogies, Gedanken experiments, and simu-
lations. This table serves as a review of many of the major subprocesses described 
in the book. In the model construction section, for summarization purposes, I show 
only the simpler view of model construction developed in Chapters 5 and 6. A more 
complex view was developed in Chapter 16, as depicted in Fig. 16.3. Findings on 
Gedanken experiments will be summarized in Chapter 20.

19.2 Analogy Findings, Part One

19.2.1  The Presence and Importance of Analogy in Expert 
Thinking: Significant Analogies

In this section, I will review the initial findings on expert use of analogy dis-
cussed in Part One of the book. Are analogies actually used on the way to an 
attempted solution or explanation, and not just afterwards as a pedagogical 
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Table 19.1 Summary of expert subprocessesa

1. Model construction process (see more-detailed algorithms, including mathematization of the 
model, in Figs. 16.3 and 16.4)

 (a) Generate initial model
 1. Gathering elements
 (a) Analogy(s)
 (b) Other elements
 2. Abductive design of a model that can explain behavior of target
 (b) Evaluation
 (1) Rationalistic evaluation, e.g.
 (a) Running the model
 (b) Generating an evaluative Gedanken experiment and/or
 2. Empirical evaluation
 (c) Revision or rejection
 1. Transform model to fix criticisms 
 a. Repeat evaluation and revision
 2. Reject and repeat generation
2. Analogy process
 (a)  Analogy generation: Find or generate analogous case that has tentative analogy relation 

to target
 1. Via association or
 2. Via transformation or
 3. Via principle

 (b)  Alignment and evaluation of analogy relation. (See detailed evaluation algorithm in 
Table 17.1.)

 1. Via mapping or
 2. Via conserving transformation or
 3. Via bridging analogy or
 4. Via dual simulations
 (c) Evaluation of understanding of base
 1. Try direct methods
 2. Break into parts or
 3. Use extreme case or
 4. Use extension analogy or
 5. Construct explanatory model
 (d) If case is inadequate under (b) or (c) above, revise and reevaluate it
 (e) Application as
 1.  An expedient analogy with transfer or inference directly from source analogue

–  Infer properties or relationships in target, or
 –  Transfer problem action or procedure or
 2. Provocative analogy activating a latent schema, or
 3.  Source analogue (proto-model) as a building block for constructing an explanatory 

model or
 4. Bridging analogy (for Domain expansion or Imagistic alignment) or
 5. Extension analogy or
 6. One arm of an induction
3. Elemental simulation (see Fig. 13.3)
 (a) Activate dynamic schema(s) and assimilate or generate image of particular situation
 (b) Run simulation by applying schema(s) to image
 (c)  While running, “interrogate” simulation by examining the experience for specific 

properties, or:
 (d) While running, allow the experience to activate new schema(s)
 (e) Iffail, enhance simulation case and run again



 communication tool? One of the first findings reported in this study was the observa-
tion that: experts solving problems and giving explanations can generate spontane-
ous analogies where the subject initiates and forms the entire analogy. This 
contrasts with most psychological studies, which have focused on presented 
analogies where elements of both sides of the analogy are provided by the inves-
tigator. In addition, almost all previous studies of analogy have tended to focus 
on novices rather than experts. (An exception is Dunbar, 1997.) Thirty-eight 
spontaneous analogies were observed in the study of 10 experts described in 
Chapter 3. Overall, these were impressive in their number and variety. Thirty-one 
of the observed analogies were “significant” – playing a substantive role on the 
way to a problem solution or explanation attempt. Thus, spontaneous, significant 
analogies produced by experts were perhaps the most prominent feature initially 
identified in the protocols for study and they constituted a starting point for the 
investigation. The variety of analogies presented suggested a more creative face 
of expert problem solving than is normally described. In the remainder of this 
section, I summarize four major subprocesses identified in spontaneous analogi-
cal reasoning, identify some new features of these processes, and highlight some 
of differences between these initial findings on analogies and those in most previ-
ous studies.

Table 19.1 (continued)

4. Evaluative Gedanken process
  Given a hypothesized model (mechanism) M and an independent source of knowledge K:
 TYPE A

 1. Find or generate simple case C that can be both
 – analyzed for a prediction via M
 –  predicted via another source of knowledge K such as a direct imagistic simulation

 2a. If prediction or comparison is not clear, improve C
 2b.  If multiple mechanisms MA, MB are possible, constrain case to isolate particular MA 

as cause, eliminating MB; and vice versa
 3. If M and K conflict, detract support from M and consider modifying or rejecting M
 4. If M and K agree, add support to M

 OR
 TYPE B

 1. Modify target to make hidden mechanism M detectable
 2. Run target and inspect for evidence of mechanism
 3. Add or detract support for M accordingly

aI do not claim that the processes in Table 19.1 must be conscious, explicit plans in the subject, 
necessarily. But their rational reconstruction as procedures that call each other here is the simplest 
and most transparent way to outline a plausible model. Nor do I claim that this description is 
complete; it is intended to reflect some of the most important subprocesses. Furthermore, whether 
these patterns are explicit, consciously applied program-like sequences of heuristics or whether 
they are thought patterns that emerge from the interaction of less conscious, relatively autonomous 
cognitive entities operating in parallel remains to be determined. They are first-order models of 
the cognitive processes at work
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19.2.2  Literal Similarity and the Problem of What Counts 
as an Analogy

A “spontaneous analogy” was defined as occurring when the subject is solving a prob-
lem and: (1) refers to another situation B where one or more features ordinarily assumed 
fixed in the original problem situation A are different; (2) indicates that certain structural 
or functional relationships (as opposed to surface features alone) may be equivalent in 
A and B; and (3) describes B at approximately the same level of abstraction as A. This 
definition is somewhat different from the classical concept of analogy. The pioneering 
structural mapping theories of Gentner (1989) and Holyoak and Thagard (1989) were 
described in Chapter 2. For Gentner, analogies can be contrasted to what she terms a 
literal similarity between two cases: in a literal similarity, the two cases share many 
concrete surface features as well as perhaps some limited abstract relations, whereas in 
an analogy, the cases predominantly share abstract relations and very few surface fea-
tures. I have argued for a somewhat broader definition of analogy. Building on Clement 
(1988), in Chapter 3 I argued that some “close” analogies such as the hexagonal coil 
analogy, that some would call “literal similarities,” are indeed difficult, creative achieve-
ments that deserve to be called analogies. The “closeness” of the hexagonal coil did not 
imply “weakness” since it was a powerful idea that led to a genuine scientific insight. 
Thus “considering a situation B which violates one or more fixed features of A” was 
taken as central to the definition of a spontaneous analogy. I consider this a more impor-
tant criterion than requiring case B to have many surface features that are different from 
A’s features, since such “close” analogies appear to be one of the most fruitful and 
powerful types of analogies observed.

19.2.3 Analogy Subprocesses

Major subprocesses identified in case study examples in Chapter 2 for using 
analogies include those outlined in Table 19.1, part 2, and I will discuss the first 
three of those here.

19.2.3.1 Analogy Generation

Chapter 3 analysed generation methods used in the 31 analogies generated by 7 of 10 
subjects. Analogy generation sometimes occurred via the classic mechanism of an 
association to a somewhat similar and familiar case in memory. On the other hand, 
many were novel cases generated via a transformation of the target problem. The phe-
nomenon of generating novel analogies via transformations of the target casts analogy 
in an even more creative and generative light than in the previous literature on analogy, 
because in previous views the base of the analogy was familiar, not novel. Since theory 
construction in science can involve the creation of novel models these more generative 
methods of novel analogy formation laid the groundwork for and foreshadowed meth-
ods of scientific model construction, to be reviewed later in this chapter.



19.2.3.2 Analogy Evaluation

Analogy evaluation was seen to be just as important,  however, since analogies 
can be misleading. Previous work has emphasized the role of feature mapping in 
evaluating analogy relations. The discovery of invented, intermediate bridging 
analogies as a new type of evaluation strategy was documented in case study 
examples Chapter 4, not only in expert protocols, but also in historical writings 
of Galileo’s predecessors and Newton. The evaluation side of analogy use might 
be expected to be more convergent than creative, but the phenomenon of invented 
bridging analogies demonstrates that analogy evaluation can be a creative process 
as well. The suspicion that a bridging analogy may somehow help one to “see the 
target as” the analogous case prefigures the later analysis of imagistically based 
analogy evaluation methods to be discussed in Chapter 20.

19.2.3.3 Developing the Analogous Case

The case studies also indicated that an analogy is only as good as its source case 
(base); and especially when the source case is created anew in analogy generation, 
it may need to be analyzed until it is firmly understood. But firm understanding is 
what we had subjects set out to find in the first place, so we have come full circle. 
Only if the base is easier to understand or make predictions about than the target, 
does the analogy succeed. Thus development of one’s understanding of the base may 
be necessary as a subprocess in analogical reasoning. Case study evidence was pre-
sented in Chapter 5 that understanding the base can at times involve the recursive 
use of analogy by generating a second analogous case (termed an “extension anal-
ogy”) used to analyze the first analogous case. Another form of multiple analogy use 
is the “improved analogy” which occurs when a second analogy is generated to 
improve on an initial but faulty analogy. Thus, analogies can go through cycles of 
evaluation and revision or replacement and this makes their use more dynamic or 
evolutionary than is often portrayed.

19.2.4 Initial New Distinctions and Findings on Analogy

Table 19.2 outlines some differences between analogical processes identified in 
previous studies and new additional processes identified in Chapters 1–7. By look-
ing for patterns in actual expert protocols that contain spontaneous analogies, one finds 
a much wider variety of analogical reasoning processes, as summarized in Tables 19.1 
and 19.2. With respect to higher-level questions, the prominence of analogical reason-
ing in the present data supports the idea that expert thinking is less algorithmic and 
more divergent than is commonly thought. Analogies appear to be a nonempirical 
source of hypotheses, and this contributes to arguments against a purely inductive view 
of hypothesis formation. Further analysis of other analogy generation, evaluation, and 
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application methods that depend on imagistic simulation was presented in Chapters 17 
and 18. I will  summarize those findings in Chapter 20 and compare them to the classi-
cal view of analogy, and these will add to the contrasts in Table 19.2.

19.3  Model Construction Findings Part One and Initial 
Connections to General Issues in History/Philosophy 
of Science

19.3.1 Extraordinary vs. Natural Reasoning

How are hypotheses and theories formed in science? The history of ideas concerning 
scientific hypothesis/theory formation is rich and varied. Approaches to this question 
have ranged from: (1) proposing that hypothesis formation is largely the slow inductive 
formation of generalizations from multiple empirical observations (from Carnap, as 
described in Suppe, 1974) to (2) proposing that hypotheses are generated nonempiri-
cally through a super-normal form of reasoning or “Eureka” mechanism (Polyani, 
1966). The data in the present study supported an intermediate view that is more com-
plex than either of these more extreme points of view. This issue is part of a larger set 
of interrelated long-range questions that continue to torment and motivate researchers 
interested in scientific thinking. One way of parsing these is via the hierarchy in Table 19.3, 
where questions lower in the hierarchy are used to speak to higher-level questions. A 
number of the questions are stated intentionally as strong dichotomous choices simply 
to heighten the issues. Findings on analogies in the previous section  contributed by 
speaking primarily to questions IB1 and IB3. In this section, I will primarily focus on 
question IA concerning insight, based on the case study of insight and basic methods 
of model construction in the S2 protocol in Chapters 6–7. I will wait until Chapter 21 
to revisit the other questions after reviewing imagery-based findings and a more 
detailed theory of model  construction in Chapter 20.

Table 19.2 Comparisons between initial findings on analogical subprocesses in the present 
study and those in most previous studies

Most previous studies: analogical  Present study: additional processes identified in
processes identified Chapters 1–7

Primary context: Presented analogies. Primary context: Spontaneous analogies

Emphasis on accessing analogous case in  Emphasis on generating analogous case via a
permanent memory via an association transformation of the target case

Analogous cases are familiar Generation of novel invented analogous cases

Retrieved analogous case itself does not  Efforts to improve or develop greater under-
require development standing of the analogous case; sometimes

this occurs via a second extension analogy

Evaluation of an analogy relation via  Use of bridging analogies for evaluation of an
mapping analogy relation



19.3.2 Extraordinary Thinking?

The Gestalt psychologists used concepts like “Einstellung effect,” “(perceptual) trans-
formations,” “good forms,” and “incubation period” to give general descriptions of 
mental correlates to the phenomenon of insight. Although this work pointed to some 
general problems and features of insight, it did not propose detailed mechanisms of 
insight or discovery. Eventually work died down on this problem, partly because of 
the difficulty of the problem and the shift of interest to more tractable problems of 
memory and cognition that were not at such a high level of processing.

In his classic work in philosophy earlier in this century, Popper may have sensed 
these same imposing difficulties as he avoided the nature-of-hypothesis-formation 
question by focusing on the evaluation of scientific hypotheses rather than their 
generation. However Kuhn (1970) reopened this issue when he showed how diffi-
cult some types of creative hypothesis generation can be by documenting the resist-
ance of the scientific community, and the individual scientist’s own conceptual 
systems, to certain changes in theory, dubbing them “revolutions” that can involve 
a “gestalt switch” in conceptions. The term “revolution” and stories about insights 
such as Einstein’s thought experiments and Darwin’s Malthusian  economics anal-
ogy revived the insight issue by raising question I above: Are the hypothesis forma-
tion processes used by scientists super-normal in the sense of being different in kind 
from normal processes of everyday thinking?

19.3.3 Eureka vs. Accretion Question

A significant subquestion labeled IA in Table 19.3 concerns the “revolution” vs. 
steady accumulation (accretion) issue concerning the pace of change during 

Table 19.3 Hierarchy of questions about scientific thinking

I –  Do hypothesis formation processes involve natural reasoning processes or supernormal, 
extraordinary ones?
 A – What is the pace of change: incremental, revolutionary, or somewhere in between? Can 

scientific reasoning contain Eureka events that involve sudden reorganizations, or does it 
progress smoothly in an incremental manner?

 B – What are the primary mechanisms for theory and model construction? If they do not use 
formal logical methods of reasoning, is there an informal but rational method of reason-
ing and discovery?
1 –  How are theories generated – using the unconstrained, divergent, distributed imagina-

tion, as in an artist’s thinking, or are they the product of tightly constrained, conver-
gent, algorithmic operations? Do scientists use nonformal reasoning processes like 
analogy, or formal ones like deduction?

2 – How are theories evaluated – How are problems detected in a theory?
3 – Are some of the above mechanisms nonempirical as well as empirical?

 II –  Is scientific knowledge a set of formal propositions or an extension of nonformal intuitions?
Is it symbolic or imagistic?
Is it abstract or concrete?
 How can it be rigid enough to be stable and yet flexible enough to apply to new situations?
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hypothesis formation: Were these inventions “sudden bolts from the blue” or did 
they arise gradually? Presented in its historical form, one can ask, are such creative 
new theories products of a sudden “revolutionary” change or of slow accretion of 
small elements? This turned out to be a complex issue.

The graphs in Fig. 19.1 offer one way to envision the contrast between a 
instantaneous Eureka event (graph c) and smooth accretion (graph a), as well as 
an  intermediate “evolutionary” pace (graph b). I will use the term “evolutionary 
pace” to mean a process with a number of medium-sized intermediate steps; and 
the term “accretionary” to mean a smooth trajectory of very small steps. One 
possible response is that the answer depends on the timescale: over the scale 
period of an hour, the process may look like graph a, whereas the same events 
viewed over a scale of years will look like c. This idea is likely to contain some 
truth in many cases, but using protocol data one could still reask the question 
with regard to what happens within a critical hour. Does the hour-long process 
really look like a, or can it look more like c, with critical events taking place over 
minutes?

The above questions are interrelated as expressed in Table 19.3, because a very 
rapid pace might be one sign of an extraordinary process. 

19.3.4 A Case Study of Scientific Insight

Chapters 6 and 7 examined a study of insight behavior where a sudden break-
through in a solution appears to occur, allowing me to begin to address the pace of 
change question. S2 used an analogy to create an initial bending model for the 
spring but characteristics of this model were dissonant with other facts he knew 
about springs. After a long period of work on the spring problem, in which he 
becomes increasingly discouraged, he suddenly sees a new variable in the system, 
which turns out to be a key insight. This appears to be a strong “Aha” episode of 
the kind that Wertheimer and the Gestalt psychologists were trying to understand, 
where his pace of speaking suddenly increases, and his tone of voice and body lan-
guage change from a discouraged tone to one of positive surprise and excitement. 
The insight, in which he recognized the new causal variable of torsion at work in 

(a) (b) (c)

Fig. 19.1 Some possible types of change in perceived levels of “understanding” over time. (a) 
Smooth accretion; (b) evolution; (c) pure Eureka event



each element of the spring, allowed him to view the system in a new way. It gave 
him a mechanism which explained why the wider spring would stretch more than 
the narrow one, involving the recognition of a new causal variable in the system. I 
termed this an insight, defined as a relatively sudden, impressive breakthrough 
leading to a significant structural improvement.

19.3.4.1 A Pure Eureka Event?

Surface level support for the instant Eurekaist view was provided by the strong Aha 
reaction in S2’s protocol indicating that there was a relatively fast insight that 
opened up important directions for new thinking. But I also argued that it was not 
an example of a “pure Eureka event” in the sense that there was not evidence of it 
involving extraordinary reasoning of a completely different genre than that used in 
everyday thought. Instead it was explained by the processes of dissonance, analogy, 
and schema activation.

19.3.4.2 Punctuated Evolution

My response to the pace of change question was more complex, since the pace is 
relative to the timescale one is viewing from, and also because the pace seems to 
be uneven. When one looks at this thinking-aloud case study microscopically over 
minutes on a small timescale, one sees an arduous dialectic process of conjecture, 
evaluation, and modification of hypotheses that precedes the breakthrough, as 
opposed to a pure “Eureka” event that takes place quickly and effortlessly. On the 
other hand, progress does not take place as a completely smooth, incremental accre-
tion of new knowledge either. Progress appears to be blocked when the subject is 
“locked into” his current conceptualization of the problem for long and sometimes 
frustrating periods. It is argued that an analogy generated by the subject then leads 
to a “reorganizing insight.” Once this occurs it seems to trigger a rapid chain of 
further ideas. Thus, insight processes are found which support the view of science 
as involving significant rationalistic reorganizations in a relatively short period of 
time. When we add in the data from the composite protocol in Chapter 14, more of 
the protocol looks evolutionary, as it passes through the five stages of investigaton 
identified there. But the pace of progress is still uneven, with one or two “revolu-
tionary” periods of work, one of which is illustrated qualitatively and hypotheti-
cally as segment 4 in Fig. 19.2. (I would count the recognition of “unbending” in 
Episode 15a as a second insight in the Chapter 14 protocol, involving something 
approaching a rapid “Gestalt switch” from bending to the opposite deformation of 
unbending.) Thus we have a process that is “evolutionary” (as opposed to either 
revolutionary or accretionary) for much of the time (segments 1, 5, 7), but that has 
some periods of insight, and some periods of stagnation where little progress is 
made, or where regression occurs. This means that the conceptual changes along 
the way varied in size, from a very large change in adding torsion to the model to 
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much smaller changes as well as unproductive periods and setbacks. I call this a 
punctuated evolution view of theory change, by analogy to Gould and Eldredge’s 
(1977) concept of intermittent as well as smooth progress in biological evolution. 
This is an intermediate position between Eurekaism and accretionism.

19.3.5  Initial Exploration of Mechanisms of Hypothesis 
Generation

19.3.5.1 Sources of Insight

As initial contributions for question IB1 in Table 19.3, in Chapters 6 and 7, I con-
cluded that some of the sources of S2’s insight were:

● Creative problem transformations which generated many analogous cases and 
the exploration of these analogies

● Attempts to apply an invalid analogy (bending) which led to dissonance.
● Further analogizing which triggered the new activation of an established but 

inactive schema
● The latter, as S2’s Aha! insight, appeared to be an instance of suddenly applying 

the new schema to the problem

These sources indicate that a considerable amount of creativity was involved in 
this solution. There was a rapid addition of new structure to the subject’s concep-
tion of the problem, so I did consider it to be significant scientific insight. 
However, the subject had to try many analogies and false models first, and go 
through frustratingly unproductive periods of hard work in his solution, so the 
insight did not come easily, and the subject had done a considerable amount to 
prepare the ground for it in this case. The processes used during the insight 
appear to be describable as natural extensions of everyday reasoning, but unusu-
ally creative and effective ones. 

S2’s case study suggests several general hypotheses:

1

65

4

32

7

Fig. 19.2 Punctuated evolution with periods of gradual evolution (Sections 1, 4, and 6), 
stagnation (Section 2), and insight (Section 4)



● Some subjects can generate many analogies as part of a model generation 
 process, although many can be discarded as not useful.

● Dissonance can play an important role in model criticism.
● The more evolutionary GEM cycles can be interrupted by a sudden insight 

caused by an unplanned schema activation.

Dissonance and GEM cycles also provide part of the answer to question IB2 in 
Table 19.3: how are theories criticized or evaluated? It was hypothesized that the 
ability to generate theories and the ability to criticize one’s own theories stringently 
may interact: knowing that one can criticize later allows one to generate more 
freely; and knowing that one can always generate more ideas allows one to criticize 
more aggressively.

19.3.5.2 Analogies vs. Persistent Misconceptions

The persistence of the subject’s initial model and the tension between it and the 
perceived anomaly may be partially analogous to the persistence of a paradigm in 
the face of anomalies in science, since paradigms create cognitive as well as social 
barriers to change. An important function of the strategy of searching for analogous 
cases is that such divergent thinking may help the subject to break away from such 
a stable persistent model. This helps to explain the observed presence of intermit-
tent periods of negligible progress and rapid insight in such protocols.

19.3.6 Section Summary

19.3.6.1 Insight and the Pace of Change

Thus a type of “guided trial and error” process was documented that can converge 
on a new model, leading to an intermediate position between Eurekaism and accre-
tionism: “punctuated evolution” with periods of slow and rapid progress. I gave a 
preliminary answer of no to the question of whether S2 exhibited extraordinary 
reasoning, by describing a series of plausible reasoning moves that could allow S2 
to make his discovery without a pure Eureka event. They appear to be describable 
as natural extensions of everyday reasoning, but unusually creative, and effective 
ones. I will revisit this question in Chapter 21.

19.3.6.2 Preview of Educational Implications

Section III  also documented the use of analogies and extreme cases by students, and 
showed that they could construct explanatory models with these tools, especially 
when the process is scaffolded by an instructor. This indicates that many of the learn-
ing processes used by experts for model construction are ones that nonscientists can 
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use. This fits an overall view of science as involving reasoning that is an extension of 
everyday reasoning and intuition. The use of creative reasoning and the complimen-
tary relation between generative processes and convergent evaluatory ones are issues 
that are too seldom recognized in science education, and I will discuss this in the 
conclusion section on education in Chapter 21. To make further progress on analyzing 
model construction methods requires the analysis of imagistic thought experiments 
and more detailed views of analogical reasoning, taken up in the next sections.

19.4 Imagistic Simulation Findings, Part One

The main goal of Section IV was to construct a plausible initial framework proposing 
basic relationships between physical intuitions, perceptual/motor schemas, visual 
imagery, kinesthetic imagery, and simulations. Introducing and expanding the concept 
of imagistic simulation in Section IV was a foundational move in the book because it 
went on in later sections to propose that imagistic simulation can play a role as a sub-
process in each of the other major reasoning processes shown in Fig.15.5. The follow-
ing paragraph gives an overview of the general perspective developed in Section IV.

A considerable number of imagery indicators, such as spontaneous imagery reports 
and depictive hand motions, were observed in the protocols. Subjects also gave evidence 
for the use of intuitions–knowledge structures that were self-evaluated and concrete but 
somewhat general. These observations were explained by hypothesizing that rather than 
using only equations and words to think with, scientists can use dynamic imagery as a 
representation with which to “run simulations” of new models and events, and perform 
spatial reasoning operations. Hand motions and other indicators have the potential to 
provide evidence for such imagistic thinking. The studies also highlighted the impor-
tance of selected actions on images that embody causal relationships. For example, many 
subjects appeared to have the physical intuition that the action of applying more weight 
to the end of a rod may make it bend further. We can think of such intuitions as perma-
nent action schemas that generate temporary dynamic images to think with in imagistic 
simulations. Such a concept of schema-driven imagistic simulation helps explain (a) how 
expert subjects were able to make predictions for novel situations as well as (b) the 
widespread use of “anchoring intuitions” as sources for instructional analogies. 
Attributing action schemas to the subjects also allows one to use motor theory as an ini-
tial foothold to begin to formulate a theory of how subjects can generate imagistic, men-
tal simulations. This contrasts strongly with a view of experts as only manipulating 
abstract symbols and allows one to describe the sense in which expert knowledge can be 
embodied. I will now summarize several subtopics from the above in the form of hypoth-
eses proposed on the basis of the case studies in Chapters 12 and 13.

19.4.1 Imagery Indicators as Observational Concepts

Starting from the work of Pavio, Shepard, Kosslyn, and Finke, there has now been a 
long history of findings on imagery, and I made the assumption that imagery is a 



viable mode of representation in some circumstances in most normal adults. A 
remaining question is whether it is used in advanced cognition and whether it can 
play a non-superficial role there. Assuming people are capable of using it, are there 
any indicators for when it is being used? Is there a way we can use protocol data to 
speak to this issue?

The following are some of the new types of observational concepts and vocabu-
lary developed here as potential indicators for the use of imagery: dynamic 
imagery reports, personal action projections, imagery enhancement reports, and 
corresponding depictive hand motions. In Chapter 12 case study evidence was 
presented suggesting that depictive hand motions observed during expert reason-
ing could be taken as an indicator for and partial reflection of thought processes 
involving dynamic imagery. These findings were coherent with previous literature 
on gestures reviewed there that has also suggested that they are tied directly to 
thought processes rather than being simply a means for communication. Chapter 
13 presented additional cases where the subject exhibits depictive hand motions 
along with other co-occurring imagery indicators. An expanded list of imagery 
indicators was given in Table 12.3. To my knowledge these have not been used 
together before, and many of them are new indicators. They made it possible to 
propose models of the role of intuition and dynamic simulations that were 
grounded in case study observations.

A finding that surprised me that supports the importance of imagery-based 
processes was evidence for imagery ( and simulation) enhancement, wherein the 
subject transforms a situation so as to make it easier to imagine (e.g. S10 adding 
“paint dots” to his image of the spring wire in order to help him imagine whether 
it was twisting). This example from Chapter 13 is difficult to explain via an 
appeal to discrete symbol structures alone because it is hard to explain how there 
is anything to be gained from adding the dots except the enhancement of 
imagery. A number of other indicators of the importance of imagery based proc-
esses to the subjects were listed separately in Table 12.3. These allow one to 
provide evidence that imagery is not an epiphenomenal “side effect” in these 
scientific contexts.

19.4.2 Mechanisms for Imagistic Simulation

In Chapter 13, I tried to speak to the question: where could these images be coming 
from? How are they connected to the actions depicted in the hand motions? A major 
problem was how to represent permanent knowledge of spatial and physical infor-
mation, given that experienced images are clearly temporary. This was done by 
hypothesizing the involvement of perceptual/motor intuition schemas.

In common usage the term “intuition” can be used very loosely, and pains were 
taken here to give it a much more precise meaning. I chose to use it for a type of 
knowledge rather than for a type of reasoning. Most of the examples studied were 
“physical” intuitions. The nature of a physical intuition is difficult to analyze 
because it is often treated by both subjects and researchers as a primitive whose 
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internal structure cannot be examined. Nevertheless, by doing microanalyses of a 
number of case studies, it was possible to make progress on outlining characteris-
tics of these processes. On the basis of clusters of observations, elemental intuitions 
were hypothesized first, to be perceptual/motor schemas as knowledge structures 
that are concrete and have modest generality. Second, other hypothesized charac-
teristics of intuitions are that they are self-evaluated, and have some level of convic-
tion or plausibility without the need for further explanation or justification. The last 
five characteristics are in some cases each inferable from transcript observations 
that can be considered intuition indicators. The cognitive hypothesis proposed to 
explain instances with combined intuition and imagery indicators was to think of 
an intuition as a schema that produces expectations through an imagistic simula-
tion. For elemental physical intuitions, these would often represent a single causal 
relationship, in which case I called the process an “elemental simulation.”

19.4.3 Terminology for Imagistic Simulations

At this juncture I need to review the way in which I have used terminology associ-
ated with “simulations” in the following hierarchy from Table 15.5 (each category 
includes those below it).
[Mental] Simulation (prediction of future states of or changes in a system)

Imagistic simulation (simulation with use of imagery)
 Schema-driven imagistic simulation (SDIS) (imagistic simulation generated 
bya runnable schema with perceptual and/or motor components and modest 
generality)

 Intuitively grounded or intuition-based simulation (self-evaluated 
SDIS, with at least some conviction present)

Collins and Gentner (1987) used the term “mental simulation” at the first level 
above to refer to cognitive entities, which allow one to make new inferences by 
anticipating a sequence of multiple future states of a target situation. There they do 
not mention imagery or specify a detailed mental mechanism underlying this activ-
ity and I have tried to retain the noncommittal use of the phrases “mental simula-
tion,” or simply “simulation” (that is agnostic in particular as to whether imagery 
is involved) in this book. At the point in Chapter 12 where some evidence had been 
assembled for imagery use, I began to switch to the term “imagistic simulation” at 
the second level of specificity above in order to label the subset of cases of mental 
simulation where the involvement of imagery was hypothesized. At the third level, 
in Chapter 13, I hypothesized that permanent schemas with perceptual and/or motor 
components were often involved in generating these temporary imagistic simula-
tions, calling them “schema-driven imagistic simulations.” An alternative kind of 
imagistic simulation would be an episodic, figurative image memory or “replay” of 
an individual event that is more specific than the range of events covered by a gen-
eral schema. But since the focus of this book is on new and often novel imagistic 
simulations that cannot be merely episodic memories, I continued to use “imagistic 
simulation” for short to mean “schema-driven imagistic simulations” generated by 



schemas that have at least modest generality. At the fourth level, most but not all 
individual schemas discussed in this book appear to be primitive intuitions, defined 
as a schema having the additional feature of being self-evaluated with some convic-
tion, and standing without need of justification. (Examples of schemas that are not 
intuitions for most people include facts such as the shape of the earth as a sphere, 
and the formula for the volume of a cylinder or the derivative of the sine of an 
angle.) More specifically most examples here are physical intuitions, defined as an 
intuition containing knowledge about a concrete physical phenomenon or system.

19.4.4 Imagery During Simulation Behavior

I will now flesh out the above overview by stating the findings of Section III as 
hypotheses. I refer to simulation behavior below when a subject makes predictions 
for a change in a system or a series of states of a system operating over time. 
Evidence from the above observations and others shown in Figs. 13.3 and 13.5 and 
Table 12.3 supported the view that:

(H1) Simulations can involve imagery, not just linguistic or mathematical representations.
(H2) Simulations can involve dynamic, not just static imagery.
(H3) Simulations can involve the motor system in many cases, not just the perceptual 

system.

Taken together, the observations in Chapters 12 and 13 seemed to be most parsimo-
niously explained by assuming that the subjects were operating on dynamic images 
of concrete objects (in some cases imagining them being manipulated by their 
hands) and then “inspecting” the resulting objects and relations between them for 
new properties.

19.4.5  Image-Generating Perceptual Motor Schemas 
as Embodied Knowledge

Do these simulations appear out of nowhere? Assuming that something like “pre-
dictive imagery” exists, what is the source of knowledge or inference that generates 
it? The proposed answer to this central question was the following:

(H4) Schema-based simulation hypothesis: an elemental imagistic simulation involves a 
relatively stable schema with perceptual and/or motor components that is activated from 
long-term memory, not just a temporary image. This schema can generate a temporary 
simulation involving dynamic imagery in working memory.

The initial example given for this process was subject S2 imagining whether it 
was easier to twist and deform a long rod vs. a short rod shown in Fig. 13.2. 
Although there have been a number of theoretical studies of how networks of causal 
relationships might yield inferences, there have been almost no analyses of the 
nature of individual causal relations. This separation of a permanent schema for 
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generating the action of twisting, and an image in temporary memory (the particular 
twisting rod), means that the theory separates what is old, familiar, permanent, and 
more general (the schema) from what can be new, novel, temporary, and more spe-
cific (the image of particular objects and movements) in an elemental simulation.

Figure 13.4 shows a physical intuition schema generating an imagistic simula-
tion. This is of interest partly because these intuitions appear to be rather concrete 
in nature, while the traditional characterization of expert knowledge is rather 
abstract. Evidence from experts thinking aloud about individual causal relations 
was cited suggesting that:

(H5) Schema-driven imagistic simulations (and physical intuition schemas in particular) 
can play a central role in problem solving and explanation in experts that is more than sim-
ply a “start-up” role – the use of perceptual motor schemas and imagery and intuitions was 
not just a side effect, but was part of the central argument.

However, it is likely that many parts of the theory developed would apply to other 
kinds of schemas with perceptual/motor components, not just physical intuitions. 
Hypotheses 4–10 are framed in this section more generally at a higher level in the 
taxonomy shown in Table 15.5 (reproduced earlier in this section), where they are 
stated in terms of perceptual/motor schemas instead of in terms of physical intui-
tions. This is because I see no reason for why the hypotheses should depend on a 
schema being fully intuitive – being completely self-evaluated and unjustified. 
The hypotheses would appear to apply just as well to more elaborate schemas that 
are, say learned partly from authority, as are the schemas involved in running a 
ball and stick molecular reaction model. These schemas are based on images of 
concrete perceptual/motor elements: the breaking and forming of attachments 
between spherical objects of different sizes. Therefore the hypotheses in this sec-
tion are framed at what appears to be the most reasonable and probable level for 
the theory. However, most of the evidence presented in this book comes from 
physical intuitions, and therefore a number of related hypotheses were initially 
framed more narrowly and conservatively in Chapters 12 and 13 in terms of 
intuitions.

Types of evidence from protocols that can be used to support hypotheses 4 and 
5 are summarized in Fig. 13.5. The fact that such schemas can be applied to differ-
ent situations, including some new situations not previously encountered, argues for 
what may appear to be a paradoxical combination:

(H6) Concrete Generality Hypothesis: Subjects can use perceptual motor schemas of a 
schematic nature (in the sense of a schematic diagram that is stripped of specific detail 
features) that are both concrete (imaginable as perceivable events) and somewhat general
(applicable to a range of situations).

This hypothesis conflicts with the widespread assumption that the major difference 
between expert and novice knowledge structures is the central role played in expert 
knowledge structures by abstract components not found in novice knowledge (Chi 
et al., 1981). Although the separation between experts and naive subjects is signifi-
cant, the finding that concrete perceptual/motor schemas can play a central role in 
expert reasoning makes it less sharp.



19.4.6 Sources of New Knowledge in Imagistic Simulations

The process of generating new information from imagistic simulations poses an 
alternative form of reasoning and learning in contrast to more traditional forms 
such as induction and deduction but how this happens is not well understood. Three 
hypotheses were put forward as to how perceptual/motor schemas might be an 
emergent source of new knowledge when operating on an unfamiliar case in an 
imagistic simulation:

(H7) An extended application of a schema can occur when it is applied to an unfamiliar 
case (e.g. in a transfer problem) not originally considered to be in its domain of application. 
The subject applies an existing perceptual motor schema to an image of an unfamiliar situ-
ation, and the schema can assimilate and adjust its expectations about the situation, e.g. via 
tuning mechanisms. This takes advantage of the natural flexibility of perceptual motor 
schemas. In this case new knowledge is generated as the image of a new event is generated 
and the schema is “stretched” both in criteria for activation and in adapting its actions to 
the details of the case. This may permanently change the future domain of application of 
the schema. (Piaget called this “accommodation”.)

(H8) Imagistic simulation can be used to derive new knowledge by converting implicit 
knowledge in a perceptual motor schema to explicit knowledge.
There are implicit relationships and constraints that are built into action schemas, which 
can become explicit when the schema is applied to an image of a particular situation with 
a particular question in mind. The concept of tuning parameters in motor schema theory 
provided one precedent for this idea.

(H9) Two or more schemas can assimilate the same situation and operate jointly in a 
compound simulation for more complex cases.

An impressive example of such a complex simulation was S2’s novel construction of a 
spring made of square coils, with both bending and twisting occurring in each side of each 
square. The subject was able to correctly predict that the spring would have no net increas-
ing slope from top to bottom, and that a wider spring of this kind would stretch more.

Hypotheses 7, 8, and 9 describe some of the possible root sources of emergent 
knowledge in plausible reasoning via imagistic simulation. These are ways new 
knowledge can be derived, and they do not depend on inferences from chains of 
word-like symbols. These were viewed as “fundamental” sources of knowledge from 
simulations and can be used as foundations for more complex sources such as 
thought experiments. They provide an important part of the response to the paradox 
of how a scientist can “run” an experiment in the head that has not been done before, 
to be discussed in Chapter 20 in the section on models and thought experiments.

19.4.6.1 Pinker

The above processes provide an outline of specific mechanisms that can implement a 
basic idea proposed by Pinker (1984) when he made the speculations in the quotation 
at the beginning of Section IV of the book. In the present case I am generalizing from 
“objects” in Pinker’s statements to “events,” on the basis of think aloud case studies. 
Hypotheses 1 through 9 above were discussed in Clement (1994a), and most are sum-
marized in Clement (1994b). Chapters 12–13 in this book expand on these themes.
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19.4.6.2 Barsalou

Barsalou (1999) has described a theory of perceptual symbols which represent 
schematic elements of perceptual experience and that can be integrated to produce 
simulations and combined in productive clusters. Barsalou emphasizes the applica-
tion of these ideas to categorization, concepts, and language, and he is therefore 
attempting to extend the central role of simulation to many parts of cognition, in 
effect extending it to most knowledge structures. His position, like mine, is contro-
versial, but if he is right then many of the ideas about simulation in this book should 
apply more broadly to reasoning with many types of knowledge structures. It 
should be very interesting to follow his progress in this regard.

In summary, an explanation for protocol observations was given by proposing a 
description of knowledge schemas that are image-generators rather than simply discrete 
symbol generators, but which are permanent and can represent causal relations in a way 
that is more general than specific temporary images. One can view this kind of knowl-
edge as a set of permanent schemas that generate temporary images to think with. Thus 
I speak of schema-driven imagery and simulations, and these can also be used in 
extended applications for novel cases or compound simulations for complex cases.

19.4.7  How Perceptual Motor Schemas are Useful 
in Scientific Thinking

19.4.7.1 Use of the Motor System in Thinking

At this point I need to reflect on the way simulation examples in this study go beyond 
the use of perceptual imagery by involving the motor system. A system that utilizes 
imagistic representations is only as powerful as the reasoning operators that utilize those 
representations. Rather than only postulating spatial reasoning operators for this pur-
pose (even though they are also important), one possibility is that everyday practical 
actions for manipulating objects with the hands can provide a large number of transfor-
mational operators for reasoning via simulations. In Chapters 12 and 13, I introduced 
an approach to imagery that placed equal weight on perceptual and motor components 
of imagery. Basic action schemas like “bending” were thought of as coordinating per-
ceptions and actions together to produce bending in objects via the hands. This percep-
tual/motor idea could then be extended metaphorically to other situations where 
external forces are doing the bending, as in a rod bent by a weight. I called the anthro-
pomorphic version a “personal action projection” or “personal analogy.” This view was 
supported by a number of transcript episodes where the subject begins to think about 
the problem as one where he or she is doing an action on an object in the problem, even 
though in the original problem another object is the origin of the action.

In these cases the subject’s motor system appears to act as an analog device for 
modeling elements of the systems in question. It is plausible such analogue models 
allow access to visual and/or kinesthetic intuition schemas as a form of prior 
 knowledge, or to the spatial reasoning supported by the systems for controlling the 



hand-arm manipulative system, and that this is one reason that people go the trouble 
of using such analogies. This hypothesis is lent support by the fact that these 
manipulative models were not mentioned in the problem statements but rather were 
introduced through the efforts of the subjects.

These episodes of self-projection appear to happen so effortlessly that they give 
the impression that this is a natural and perhaps preferred mode of thinking for the 
subject. It may be objected that since this data comes from solutions to a problem that 
involves forces, this pattern could be narrowly restricted to that domain. However, 
very similar patterns were also observed in Chapter 12 in the Rotation of the Earth 
problem, in purely geometric subproblems in the spring solution in Chapter 14, as 
well as in the “doughnut” problem of finding the volume of a torus. There (Chapter 
11) S6 made statements like: “I just imagine the knife cutting it open and you know, 
laying it out.” Apparently the use of everyday action schemas is not restricted to force 
problems. I do not wish to rule out other possible modes of thinking that depend more 
one-sidedly on perceptual patterns, but my sense is that the perceptual/motor mode 
has been given far too little attention. Treating a perceptual/motor action schema as a 
natural unit of cognition, rather than separating cognition into a perceptual stage fol-
lowed by a cognitive symbolic stage followed by a motor output stage, provides an 
approach to cognition alternative to the traditional symbol processing approach, if 
one thinks of these processes as heavily imbued with perceptual and motor processing 
over time during the central part of the thinking. This provides an initial description 
of what it means for important aspects of expert thinking to be embodied.

19.4.8 Intuitive Anchors

The findings on perceptual/motor schemas also provided a foundation for the con-
cept of “anchoring” in analogical reasoning – the use of a base whose behavior is 
familiar and predictable. As a self-evaluated source of knowledge and conviction, 
intuitions (in the specific sense used here) may be a natural source of anchors as a 
solid base for analogical reasoning. Building on the work of diSessa (1983),
this allowed me to formulate hypotheses that:

(H10) Intuition schemas can provide a source of conviction and grounding for coherence 
and a feeling of sense-making through schema-driven imagistic simulations.

(H11) This can make them useful as the base of analogies used for scientific reasoning.

These themes were introduced in Chapters 6 and 13.

19.4.9  Role of Perceptual/Motor Schemas in the Construction 
of Model Assemblies

The concept of schema-driven imagistic simulations was used later throughout the 
book in a number of ways and I will review some of these here to foreshadow topics 
to be discussed in the rest of this book. In section 16.1.3 it was hypothesized that 
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 scientific explanatory models are based on assemblies of image producing sche-
mas. Coactivated along with a well-developed, scientific schema are precise verbal 
labels for key components in the imagery. This view then includes imagistic and 
verbal components of knowledge. Thus it is not that scientists necessarily have only 
well-developed images or verbal principles, but that they have well-developed, 
general schemas (explanatory models) that can assimilate particular situations and 
generate general, schematic, labeled images that selectively represent crucial varia-
bles of those situations, along with actions that allow them to “run” the schema as 
a model of the situation and labels which allow them to describe it. This comprises 
a view of scientific knowledge as based on image generating, perceptual/motor 
schemas. When these schemas are also intuitions and include the property of self-
evaluated conviction, they contribute to one’s conviction in a model.

(H12) Intuition schemas may provide basic building blocks for constructing imageable 
models in science. Certain self-evaluated intuitions that are selected and refined can become 
scientific conceptions and these can be assembled into scientific models (Clement, 1989b).

The theory was further expanded in Chapter 18 to include “transfer of runnability 
and conviction” from anchor to model as one explanation of the origin of generality 
and conviction in explanatory models (discussed further in Chapter 20).

19.4.10 Connection to Experiments and Situated Action

The important cognitive role played by actions involved in scientific experimental 
practice has been documented by Tweney (1986) and Gooding (1992). For exam-
ple, in discussing the case of Faraday, Gooding uses a method of diagramming 
similar to one developed by Tweney and Hoffner (1987) to map out steps in the 
development of critical experiments. He shows for the case of Faraday how experi-
mental work can begin as informal, unclear choices between actions, how the 
experimental actions alternate with conceptual operations, and how work proceeds 
with irregular progress and with procedures and observables only gradually made 
unambiguous and reproducible. His findings suggest that, experimental work can 
be situated in perceptual/motor actions in complex ways. This is also true of non-
experimental work in the present study. Connecting this important work to the 
present theory of the role of actions in nonempirical thought is an important topic 
for future research.

19.4.11 Section Summary

Hypotheses 1 through 9 summarize the sense in which schema-driven imagistic 
simulations have many properties of interest to scientific thinking. The schema is 
termed an intuition when it has the further properties of self evidence and  



self-evaluation. Intuitions can provide grounding for convictions in an investigation. 
In Chapter 13, I chose to introduce all of the properties in hypotheses 1–10 using 
examples which involved physical intuitions. However, on reflection, and in formu-
lating the general theory in the hypotheses in this chapter, I believe most of the key 
properties are properties more generally of embodied perceptual/motor schemas 
running imagistic simulations. So I have expressed those properties here first in 
hypotheses 1–9, and then added properties from physical intuition schemas in 
hypotheses 10–12. This chapter has reviewed basic findings from the first half of the 
book on imagery and intuition, analogy, and model construction. In short, experts 
can ground understandings on perceptual motor intuition schemas. These can be 
used as the base for an analogy and ultimately as a component of an explanatory 
model. Clement (1993a) provided evidence for students having useful intuitive pre-
conceptions that can be used as anchoring analogies to ground qualitative scientific 
models. In Chapters 8–10, I argued that significant educational benefits can be 
derived from making full use of these intuitions in students, and this theme will be 
discussed in Chapter 21.
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Chapter 20
Summary of Findings on Plausible Reasoning 
and Learning in Experts II: Advanced Topics

In this chapter, I provide a summary of findings on more advanced issues in the 
same three areas discussed in Chapter 19: analogy, imagistic simulations in thought 
experiments, and model construction. This is followed by discussions of evidence 
for the importance of imagery in the expert investigations, and the importance of 
transfer of imagery from source schemas to models, and lastly by a section on the 
methodology of this study.

20.1 Analogy Findings, Part Two

20.1.1  Comparison to Classical Views of Analogical 
Reasoning

20.1.1.1 Major Subprocesses in Generating and Evaluating an Analogy

Gestalt psychologists such as Wertheimer (1959) and Duncker (1945) studied 
the role of analogy in higher-level problem solving and were primarily interested 
in it as a process that might generate holistic reorganizing insights. They initi-
ated work on the important role of analogies and transformations of representa-
tions in problem solving by doing interpretive analyses of interviews. However, 
in large part they did not break down analogical reasoning and examine its sub-
processes. Interest in the issue of analogies was largely lost within psychology 
until the late 1970s and 1980s, when pioneering researchers such as Gentner 
(1983) and Holyoak and Thagard (1989) rekindled it by developing information 
processing theories of subprocesses used in analogical reasoning. I have termed 
the theories they developed in this vein the “classical view” of analogical rea-
soning. In this section, I will compare and contrast findings on analogy from the 
present study to this classical view. 

Structural mapping theory is a highly developed, sophisticated theory that is 
predictive and that has explained a large body of experimental evidence. Much of 
it has been refined to a high level of precision by representing it in a computational 
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form that can be run as a simulation and compared to data from human subjects. 
The classical view can be described as involving four major subprocesses. These  
processes are described as operating on sets of explicit, discrete propositional 
descriptions of the base and target as follows:

● The analogous case is accessed by being activated associatively and retrieved 
from permanent memory.

● An alignment or mapping is generated between corresponding elements in the 
base and the target, and the structural soundness of the analogy is evaluated.

● One or more inferences are projected from the base to the target.

20.1.1.2 Extending the Set of Subprocesses for Analogical Reasoning

In the studies described in this book, it was found that when experts use sponta-
neous analogies, they exhibit a wider variety of creative behaviors that adds to 
those discussed in the classical view (summarized in Table 19.1, part 2). I will 
try to paint these differences as sharply as I can in order to promote discussion 
and further work.

A. Generation. Whereas the primary mechanism of analogy formation is usu-
ally taken to be access via associations, the primary mechanism observed here was 
generation via transformations. For example, one subject in Chapter 3 transformed 
the spring problem by mentally uncoiling the spring into a straight horizontal rod 
with the same weight hanging on the end. Another took the wide and narrow 
springs mentioned in the problem and hooked them horizontally on opposite sides 
of the same weight, creating a “tug-of-war” situation. Such actions lead to the 
conclusions that:

1. Analogies are not just accessed in permanent memory by association from the 
target; they can be generated by transforming the target case.

2. Many of the cases generated in this way turn out to be newly invented, rather 
than familiar cases.

For this reason I have referred to this first stage as analogy “generation” in order to 
cover both accessed and invented cases. By this I mean generation of the new pos-
sible similarity relations between target and base (and in some cases generation of 
the base itself). This is shown as the second subprocess in Table 19.1 part 2a, and 
reflects an alternative to the classical associative view.

B. Alignment and evaluation of the analogy relation. In the classical view, 
alignment means sorting out similarities and alignable differences by mapping 
discrete symbols. A weighted mapping of identities, and correspondences 
between discrete symbols in the representations of the target and base is the basis 
for evaluation and determining the soundness and relevance of an analogy; In 
contrast, the case studies in this book indicate that other mechanisms exist for 
evaluating analogies:



1. A prominent pattern observed here was the effort to find a conserving 
 transformation indicating subjects gave evidence for using spatial and other 
transformations to produce analogous cases, and when these were simulated, 
the results could simply be transformed back to the original problem (e.g. 
Section 17.3.2, line 105). This allows one to hypothesize that in some cases 
alignment and inference may come almost “for free”, without necessarily 
using a process of mapping discrete features.

2. In the present study, alignment means imagistic alignment, not symbolic map-
ping. Other alternative analogical methods of evaluation and alignment, called 
dual simulations, and overlay simulations, were observed, to be discussed at the 
end of the next section on imagery. There I will review the idea that the above 
methods may all rely heavily on imagery.

3. In some cases an intermediate bridging analogy was used to achieve the above 
goals – a “secondary” analogy created in order to evaluate an original analogy. 
By “bridging the gap” between an uncertain analogy and its target, such cases 
can provide a novel pathway for analogical inference. Some of these were 
termed “imagistic alignment analogies” because their purpose appeared to be to 
help in aligning the original base and target imagistically.

Evidence for individual elements of a feature mapping process was sometimes observed 
in the transcripts but not always. In constructing the analogy section of Table 19.1, I 
have placed the “mapping” and “evaluating soundness and relevance” processes under 
one concept: “Alignment and evaluation of the analogy relation,” where aligning can mean 
imagistic alignment. This leaves open the possibility of having strategies for evaluating the 
analogy relation that do not involve mapping of abstract propositional features.

C. Understanding the base. A step not ordinarily mentioned in the classical view is 
evaluating (and possibly extending) one’s understanding of the source or analogous 
case. Most previous studies assume that the subject has a firm understanding of the 
knowledge in a source conception that is pertinent to the target. However, some 
subjects in this study focused on an analogous case (base) that they realized was 
insufficiently understood to be used. In these instances they often used one of several 
strategies shown in part 2c of Table 19.1 to improve their understanding of the 
source (Burstein, 1988; Clement, 1983).

D. Application. In the classical view, the basic idea behind an analogy is that some 
candidate inference can be made about the target, based on the structure of the base. 
Transfer involves making inferences about the target that extend the initial corre-
spondences generated in the mapping. I call this a method for direct inference from 
an expediant analogy.

In the present view, Table 19.1 shows a variety of other possibilities in the appli-
cation stage of using an analogy. For example, they can play a more provocative 
role in activating an essential schema that has never been applied before to either 
the target or the base. They can also contribute to the larger purpose of the con-
struction of an explanatory model that provides an explanation of the target at a 
deeper level. I will discuss these possibilities later in this section.
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20.1.1.3 Example of Alternative Subprocesses for Analogical Reasoning

The most important example of a scientific insight in this book, the torsion insight 
of S2 in the spring problem, exemplifies several of these alternative subprocesses 
for analogy. First, the hexagonal coil analogy from which the insight arose was gener-
ated via a transformation rather than accessed in memory. Second, S2 attempted to 
deepen his understanding of this analogous case – it did not come “packed with 
information,” ready to be used as a prior knowledge source. This makes sense, since 
it was just newly generated! This raises a paradoxical question: how can any infor-
mation be gleaned from a new analogous case if the case has never been thought 
about before? Thirdly, in answer to this question, the transcript suggested “provoca-
tive” triggering of a prior knowledge schema (torsion).

The torsion idea was not a relationship transferred from within his “hexagonal 
coil conception,” it was a schema used here to analyze not only the target (spring) 
for the first time but also the base (hexagonal coil) for the first time. Thus, S2 
attempted to deepen his understanding of this analogous case. Fourth, the torsion 
schema appears to help generate a case in the form of a simple straight twisting rod 
that can be viewed as a source analogue. The function of the twisting rod analogy is 
to be a proto-model for the spring in that material and concrete aspects of it (e.g. 
twisting material and concrete forces and/or motions) are eventually incorporated 
into a separate explanatory model for the spring, as opposed to simply directly infer-
ring a projected abstract relation from it to the spring. On the basis of parallel 
imagery indicators like hand motions, it was argued that some runnable schema ele-
ments capable of generating imagery, not just static propositional structures, were 
transferred to the subject’s spring model.

It was argued that the torsion idea can be considered a scientific insight that 
identified a new causal variable in the phenomenon being explained and broke the 
subject out of a strongly held prior view. Thus, it is possible for these new subproc-
esses of analogy to play a powerful role in expert thinking. One is motivated to 
study analogy at a detailed process level by the finding that it appears to play a key 
role in creative scientific thinking by helping the subject break out of previous 
frameworks and assumptions. This more generative, transformative, and provoca-
tive view of the subprocesses perhaps explicates some of the enigmatic themes of 
transformational and focused creativity involved in using an analogy that were 
emphasized by Wertheimer and the Gestalt psychologists.

The hexagonal coil example also illustrates how these new subprocesses fit 
together – it makes sense that a newly invented case would be generated by a trans-
formation rather than an association process (how does one associate to something 
that is not yet in memory?) and that it would more often contribute by provocative 
triggering of a previous idea during an attempt to better understand the new analogous
case, rather than by inference from information stored with the analogous case 
(because the case itself was not stored). Thus this appears to be a different mecha-
nism for analogical reasoning from the classical one, using a set of alternative sub-
processes that can work together with each other.



20.1.1.4 Analogy Characteristics

Several of the above features as well as other comparisons to previous work can be 
seen in Table 20.1, which outlines several dimensions for categorizing analogies. 
Asterisks in the table indicate areas that are underrepresented or absent in previous 
studies. Whereas much of the previous research on analogy in problem solving has 
focused on analogies that access an existing source that is strong in prior knowledge 
with low or medium surface similarity to the target, this book has focused on 
invented analogies having a source that is either strong or weak in prior knowledge, 
with high or at least medium similarity to the target. In the case of S2, the hexago-
nal spring was an invented, close, simpler case which provoked the activation of the 
torsion schema and led to the development of an explanatory model. The extent to 
which the dimensions in Table 20.1 are truly independent, or have dependencies or 
correlations among them, has not been fully explored and is an important task for 
future research. These dimensions combined with those alternative processes listed 
under analogy in Table 19.1 form a complicated space of possibilities for character-
izing different kinds of analogies.

20.1.1.5 Roles of Analogy in Scientific Thinking

Table 20.2 outlines the different roles for analogy that have been identified in this 
book, and is an expansion of Table 5.3. (There are at least three other roles of anal-
ogy that I did not observe or discuss in the book but that could be added to this 
table. The first is as a descriptive metaphor which is intended merely to illuminate 
rather than develop a scientific prediction or causal similarity. The second is as one
arm of an induction leading to a new generalization; in that mode, a successfully 

Table 20.1 Characteristics of different types of analogy

A. Knowledge of source
 1. Strong

Utilize known knowledge stored with source case
 2. Weak*

Source lacks development: source case may act as provocative trigger to access other knowl-
edge not stored with source, e.g. for newly invented analogous cases, virtually no knowl-
edge is stored.

B. “Distance”/Degree of source–target similarity
 1. “Far” or remote or low surface similarity
 2. Medium
 3. “Near*” or close or strong surface similarity
C. What is inferred or transferred:
 1. Abstract relation: nonconcrete factual or relational element or strategy
 2. Projective material: imagistic, concrete/schematic material (and imagability or runnability)*
D. Role or purpose served (see Table 20.2)

*Areas that are underrepresented or absent in previous studies
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confirmed analogous case may focus the subject on a common relational abstract 
pattern that can be induced as a generalization from the two instances in the base 
and target. Central features for the new category will be among those shared by the 
source and target (Gick and Holyoak, 1983). A third is a formal analogy such as 
that between an LRC circuit and spring oscillations, where the similarity is cap-
tured in the form of an abstract equation or principle.)

Within Table 20.2, the first role, expedient analogy, is the predominant 
view in previous work on analogy. In that mode, analogies were useful only 
for making a prediction for the behavior of a target. This mode can make effi-
cient use of relevant prior knowledge directly for target inferences and predic-
tion.  The other three basic uses suggest different mechanisms:

● An analogy can help through new indirect provocative triggering of a principle, 
schema or method, as the analogous case itself is analyzed. This type of analogy 
is often a simplifying transformation of the target problem.

● Analogies may serve as proto-models, that is, as starting points for the devel-
opment of a scientific explanatory model. Examples cited here were the bend-
ing rod and twisting rod cases for the spring. Other examples have been 
proposed by Clement (1981, 1989), Holland et al. (1986), Falkenhainer 
(1989), Nersessian (1992), and Gentner et al. (1997) (in the latter chapter on 
Kepler’s use of analogy, the authors go beyond the classical view of analogy). 
I theorized in Chapter 18 that models constructed via projective transfer of 
runnability from an established source schema inherit desirable properties 
such as flexibility, and analogous cases that facilitate access to such source 
schemas are therefore extremely valuable. I have therefore placed an emphasis 
in this book on the role of analogy as a source analogue, or proto-model,
 concrete aspects of which are incorporated into a larger and more complex 
model. This leaves open the possibility that more than one analogy can be 
involved in the development of a single model. 

Table 20.2 Different roles for analogy in the case studies

1. Expedient analogy with inference or transfer directly from source analogue
 – Infer properties or relationships in target, or
 – Transfer problem action or procedure
2. Provocative analogy*
 Case activates a schema not stored with the case as it is analyzed or run and this is applied to 

the target or explanatory model for the target.
3. Proto-model (source analogue)*
 Prototype case and/or associated schema incorporated as element of explanatory model for 

target. The analogous case may be a starting point that is later revised and elaborated to 
become part of a model explaining the target.

4. Bridging analogy (Chapters 4, 17). Typically these stretch the domain of application of an 
existing intuition or model. Some bridging analogies can serve as an imagistic alignment 
analogy when the new case imagistically aligns features between an explanatory model, 
source analogue, scientific principle, mathematical schema, or target.

5. Extension analogy. Analogy that develops the understanding of a previous analogous case 
that is poorly understood (Chapter 5). (This last role can be subsumed if one views a poorly 
understood analogous case recursively as a target to be understood)



● Bridging analogies can serve to expand the domain of a relevant schema or 
principle; or they can aid in the imagistic alignment of two other 
representations.

● Extension analogies can develop the understanding of a previous analogy.

It should be noted that when an analogy like the bending rod analogy is generated, 
the subject may not always know ahead of time what its eventual purpose will be; 
it may simply appear to be “an interesting case to pursue”.

One possible reason for why these three roles have been underemphasized in the 
classical work on analogies is that much of that work focused on tasks of finding a 
problem solving action or comprehending a story whereas the present work focuses 
on conceptual explanation tasks in science. In the former the process often involves 
comprehending a comparison or analogy between a presented pair of cases; 
whereas in the present research the process can start from only the target and can 
involve the subject both generating an analogous case and using it to stimulate new 
ideas for the larger process of building an explanatory model. In summary, the 
asterisked items in Tables 20.1 and 20.21 (to be extended in Table 20.3 later) signify 
differences from the classical view that add to those presented earlier in Table 19.2. 
Clement (2007a) has noted that such different types of analogy may be used to sup-
port different types of conceptual change. If so, an awareness of these different 
types may have important implications for teaching strategies.

20.1.2 Analogies and Imagery

The classical work on analogy does not examine the role of imagery. Chapters 15, 
16, and 17 of this book began to examine the question of whether there was a link 
between analogy and imagery. In this section, I will examine that link further by 
reviewing findings on several analogy subprocesses that are explained parsimoni-
ously by hypothesizing that they involve imagery and spatial reasoning. These 
include: spatial transformations used in analogy generation and evaluation, and 
dual simulations, also used in analogy evaluation.

20.1.2.1 Role of Spatial Transformations

A theme in this study that connects to the Gestalt psychologists is that of the impor-
tance of spatial transformations in advanced thinking. Chapter 11 explored their 
role in mathematical thinking. Section 17.7 documented the role of transformations 

1 In developing Tables 19.1 and 20.2, I considered including “simplifying cases” as one of the roles 
of analogy. However, this is often an effective substrategy for generating analogies, via a transfor-
mation, that can serve any of the above roles, especially by activating new schemas for analysis 
(cf. Figure 16.3). I also have not included ‘projective analogies’ as a type in Tables 19.1 and 20.2 
because their ultimate purpose appears to devolve into either expedient analogy or an explanatory 
proto-model.
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in analogy generation in science problems, and linked these processes to imagery 
indicators providing evidence that analogies could be generated via spatial transfor-
mations using an imagistic representation. Chapter 17 also discussed examples of 
evaluating an analogy via a transformation including: “rolling up” the bending rod 
to evaluate it as an analogy to the spring in Chapter 16; as well as cutting the torus 
in wedges and reassembling it in Chapter 11.

Since spatial transformations are recognized in the literature as a major process 
for perception and for reasoning via imagery, they signal an important way in which 
analogical reasoning can involve imagery. Cooper and Shepard (1973) found that 
subjects perform mental transformations such as spatial rotations over times that 
correlate in a linear way with the size of transformation required. Kosslyn (1980) 
has described a variety of transformations that play an essential role in perception. 
He reports on a large number of experiments that support the claim that these same 
transformations can be used with images as well. More constructive transforma-
tions where forms are modified and combined were performed by subjects in stud-
ies by Finke (1990). In the present study constructive transformations were 
observed as part of the process of using analogies. These were described by sub-
jects as transformations of objects or actions in space, and almost all occurred as 
the subjects stared at a drawing of their own making. Several were accompanied by 
imagery indicators.

Wertheimer was prescient. These findings on transformations suggest that 
Wertheimer was on an important and precocious trail when he proposed that spatial 
transformations were important to cognition in mathematics and science. His solu-
tions to the “area of the parallelogram” problem appear to me to provide paradig-
matic cases of the conserving transformation strategy for analogy evaluation. In 
Chapter 17 evidence was presented for the use of conserving transformations to 
confirm analogies, not because there are high-level features that are identical in 
target and base, but because a conserving spatial transformation has been found that 
is recognized immediately as producing the base from the target, with the key tar-
geted relationships conserved. This is hypothesized to be a different mechanism 
from the mapping of many discrete symbolic features. In summary, spatial transfor-
mations appear to be used in science as well as in mathematics and to be a first way 
in which analogies can utilize imagery.

20.1.2.2  Role of Dual Simulations and Imagistic Alignment 
in Imagery-based Analogies

The strength of the classical structural mapping approach is that it specifies pro-
cedures for elaborating and expanding a structural match between source and tar-
get by analytically breaking it down into individual relations and examining 
possible matches between those relations. For certain domains and situations this 
may be the best approach. The present study, on the other hand, examines the pos-
sibility of a more holistic approach to analogy evaluation based on imagistic 
matching and fit. This is more like the process of motor schema alignment, where 



for example, in order to grasp a large, very strangely shaped pitcher, one may have 
to explore different orientations and placements of the hand in order to grasp and 
lift the heavy pitcher successfully. This is a matter of “fitting” one’s own schema 
for grasping to the new situation at hand. This is something like the process of fit-
ting a schema for, say, the idea of torque and torsion in a straight rod of metal, to 
the deforming forces in a curved spring. Where and how to apply the forces and 
resulting deformations is not apparent at first, but by imagining different configu-
rations for twisting, one eventually finds one that “fits.” These examples carry a 
sense of imagistic alignment rather than 1–1 mappings of many discrete elements. 
I called this process the use of “dual simulations.” This explains why the earlier 
list of major steps in analogical reasoning in Chapter 4 had “evaluating the anal-
ogy relation” as the second step, rather than “development of a mapping”. Now I 
would label the step, “Aligning and evaluating the analogy relation” often 
imagistically.

Dual simulations were described in Chapter 17 as involving perceptual/motor 
similarity comparisons between two separate simulations, an anchor and a target. 
Dual simulations contrast most strongly with comparisons of discrete symbolic 
relations when they involve global, analog comparisons of a perceptual/motor 
nature. For example, S2 generates a “zigzag spring” as an analogy in the spring 
problem and makes an initial evaluation of it as follows:

S2: (23) “And that would behave like a spring. I can imagine that it would… it would 
stretch, and you let it go and it bounces up and down. It does all the things.”

Here, the conjunction of the dynamic imagery reports and the comparison of the 
two systems provided evidence for a dual imagistic simulation and comparison. 
The ability to compare two static images and identify similarities and differences is 
considered to be a fundamental process. A dual simulation is made up of two imag-
istic simulations, and perhaps utilizes a similar process.

Overlay simulations. Other data supporting the presence of dual simulations 
came from a phenomenon that puzzled this researcher for some time – the pres-
ence of “overlay diagrams” in which one system is drawn on top of another sys-
tem. For example, S7 drew a pulley rope on top of a circle originally drawn to 
represent the problem about pushing a wheel up a hill. He proceeds to alternate 
between talking about the wheel and talking about the pulley while staring at the 
same “overlay” drawing. I accounted for this by assuming that the overlay draw-
ing supports dual simulations; the drawings of the two cases overlap so that a 
perceptual comparison of their behaviors can be made easily. The subject imag-
ines pulling on each one; and then imagining whether each will “work in the same 
way.” Here, intuitions about the pulley appear to be projected and transferred onto 
the wheel.

In proposing a description of the process of dual simulation, I started from the 
process of inspection and perceptual similarity/matching for static images identi-
fied by Kosslyn (1980). A comparison made in dual simulation might use a similar 
type of matching operator, except that it operates on images of dynamic actions and 
events. This can be referred to as “dynamic perceptual/motor similarity.” Like other 
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methods it is not infallible, but in some cases it can support or reject hypotheses 
with confidence. Thus I hypothesized that this type of evaluation may be based on 
a distributed and parallel type of perceptual matching process, rather than a map-
ping of discrete symbolic features.

Imagistic alignment analogies. A final analogical reasoning process where 
imagery appeared to play a role was imagistic alignment analogies, often appear-
ing as a type of bridging analogy. For example, the spoked wheel without a rim 
analogy in the wheel-push problem was interpreted as helping the subject align 
the placement of the fulcrum on the wheel in order to apply the original analo-
gous case of a lever. In doing so this expands the domain of application of the 
lever schema to include wheels, so it also plays a “domain expander” role. In a 
similar way the bridges used between the book on the table and spring cases in 
Chapter 9 expanded the domain of the “elastic force (springiness)” schema to 
include rigid objects.

20.1.2.3 Coherence from Explaining Bridging and Overlay Drawings

In Chapter 17 the credence of the overall theory of imagistic analogy evaluation 
methods was supported by the realization that the somewhat enigmatic mechanism 
of the bridging strategy discussed in Chapter 4 could be explained by seeing it as 
an auxiliary strategy for enhancing the more basic process of imagistic alignment, 
or the imagistic evaluation processes of dual simulation and/or conserving transfor-
mations. That is, one of the functions of bridging analogies is to generate chains of 
pairs of cases that are “close” enough to compare in these more perceptual ways. 
Table 17.1 ties these methods together into a possible idealized process for evaluat-
ing analogies that coordinates the various strategies.

20.1.2.4 Imagistic Alignment, Evaluation, and Inference Mechanisms

In this perspective there are two fundamental mechanisms involved in analogical 
evaluation and inference: conserving transformations and dual simulation via imag-
istic alignment. It is possible that these could operate prior to mapping via discrete 
symbols, although the relationship between these processes and mapping is still 
unclear. Thus in the present view, imagistic alignment, conserving transformations, 
and dual simulations are not equivalent to mappings between discrete symbolic 
elements. Arguments were also presented in Chapter 17 that these evaluation proc-
esses can involve more than mappings of elements, even in an approach that 
assumes that some elements in a mapping can be considered to be imagistic. While 
at this stage there is certainly not a body of competing evidence that can compare 
in size to the extensive empirical work that has been done within the mapping 
symbolic features paradigm, the present studies highlight cases that raise the ques-
tion of whether concepts different from mapping are needed to provide full and 
parsimonious explanations of the behavior.



20.1.2.5 Summary: Alternative Subprocesses of Analogical Reasoning

The main analogy subprocesses accounting for the case studies in this book are 
shown in Tables 19.1 and 17.1. Asterisked items in Table 20.1and Tables 20.2 and all 
of 20.3 summarize dimensions along which the newly described analogical reasoning 
processes appear to differ from the “classical view.” For each such dimension proto-
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Table 20.3 How newly described analogical reasoning processes that can utilize imagery differ 
from the classical theory

Most previous studies and 
classical view – analogical 
processes identified: processes 
are explained via manipulations 
of a propositional representation

Present study – additional 
processes identified: processes 
are explained via imagistic 
simulations and transformations

Protocols provide initial 
evidence for imagery 
involvement?

Previously presented analogy is 
accessed by association as a 
familiar case 

Subject spontaneously generates 
(sometimes novel invented) 
case

Yes

Cases can be generated via trans-
formation

Yes

Case needs no development Sometimes case is developed 
further

Yes

Evaluation of an analogy 
relation via: mapping of dis-
crete features

Evaluation of an analogy relation 
via:

Bridging analogies Yes

Conserving transformations Yes

Dual simulations (including those 
evidenced by “overlay 
representations”)

Yes

Existence or purpose of bridging 
analogies not specified

Purpose of bridging analogies is 
to enhance conserving trans-
formations, dual simulations or 
imagistic alignment

Yes

Transfer of or inference from 
abstract, symbolic relations

Transfer of concrete, schematic 
images or image generating 
schema elements for system 
behavior in projective anal-
ogy or for behavior of hidden 
mechanism in explanatory 
model construction

Yes

Computer simulation of theory 
possible

Current theory identifies major 
subprocesses
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col data examples have been analyzed that contain initial evidence for imagery 
involvement. It was also hypothesized that several of these alternative analogical 
processes were also involved in the most productive insight documented in this book, 
S2’s torsion insight in the spring problem. These findings suggest that further investi-
gations of the above alternative mechanisms are an important problem for research.

20.1.3 Analogies and Model Construction

In this section, I examine linkages from findings on analogy to findings on the construc-
tion of explanatory models. Claims about the powerful role of analogies in scientific the-
ory development have been made by notable figures such as Campbell (1920), Einstein 
and Infeld (1967), Polya (1954), Wertheimer (1959), Hesse (1966), Harre (1967), 
Gentner et al. (1997), and Nersessian (1984). The present study supports this view and 
proposes a variety of mechanisms by which such development can take place.

20.1.3.1 Expedient Analogies vs. Explanatory Models

Expedient analogies. Although simple expedient analogies provided a powerful tool 
for these subjects, it was apparent in the interviews that some of the subjects were 
seeking a stronger understanding by pursuing an explanatory model – a hidden proc-
ess or mechanism that could be actually be operating in the target system. An 
explanatory model is more than an initial rough analogy. For example, in Chapter 14 
we saw that the expedient analogy of the bending rod gave some predictive power, 
but limited explanatory power. It was not viable as a mechanism that could actually 
be operating in the target. Eventually the twisting idea was used to form the explana-
tory model of torques producing twisting in elements with precise orientations in the 
circular coil. Figure 14.15 illustrates this as a three-element view of explanatory 
model construction (as a particular example of the general relations shown in Fig. 
14.16): (a) the anticipated behavior of a target case; (b) the anticipated behavior of 
an anchoring analogous case (also referred to as a source analogue or proto-model); 
and (c) the anticipated behavior of an explanatory model. In the present framework 
explanatory models are the ultimate goal, so expedient analogies have become lower 
in importance as an outcome than explanatory models, but the various types of anal-
ogies are still seen as enormously important tools for developing those models.

A simpler, two-element view is that the source of the analogy becomes the 
new model of the target and therefore the model need not be distinguished from 
the source analogue. The model is the source analogue, including its abstract rela-
tional structure. That symbolic structure is then shared by source and target. 
Prediction of the target phenomenon occurs via inference rules from higher-order 
predicates.

By contrast, in the present three-part view, aspects of the source analogue may 
be incorporated into part of the explanatory model being constructed, but the model 



is usually at least a modification of, and often a more complex structure than, any 
single anchoring source. The multiple anchors idea has support from the success of 
the “multiple analogies” strategy used in instructional contexts by Spiro et al. 
(1989), Steinberg and Clement (2002), and Glynn (1991). The imagery indicators 
cited in episodes of model construction in Chapters 13–16 support the sense in 
which the present view also contrasts with or complements language-based views 
of models as a semantic net or set of verbal descriptions. This is complemented by 
the present section on how analogies can utilize imagery and involve processes of 
simulation, projection, and imagistic alignment. In contrast to the symbolic struc-
ture approach described above, in imagistic modeling, explanation occurs via a 
compound simulation wherein an image of the mechanism operating is seen to 
cause or result in an image of the target operating in a way corresponding to the 
observed or given  phenomenon being explained.

Returning to the legacy of Georg Polya (1954), analogy was one of the heuris-
tic devices that he highlighted in writing about methods for solving hard prob-
lems in mathematics. We can use Table 20.2 to speak to the question of whether 
analogies should be thought of simply as one of many possible “heuristic devices” 
or tricks for jogging thinking into a new path in solving a specific insight problem 
– or whether they have more serious roles. The table implies that either can be 
true. A playful expedient analogy could remind one of some relevant schema or 
solution strategy for a puzzle, and this would be a one-time-only specialized use 
for that analogy. On the other hand, when analogy plays a role as a proto-model
(source analogue) in the evolution of a scientific model (such as the twisting rod 
analogy for the spring), and aspects of the analogy become part of the model, this 
is a central and lasting role, even though the analogy does not constitute the entire 
model. This can enrich the model with new material components that form an 
imageable mechanism. In this case aspects of the analogy can become part of the 
core meaning of the explanatory model, and it becomes more than a heuristic 
used to suggest a new operator for the problem. At the end of this chapter, I will 
summarize the argument from Chapter 18 that analogies that act as proto-models 
can be a source of flexible runnable knowledge schemas that can make a scien-
tific model powerful. In this way analogies can provide a pathway for grounding 
scientific knowledge in confident and runnable prior knowledge schemas. Thus 
Table 20.2 indicates that the relationship between analogies and models is more 
diverse and complex than many previous studies have indicated, since any of the 
roles of analogy listed there can play a role in developing an explanatory model, 
or laying the groundwork for one. Many of these roles were also represented in 
Figs. 16.4 and 16.8.

Going beyond the observational definition given in Chapter 3, one can then 
provide a condensed summary of the present view of analogy in cognitive terms as: 
Given a target problem that involves predicting and/or explaining a phenomenon, 
the subject creates or accesses a significantly different related case with the aspiration
that it is still similar enough to the target problem to generate relevant ideas that 
can be applied to the target. Such a case can suggest prior knowledge or strategies 
or perceptual/motor alignments to apply to the target. When successful, this can 
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yield a prediction for the target or it can feed a generative abduction process for 
constructing or revising an explanatory model of the target as a third entity. Subjects 
apply various evaluation processes to detect relational or imagistic similarity that 
is causally relevant in order to decide whether the analogy is valid or decide 
whether the resulting model is viable.

A major challenge in this study has been to improve the precision with which 
the term analogy is used. When one examines the spontaneous creative thinking of 
experts, rather than controlled or forced choice experiments in the setting of the 
laboratory, the variety of types of related cases produced is extremely rich. It is 
tempting to treat all of these as analogies but this would lead to an overblown and 
fuzzy concept of analogy. In retrospect, for me the concept of analogy has been 
narrowed in some directions but expanded in others while developing this book. 
The possible purposes of analogy have broadened greatly from my original concep-
tion of it as a heuristic device. Another major expansion of the concept of analogy 
has come from the inclusion of analogies resulting from target transformations that 
may change only a single feature of the target, but still produce a significantly dif-
ferent case. On the other hand, a major narrowing of the concept has come from 
explicitly differentiating analogies from partitionings, explanatory models, and 
Gedanken experiments.

Summary of analogy findings, Part Two. In summary a collection of new 
observed patterns of analogy use have been presented along with some new 
imagery-based processes designed to explain them. The new observations include 
novel analogous cases generated via spatial transformations, bridging analogies, 
overlay simulations, and others in Table 20.3. In some cases analogies can play a 
very central and substantive role in model construction as a source of essential 
content, meaning, and flexibility for a model by passing on the capacity to generate 
imagery. These findings provide an answer to the question of why expert subjects 
go to the trouble of using difficult-to-construct analogies when the effort is high 
and the payoff uncertain. However, less work has been done here on the role of 
language. Although an attempt has been made to identify important alternatives to 
mapping discrete features where they seem to be justified by protocol events, I do 
not wish to deny the additional power of naming imagined variables linguistically 
and mapping them to another linguistic description. This can help take a subject’s 
analysis to a higher level of precision and explicitness, and can make it more ame-
nable to further precise evaluation. Classical theories of analogy appear to be based 
exclusively on linguistic or propositional symbols. Eventually a synthesis will be 
needed to integrate the role of both imagery and language in analogy use and model 
construction. For example, an explanatory model might be fixed in memory by a 
labeled pictorial diagram, where the different labels help to differentiate closely 
similar imagistic features that might otherwise be confused. Conversely, carefully 
constructed schematic images may help disambiguate linguistic terms that might 
otherwise be confused. Thus my hope is that the constructs developed here will 
stimulate further research on how these types of representation may be 
complementary.



20.2  Imagistic Simulation Findings, Part Two: Thought 
Experiments and Their Uses in Plausible Reasoning

20.2.1 Overview

Part One of the book introduced the higher-level process of scientific model construc-
tion and the role of analogy therein. Part Two introduced the lower-level process of 
imagistic simulation and the role of perceptual/motor schemas and dynamic imagery 
therein. Beginning in Chapter 15, I attempted to merge these two themes to examine 
the role imagistic simulation might play within analogy and model construction. In 
these contexts, evidence for imagistic simulation often appeared within untested 
thought experiments (in the broad sense) in which subjects made predictions about 
the behavior of concrete systems they had not previously experienced. In this book 
most of the imagistic simulations I chose to focus on were thought experiments, 
because most occured in new and unfamiliar circumstances. This is a worthy test of 
the power of imagistic simulations since they must then produce real inferences in 
strange surroundings. A major conclusion of that section was that analogy and model 
construction often involve subprocesses that can be considered untested thought 
experiments (such as running and making predictions from a novel, invented analo-
gous case, or from a novel, invented, explanatory model), and these in turn often 
depend on imagistic simulations.

Thought experiments were considered to be an interesting process in themselves 
because of a problem that continues to challenge cognitive science, which I call the 
fundamental paradox of thought experiments: “How can findings that carry convic-
tion result from a new experiment conducted entirely within the head?” Where does 
this power come from? Some of these “experiments” can actually provide results 
powerful enough to strongly discredit an explanatory or mathematical model. Even 
thought experiments that do not generate this strong a result, are subject to the same 
paradoxical question.

20.2.2 Summary of Findings on Thought Experiments

Previous work on thought experiments has hypothesized that they may play an 
important role in scientific discovery and evaluation. Nersessian has theorized that 
they may involve the use of imagery and mental simulation. Although the historical 
role of thought experiments as a scientific tool have been discussed by Kuhn 
(1977d), Nersessian (1992), Gilbert and Reiner (2000), Brown (1991), Gooding 
(1994), Koyre (1968), Sorensen (1992), and others, what has not been previously 
examined systematically are the underlying cognitive processes nor the specific 
roles that thought experiments can play in analogy and model construction on the 
basis of analyses of think aloud protocols. In addition, the question of how thought 
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experiments utilize imagery, mental simulations, or mental schemas has not been 
sorted out. Building on the model of imagistic simulation in Fig. 13.3, an attempt 
was made in Chapter 15 to provide initial empirical grounding for a set of distinct 
meanings for the concepts of “untested thought experiment,” “evaluative Gedanken 
experiment,” “analogy,” and “explanatory model,” and an analysis of how they each 
can depend in different ways on imagistic simulation. The theory of how untested 
thought experiments are run presented in Fig. 15.3 offers a description of the 
sources of conviction in such experiments that addresses the fundamental paradox 
of thought experiments. In particular, Chapter 15 attempted to:

– Base these findings on evidence from think-aloud case studies rather than an 
analysis of historical records, with the finer level of detail that makes possible.

– Connect the hypothesized presence of generalized perceptual/motor schemas to 
empirical evidence from hand motions and other indicators; and to previous 
work on generalized motor schema theory.

– Trace the origins of new knowledge and sources of conviction found within 
the individual simulations themselves. Imagistic simulations can generate new 
findings by way of mechanisms termed “extended schema application,” con-
version of implicit to explicit knowledge, spatial reasoning, symmetry, and 
(in conjunction with one or more additional schemas) compound simulations. 
Thus the origins of conviction in thought experiments can come from not one 
but several possible sources, as shown on the left-hand side of Fig. 15.3. This 
explanation provides an initial response to the thought experiment paradox. In 
retrospect, the sources of conviction represented on the left side in Fig. 15.3 
are surprisingly diverse. They indicate that the answer to the thought experi-
ment paradox may come not from a single primary source, but from many 
possible sources, including knowledge structures, reasoning processes, and 
prior learning processes.

– Provide additional supporting evidence for certain sources of conviction from 
the phenomena of imagery enhancement, where subjects actually make an effort 
to invent cases that increase the effectiveness of sources such as implicit knowl-
edge and spatial reasoning. Instances of generating a simpler problem or extreme 
case with imagery indicators like hand motions were explained most plausibly 
and parsimoniously by the present theory of imagistic simulation.

– Distinguish between the sought prediction as the primary outcome of the simula-
tion and important secondary outcomes such as new image features, coherence 
and dissonance relations, and schema activations, shown on the right-hand side 
of Fig. 15.3.

Individual occurrences of the latter additional benefits are somewhat unpredictable, 
and this means that TEs can be considered somewhat “volatile” in producing 
unanticipated effects. This was interpreted later as one source of creativity and 
divergence as well as criticism through dissonance, helping to explain how there 
can be sudden breakthroughs in an investigation.

Chapter 15 went on to place imagistic simulation in the context of a broader 
theory of a more complex reasoning by:



– Formulating distinctions between four different modes of plausible reasoning in 
which thought experiments can occur (shown in Fig. 15.6)

– Presenting case study evidence that each of these reasoning modes can derive 
part of its predictive power and conviction from one or more imagistic 
simulations

– Hypothesizing that these different modes have different mechanisms for utiliz-
ing the power of imagistic simulations to generate new knowledge

Thus I attempted to show how some major scientific reasoning processes for model 
building could be based on imagistic simulation as a subprocess. The finding that 
thought experiments occur within such a wide range of reasoning operations means 
that the fundamental paradox applies to a broader set of processes than is com-
monly realized.

20.2.3  Broader and Narrower Categories 
of Thought Experiments

I also identified a special kind of thought experiment in the narrow sense: evaluative 
Gedanken experiments. In all thought experiments the subject makes a prediction for 
an untested, fairly specific concrete situation, but an evaluative Gedanken experi-
ment is also designed or selected by the subject to help evaluate a scientific concept, 
model, or theory (e.g. an explanatory model and/or its mathematical elaborations). I 
believe both the broad and narrow concepts of “thought experiment” as defined here 
are useful, and both can be analyzed in think-aloud protocols. The broad concept is 
appropriate for expressing the fundamental paradox. The narrower concept of an 
evaluatory Gedanken experiment encompasses some famous TEs in the history of 
science, impressive in that they can even contribute to eliminating an established 
theory. Documenting such cases indicates that nonempirical creative methods can 
be used for theory evaluation, not just for theory generation (Clement, 2006).

If we take evaluatory Gedanken experiments to be the kind of thought experi-
ments that have been of most interest to philosophers of science, then there are 
interesting comparisons and contrasts here to the view of Kuhn (1977d). He theo-
rized that thought experiments can work only in domains where one has relevant 
real-world knowledge and experience. This is compatible with the present view that 
emphasizes the role of prior knowledge schemas in such experiments, although 
I believe it is important for these schemas to extend beyond their normal domain of 
application, in order to count the case as an untested thought experiment. I have also 
pointed to how the coordination of multiple schemas in new combinations and with 
spatial reasoning can contribute to thought experiments going beyond the bounds of 
prior experience, a view compatible with that of Gooding (1993). In addition, it is 
unclear whether TEs that rely on symmetry arguments are empirically based. Thus 
in the present view, thought experiments can involve prior knowledge schemas that 
were built up historically from empirical experiences; but they may also involve 
reasoning that produces predictions that go well beyond empirical knowledge.
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Kuhn also theorized that the role of thought experiments was to disclose a conflict
between one’s existing concepts and nature. This is compatible with some of the 
examples presented in Chapter 15 where evaluatory Gedanken experiments had a 
negative outcome, but others, such as the torsionless coil (episode 13a) and radically 
stretched ribbon coil (episode 14) experiments had positive outcomes – providing 
some support for the importance of torsion or existence of twisting respectively (see 
also Brown and Clement [1992] for historical cases of positive TEs). In sum, the 
documentation of thought experiments in expert thinking deepened the result from 
previous sections that important nonempirical processes occur in scientific thinking.

20.2.4  Can Thought Experiments Allow One 
to “Get the Physics for Free?”

Once a thought experiment is defined, in many cases the process of “running” the 
experiment to yield a result is observed to occur very quickly. This suggests that the 
process used takes surprisingly little effort and this may feel to the subject like 
“Getting the physics for free.”  In addition these experiments can yield results with 
high levels of conviction where the answer appears to be “obvious” with no evidence
in the transcript for formal inferences via deduction or via induction by enumera-
tion. In the literature on diagrammatic reasoning, Barwise and Shimojima (1995) 
describe the possibly related process of getting a “free ride” when drawing a new 
diagram for a problem makes subsequent inferences particularly easy (with the sug-
gestion that the same thing can happen with internal imagery). What can the present 
theory say about this issue? The response is not so simple because the knowledge 
derived from an imagistic simulation in a thought experiment can have a variety of 
sources and outcomes according to Fig. 15.3.

It appears that the closest thing to “getting the physics for free” in that figure 
would occur in obtaining implicit knowledge from an elemental imagistic simulation 
driven by an intuition schema. For example, in the “twisting rod” experiment of Fig. 
13.2, the subject seemed to be able to “consult his motor system” in a fairly direct 
manner, yielding an immediate answer of high certainty. Although he still needed to 
formulate the right question and design the right case to think about, during the actual 
running of the ‘experiment’ the result emerged with surprising speed and effortless-
ness. Perhaps running it took some minimal processing time, but for this part of the 
process the physics was impressively easy to get, if not totally “free.”

“Virtually for free” or “very inexpensively.” One should be able to generalize from 
this example involving implicit knowledge to other cases involving the other main 
sources of conviction in thought experiments identified in Chapter 15: the extended 
application of a schema to a case outside its normal domain of application, running 
compound simulations with two or more schemas, and spatial reasoning. These proc-
esses can also be fast and efficient once the subject has formed an image of a subprob-
lem that is solvable via one of these processes. It is hypothesized that one has the 
sensation of getting new results for free when there is a good match between plentiful, 



fast, nonformal mental resources available and the subtask at hand, e.g. when the prob-
lem can be solved quickly by spatial reasoning. 

I conclude that one can “Get the physics virtually for free” during the running 
of a thought experiment in the sense that it can occur remarkably quickly and 
effortlessly by using plentiful, efficient, and therefore inexpensive resources.

There are a number of caveats to this “virtually for free” statement, however: In the 
case of the twisting rod, reducing the original problem to that question was an effortful 
and complex achievement – an aspect that was not at all for free. After all, that event 
occurred almost 40 min into S2’s protocol. Thus preparing for the running of the experi-
ment was expensive, even though running it was not. In general, the caveats are:

● Much preparation in formulating the right question and case can be involved, 
including designing the thought experiment itself.

● A good deal of prior work may have gone into building up the resource used to 
run the experiment, e.g. building up a motor skill or spatial reasoning skill dur-
ing childhood.

● A good deal of effortful reasoning may have to occur after tapping into the 
“free” knowledge in order to apply or refine it, that is, the experiment may only 
address a problem analogous to the target.

● In some cases, the running of the experiment itself may require nontrivial effort, 
if this strains the capacity of the imagery system or involves the coordination of 
many schemas on the same image. Some subjects running imagistic simulations 
were seen to be working quite hard to apply spatial reasoning and new combinations
of prior knowledge to make inferences about new situations – thereby obtaining 
the new knowledge for considerable effort rather than “for free,” e.g. the “paint 
dots on the spring” case in line 22, Section 13.3.5. Thus although some thought 
experiments feel effortless to run, others feel quite effortful. (However, for 
effortful cases the subject may try to improve the design of the experiment so 
that this is not an issue and it becomes a “better” thought experiment.)

These caveats make examples of “getting the physics for free” more like a “surprisingly 
large dividend gained suddenly from an earlier investment” than something gained for 
free. And even in the cases involving the least work it would be more accurate to say 
“getting the physics very inexpensively” or getting “an inexpensive ride.” Thus in some 
cases, during the moment one utilizes one of the sources of knowledge in imagistic 
simulations, such as converting the knowledge implicit in a perceptual/motor schema to 
explicit knowledge, it may be that subjects are getting the physics virtually for free. But 
preparing for, accessing, and then utilizing such knowledge may be quite effortful.

20.2.5 Section Conclusion

Chapter 15 presented evidence that thought experiments and imagistic simulations can 
be involved in expert scientific thinking in a large number of different ways, providing 
further support for the important role played by imagistic simulation in expert cogni-
tion. It also presented evidence for multiple sources of conviction within imagistic 

20.2 Imagistic Simulation Findings, Part Two 475



476 20 Summary of Findings on Plausible Reasoning and Learning in Experts II

 simulation that addresses the thought experiment paradox. Combined, these sources and 
patterns of use constitute the beginnings of a theory of how thought experiments and 
imagistic simulation work and how they can contribute to creative thinking/scientific 
discovery. Questions remain about details in this theory: exactly how spatial reasoning 
is used, what the limitations of simulation are, how new variables or image features 
emerge, etc. Thus the account given here does not fully resolve the paradox, but it does 
provide an initial explanation that can be evaluated further and revised. The origins of 
new knowledge in thought experiments is thereby seen to be a multifaceted, difficult, 
and fundamental topic, and further research in this area is very much needed.

20.3  Model Construction Findings, Part Two: An Evolutionary 
Model of Investigation Processes

20.3.1 Top Level of Scientific Investigation Process

In the previous major section of this chapter, I briefly described how Chapter 15 
traced an upward path from basic to more complex processes, starting from the 
basic process of elemental imagistic simulation and summarizing how it was used 
within the four major nonformal reasoning operations in Fig. 15.6. In this section, 
I summarize how those reasoning operations are in turn combined to produce a 
larger scientific investigation. The earlier study of a single subject’s solution in 
Chapter 6 had argued against an overly inductionist view of the source of new 
hypotheses in investigations. The analyses in Chapters 14, 15, and 16 focused on 
the same “Spring Problem” but used more protocol data from other subjects and 
included data on depictive hand motions and other imagery indicators. This enabled 
the development of a more comprehensive picture of noninductive investigation 
processes that could account for the following solution stages.

20.3.1.1 Stages

Five stages of analysis were described in Table 14.2 10a, showing a gradual transi-
tion from qualitative to quantitative modeling:

1. Efforts to develop an initial qualitative description or prediction for the targeted 
relationship

2. Searching for and evaluating initial, qualitative explanatory model elements
3. Seeking an imageable model that was fully connected spatiotemporally
4. Seeking a geometric level of precision in the spatial and physical relationships 

in the model
5. Developing a quantitative model on the foundation of the improved qualitative/

geometric model

The construction cycle shown in Fig. 6.3 was proposed earlier as a way to explain 
alternating periods of evaluation and construction in the transcripts. However, 



although it provides a core idea, a single process of this type cannot account for a 
pattern as complex as the one above involving five different stages.

20.3.1.2  Three-part Model of Scientific Investigation Processes: Explanation 
vs. Description

Therefore the following framework for a theory of explanatory model construc-
tion was developed to account for the composite protocol in Chapter 14. The 
three-part top level of organization for the framework is shown in Fig. 16.4, 
including description (accounting for stage 1 above), explanation (accounting for 
stages 2 and 3), and mathematization (accounting for stages 4 and 5) Processes.

This helps explain one of the tensions I experienced in writing Chapter 6 on 
model construction from analogies. There I lumped together all analogous cases 
and explanatory models under the single undifferentiated concept of a “scientific 
model,” defined broadly as a mental representation of a system that can predict or 
account for its structure or behavior and that has a basic level of plausibility that 
rules out, for example, occult properties, and requires that the model be internally 
consistent (not self-contradictory). A single generation, evaluation, and modifica-
tion (GEM) cycle was used to describe the evolution of such models. Starting at 
the very end of Chapter 6 however, I began to distinguish between analogies and 
explanatory models as two different types of scientific models. This motivated the 
distinction between the first two of the three processes shown in Fig. 16.4.

An investigation in that figure starts when the question is raised about a targeted 
relation R between X and Y in a target case: Does X influence Y and if so, how? In 
essence, whereas the Description Process I simply aims to predict the relationship 
between factors X and Y as confidently as possible, the Explanation Process II aims 
to develop an explanatory model – one or more new causal relationships as hidden 
intermediate causes between X and Y, as shown in Fig. 16.5b. The Mathematization 
Process III then builds on the output from either Process I or II to produce more pre-
cise representations that can approach or reach a quantitative level.

Thus there is what appears to be a familiar distinction between handling obser-
vational concerns at a surface level within Process I and handling theoretical concerns 
at a hidden mechanism level with Process II. However, in Process I something 
like “observations” can also take place internally in imagistic thought experiments, so 
there are some ways in which these processes are not cut along traditional lines. 
In fact, one of the surprising results of the study is how much of the investigation2

20.3 Model Construction Findings, Part Two 477

2 After developing the model of investigation processes involving separate prediction and explanation 
processes, I noticed that there is some similarity to a finding in a rather distant domain: Karmiloff 
Smith and Inhelder (1975) found that 5-year-olds appeared to shift between problem solving and 
explanation goals in working with toy blocks that exhibited novel behaviors. This may be 
analogous to the shifts between the Description Process I and The Explanation Process II in Fig. 16.4
suggesting a possible connection to roots of scientific behavior.
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can be handled using imagistic processes as opposed to empirical ones. I will com-
ment on each of these three processes.

20.3.2 Process I: Description Cycle

Using Cycle I, subjects could find multiple methods to make predictions for observa-
ble behaviors in the target via techniques like direct imagistic simulations of the tar-
get, extreme cases, and expedient analogies. The analogies used were subject to 
evaluation and improvement. Agreement between such multiple methods was 
described as a major source of confidence by Polya (1954) for making predictions.

As discussed in Chapter 16, Griffith et al. (2000) have written a set of detailed pro-
cedures for accessing, evaluating, and revising analogies to the spring problem, based 
on transcript data that we shared with them. The program accounted for a considerable 
number of the transformational moves made in generating analogies.  Almost all of 
these fall into the Description Process I in Fig. 16.4. The Griffith study succeeded in 
showing that certain spontaneous analogical processes in creative thinking can be mod-
eled and evaluated at a high level of computational detail. Their largest self-described 
limitation was the inherent difficulty in formulating a computational approach to visu-
alizable modeling that included the construction of new understandings (as opposed to 
predictions) through mental simulation. The present study attempts to model these 
aspects, as well as thought experiments, other analogical processes, contained diver-
gence strategies, and to some extent, mathematical models, as follows.

20.3.3 Process II: Explanatory Model Construction

Evidence for subjects seeking understanding by going beyond the Description 
Cycle I appears in data from the composite protocol that indicates that subjects 
sought explanations of underlying mechanisms, not just predictive descriptions of 
target behavior. Most of Chapter 16 focused on Process II: Explanatory Modeling. 
As pictured in Fig. 16.4, its central feature was a cycle of model generation, evalu-
ation and modification (GEM cycles). This means the generation of partial or 
incomplete models on the way to a new theory should be a normal occurrence. 
(Cycles of empirical testing and modification are acknowledged in every descrip-
tion of scientific method. However, the present view also includes nonempirical 
GEM cycles using rationalistic forms of model evaluation where no new data is 
collected.) This discussion grapples with the question of how extraordinary creative 
scientific reasoning is – must it be a sweeping, unnatural, Eureka-style act of syn-
thesis? The argument from detecting GEM cycles is no – a new scientific model can 
be evolved more gradually in many steps. Although this answer to the Eureka ques-
tion was first given in Chapter 7, it now has a deeper meaning because protocol 
explained by Figs. 16.3 and 16.4 shows GEM cycles occurring in each of the three 



major processes. Thus the idea of using an evolutionary GEM cycle as the founda-
tional organizing principle for the investigation process has been generalized to 
explanatory and mathematical model development, in addition to analogy develop-
ment, extending the argument against the pure Eureka view.

Two additional diagrams, Figs. 20.1 and 16.8, describe Process II in Fig. 16.4 in 
more detail, but they do so differently. Four levels of processes are shown in Fig. 
20.1; each level draws on processes in the level below it:

 Level 4: Runnable model application and comparison
 Level 3: Explanatory model construction
 Level 2: Advanced nonformal reasoning processes
 Level 1: Schema-driven imagistic simulation, intuitions, imagistic transformations

These correspond to topics in major sections of this book. As a first-order model, 
Fig. 20.1 highlights distinctions in the theory between a number of concepts that 
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have been confounded in the history of the field: using imagistic transformations in 
design vs. using simulations, forming explanatory models vs. running the model, 
and using analogies vs. using evaluative Gedanken experiments. As shown there, 
each of the latter three processes can utilize schema driven imagistic simulation as 
a subprocess, as evidenced in the previous major section of this chapter and Chapter 
15, particularly in Fig. 15.6. In this view, far from being an auxiliary technique or 
“frill,” imagistic simulation plays a foundational role in the investigation process. 
Also, any simulation can also lead to unexpected secondary effects, such as activa-
tion of new schemas, or the formation of new conflicts or coherence relations with 
prior knowledge schemas, and some of these are shown in Fig. 16.8. General, con-
structive, imagistic transformations are shown as contributing to the generation or 
modification of models and analogies, and even to the enhancement of elemental 
simulations. They are involved in imagined actions like cutting, deforming, or 
reshaping an object, or joining multiple objects in order to form new elements. 
Relationships between these diagrams express important aspects of the structure of 
theories in this area, and this author has found it helpful to examine a xeroxed col-
lage of the latter four diagrams.

Information flow over time during model construction. Figure 16.8 unpacks Fig. 
16.4 part II in a different way by showing the explanatory modeling processes 
operating over time from left to right. It emphasizes the many interactions between 
processes by outlining the flow of information. By showing empirical inputs at the 
bottom (inputs not actually used in these protocols) and prior knowledge schemas 
at the top, it shows the potential interplay of top down and bottom up influences. 
And by showing alternating periods of model generation and model evaluation 
along the horizontal dimension, it emphasizes an expert’s impressive ability to 
think divergently and convergently in alternate fashion (cf. Kuhn’s [1977a] early 
essay) Multiple sources of ideas feeding the model generation/modification process 
make it potentially extremely divergent. However, multiple sources of evaluation 
with possible dissonance are what give the expert the potential to reign in this 
divergence. These sources of evaluation are depicted in Fig. 16.8, and include: run-
ning the model on the target to check whether it explains known behaviors of the 
target, including accumulated constraints on the target; Gedanken or real experi-
ments; general criteria for scientific models; and compatibility with one’s assumed 
theoretical framework. The vertical dimension depicts top-down influences from 
above as well as bottom-up influences from observations at the bottom of the figure 
(although these are shown in parentheses since they were not available in these 
interviews.) Evaluative cycling means the many heuristics that are “weak” in the 
sense that they can fail, are still worth trying, since the results can be rejected if 
faulty. And one initially does not have to find a “perfect” or close analogy or 
schema–they may be modifiable to a make a contribution to the model.

Thus by setting up a “battle royal” between generation and evaluation, with 
each side fielding multiple sources of ideas, one creates the possibility for work 
that is creative and yet valid. This is the rationale for the potential of a spirited 
dialectic (in this case within one person, but extendible to more). Overall, a sub-
stantial part of the reasoning used is nonformal, the outcomes are not predictable, 



and a substantial part of the base representation is non verbal. The theory posits 
that a predominant part of every element in Fig. 16.8 can be imagistic. This is a 
very different picture than that of a carefully controlled, logical method of model 
construction, that works within the tight boundaries of linguistically frozen 
abstractions and rules.

Abductive model generation. But this still leaves open the difficult question of how 
the system makes an initial model and enlightened improvements in each cycle, the 
problem of the nature of generative abduction. In reviewing several instances of 
model construction I argued that the construction process was essentially abductive 
rather than deductive or inductive. But the problem is that abduction has been an 
unstable concept in our field, with many meanings. I have tried to clarify its 
meaning(s) here via diagrams. I distinguished between two meanings for the term 
“abduction,” as shown in Fig. 16.1 (Magnani, 1999):
● “Generative Abduction” (the narrower sense): refers to the formation of explan-

atory hypotheses during the act of hypothesis generation or revision (but not 
evaluation).

● “Abductive Model Evolution” (the broader sense) refers to inference to the best 
explanation, including hypothesis generation, evaluation, and revision cycles 
plus resolving competition between rival hypotheses.

Abduction in the broad sense is depicted by all of the process in Fig. 16.8, plus 
model competition. (For some purposes, resolving competition between models 
can be considered a third, highest level of abduction.) Generative abduction in the 
narrower sense is depicted inside the dotted box there. (Details were given in steps 
IIA1–3 in Fig. 16.3.). Figure 16.4 also shows what abduction is not. If, along with 
many authors, we take abduction as an act of explanation, then that is associated 
with Cycle II rather than Cycle I. It is not simply prediction from an extreme case 
or expedient analogy, because those heuristics on their own do not explain a phe-
nomenon in the way that an explanatory model does.

Explanatory modeling inherently difficult. But why bother to go through model 
construction cycles; why not build the model in one step? The model of scientific 
investigation shown in Fig. 16.8 responds to a number of inherent difficulties in the 
problem of constructing a complex explanatory model:

● One lacks resources for either the deductive application of first principles or the 
inductive formation of a pattern. This leaves abduction as a form of educated 
guessing as the primary option.

● Abduction is a “weak” strategy in the sense that it is always possible to pro-
pose more than one explanatory model for any given phenomenon, and any 
particular model generation or modification action may later be shown to be 
invalid.

● Model construction involves the design of a new system to satisfy a large 
number of constraints at the same time. Working memory limitations may pre-
vent the consideration of all constraints at once. Other essential resources in 
LTM may only apply in unfamiliar ways and not be activated all at once. This 
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means one may have to attack only a part of the design problem at a time, and 
improve the model incrementally over time.

Multiple modeling cycles are needed to complement a weak abduction processes in the 
learning of complex models. These factors explain the frequent need for an evolutionary 
approach over several cycles, rather than a single insight. As in writing a complex program 
or paper or book, by dealing with only a few difficulties at a time, and going through 
several rounds of revision, a fellow mortal may be able to construct and debug a very 
complex model. I will expand on this theme in the next chapter in discussing how many 
of the nonformal strategies being discussed are “weak” – but can actually form a 
strong system when used together because of their special interactions.

Generative abduction. The process of generative abduction is poorly understood, 
but I did present some evidence that:

● Subjects were able to generate and evaluate abductions about possible deforma-
tions causing stretching in the spring.

● Figure 16.8 makes explicit how multiple constraints from several sources must 
be kept in mind and how previous results from evaluations can inform the next 
process of revision.

● A central problem in abduction is accessing the right schemas from prior 
knowledge to use as building blocks in forming the model, and a major role of 
analogies in generative abduction was suggesting relevant schemas. In the 
generative part of the process (within the dotted boxes), analogy can be used, 
and this has been particularly well documented by Gruber (1974), Millman 
and Smith (1997) and Nersessian (1984, 2002) in history of science studies. 
However, the present analysis differs in adding the distinction (adapted from 
Hesse, 1966) between expedient analogies for behavioral description (used in 
Process I) and explanatory source analogues for explanatory modeling (used 
in Process II). The latter often depended on transfer of imagery and runnability 
in the present protocols and thus played a role in developing the core meanings 
of a new explanation for subjects.

● There was some subtlety, however in thinking for example, about whether the 
bending idea should count as part of an abduction. I came to the position that 
S2 does not know early on whether the bending rod is simply an “accidental” 
expedient analogy, or a deep source analogue for the core mechanism of the 
spring. It can be viewed as a prototypical exemplar of a schema that forms the 
core of an abducted, initial explanatory model for the spring. In this view it is 
part of an abduction, but that abduction is immediately questioned. Much of 
his energy for attacking the problem appears to come from the tension in that 
question. Although the bending model is later rejected after a long, intense 
period of evaluation, S2’s engagement in this process sparks many new ideas 
and leads eventually to the torsion insight. This prompted me to conclude that 
the worth of an initial model lay not so much in whether it was correct as in 
whether it had creative heuristic value in starting a productive cycle of evalua-
tion and modification.



● Items within the dotted box in Fig. 16.8 then illustrate the sense in which genera-
tive abduction is a nexus or meeting ground for two opposing forces. On the one 
hand, a number of sources of divergence and creative ideas threaten an explosion 
of possible ideas for models. In some ways it appears alarmingly open ended 
like the process of biological evolution under high rates of mutation (that leads 
only to the generation of monsters!). On the other hand, the number of sources 
of constraints on such a model could make finding a satisfactory model very 
difficult, using a system with limited working memory resources. Thus Fig. 16.8 
as a whole highlights the potential difficulty of the explanation (generative 
abduction) process. How it escapes this fate through a structured but flexible 
control system and contained divergence will be a primary topic in the remain-
der of this book.

Abductive model evaluation processes: running the model and Gedanken experi-
ments. In the present view, to make up for this fallibility, generative abduction is cou-
pled with a model evaluation process. Together they form a cycle of evaluation and 
revision that comprises abductive model evolution in the broad sense. A very simple 
but important way of evaluating a model for basic adequateness was documented as 
running a new model to produce an imagistic simulation of the target. In one case this 
process produced an important, dissonant anomaly, and in other cases led to estimates 
that the contribution of the mechanism would be negligible compared to others. A 
second very impressive evaluation process was identified in evaluative Gedanken 
experiments, exemplified by cases such as springs with virtually infinite resistance to 
bending or zero resistance to torsion. Features of the interaction between generative 
and evaluative halves of the abduction cycle included:

● Difficulties raised in the evaluation step are passed forward and addressed in the 
succeeding modification step as constraints.

● Running thought experiments during evaluation can activate schemas and gener-
ate unanticipated conflicts and coherences.

● New emergent features of the target can be noticed, even in thought experiments, 
and these are also passed forward as constraints (e.g. each segment of spring 
remains horizontal in orientation despite twisting).

● Another dilemma Fig. 16.8 speaks to is how one can maintain some coherence 
with prior knowledge in science while breaking away from current views to 
generate new theory. Generative abduction cycles are seen as the focal point that 
achieves this by using analogies as starting points for models and transforma-
tions for improving them, while keeping known constraints and theoretical 
frameworks in mind. Such techniques build many connections to prior knowl-
edge, in contrast to a random guessing strategy.

The resulting process of generative abduction is fairly complex. Even within the 
Explanation Process II, there are three types of model refinement that can operate 
in repeated cycles:

● The basic GEM cycle which proposes, evaluates and modifies an explanatory 
model M for a relationship R (X, Y) until it attains basic plausibility
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● Increasing the level of precision for M by asking more refined questions about 
details in the imagery and alignment of the model, eventually preparing it for 
mathematization. Having a model imagistically aligned with a target so that it 
forms a full spatio-temporally connected model was identified as a new level of 
precision for a qualitative model that is a prerequisite for developing a mathe-
matical model.

● Increasing the depth of explanation by introducing more intermediate variables 
such as R

4
 and R

5
 in Fig. 16.5

Section summary. The processes depicted in Fig. 16.8 appear to take us at least part 
way toward an imagery based theory of abduction for explanatory model construc-
tion. It is a process of assembling a composite image of a mechanism using new 
combinations of ideas from the resources shown. The mechanism can then be run 
using the process of compound simulation. It incorporates alternating passes through 
an abductive generation or modification process (using analogy and imagistic trans-
formations as major subprocesses) and a critical evaluation process (using the run-
ning of the model as well as Gedanken experiments as subprocesses). Figure 20.1 
illustrates how imagery can be seen as pervading the smaller reasoning modes used 
within this larger evolutionary model construction process. The issue of an overall 
control structure for this process that can also account for occasional insights that 
interrupt and punctuate the evolution process, and the problem of modulating the 
degree of divergence in different phases, will be discussed in Chapter 21.

20.3.4 Process III: Mathematical Modeling

20.3.4.1 From Qualitative to Quantitative Models

What is the relationship between qualitative and quantitative modeling? Is there a 
discernible line separating them or are they better thought of as living on the same 
continuum? There are many sides to this issue and the studies in this book yield a 
more complex viewpoint that goes beyond a simple yes or no. Intermediate stages 
between qualitative and fully quantitative were identified. The solution to the spring 
problem presented in Chapter 14 showed the possibility that nonformal methods 
could be used in mathematical analysis as well, such as the use of analogies, extreme 
cases, and imagistic simulation at every level of precision, including those determin-
ing mathematical proportions. This implies that although we can separate qualitative 
and quantitative modeling in theory, they share many common subprocesses.

Intermediate levels between qualitative and quantitative. The presence of five 
rather than two different stages in Table 14.1 indicates that the progression is 
somewhat more complicated than a simple dichotomy between qualitative and quanti-
tative. I noted geometric and quantitative stages as the last two of these five stages, 
and refer to these collectively as mathematical modeling, in contrast to the qualita-
tive modeling occurring in the first three stages. The distance between a com-
pletely spatiotemporally connected qualitative model and a model with geometric 



precision is not great, and these soften the line between qualitative and quantita-
tive. They also illustrate how the imagery of the mathematical model can be con-
structed as an extension of the qualitative one.

Is mathematical modeling fundamentally different from qualitative scientific mode-
ling? My arguments said yes and no. Mathematical models can use different repre-
sentations (e.g. equations), and tap different prior knowledge schemas (e.g. 
functions). Mathematics can make extensive use of deductive arguments, many of 
which are compressed into standardized algorithmic procedures, and mathematical 
models can add considerable precision. But, there is perhaps far more overlap 
between qualitative and mathematical modeling than is commonly realized, specifi-
cally with regard to major nonformal reasoning processes and imagistic representa-
tions that are used in both. In the construction of the mathematical model, both the 
geometric and quantitative stages made extensive use of nondeductive analogical 
problem transformations and thought experiments, the same types of plausible 
reasoning processes that were used in developing the qualitative model. The image 
developed of the qualitative model can be elaborated and made more precise in 
the image of a geometric model, and measures and quantitative relationships can 
be attached to this image in a quantitative model. This leads me to view them as 
separable but similar processes that can be closely coordinated. Thus a mathemat-
ical model for a theory can be thought of as an extension of the qualitative model. 
While many physicists tend to view an equation as the heart of a theory, in the 
present view the fully connected qualitative model is the heart, and the math-
ematics provides the details.

20.4  The Important Role of Imagery in the Expert 
Investigations

In this section, I will first review some of the potential limitations of imagery as a 
representation. I will then review evidence that imagery nevertheless played a very 
important role in the expert protocols analyzed. Two processes will play a central 
role in this survey: imagistic simulations and spatial transformations.

20.4.1 Limitations of the Imagery and Simulation Systems

I have assembled evidence in this book for the use of imagery in many different 
aspects of scientific investigation. However, there are theoretical limitations on the 
imagery system that restrict its use. For scientists working in a complex new area, 
the imagery can be complex and unfamiliar, and they may be unable to construct 
complex imagistic models all at once. In particular, I hypothesize that the use of 
imagery has at least the following limitations:
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● I have argued that imagery can be schematic and therefore fairly general – not 
restricted only to specific cases. However, it is still concrete in the sense of involv-
ing perceivable, or potentially perceivable experiences. Therefore its ability to 
represent highly abstract material may be limited. For example, mathematical 
notations are more efficient for keeping track of and manipulating complex webs 
of quantitative, deductive relationships at a high level of abstraction.

● The amount and complexity of spatial information that can be imaged readily is 
limited, as is the amount that one can learn to image in a finite time. Thus it is 
hard to form an accurate mental image of, say, a polygon with 23 sides, or to 
memorize a map of any significant size in a short time.

● As with propositional representations, the degree of precision in a particular 
imagistic representation can vary, and may sometimes be insufficient. For exam-
ple, S11 was able to imagine that a heavier cart in motion would have more 
momentum than a lighter cart, and that it would generate more friction, but was 
unable to imagine which of these conflicting factors would be more influential. 
Secondly, the author at first had difficulty imagining the number of twists intro-
duced into a drastically stretched band spring of two coils, and needed to use 
imagery enhancement techniques to produce cases like those in Fig. 14.4 before 
becoming confident in the answer.

● Finally, as is documented extensively in the literature, people can harbor certain 
intuitive misconceptions that differ from currently accepted theory, and some of 
these may be expressed imagistically.

Thus imagery and imagistic simulation have a number of potential weaknesses for 
a cognitive system. Despite this there is evidence that they were used and were very 
important for reasoning in the present study.

20.4.2  Evidence for Imagery Involvement in a Wide Range 
of Reasoning Processes

One approach to assessing the importance of imagery is to cite the wide range of impor-
tant reasoning operations where these indicators occurred. Considerable effort went into 
developing a list of observable indicators that can provide evidence for imagery given 
in Table 12.3, and many episodes were cited that contain more than one indicator. The 
large number of examples cited in Chapters 13, 14, 15, 16, 11, 17, and 18. provide evi-
dence that imagery was used by experts and students in important ways. (Note: Unless 
stated otherwise, in this section, I cite evidence from external subjects only.)

20.4.2.1 Imagistic Simulation and Its Use in Reasoning

Examples with evidence for the use of imagistic simulation were provided for all 
of the reasoning processes shown in Figs. 15.6 and 15.5, and these comprise the 
core foundation of reasoning processes used in model construction in the present 



theory. These included familiar reasoning patterns of central importance such as 
analogies and extreme cases.

Evidence for imagistic simulation means evidence for using imagery and mak-
ing a prediction were observed in the same episode. Elemental schema driven 
imagistic simulation itself is an underemphasized and poorly understood mode of 
inference. In the earlier sections of Chapter 15 on imagistic simulation and thought 
experiments, I provided many examples and an analysis of the sources of convic-
tion in simulations that make plausible their ability to produce new knowledge. 
Evidence for imagistic simulations was documented in a variety of Untested 
thought experiments associated with each of the four major benefits of UTEs:

 Untested thought experiments:-
– Activating other schemas
– Generating a new coherence relation
– Generating a new dissonance relation
– Generating an emergent global image feature from simulation (e.g. of equal 

spacing between coils)

However, imagistic simulation was also indicated in examples of other reasoning 
patterns that have been unrecognized or poorly understood, including:

– Compound simulation
– Projective analogies
– Flexible extended application of a schema (e.g. applying bending and twisting 

schemas to the square spring)
– New analogy evaluation processes:

– Bridging analogies
– Dual simulations
– (Other analogy subprocesses observed with imagery indicators are listed in 

Table 20.3)
– Model evaluation processes

– Running the model as a primary evaluation method
 – Dual imagistic simulations
– Evaluatory Gedanken experiments as a special type of UTE
 – Minimizing or maximizing a single variable to examine effects

20.4.2.2 Use of Spatial Transformations

When I write, as I have in this chapter and in Chapters 11 and 17, that there was 
evidence that subjects used imagistic spatial transformations in a wide variety of 
reasoning processes, I mean that a reference made by external subjects to modify-
ing a system occurred in conjunction with at least one imagery indicator. This was 
observed during the following processes in science problems:

● Extreme case generation (imagery or simulation enhancement)
● Analogy generation
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● Analogy modification
● Explanatory model modification
● Analogy evaluation
● Explanatory model evaluation
●  Gedanken experiments (piece of wire into a narrow vs. a wide spring, the verti-

cal band spring)

Virtually all of the above transformations were novel actions that are very unlikely 
to have been previously performed by the subject, arguing that imagistic transfor-
mations were a source of creativity. Spatial transformations were also observed in 
mathematical modeling and problem solving in:

● Analogy generation
● Analogy evaluation
● Partitioning and reassembly (Chapter 11)

The variety of novel transformations in this book that were generated with imagery 
indicators, and for different purposes, illustrates the plasticity and creative potential 
of imagistic transformations for scientific thinking. There is a strong link to the 
imagery literature here that discusses the availability of perceptual transformations 
for images, such as Kosslyn (1980). In summary, examples from an extremely wide 
range of reasoning processes involving (1) imagistic simulation and (2) imagistic 
transformations, were accompanied by imagery indicators in this study, providing 
a first type of evidence for the overall importance of imagery.

20.4.3  Evidence for the Importance to Subjects 
of Imagistic Simulation

As a second kind of evidence for importance, in Chapter 13, I cited cases where 
multiple imagery indicators provided evidence not only that imagistic simulations 
were used but also that they were important to the subject. The “importance indica-
tors” used were listed separately as part of Table 12.3 and included observations 
such as displaying an imagery or simulation indicator just after asking a question 
or before a finding; increased attention or effort indicators such as closing one’s 
eyes (presumably to reduce interference or cognitive load) while displaying another 
imagery indicator such as giving an imagery report; and intentional efforts to 
improve and enhance imagery in simulations. Imagery enhancement efforts such as 
adding paint dots to the imagined spring or using extreme cases to exaggerate per-
ceptual differences in simulations were especially compelling in this regard. Thus 
evidence was presented suggesting that imagery based processes were very impor-
tant to subjects themselves in this study. At a more global level, evidence was cited 
from episodes where imagistic simulations produced by intuition schemas played a 
central role in the explanations of experts that was more than simply a “start-up” 
role – imagistic simulations were not just side effects, but were part of, and in some 
cases acting like axioms for, the central argument.



The pursuit of mechanisms. These findings fit with the proposal by Machamer et al. 
(2000) that much of the activity of science can be understood as a search for mecha-
nisms. By mechanisms they mean “entities and activities organized such that they 
are productive of regular changes from start to setup to finish or termination condi-
tions” (p. 3). In their paper, they discuss examples of how biologists value and seek 
such mechanisms. They suggest that the epistemic adequacy of a mechanism rests on 
its intelligibility ultimately in terms of base concepts that derive from seeing, kines-
thetic and proprioceptive senses, and possibly emotional experiences, as sources of 
meanings. And “sensory experience with ways of working” is the primitive source of 
meanings out of which conceptual mechanisms can be constructed. Machamer sug-
gests that all of the hard sciences and perhaps others, with the possible exception of 
quantum mechanics, have had the pursuit of explanatory mechanisms as an important 
part of their enterprise (P. Machamer, personal communication 2004.) I believe that 
this is related to the finding that imagery based processes were important to the sub-
jects in this study.

20.4.4  Possible Advantages of Imagistic Representations 
as Knowledge Structures

In the above two sections, I presented empirical evidence from transcripts for the 
use and importance of imagery in expert thinking by documenting the wide range 
of processes involving imagery, and the importance of imagery to the subjects 
themselves. However, neither of these sections made a case for the advantages of 
an imagistic representation. In this section, I go beyond the data-based findings 
above to summarize hypotheses developed at a theoretical level giving reasons that 
imagistic representations and the processes that utilize them may have certain 
strengths and or advantages over other types of representation, and in particular, 
over discrete symbolic representations. Larkin and Simon (1987) cited several pos-
sible advantages of diagrammatic over sentential representations as external repre-
sentations for problem solving:

● Diagrams display implicit information in an easy-to-read form.
● This leads to a reduced cost for perceptual inferences that can be read off of the 

diagram immediately.
● Diagrams may support perceptual recognition of important elements or applica-

ble principles.
● Diagrams may group together information that is used together, avoiding search 

efforts. Adjacent locations in a diagram may provide clues to the next step in a 
problem.

They speculated that mental images may offer some of the same advantages.
The present studies do not make an experimental comparison between thinking 

with and without imagery and so I cannot reach a definitive data-based conclusion 
on this issue. However, a theory, grounded in protocol observations, of imagery-
based processes in expert model construction has been proposed, and the new 
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 elements in that theory should suggest places where one can look for possible new 
advantages. This issue is as or more difficult than any taken up in this book and 
some researchers even believe that it is undecidable (Anderson, 1977). I believe 
that it may be decidable in that the field may eventually prefer one view or a more 
advanced mix over the other view, based on which exceeds the other on multiple 
criteria for scientific theories reviewed in Chapter 18, including parsimony. 
However, more research is required to do that. The present list of possible advan-
tages may provide hints for places to look in such research. I address the possible 
advantages in sets according to level of processing complexity affected from low 
to high: basic knowledge representation; elementary imagistic simulations; thought 
experiments; reasoning operations; abductive model generation and model evalua-
tion; geometric model construction; and scientific benefits from using runnable 
models. To imagine the underlying processes at these levels, one can construct or 
envision a vertical column of figures starting at the bottom with Fig. 13.4 at the 
imagistic simulation level through Fig. 15.3 to Fig. 20.1. The focus here is on pos-
sible advantages for developing qualitative and geometric explanatory models. 
These correspond roughly to developing the mechanisms described above by 
Machamer et al. (2000).

20.4.4.1  Basic Knowledge Representation – Advantages of Imagery 
for Representing Spatial Structure: Kosslyn, Shepard

Despite the potential weaknesses of imagistic representations described in an ear-
lier section, there are some general hypothesized properties proposed in the litera-
ture on imagery that may make imagistic representations especially useful. Kosslyn 
(1980) and others have provided evidence that imagery appears to be a natural way 
to represent perceptual properties such as shape, relative position, and surface tex-
ture. Static geometric structure would be a natural extension of this. Shepard 
(1984), and Farah and Finke have provided some evidence that imagery also 
appears to be a natural way to represent changes in these properties, and motion 
trajectories for single objects. These precedents provide a starting point for thinking 
about areas where static and dynamic imagery may be a natural and efficient repre-
sentation in science. Others have argued that imagistic representations are a prom-
ising approach to addressing problems of meaning, reference, deployment, 
understanding, and even consciousness. I will not dwell on these more philosophical 
issues here, but I touched on some of those arguments in Chapter 13.

20.4.4.2  Advantages for Representing Causal Units Via Elementary 
Imagistic Simulation

Most of the previous work on imagery has concerned static imagery. The studies 
reported in this book have examined initial evidence for the involvement of dynamic 
imagery of multiple elements in complex scientific and geometric models. Recent 



studies by Hegarty, et al., (2003), Kozhevnikov, et al., (2002) Schwartz and Black 
(1999), Trickett and Trafton (2002), and Gero (2002) have also begun to examine 
more dynamic applications. In progressing from static to dynamic imagery, a natu-
ral next step is to ask whether imagery would be useful for representing causal 
relationships. Chapter 13 introduced the concept of elemental schema driven imag-
istic simulations. The background context for this was that although previous litera-
ture had discussed symbolic networks representing multiple causes, relatively little 
work in cognitive science had been done on the involvement of imagery in repre-
senting single causal units.

One of the most central kinds of causal relationship is a change or action caus-
ing another change. One conclusion of Chapter 13 was that elemental, schema 
driven, imagistic simulations are a natural way to represent such causal units. As 
depicted in Fig. 13.4,most of the schemas modeled took the form of a perceptual 
recognition of relevance followed by an action A leading to certain expectations 
B, a form that can embody a primitive concept of A causing B. By projecting 
one’s actions into a situation metaphorically (e.g. “pulling on the spring”) one can 
more generally represent external forces or influences leading to other changes. 
Such causal units can be chained in sequential simulations, as in Fig. 14.1 for the 
spring, where Force causes bending, and bending causes stretching. (Later this 
becomes force causing twisting causing stretching.) For example, S2’s descrip-
tion of the operation of the square coil spring in Chapter 6 appeared to involve 
both of these chains.

Since one of the desired characteristics of a causal explanation is spatiotempo-
ral contiguity between elements involved in actions, it makes sense that a spatio-
temporal representation would have advantages as a common representation for 
such causal chains. Imagery that uses some of the same layers of the perceptual/
motor system as those used in real perception of events should qualify as such a 
representation. In addition if this were linked to spatial reasoning operations that 
embodied spatiotemporal constraints on any system of objects, such as the con-
straint that solid objects may not occupy the same space, then those constraints 
would be automatically built in implicitly to any model created in the representa-
tion, avoiding the need to use valuable computational time and effort to compute 
them at a higher level. I denoted inferences from such operations “spatial reason-
ing” in Fig. 15.3. Such a system would have strong advantages for thinking about 
causal relationships.

In Chapter 16, I introduced the idea of a mechanical model in the form of a 
causal chain or net that is completely connected spatially and temporally so that it 
gives a complete “mechanical explanation” of a system. (this may be related to the 
concept of the “completeness” of a gap-free explanation (Machamer, et al., [2002]). 
Although not all explanations in science are able to attain this level, it is valued by 
scientists when it is attained and is seen here as maximizing the level of sense mak-
ing and understanding in the subject. A spatiotemporal representation would appear 
to be ideally suited for developing such models. Thus imagery and schema-driven 
simulations may provide a very natural representation and reasoning system for 
causal thinking with advantages for efficiency of operation.
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20.4.5  Possible Advantages of Imagistic Representations 
for Creative Reasoning

20.4.5.1 Level 1: Untested Thought Experiments and Imagistic Simulation

In this section, I consider advantages for processes depicted at the lowest level of 
Fig. 20.1. The concept of schema driven imagistic simulation is at the center of the 
present theory of imagery based thinking in science; it is conceived of as relying on 
perceptual/motor schemas and imagistic representation for efficient operation. 
These schemas and representations can represent causal knowledge elements as 
noted above. However, they begin to participate actively in reasoning operations, 
rather than simply being knowledge elements, when they are applied to unfamiliar 
circumstances, and when these are intended to lead to predictions we say the sub-
jects are performing thought experiments. Untested thought experiments occurred 
when a subject predicted the behavior of an untested, concrete, but absent system; 
this was explained via several possible contributors to imagistic simulation, shown 
in Fig. 15.3. These include flexible extendibility of the schema to cases outside its 
normal domain of application, spatial reasoning, and tapping implicit knowledge in 
the schema. Examples were presented in the case studies where there was evidence 
that these were imagery-based processes.

Implicit knowledge. Previous research has shown that a distinguishing property of 
static images is that they can be interrogated for implicit information stored in the 
image (Kosslyn, 1980) (e.g. the number of windows in one’s living room), and I 
attempted to document this phenomena for the case of causal/dynamic imagery. In 
cases such as imagining twisting a long and short rod, subjects appeared to tap 
implicit knowledge about dynamic relations between force and deformation. In 
Chapter 15 it was argued that this kind of knowledge would be hard to obtain using 
a discrete symbolic representation.

Flexible extendibility. Flexible extendibility may also contribute to model construction,
as recruited schemas are applied within a strange new model in new ways. This 
means that the action side of a schema must be flexible in adapting to a strange new 
situation. In the case of the spring problem, the challenge is how to apply schemas 
representing the standard concepts of torque and torsion to a circular wire. This is 
a nontrivial problem and requires flexibility in extending the application of these 
schemas to this case. Given the precedent of flexible tuning parameters within 
motor schemas, discussed in Chapters 13 and 18, this kind of flexibility or ability 
to “stretch” to new cases may be easier to envision in a system using perceptual/
motor schemas operating on analog images than in a system using algorithms oper-
ating on discrete symbols.

Spatial reasoning. Spatial reasoning can come into play when spatial constraints 
influence the operation and alignment of one or more schemas in a simulation. This 
includes inferences about how spatial relationships change when one object is 
moved relative to another. These inferences would appear to be most naturally 
supported by imagistic representation.



Imagistic simulation allows for the emergence of new image features. A mechanism 
for generating a new variable, that I call the “emergence of new image features,” 
was suggested by the example of the asymmetrically stretched spring in Fig. 6.3, 
produced when S2 imagines applying the bending model to the spring. The idea 
that the coils get farther apart as one moves down the spring is an emergent new 
image feature. It is unlikely that he has thought about asymmetrically stretched 
springs before. He later whimsically calls this the “droop” or “flop” effect. Such 
an effect may emerge before the activation of any familiar schema in memory; in 
this case, emerging as an interesting novel shape within the image generated by 
thinking about bending as a mechanism within the helical coil. Here, it appears 
to require the invention of a new label to name the nonstandard feature. How such 
new image features arise is poorly understood, but here it would appear to emerge 
from the application of a schema (bending) to elements of an object outside of its 
normal domain of application (the spring) and the imagistic “summing” of the 
effects of these applications via spatial reasoning. As a second example, an unan-
ticipated effect noticed in the thought experiment of the extreme case of the 
drastically stretched spring was that the spring’s curvature disappears as the sys-
tem approaches the shape of a straight vertical wire. The phenomenon of a novel, 
unlabeled, spatial feature emerging from an untested thought experiment is 
harder to explain using a discrete symbolic representation system. A final classic 
example of emergence would be the recognition of the possibility of jamming in 
gear systems when one does not possess a prior concept or vocabulary for “jam-
ming” (Schwartz, 1996a; Metz, 1985).

20.4.5.2  Imagistic Representations and Simulations May Enable 
Perceptual Activation of Useful Schemas

This was the explanation given for discoveries like the recognition of a torque effect 
a new causal variable in the stretched hexagonal coil. The mechanism by which this 
takes place is shown in Fig. 15.3 as schema activation.

Flexible activation. For the torque schema to be activated in such a strange case, 
we need a very flexible activation mechanism. In paradigmatic cases torque is 
applied via a force at right angles to the axis of rotation of a body, and there are 
those two perpendicular elements involved. But in the hexagonal coil, there are 
six elements at odd angles. A schema is assumed to be capable of responding to 
imagistic activation, but it must be a very flexible one to become active in such a 
circumstance. In the present theory runnable schemas are assumed to have activa-
tion mechanisms that are derived from perceptual ones and that therefore have 
built in “fuzziness” or flexibility in being able to respond to a wide range of simi-
lar objects. This may give them an advantage over rule based categorization 
schemes that are more rigid.

Spontaneous generation of dissonance and coherence relations from running imag-
istic simulations was noted as another process that can be imagery based.
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Volatility. Taken together, the properties/processes of flexible perceptual activation, 
the emergence of new image features, and the spontaneous generation of disso-
nance and coherence relations are called “volatile” processes because they can 
happen without warning in a way that is outside the control of the scientist. This 
also means that they can be an important source of divergent creativity. This, then, 
is a potential benefit of these imagery based processes: they are a way of providing 
alternative mechanisms for these functions.

Compound simulation. Running two or more schemas in a new compound imagistic 
simulation or running multiple interacting instantiations of the same schema may 
also be a common source of emergent unanticipated interactions. This can be 
another important source of divergent creativity.

20.4.5.3 Level 2: Advantages for Higher Reasoning Operations

In this section, I consider advantages for the higher-level reasoning operations 
depicted in the middle section of Fig. 20.1.

Extreme case reasoning. Maximizing or minimizing spatial features of a system 
and then mentally animating the imagery to simulate the result was shown to be an 
heuristically valuable strategy. Examples were cited where extreme cases appeared 
to provide “imagery or simulation enhancement” by making it easier for the subject 
to detect implicit knowledge within a schema being used to run the simulation. This 
means that after running an initial simulation and getting a result, the extreme case 
allowed the subject to run the simulation with significantly higher confidence. 
Here, the subject appears to use an imagistic transformation to change the case 
image that is the starting point for a simulation. Having this kind of “second 
chance” to improve dynamic imagery and predictive confidence is again an advan-
tage that would seem hard to obtain using a discrete symbolic representation.

Advantages for analogical reasoning. As was evidenced in Chapter 17, imagistic 
processes open up alternative ways to generate and evaluate analogies quickly, 
including:

● Generation via a transformation.
● The flexible perceptual activation of perceptual/motor schemas mentioned in 

the previous section may also contribute to flexible analogy generation or 
access by association and this would provide a different route than verbal 
associations.

● Evaluation via dual simulation (including overlay simulations).
● Evaluation via a conserving imagistic transformation.

Some of these appeared to occur quite rapidly in the protocols and may be quite efficient. 
They appear to offer important alternatives to analogy access via verbal association and 
evaluation via mapping of discrete symbols. In particular, the ability to generate an anal-
ogy by modifying the target case, via a transformation that is conserving and therefore 
validating, appears to be a powerful means for simplifying problems.



Flexibility of spatial transformations. Table 15.8 shows a variety of heuristics for 
how useful extreme cases, Gedanken experiments, and analogies might be gener-
ated or improved via imagistic transformations, and this function is indicated by the 
arrows coming from the lower left in Fig. 20.1. Transformations of a case that 
enhance the ability to perform imagistic simulations of the case are likely to be 
useful. The ability of imagistic representations to support this kind of “case 
improvement” strategy appears to be very valuable.

20.4.5.4  Level 3: Advantages for Abductive Model Generation 
or Modification

Imagistic representations (third level of Fig. 20.1).may have the following advan-
tages for the generative abduction process in explanatory model generation and 
modification as one of the most difficult tasks facing an investigator.

Analogy and extreme cases for model construction. These can provocatively acti-
vate a relevant schema or principle through imagistic means as an extra alternative 
to verbal associations for suggesting model elements.

Flexibility in generating new ideas via spatial transformations. This was indicated 
by the fact that subjects generated many types of novel images, sometimes in a 
playful and divergent manner. The divergent power of the analog character of an 
imagistic transformation can be hinted at by the following: A sheet in the shape of 
an ellipse can be cut into parts in an infinite number of ways. The vast majority of 
these shapes have no name and cannot even be described well in verbal terms, yet 
they can be imagined. In particular, constructive spatial transformations were theo-
rized to provide an important source of creative ideas for explanatory model modi-
fication, a crucial process in investigating the spring system. For example, once 
torsion was discovered in the spring in Chapter 14, the position of the “effort point” 
for applying torque in the spring was transformed several times – from an adjacent 
side in the hexagonal coil in episode 11a (external subject), to a quarter turn away 
in the circular coil (episode 17a, external subject), to the center of the coil (episode 
18, internal subject), and to a point on the central axis above the coil (episode 19c, 
internal subject). These spatial transformations enabled the progressive improve-
ment of the model.

Imagistic transformations of various degrees of strength may allow the subject to 
modulate divergence by producing conserving transformations at a level appropri-
ate to the level of precision at which modeling is taking place at the time, as 
described in Chapter 16. During mathematical modeling, these may correspond to 
various levels of geometric transformations such as topological vs. affine.

Imagery can represent multiple constraints efficiently. Imagistic simulation allows 
one to represent many spatially embedded constraints simultaneously. When a prob-
lem with the design is perceived, perhaps via the recognition of a new constraint, the 
current image of a model operating within constraints can be used as a base in gener-
ating a modification that satisfies the old constraints as well as the new one.
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Furniture placement example. A simple but instructive example from daily life here 
is the problem of planning for furniture and partition placement in a large office room 
with multiple work stations. If there are many pieces of furniture needed in the room, 
traffic paths will be constrained further by the placement of each piece of furniture. 
So designing the traffic path is a problem with multiple spatial constraints. In contrast 
to a set of coordinates for each piece, an image or drawing of the room makes it pos-
sible to keep track of these constraints as each piece is placed in the plan. It also pro-
vides guidance as to how to adjust or revise the plan if, for example, a traffic path is 
seen as too circuitous. Adjustments to the position of a piece can be imagined while 
taking into account the old constraints as well as the new one generated by the criti-
cism. The representation can also represent interconnected constraints, where moving 
a piece to open up one traffic path can cut off another.

A possible advantage of an imagistic representation is that it allows an expert to 
“play” with alternative versions of mechanisms within certain chosen constraints, 
much as one might play with materials on a workbench in trying to design a solu-
tion to a new household or industrial problem or play with miniature furniture 
blocks to solve the traffic pathway problem above. For example, in trying to imag-
ine what ion could be reacting with a certain crystal surface, a chemist might first 
imagine the configurations of atoms on the surface of the substrate; then imagine 
the size of an ion that could react with it; then choose a candidate molecule of a 
known shape; then rotate the image of the molecule in several directions to examine 
whether the molecule could fit into the shape of the substrate. (Similar processes 
were described by Watson (1968) with regard to the double helix.) Thus many con-
straints can be built into the simulation, while a few (in this case the orientation of 
the molecule in space) are left free. The subject first sets up the problem context in 
an image; then manipulates the image within the free parameters, possibly quite 
randomly, until sensing the approach of a solution or match to the goal, when finer 
adjustments are made to achieve the goal if possible. Similarly, we saw subjects 
“playing” with various positions for placing a “soft segment” in the spring coil in 
order to imagine the effects of forces on segments of the spring. Tracking of model 
modifications and new constraints this way should be especially favored when 
those involve spatial configurations, as they very often do in explanations via 
mechanisms in physics, chemistry and biology.

Summary for generative abduction. In this view, at the center of the abduction process 
is the use of prior knowledge schemas to generate images that are combined in com-
pound simulations in new ways and transformed until they explain the target phenome-
non and satisfy required constraints. Abductively generating a really new and successful 
explanation in science is an extremely difficult task. The strengths mentioned above 
however, make it possible to conceive of a system that could work by abduction in 
complex cases. Thus imagistic representations may have important advantages for gen-
erative abduction in model construction, because of their ability to:

● Represent analogous cases that trigger relevant schemas imagistically
● Represent target transformations of different “strengths”
● Represent causal chains in models with spatiotemporal contiguity



● Represent model transformations for improving a model
● Represent multiple complex spatial constraints simultaneously
● Allow free play operations on particular variables with feedback

In addition, the idea that imagistic simulation can be ubiquitous in scientific think-
ing, and that it has the volatile characteristics of generating new image features and 
activating other schemas, means that imagery opens up additional avenues of diver-
gent thinking as resources for abduction. These are also potential sources for 
insights that are experienced as Aha phenomena. Spatial representations may be so 
good for the above purposes, that it becomes desirable to convert nonspatial prob-
lems, such as the chain of command in an industry, a computer program, or inter-
connected processes in cognition, into a spatial one, such as an organization chart, 
a flow chart, or a diagram of cognitive processes.

20.4.5.5 Advantages for Model Evaluation Phase of Model Construction

Evaluation via simulation. I examined cases in Chapter 15 where the subject appears to 
run an explanatory model as a way of generating an initial plausibility test for the 
model. Running the model would be a natural test of the model with respect to spatio-
temporal constraints (e.g. the most basic constraints would be whether the model fits 
physically into the space of the target or predicts obviously false behaviors or trajecto-
ries). If a model failed such a simple test it might save a great deal of time that would 
otherwise be wasted in pursuing the model. Maxwell’s criticism of an early model of 
his of the electromagnetic field, beautifully described by Nersessian (2002), fits this 
description. That model represented aspects of the magnetic field as discs or gears in 
contact and rotating in the same direction in space, but there was a conflict in that adja-
cent gears would have jammed or opposed each other if they were turning in the same 
direction. Maxwell repaired the theory by adding “idler wheels” between the gears 
which came to represent another useful feature of the field. This kind of model evalua-
tion on a novel system with spatial properties (e.g. recognizing jamming) could be par-
ticularly efficient using an imagistic representation. It is depicted in the present theory 
as the natural outcome of an imagistic simulation when it spontaneously generates a 
new conflict relation, as shown in Fig. 15.3. In the present theory this is one of the major 
benefits of having a runnable model that is imagery based.

Evaluative Gedanken experiments. Gedanken experiments like the torsionless coil or 
the vertical band spring documented in this study were novel mechanical systems or 
apparatus constructed in a spatial framework by the subject. As such, they constitute 
another impressive design problem. Such an experiment can allow the subject to run 
their new model on a special case and compare the result to a second source–often 
a simulation using a second schema. The suspected double role of imagery in some 
of these constructions attests to yet another contribution to creativity.

Formation of coherence and dissonance relations. As discussed above for the 
Maxwell case, once a model is formed, running it as an imagistic simulation can also 
enable alternative routes to the formation of coherence and dissonance relations.
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20.4.5.6  Advantages for Geometric Modeling as a Step 
Toward Quantification

A traditional view in opposition to the present theory is that mathematics has highly 
developed and standardized symbol systems, so the development of a mathematical 
model should depend only on these. On the contrary Chapter 16 concluded that 
techniques using imagistic transformations and simulations play a role during 
model construction, even at mathematical levels of precision. Increasing the preci-
sion of description of the model to a geometrically accurate level with relations that 
can activate symbolic quantitative schemas was seen as a key stepping stone to 
obtaining a quantitative model. Creative symmetrical cancellation arguments, sim-
plifying analogy transformations, and spatial partitioning and reassembly strategies 
were used in both the Volume of a Torus Problem in Chapter 11 and the mathema-
tization of the Spring Problem in Chapter 14. One suspects that imagistic represen-
tations are invaluable for these.

20.4.5.7 Linguistic and Imagistic Precision

I must admit that one of the heuristics I have used in my career to break out of an 
exclusively language centered view of reasoning is to try to imagine how much 
cognition could occur largely independently from language. Therefore the role of 
language is underemphasized in much of this book (as is mathematical symbolism). 
It is clear however that careful labeling and formulation in terms of precise lan-
guage is a powerful part of theory construction/science. It would appear that a via-
ble conception of a schema as a memory unit in science must include verbal labels 
and descriptions of relations that are attached to an imagery generating, perceptual/
motor process that provides core meaning. This kind of representation would allow 
dual channels for activation, reasoning, and learning, with the linguistic side espe-
cially supporting more formal deductions and quantification. Should we also con-
sider language as the primary route to making precise distinctions and general 
precision in modeling? The present analysis of successive levels of qualitative 
(unconnected and connected/aligned) and geometric precision suggests resisting 
this conclusion and argues that imagistic precision is just as crucial, if not more 
crucial than linguistic precision. It may be that attempts to increase imagistic and 
linguistic precision can support each other in a synergistic way.

20.4.5.8  Level 4: Models that are Runnable Imagistically Have Significant 
Advantages for Scientific Theories

Up to now I have been discussing advantages of using an imagistic representation 
for forming or constructing models. I will now review some of the advantages 
hypothesized for runnable models after they are formed. Certain subjects in the 
case studies appeared to be constructing runnable explanatory models capable of 



generating imagistic simulations. I argued in Chapter 18 that such a model should 
have some significant advantages. Columns two and three in Fig. 18.7 list some of 
these cognitive benefits, including:

● Flexible activation
● Extendable, adaptive application
● Imagery-based explanation of dynamic mechanisms
● Projected plausibility
● Novel emergence
● Combinability in compound simulations
● Coherence with experiential knowledge
● A foundation for mathematical modeling

I also argued that these properties can contribute to building an explanatory model 
that satisfies important criteria for evaluating theories in science, including: gener-
ality, explanatory adequacy, predictive accuracy, external coherence with other 
theories, modularity, heuristic value, clarity, and spatiotemporal coherence.

In summary, building on the processes shown in Fig. 15.3, Fig. 20.1 shows 
explanatory relations between imagistic simulations and transformations at the 
lowest level and scientific reasoning processes at a higher level. When the task is 
such that imagery can be used efficiently at the lower levels, these efficiencies can 
percolate up to yield benefits for reasoning at the higher levels. These culminate in 
advantageous properties of the models themselves, shown in Fig. 18.7. Thus imag-
istic representations are hypothesized to have a considerable number of potential 
advantages for scientific model construction.

20.5  Transfer of Runnability Leads to Outcomes of Flexible 
Model Application and Generativity

Chapter 18 put forward the hypothesis that the “runnability” of schemas with per-
ceptual/motor components is a valuable property that can be transferred to models 
that use those schemas as building blocks. Furthermore it was proposed that the 
model’s “runnability” – its ability to generate new imagistic simulations – is a key 
source of flexibility in applications to new situations as well as a source of other 
desirable properties of scientific models.

20.5.1 Example of Flexible Model Application

An example of the payoff from runnability transfer was provided by the transcript 
discussed in Chapter 18 of two students discussing possible sources of friction in a 
physics class, depicted in Fig. 18.8. In that session, one of the students was able to 
spontaneously extend her recently learned model of elastic normal forces acting 
vertically between a static object resting on another object to the frictional force 
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acting in parallel to the surface between two moving objects. She had learned that 
static objects like tables act as if they are made of very stiff springs so that the 
downward force of an object placed on the table is met with an equal and opposite 
force of the “deformed” table on the object. An instructor was drawing and intro-
ducing a model for the frictional force that acts between a surface and an object 
sliding on that surface – a model of bumps on one surface colliding with bumps on 
the other. She immediately recognized spontaneously that this force could be similar 
to the upward force from the “elastic” table if one thinks in the friction case of the 
bumps (on the table) bending and pushing back. As evidenced by her similar hand 
motions and similarity description she was perceiving the new friction case as an 
extended application of her recently learned elastic normal force model. Since the 
subjects are naive students, this application of a model of elastic normal forces for 
static cases, to a microscopic model of frictional parallel forces of a different kind for  
dynamic cases, is an impressive case of model flexibility.

More sophisticated examples of this kind from the history of science are the 
extension of the germ theory of fermentation to the germ theory of infection or 
the extension of field theory from fluid mechanics to electromagnetism and later to 
gravity. As opposed to “inert” knowledge that is compartmentalized and limited in 
scope to previous applications, flexible knowledge is more likely to be activated 
and adapted when needed in new situations. I now review a historically opposed 
point of view that claimed that models were of only marginal importance in 
science.

A philosophical viewpoint directly opposed to the view of runnable models pro-
viding flexibility is the following: Strategies such as running simulations and mak-
ing analogies may have some value as “tricks” for provoking or suggesting the right 
“moves” in constructing an abstract model, but once the model has been built, these 
tricks can be discarded; a mature scientific theory becomes completely divorced 
from imagery and analogies, thereby achieving greater power and generality. (This 
argument is inherited from Duhem, who opposed the arguments of Campbell in the 
early part of the 20th century that analogies and models were of continuing impor-
tance in science, as described in Hesse (1966).)

In contrast, Mary Hesse supported and extended the Campbellian view by 
describing analogies as providing concrete elements for explanatory model con-
struction that have “material similarity” to the model. (See section on Explanatory 
Models vs. Expedient Analogies near the end of Chapter 14.) The present transfer 
of runnability idea extends her view; I have argued that runnable schemas can con-
stitute such concrete elements. Grounding the models in this way has important 
advantages for the flexibility and generativity of the model. To support this view I 
have asked: Why did the subjects studied in Chapter 14 bother to pursue “under-
standing” for problems where they already had a confident answer? I argued that 
this pursuit of understanding in these ways ultimately gave them an ability to “run” 
the model to provide an explanation of the target behavior. This corresponds to the 
scientist’s interest in finding mechanisms (Machamer et al., 2000) described earlier, 
mechanisms with material parts thought of as having material similarity to nature’s 
elements.



20.5.1.1  Summary of Support for the Transfer (or Inheritance) 
of Runnability Hypothesis

The “transfer of runnability” theory presented in Chapter 18 was supported by its 
ability to explain:

● The example above showing a similarity in hand motions during the running of 
a source schema and the running of a model constructed from that schema.

● Similar depictive hand motions in S2’s discussion of a source analogue of, for 
example, the twisting rod, and the square coil model of the spring.

● Similar data on parallel hand motions from a separate case study of electricity 
learning at the high school level (Clement and Steinberg, 2002).

● Why expert subjects in the present protocols bothered to pursue “understanding” 
when they already had confident predictions and went to the trouble to anchor 
their arguments in concrete, imageable, analogies, using strategies like “imagery 
enhancement.”

● Why the anchoring strategy was successful in the tutoring studies described in 
Chapter 10.

● An initial cognitive model of how scientists attain many of the properties 
they seek in a scientific model, such as flexible application and heuristic 
value.

● What is according to Nagel (1961), the long-standing preference of many scien-
tists for visualizable models.

Thus I consider two of the points in Nagle’s early discussion to be particularly pre-
scient where he theorized that a visual model can add to a scientific theory by: (a) 
allowing the application of theories to concrete physical problems by suggesting 
points of correspondence between theoretical elements and observable variables 
and (b) suggesting key questions for the refinement and extension of theories. 
However, in his writing there is still a sense in which visualizable models are seen 
as appendages to a theory. In the present view imageable models are seen as highly 
prized as the foundation of a theory.

20.5.2  Role of Runnable Intuitions in Conceptual 
Understanding and Recursive Runnability

Most of the examples of elemental imagistic simulation in this book involved the 
use of physical intuitions where the runnable schema being used carries some self-
evaluated conviction, often presumably because it is a schema with perceptual/
motor components that has been constructed largely from direct experience with 
the world. In addition to transfer of runnability, cases like these motivate the idea 
of transfer of some level of conviction as one source of confident knowledge for 
an explanatory model. This would provide confidence about how one element 
would operate in such a model. This would not be a complete source of confidence 
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in the model, since the conviction that is transferred would not constitute support 
for whether the model is part of Nature’s mechanism. That support is only devel-
oped when the whole model survives repeated evaluation and criticism cycles.

20.5.2.1 Recursive Runnability of Models as Thought Experiments

A major integrating connection between the present view of the benefits of ground-
ing models in intuitions and the earlier theory of thought experiments was made in 
Chapter 18. It was proposed that once a model inherits runnability and conviction, 
it is eligible to participate recursively as a runnable schema, as in Fig. 15.3, with 
the ability to run simulations in untested thought experiments, utilize spatial rea-
soning, and participate in compound simulations. These properties make the model 
robust in the sense of being flexible and general for application to unfamiliar situa-
tions and generating new theory. (The episode in Fig. 18.8 was interpreted in this 
way.) This constitutes the recursive pattern of largest scope discussed in this book. 
Essentially, most of the relations in columns 1, 2, and 3 of Fig. 18.7 can be inferred 
by the analysis of benefits of thought experiments, as unpacked in Fig. 15.3, if one 
makes the assumption that a model assembled from runnable schemas becomes a 
runnable schema assembly or macro-schema. A runnable model should then be 
able to participate recursively as a schema in the plausible reasoning operations in 
Fig. 15.6, giving it a form of compatible modularity with other runnable structures. 
When this happens, the model (such as the twisting model of the spring) begins to 
act as though it were the schema at the left side of Fig. 15.3. Theoretically, it can 
therefore proceed to act in the role of any of the Sc schemas in Fig. 15.6 to create 
larger models or inferences. These possibilities create the potential for an impres-
sive degree of flexibility and generativity (what Darden calls fruitfulness) in a sci-
entific model.

20.5.2.2  Conceptual Understanding as a Fully Connected Explanatory 
Model of Grounded Schemas

A possible infinite regress is avoided in the present case studies because certain 
physical intuitions (about bending and twisting in the case of the spring prob-
lem) were taken as primitives. That is, they were seen by the subjects as not 
needing further justification. It is plausible that these intuitions consist of per-
ceptual/motor schemas that correspond to a primitive level of experience and 
meaning for the subject because they were built up out of many perceptual/
motor experiences with manipulating objects (Clement, 1994b). They do not 
need further grounding because they are already grounded in this sense. This 
avoids the axiomatic grounding problem and this is related to the symbol 
grounding or basis of meaning problem faced by certain other representations. 



Indeed, in the case study of S2 in Chapter 6, the bending and twisting ideas 
played a role parallel to that of axioms in the final argument structure shown in 
Fig. 6.7c; and the schema for twisting played the same role in the more com-
plete explanation developed in Chapter 14. “Bottoming out” in physical intui-
tions that carry necessity or at least conviction may be the most satisfying way 
there is for a theory to be grounded.

In section 16.1.3 I referred to a model constructed from several schemas as a 
schema assembly. When these schemas are runnable and are aligned so that their 
causal interactions are fully imageable (connected spatio-temporally with no gaps) 
I referred (in Section 14.3.1.2) to a fully connected model or mechanism. An 
explanatory model that is a fully connected assembly of schemas, each grounded in 
an intuition, may be the most satisfying form of conceptual understanding of a 
 scientific system. Since such a mechanism is grounded in intuitions, in this case one 
can say that science is an extension of intuition.

20.5.3  Comparison to Lakoff and Nunez’s Embodied 
Mathematics

In one way this book can be seen as responding to a challenge posed by the contro-
versial and widely noted book, Where Mathematics Comes From: How the 
Embodied Mind Brings Mathematics into Being (Lakoff and Nunez, 2000). They 
propose that the meaning of mathematical ideas, even sophisticated ones like limit, 
are grounded in elemental perceptual/motor ideas like “putting an object in a con-
tainer” and “moving on a path from place A to place B.” Grounding for them takes 
place via “Conceptual metaphor” whereby abstract ideas are understood via meta-
phor in terms of these more concrete concepts. One of the purposes of the present 
book is to show how scientific ideas, even sophisticated ones, can be grounded in 
perceptual/motor ideas. This means that some of the concepts underlying science 
are “embodied” in the perceptual and motor systems of the thinker. Although 
Lakoff has cited evidence from linguistic patterns in earlier books for the idea of 
conceptual metaphors in general, Lakoff and Nunez’s intriguing theory of mathe-
matical thinking itself has yet to be supported by evidence.

Findings in the present book are based on evidence from protocols of scientists 
thinking aloud about the strategies they are using to solve problems, including 
their statements, drawings, and depictive gestures. In this book there has been an 
attempt to unpack the idea of elemental intuition schemas more deeply by analyz-
ing the way in which they are expressed in imagistic simulations and thought 
experiments, and connected to spatial reasoning, as depicted in Fig. 15.3. This 
view was extended to argue that certain useful, intuitive, perceptual/motor pre-
conceptions in students can be utilized as analogical anchors for constructing 
imageable models in science instruction, and this finding also has received some 
empirical support from case studies.
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The parallel to Lakoff and Nunez’s “conceptual metaphor” in the present work is 
the description of “analogical grounding” of scientific ideas in intuitions, which I 
sometimes refer to as “anchoring” a new concept (Clement, 1993b). I attempted to 
unpack this idea further by discussing several purposes for analogies, and distinguish-
ing between expedient analogies, and actual source analogues that become part of an 
explanatory model being constructed abductively by the subject. The evidence for 
transfer of imagery and runnability from source analogues to explanatory models jus-
tifies consideration of a theory that goes beyond symbolic mappings. I believe this 
touches on the heart of the issue. The book goes on to describe how many types of 
nonformal scientific reasoning operate on images and are spatial in character. These 
include analogical reasoning, thought experiments, and scientific model construction. 
In this way it presents evidence for a view of science as being at least partly embodied 
by being grounded in perceptual/motor primitives and imagistic reasoning.

20.5.4  Payoffs from Transfer of Runnability

Figure 18.7 presents the outline of a theory that culminates the argument presented 
in this book for the importance of imagistic simulations in expert cognition. These 
are outcomes or “payoffs” of runnability accrued after a model is constructed. 
Personally, I find that these ideas point to the importance of grounding models in 
runnable intuitions whenever possible.

As discussed elsewhere in the concluding chapters, model runnability also can be 
seen to have strategic value during the model construction process itself. For example, 
running a tentative model may help to evaluate it by triggering new emergent features 
and conflicts, or by producing a prediction in a Gedanken experiment. Positive edu-
cational effects of these features could be imagined in a fifth column to the right in 
Fig. 18.7. For example, retention or likelihood of appropriate activation of a model 
would be affected positively by generality, coherence with other ideas, and clarity, 
from the fourth column. These ideas will be discussed further in Chapter 21.

20.6 Comments on Methodology

The observation and analysis strategies used in this study were described in Chapter 
1. Here, I reflect on the status of the method used and the varying relation between 
observation and theory in different parts of the study.

20.6.1 Small Samples

It has been argued that qualitative scientific model construction can occur through 
a process in which an initial model is constructed abductively and then successively 



refined through a cycle of criticism and modification. One can apply this view of 
model construction to the methodology of investigation used in this book. The 
process of early model evolution does not necessarily depend on large sample sizes, 
unlike induction by enumeration and methods of statistical pattern generation. 
Abduction can occur quite readily from a single important example. Of course, 
when triangulation is possible from more than one example that is preferred. This 
was possible for some behaviors, but it is very difficult to capture multiple instances 
of unusually creative behavior. Even within a single rich protocol however, the 
challenge of producing a coherent model that accounts for most episodes in the 
protocol is an enormous challenge, and if one has to account for say, 20 or more 
episodes in the protocol, the space of alternative models that will do this is heavily 
constrained.

The “depth of precision” levels in Table 14.2 give us a way to characterize this 
study itself as being at a qualitative level of precision in modeling. Figure 16.4 
gives us another way to characterize this study: as spending most of its energy 
within the Explanation Process in section II of that figure, as different mechanisms 
were proposed for plausible reasoning processes. The study also spent time in the 
Description Process in section I. However, as noted in Chapter 16, descriptive 
observations can carry the solver only so far in developing a scientific investiga-
tion. Without an understanding of the hidden qualitative mechanisms operating 
within the spring system (developed by the Explanation Process), one could not 
progress to higher levels of detail. Similarly, for an exploratory study of scientific 
reasoning processes that are poorly understood, it seems appropriate that much 
of the present study concentrated on developing initial models of hidden proc-
esses, and supporting lines of connection to the descriptions of case study data that 
they explain.

20.6.2 Links Between Data and Theory

One can ask which parts of the present theory are more and less closely tied to 
transcript data. Theory represented in figures such as 15.3 and 20.1, showing 
knowledge and reasoning structures, were most closely linked – there was an 
attempt to provide one or more examples from transcripts of external subjects for 
every element and relation shown in these figures to provide an existence proof for 
that aspect of the model.

For the larger overall investigation process in Figs. 16.8 and 16.4 (and the more 
detailed Fig. 16.3) I have been working from the somewhat idealized composite 
protocol in Chapter 14 and therefore the model of investigation processes is also 
idealized. It serves as an initial prescriptive model, and any one subject would be 
expected to exhibit only pieces of it. Many of the items have support in transcripts 
of external subjects, but others have been added from internal subject moves or to 
make the theory more complete, especially for the mathematical modeling and 
higher-level control portions, so the overall model at those levels is more specula-
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tive. Figure 18.7 is the most speculative of all, although the core idea of transfer of 
runnability is documented by transcripts in Chapter 18. That figure is included to 
propose possible connections to philosophy of science issues and to data from the 
history of science.

In summary, of the figures depicting the core of the present theory, Figs. 15.3, 
15.6, and 20.1 represent data-based models, based on and constrained by case stud-
ies of external subjects. These then served as a base for constructing more specula-
tive hypotheses for higher level investigation processes that were partially grounded 
in observations. It is hoped that these models will lead to investigations that can 
further evaluate and improve them.



Chapter 21
Creativity in Experts, Nonformal Reasoning, 
and Educational Applications

In this chapter I first give a summary of the overall theoretical framework devel-
oped followed by a section on how experts use creativity effectively. That section 
discusses how such apparently weak nonformal methods could possibly produce 
successful theories. I then consider educational issues by starting from a summary 
of expert–novice similarities and differences identified here and examining their 
educational implications. I end by discussing whether creative processes in experts 
appear to be ordinary or unnatural and the extent to which they are explainable.

21.1 Summary of the Overall Framework

21.1.1 View from Multiple Diagrams

An introductory summary of the theoretical framework developed in this book was 
given at the beginning of Chapter 19. The overall view of expert investigation 
processes was summarized in the section on model construction in Chapter 20, with 
qualitative explanatory model construction playing a key role. Figure 21.1 shows 
perhaps the most concise summary in the book of key elements in that process. It 
emphasizes the dependence of the process on cycles of generative abduction plus 
model evaluation via running the model. These in turn depend on schema-driven 
imagistic simulations. The resulting potential for transfer of runability from source 
schemas to the model can yield a runable model that generates its own simulations. 
This evolutionary view contrasts with a one-step Eureka model. But it also allows 
for intermittent insights, as unexpected activations or dissonance relations are 
triggered by simulations. It also allows for deep grounding in perceptual motor 
schemas such as physical intuitions.

A more detailed view of the overall framework can be organized around Fig. 20.1,
which depicts the subprocesses used in a single cycle from Fig. 21.1. Figure 20.1 
is constructed in four levels, which correspond to increasing complexity of the 
modeling processes described in the overall theory. Table 21.1 uses these levels of 
complexity as an organizing principle for a number of the diagrams in this book. 
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Fig. 21.1 Some major nonempirical subprocesses involved in explanatory model construction
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Although there is not space to actually display it here, the author has found it help-
ful to photocopy reduced copies of these diagrams and tape them together to pro-
vide an overview of the theory. (If one were to do this with only four of the 
drawings instead of nine, I would choose 15.3, 15.6, 16.8, and 18.7.)

The bottom row of Table 21.1 contains diagrams of the most basic knowledge 
structures and imagistic processes in the theory. The first, Fig. 15.3, expands the 
process of running a single imagistic simulation. This is the smallest “atomic” level 
of modeling in the present theory. Figure 13.3 is a more detailed depiction of the 
schema and simulation ovals in Fig. 15.3. The process of imagistic simulation can 
be used by a number of nonformal reasoning processes, such as analogies and 
Gedanken experiments, which are shown on the second row from the bottom. 
Figure 15.6 details four types of nonformal reasoning processes, moving from simple 
to more complex, and correspondingly moving from level 1 to level 2 within Fig. 
20.1. A finer-grained analysis of these four processes is given in Table 19.1.

These reasoning processes are in turn utilized by the Scientific Investigation 
Process, summarized on the third row. Figure 16.4 illustrates cycles I to III in this 
process. Figure 16.8 shows a finer-grained analysis of Cycle II, including how it 
can be run repeatedly to achieve greater explanatory depth (indicated by the 
looping arrow in Fig. 16.4). It shows an abductive design/assembly process that 
generates or modifies a model as an assembly of more primitive runnable schemas. 
The design process alternates with evaluation processes in order to evolve new 
models. It also corresponds to level 3 in Fig. 20.1.
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Table 21.1 Summary of the book using four levels of modeling

 Coarse-grained analysis Finer-grained analysis

Scientific knowledge outcome: Four types of  Special benefits of inherited
Runnable models with knowledge in  runnability for scientific
flexibility (result of scientific science (Fig. 6.10) models (Fig. 18.7)

 investigation process below)
Top level of Fig. 20.1

Scientific investigation Cycles I–III in scientific Flow of information over
process (utilizes nonformal investigation process time for explanatory
reasoning processes below) (Fig. 16.4) (elaborated modeling cycle II
Third level of Fig. 20.1 in 16.3) (Fig. 16.8)

Nonformal reasoning Schemas generate imagistic Four types of nonformal
processes (utilize imagistic simulations in four types reasoning, details
processes below) of nonformal reasoning (Table 19.1)
Second level of Fig. 20.1 (Fig. 15.6)

Basic knowledge structures Imagistic simulation  Perceptual motor schema
and imagistic processes process with possible driving an imagistic
by which they are “run” benefits on the right simulation (Fig. 13.3)
Bottom level of Fig. 20.1 and possible origins of

conviction on the left
(Fig. 15.3)



510 21 Creativity in Experts, Nonformal Reasoning, and Educational Applications

The explanatory model produced by the scientific investigation process is shown 
on the top row of Table 21.1 along with processes that apply it. The model is seen 
as fitting into a framework of observations, models, and formal principles, as shown 
in Fig. 6.10. This figure shows a range of types of knowledge used in science, from 
the empirical to the theoretical. The four columns of Fig. 18.7 track the inheritance 
of flexibility and runnability from the elemental schemas that drive imagistic 
simulations, to the models that run them, and to a set of desirable properties of 
an explanatory model produced as the outcome. These properties form a basis for 
comparing the model to other rival models.

21.1.2 Central Role of Imagery

One feature of the vertical levels of processes presented is the case it makes for the 
possibility that the entire qualitative model construction process can be based on 
imagery as a major form of representation. Undoubtedly, some key features have 
verbal labels and propositions associated with them, but the sequence of levels 
indicates how construction can happen in a way where the central part of the proc-
ess does not depend on deductions or inferences from strings of symbols. The 
sequence from levels one to three also indicates how runnable, scientific, explana-
tory models can be grounded with respect to meaning, runnability, and self-evaluated
plausibility in concrete, runnable, perceptual motor schemas.

Thus by working from protocol data from individual think-aloud state-
ments, drawings, and hand motions, these findings complement those from 
historical studies of experts by formulating finer-grained models of imagery 
and analogy use than would be possible there. These models were then in turn 
used to formulate finer-grained models of subprocesses involved in model gen-
eration and evaluation. Figure 18.7 at the highest level outlines hypotheses for 
how imagistic simulations may have interesting advantages as a representation 
for finished scientific models, in terms of desirable characteristics for scientific 
theories from history and philosophy of science studies (e.g. Darden, 1991). In sum, 
this hidden world of qualitative and nonformal, but powerful reasoning proc-
esses contrasts with the image of scientists as abstract thinkers who use only 
formal logic and mathematics.

21.1.3 Highlighted Findings

In what follows I will list some selected findings that for me were the most interesting 
ones in the expert studies, again organized according to the four levels in Fig. 20.1. 
The case studies provided initial grounding in transcript observations for the 
following hypotheses.



21.1.3.1  Level 1: Schema-driven Imagistic Simulation, Intuitions, 
and Thought Experiments

Basic Knowledge Structures

● Imagery. A large number of observable indicators were defined in Table 12.3 
that add to our ability to detect the use of imagery. A large number of these were 
detected in protocols, supporting the case for the use of imagery in advanced 
cognition. Although they have limitations imposed by prior knowledge and 
memory capacity, two important operations using imagery are: (1) spatial trans-
formations that can shape new cases and mechanisms and (2) schema-driven 
imagistic simulations that can utilize spatial reasoning in “running” these cases 
and mechanisms.

● Perceptual motor schemas: Experts used very concrete perceptual motor sche-
mas in powerful ways, challenging the idea of expertise being distinguished pri-
marily by the use of abstract knowledge in science. I used these to explain the 
presence of self-evaluated intuitions that were seen as the primary units of 
causal knowledge.

● Knowing as action: For some types of expert knowledge, knowledge is action 
oriented, as discussed in Chapter 13. An active state of knowing can involve the 
readiness to perform an action or the mental performance of it in a simulation. 
In this view, motoric images of actions were equally important to, if not more 
important than, perceptual images. Along with the central role of imagery, this 
view of knowledge contrasts with discrete symbolic knowledge, and connects 
the domain of higher-level cognition strongly with motor and perceptual 
theory.

● The finding that experts engage in imagery enhancement strategies was a sur-
prise for this author that supports the claim that imagistic thinking was important 
to expert subjects.

Thought Experiments

● A surprisingly large number of untested thought experiments, in the broad 
sense, occurred, wherein a subject predicts the behavior of an untested, con-
crete, but absent system. One way these were conceived of operating was via 
schema-driven imagistic simulations that are “extended” to apply to an unfa-
miliar case.

● Knowledge-based reasoning: Observations of these thought experiments, where 
perceptual motor schemas adapt in order to apply to unfamiliar cases, led to the 
view that such knowledge has a certain amount of reasoning power built into the 
knowledge. This means that knowledge is not conceived of simply in terms of 
static data structures or procedural rules. This is expressed in: the activation of 
a schema by an unfamiliar case in extended application; and the adaptivity of the 
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schema to details of the case in generating an imagistic simulation for it. A major 
precedent here is the adaptivity of generalized motor schemas with tuning param-
eters as described by Schmidt (1982). This provides one possible avenue for 
beginning to explain how people are able to make predictions from an unfamiliar 
thought experiment. The focus here on action-oriented knowledge and perceptual 
motor schemas as sources of simulations is the sense in which knowledge elements
can be embodied in the present framework.

● A surprising variety of other inference sources for thought experiments, in 
addition to the extended application of a schema in imagistic simulation, were 
inferred from transcripts, as expressed in the left half of Fig. 15.3, including 
tapping implicit knowledge, spatial reasoning, and unanticipated interactions 
from compound simulations.

● Thought experiment paradox: These sources can begin to explain the fundamental 
paradox of thought experiments, expressed as: How can findings that carry convic-
tion result from a new experiment conducted entirely within the head? The sources 
utilize prior knowledge but extend it via flexible imagistic reasoning.

● A variety of multiple outcomes from thought experiments using imagistic simu-
lation were suggested, as expressed in the right half of Fig. 15.3, in addition to 
predicting future states of a system.

● Volatility: These properties make such thought experiments volatile in the sense 
that they can trigger a surprising number of divergent, unplanned-for processes 
in many ways, such as new: recognitions of image features, coherence relations, 
dissonance relations, and schema activations. An unexpected schema activation 
was central in the explanation of a major insight episode in S2’s protocol.

● Spatial reasoning can make spatially embedded inferences and imagistic rep-
resentations can keep track of constraints at a very low cost in terms of mental 
resources.

● Sometimes thought experiments lead to a feeling of “getting the physics for 
free.” This may be virtually true in one sense when one is able to tap implicit 
knowledge or spatial reasoning very efficiently, but the phrase can be deceiving, 
since preparing for successful simulations or spatial reasoning can take consid-
erable effort.

The references to “knowledge-based reasoning” above reveal an interesting fuzzi-
ness in the line between knowledge and reasoning in the present framework.

21.1.3.2 Level 2: Advanced Nonformal Reasoning Processes

The Foundational Role of Simulations

● Schema-driven imagistic simulations can be involved not only in elemental 
thought experiments as described above but also serve as a basis for a surprising 
number of critical higher-order reasoning processes such as analogy, extreme 
cases, model evaluation, and Gedanken experiments, as depicted in Fig. 15.6 
and summarized below.



Compound Simulations

● Compound simulations were identified as a fundamental means by which multiple 
schemas can be run in combination to produce predictions for novel systems.

Analogy

● Invented analogies. Analogies are often invented creatively, not just retrieved. 
This can take place via an imagistic transformation of the target, rather than only 
accessed via a symbolic association. The spring problem led 10 subjects to gen-
erate 31 significant analogies. 18 of these were generated via a transformation 
versus 8 via association.

● Improvement cycles: Analogous cases can be revised and improved.
● Intuitively grounded perceptual motor schemas were seen as primitives that 

could play the role of anchors as the base of an analogy.
● Imagistic evaluation subprocesses: In addition to the commonly described 

mapping process, analogy relations can be evaluated via imagery in processes 
such as conserving transformations, dual simulations, and bridging. These raise 
the question as to whether discrete mapping is a fundamental, complimentary, or 
derivative process (Clement, 2004).

● Transfer of runnability: In a projective analogy, it is not just a prediction as a 
discrete symbolic predicate, but imagery and/or a simulation-generating schema 
element that is inference from a source schema to the target or model.

● Widely different types of analogy: As shown in Table 20.2, there are a surprising 
number of purposes and modes of application for analogies that involve different 
kinds of inference or provocation in scientific investigation, not just one kind. 
Some analogies appear to activate latent schemas rather than being a source of 
direct inference. These different types of analogy make the relation between 
analogy and explanatory model construction more complex than described 
previously.

Since associative access, evaluation by mapping, and direct inference are standard 
features in classical models of analogical reasoning, it was interesting that the present 
imagery-based view of analogy can differ from these processes in many ways.

Gedanken Experiments

● Evaluative Gedanken experiments in the narrow sense were seen as a special type 
of thought experiment in the broad sense. Describing them as cases designed to 
evaluate the current explanatory model allows one to separate them from analogies 
as another form of advanced reasoning. They can utilize imagistic simulation in 
the same way as all thought experiments described in level 1 above.
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● Several types of Gedanken experiments: There were at least two functions for 
qualitative Gedanken experiments documented: making a hidden mechanism 
perceivable; and evaluating the existing model by attempting to generate 
conflicts (the latter function was cited by Kuhn, 1977d). The latter function is 
impressive from the point of view of the fundamental paradox in that a Gedanken 
experiment can play a powerful role in contributing to the elimination of a sci-
entific theory. However, one also sees Gedankens that provide support for a 
model. Some principles of design used in lab experiments (e.g. control of varia-
bles) appeared to also be used for Gedanken experiments.

● Gedanken experiments can be designed to evaluate quantitative models as well.

21.1.3.3 Level 3: Explanatory Model Construction

The following model construction processes are supported by the nonformal rea-
soning processes above.

Explanatory Model Generation and Modification

● The distinction between expedient analogies and explanatory models emphasizes 
the sense in which the latter are hidden mechanisms projected into a target.

● A new corresponding distinction was made between a description cycle that 
increases confidence in the presence of a relationship and an explanatory model 
construction cycle that deepens the explanation of a relationship.

● In contrast to much of the literature on mapping theory, protocols provided evidence 
for Harre’s three-part view of explanatory model construction instead of a two-part 
view of an analogy modeling a target: (1) a source analogue which supplies material 
for (2) a more complex explanatory model of (3) the target (Harre, 1972).

● Intuitively grounded perceptual motor schemas were seen as primitives that could 
play the role of source analogues that provide concrete elements of the model.

● Types of abduction: The analysis differentiated between two important concepts 
of abduction: “generative abduction” (narrow sense) and “abductive model evo-
lution” (broad sense) (Magnani, 1999).

●  As a way of generating or modify models within a set of constraints, generative 
abduction can play a central role in scientifi c investigation in addition to proc-
esses of induction or deduction.

●  Experts can use a source analogue or provocative analogy or extreme case to 
initiate generative abduction as explanatory model generation or modifi cation.

● Relatively sudden Insight (Aha!) phenomena were documented, but these were 
intermittent, and there were also periods of stagnation. This was explained by a 
“punctuated evolution” model of discovery where Einstellung effects can be 
strong but are then broken by “volatile” processes such as activations or disso-
nances created by running simulations.



Explanatory Model Evaluation and Evolution

● Experts were observed engaging in dialectic GEM (generation, evaluation, and modi-
fication) cycles in constructing models. In constructing a model, experts are “bipolar” 
in that they can alternate between very divergent generation processes and very 
convergent evaluation processes in a way that appears to utilize very different skills.

● Running the current model on the target case in a simulation can be a major, 
basic form of model evaluation for plausibility.

● Intelligent model evolution: The metaphorical parallels between biological evo-
lution mechanisms and model construction processes are substantial. However, 
there are important ways that abductive expert model construction can be more 
“intelligent” than biological evolution:

 ●  Passing forward of constraints from criticisms of a model and from high-
lighted features in the target, to guide the revision process.

 ●  This is facilitated when an imagistic representation allows one to represent mul-
tiple spatial constraints simultaneously; and allows free play operations on par-
ticular variables with feedback on how they affect multiple spatial constraints

●  The process of evaluating a new model by running it can actually contribute to 
the generative process of model revision by activating schemas.

● Multiple ways to achieve “contained” or modulated divergence via associations 
and conserving transformations at different solution stages were hypothesized 
in Chapter 16.

● Five observed stages of modeling in an investigation process were described in 
Table 14.1. Intermediate stages in levels of precision between qualitative and 
quantitative stages were found in seeking in a completely connected spatial 
model and then a model with geometric precision.

● The importance of the connected spatial model stage and the detailed spatial
alignment of a model with the target was driven home by the fact that once the 
correct qualitative model of the spring had been identified (torsion), it still led to 
a paradoxical result (zero stretching) because the model was aligned to the target 
incorrectly. Attaining spatial alignment is necessary before one can reach for 
higher (mathematical) levels of precision in modeling. Very little research has 
been done on techniques for spatial alignment.

 ●  Imagery alignment analogies were seen as a special technique that can help 
with this process.

● The many possible functions of analogy listed in Table 20.2 summarize the find-
ing that the relationship between analogy and explanatory model construction is 
more complex than commonly realized.

21.1.3.4 Level 4: Runnable Models

● Transfer of Runnability: The transfer of imagery and runnability from a source 
schema to a model gives models the valuable capability of generating and running 
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simulations. In the present view, this is a very different process than simply infer-
ring or transferring symbolic relations from the source.

More Advanced Processes

Elements in the four levels of the framework above had initial grounding in tran-
script episodes from external subjects. In addition, the following more speculative 
hypotheses were formulated based on (1) episodes from the author’s self protocol 
on quantitative aspects of the spring problem and (2) connections to findings in 
history of science.

● The runnability of a model can help explain many desirable properties of suc-
cessful scientific models, as described in Fig. 18.7.

● An intermediate level of partially centralized control over the entire investiga-
tion process can maintain focus while allowing for interruptability and multiple 
methods of model generation and evaluation, seen as key features for fostering 
effective creativity.

● Mathematical Modeling. Mathematical models were seen to be built upon 
qualitative models that have been aligned imagistically.
● There was a progression from qualitative alignment to geometric description to 

quantitative description. The latter two types of mathematical modeling can 
share a surprising number of subprocesses with qualitative explanatory model 
construction, including analogy and extreme case generation, Gedanken exper-
iments, and modulated divergence. However, the source schemas used and 
standards for evaluation are different, requiring a higher level of precision.

● Nevertheless it took a surprisingly large amount of qualitative preparation to 
understand the spring problem at a level that could be quantified, reinforcing 
the importance of qualitative analysis.

● Mathematical modeling did not simply consist of translating models into equa-
tions. Moving to a geometric/mathematical level required expanded precision 
in imagery in the model to support the assignment of equations to the model.

21.1.3.5 Different Metaphors Contribute to Modeling at the Four Levels

The four levels discussed above use ideas and metaphors from different disciplines. 
For example:

Level 4:  Abduction, multiple criteria for theory assessment—drawing on history 
and philosophy of science

Level 3:  Procedural, recursive, and parallel programming metaphors—drawing on 
AI; Einstellung and insight phenomena—drawing on Gestalt psychology; 
punctuated evolution—from biology

Level 2:  Image coordination and projection, image comparison and transformation 
—drawing on imagery theory: dissonance, coherence, and analogy proc-
esses—from psychology



Level 1:  Perceptual motor schemas and imagistic simulation—drawing on motor 
control and imagery theory

One of the themes of this work is that explanatory models can draw on multiple 
analogies or metaphors, and that theme also applies to this study. I believe that sci-
entific creativity issues are too layered and too complex to attack with a single 
existing theoretical framework, and that it is important to draw on ideas from 
different frameworks for different levels.

21.1.4 Larger Integrating Processes

In addition to the four levels of findings above, there were a number of large-scale 
integrating processes that cut across the four levels:

● Overall investigation process. The coherence and continuity between qualitative 
and quantitative representations was reinforced in Chapters 14 and 16 by show-
ing how the overall investigation process in Fig. 16.4 could gradually produce a 
series of five closely linked stages or levels of precision in model development, 
ending with a quantitative model.

● Common imagistic representation. In Chapter 20, I summarized evidence that 
imagery was used in most of the processes discussed in this book. Imagistic repre-
sentations were of primary importance for the inputs to and outputs from processes 
at all the different levels (with the possible exception of algebraic inference).

● Recursive integration from transfer of runnability. Transfer of runnability from 
source schema to model (usually through an analogy) is depicted in Fig. 20.1 as a 
dotted arrow, and serves to tie all four levels of modeling shown in that figure 
together by showing how grounded runnability at the schema (bottom) level can 
affect runnability at the model (top) level. Additional integration was achieved by 
thinking of the model produced at the end of the process as recursively possessing 
all the properties of a runnable schema, leading to the following benefits:

 –  Model fl exibility: The idea that a scientifi c model is runnable allows the mod-
el to be thought of recursively as having the properties of fl exibility of im-
agistic simulations implied by the left side of Fig. 15.3. Although this fi gure 
was introduced initially to portray mechanisms for the role of an elemental 
schema, since a model is also a schema it can participate in the same rela-
tionships.

 –  Model volatility: This act of running a new model on the target situation then 
also shares the “volatile” properties on the right-hand side of Fig. 15.3 and is a 
basic form of model evaluation that can lead to surprising confl icts as well as 
confi rmations. In this view, runnability not only has advantages for applying a 
fi nal model, but also for improving an intermediate model.

 –  Model generativity. Runnability also allows a model to participate as a schema 
element recursively in any of the plausible reasoning operations in Fig. 15.6 
and the model can become a runnable building block for grounding and 
assembling even more sophisticated theories.
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● Organizing framework of separate but interacting model modification and 
evaluation processes. Figure 16.8 provides an organizing framework by 
associating certain reasoning processes primarily with model generation or 
modification and others primarily with model evaluation. These alternate in a 
GEM cycle. In a later section of this chapter, I will try to expand this layer of 
integration by discussing how a set of divergent generation and modification 
processes can be pitted against a set of convergent, critical evaluation processes
in a cycle to produce the “survival of the fittest model” in a complementary 
and synergistic way.

21.1.5 Position on Concrete vs. Abstract Thinking

Experts were found to seek both abstraction and concreteness. Their use of dia-
grams is characteristic of this result. They used concrete but schematic drawings 
(and I hypothesize, concrete but schematic images) to represent target systems and 
general models. The trick here is how to conceive of explanatory models as being 
both concrete and general at the same time. In this regard, the subjects’ drawings 
and inferred images were generic in the sense that they did not appear to commit 
the subject to a particular thickness or type of material or size for the spring. Yet 
they were concrete in the sense of being perceivable (in principle), spatial represen-
tations of a physical system, and when necessary, subjects were capable of imagin-
ing a more specific system of a size that one could imagine manipulating with one’s 
hands. Therefore I hypothesized the use of schematic imagery stripped of detail, 
that could have the property of being concretely perception-like but also general (of 
wide scope) at the same time.

In particular, protocol data suggested that experts sought concreteness by:

● Seeking to build concretely imageable models as theories.
● Seeking intuitive anchoring in experiential knowledge schemas used to build 

these models.
● Seeking to align their model imagistically with the target.
● This means they sought an increase in precision from rough qualitative to more 

precisely qualitative, which I interpreted as seeking increased imagistic 
precision.

● This appeared to be part of seeking a completely connected model – with spatio-
temporal connectedness from microscopic model elements to macroscopic 
target behaviors.

● As described in Chapter 15, subjects sometimes used “imagery enhancement” 
strategies, in an apparent effort to make cases they were thinking about more con-
cretely imageable or simulatable.

● Subjects transferred material, concrete, runnable elements from source analogues
to an explanatory model (e.g. incorporating twisting and torsion into the spring), 
thereby adding to it and enriching it with new features. (This presents an alterna-



tive to a common view of theory formation as an abstraction from one or more 
analogies or cases (Gentner, 1989; Gick and Holyoak, 1983), during which one 
removes or strips features from cases to obtain a more abstract model. It also 
contrasts with Nersessian’s (2002) view of Maxwell’s eventual process of 
“generic abstraction” in symbolizing and removing concreteness from his model 
of the electromagnetic field. She describes Maxwell as eventually having to in 
some sense leave behind his mechanical models of gears and rotational fluid 
flows when he finally formulated the symbolic field equations via generic 
abstraction. Because Nersessian includes generating symbolic equations within 
her process of generic abstraction, for her this is something more abstract than 
just making imagery more schematic.

On the other hand, experts in the present study sought abstraction when:

● Within qualitative modeling, they sought to generalize results from one part of 
the system to others or to the whole system. Here, I need to emphasize that this 
kind of generalization was not seen as a reformulation in abstract language or 
mathematics but toward more schematic imagery or toward applying a property 
of an image to a wider array of images. Thus this is a more concrete type of 
generalization than Maxwell’s move to the field equations.

● Given the opportunity, the subjects might have continued this trend and sought 
to generalize results to other systems, but this was not encouraged by the protocol 
question or format.

● I assume there were parallel attempts during the solution at all stages to re-
represent imagistic actions and results symbolically by verbalizing them more 
or less precisely.

● Eventually, some subjects attempted to use symbolic equations or graphs while 
mathematizing solutions. This occurred late in the game in the spring solution in 
Chapter 14, but early on in some solutions to the doughnut problem in Chapter 11.

21.1.5.1 Present Position vs. Position of Others on Abstraction

Studies by Gooding (1990, 1992) and Tweney (1985, 1996) have shown how deeply 
the thinking of scientists like Faraday was situated in the concrete world of their 
experiments. They argue convincingly that the next step in theory growth can some-
times be intertwined with and strongly influenced by particulars of the apparatus 
manipulations a scientist is working with. In considering the qualitative model con-
struction done by external subjects, the present study appears to occupy a middle 
ground between Nersessian’s emphasis on generic abstraction and Gooding and 
Tweney’s emphasis on experimental concreteness. It contrasts with the latter in 
revealing the extent to which scientists can make progress via thought experiments 
when they do not have access to real experiments. They were able to “run” many of 
these experiments successfully, often giving evidence for using imagery and/or draw-
ings that were schematic. The thought experiments were concrete enough to yield 
“perceivable” results but schematic enough to yield somewhat general findings.
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Thus the thinking in these protocols, especially during the running of explanatory 
models and thought experiments, appears to have taken place at a fairly concrete but 
intermediate level of abstraction. So to those who would emphasize abstraction as 
central, I would argue that grounding an explanatory model in concrete perceptual 
motor schemas can be central for attaining explanatory power and a satisfying under-
standing. And to those who would emphasize concrete, hands-on experimental 
manipulation and observation as central, I would argue that imageable but schematic 
and therefore general models and thought experiments involving imagined actions 
can be central to theory development. This places the present study in a curiously 
intermediary position with respect to other current research on this issue. 

The above is stated somewhat too strongly since Gooding and Tweney, myself, 
and Nersessian all agree on the abductive construction of qualitative models as a 
step in the process. So the differences are a matter of emphasis. If we think of 
these three positions on a vertical spectrum from lower to higher abstraction, 
Nersessian’s emphasis on what she calls generic abstraction puts her ‘above’ the 
other two. But in fact she must be seen also as well ‘below’ classical views in phi-
losophy of science, because of her equal emphasis on Maxwell’s analogical 
thought experiments in contrast to formal deduction. And while Tweney and 
Gooding emphasize the role of actual experiments, each of them have also 
explored the role of thought experiments and their connection to real experiments 
(Gooding, 1994; Ippolito and Tweney, 1995). This suggests that what is needed is 
a combination of perspectives.

In the case of Maxwell’s field theory, removal of concreteness was necessary (1) 
because of the need to go to a highly refined, quantitative level of detail in the model 
and (2) because the modern physics of electromagnetic fields, relativity, and quan-
tum mechanics is an exception in science in that it extends to realms so far from our 
world of experience that scientists have not been able to model these realms fully in 
terms of concrete mechanisms. Maxwell therefore had to give up certain concrete 
properties of his qualitative, mechanical model of the field in moving to equations. 
But the need to leave major schematic aspects of a mechanism behind may not be 
necessary in the development of all or even most models in science (Machamer et 
al., 2000). Mathematical models may be developed “on top of” full qualitative mod-
els that provide an interpretive foundational base. Most scientists prefer to have a 
lucid, visualizable model as part of their theory if possible (Nagel, 1961). In the 
present framework, perceptual motor imagery rather than symbolic equation manip-
ulation is seen as the central foundation of scientific thinking. These considerations 
suggest that future efforts may need to distinguish between at least two very different 
kinds of abstraction: imagistic generalization where a more and more schematic and 
general image of a scientific model is formed; and symbolization where observations 
or images are described in the form of verbal principles or mathematical 
representations.

In comparison with Faraday’s playful experimental explorations with apparatus, 
the present cases of thought experiments are at least one step removed from real 
experiments, since no such manipulations were allowed. However, when one contem-
plates S2’s hand motions as he imagines twisting long and short rods to examine their 



resistances to twisting, it does not seem so far removed, and my acknowledgment of 
perceptual motor engagement spans from the mental manipulation of very generic 
geometric objects, down to imagined manipulations that are very close to Gooding’s 
concrete experiments. This suggests that there may be a spectrum of possible analog 
representations available for scientific thinking, from “thinking via external object 
manipulations,” to manipulating images of specific apparatus, to manipulating very 
schematic images of generic objects.

The present study, by documenting thinking via schematic diagrams, thought 
experiments, and, especially, imageable but schematic internal models, indicates 
that a scientist’s mode of thinking via qualitative and geometric models can be 
concrete and general at the same time – that is, concretely imageable and experientially
grounded, but also schematic so as to have wide applicability and generality within 
the domain being modeled. Therefore results of the present study lie somewhere in 
the middle between Nersessian’s generic abstraction on the one hand, and Gooding 
and Tweney’s situated experimentation on the other. How this intermediate mode 
that is both concrete and general complements or interacts with the modes docu-
mented by these authors is an important area for future research.

21.2 How Experts Used Creativity Effectively

In this section, I first discuss the idea of nonempirical processes in science and then 
go on to consider how such weak nonformal methods are able to overcome the 
dilemma of fostering both creativity and validity in the protocols.

21.2.1  Do Expert Discovery Processes in Science Always 
Have an Empirical Focus?

21.2.1.1 Argument Against

Model evaluation and modification. The model of investigation in Fig. 16.8 certainly 
recognizes the possible bottom-up influence of scientific observations (shown in the 
bottom row) as well as the top-down influence of prior knowledge. However, a “no” 
answer to the above question for modest timescales is emphasized throughout the 
book by showing how much processing can occur on an issue in the absence of new 
data. This statement applies to the great majority of protocols in the book – exceptions 
are the “launching a cart” interview for S10 and S12 in Chapter 18 (where the students 
had limited access to manipulating a real cart) and Episode 13a in Chapter 14. In the 
last case subjects were given a statement confirming that torsion had been detected in 
springs by engineers, but the presence of torsion had already been theorized by the 
relevant subjects. Subsequent issues in that protocol go far beyond the presence of 
torsion issue, and were not informed by other empirical information. Thus new 
empirical information played a role in almost none of the protocol events.
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Instead, subjects used nonformal reasoning and thought experiments to make 
discoveries about the target cases presented to them. How is this possible? The 
analysis suggested that by using new combinations of old prior knowledge schemas 
and running them in simulations on new cases, many new possible relations and 
explanations could be found. This suggests that significant episodes of scientific 
thinking can occur without using new empirical information.

Perhaps more surprisingly, this finding extended to model evaluation processes 
as well, in contrast to experimental testing as the traditional form of model evaluation.
These nonempirical evaluation processes included:

● Running a new model to evaluate it, with the possibility of the spontaneous 
recognition of new dissonance relations with prior knowledge

● Evaluative Gedanken experiments
● Mathematical Gedanken experiments
● Evaluation via more esoteric scientific criteria such as symmetry, linearity, and 

simplicity

That is, productive cycles of model criticism and revision can take place entirely 
within the head without making new observations or subjecting those models to 
empirical testing. This of course does not deny the ultimate importance of empirical 
observation and testing in science, as it will often occur in separate cycles (perhaps 
done by different researchers). Rather, this suggests that there are other mecha-
nisms for theory development and testing as well.

Model generation. It is hard to think of generative abduction of a new model as 
empirical because the generative abduction process can involve the creative inven-
tion of new mechanisms, in contrast to induction by enumeration. Such an abduc-
tion allows for the strong influence of prior knowledge schemas on the model that
is developed, so the system is not just bottom up. In fact abductions may suggest
new observation descriptors, and this is another important sense in which the sys-
tem is top down. In the spring protocol we saw at least the following new poten-
tially observable descriptors emerge from the nonempirical deliberations: slope of 
the spring wire; changes in slope; inward curvature of the wire in the horizontal 
plane of a loop; changes in curvature; torque on the wire, twist and torsion in the 
wire, and angular orientation of an element of the wire.

21.2.1.2 Argument for and Rapprochement

On the other hand, from the perspective of long developmental timescales, one 
might answer yes to the question of ubiquitous empirical involvement. This is 
because the subject’s explanations were found to be grounded in schemas that were 
concrete and that were assumed to be experiential in origin (such as physical intui-
tions). That is, the ultimate origin in the past of the prior knowledge being used was 
undoubtedly partly empirical in nature. The abductive investigation process was 
constrained by at least a small number of prior observations and practical experi-
ences with springs and with other objects in the source analogues, such as the twisting 



rod, so it is both top down and bottom up, from a longer developmental perspective. 
This same issue can apply microscopically to individual thought experiments; e.g. 
some authors (Norton, 1996) have tried to explain away the fundamental paradox of 
thought experiments by claiming that they are simply based on hidden empirical 
premises and therefore are empirical in nature. A more even-handed view of thought 
experiments has been articulated with concise clarity by Gooding (1994): “What is 
needed is a combination of empirical knowledge and the ability to reason with it” 
(p. 1041). The present theory fleshes out this statement in more detail by proposing 
that thought experiments and explanatory model construction processes can use sche-
mas with an empirical history of experiential grounding; however, they can also go 
way beyond prior experience by applying those schemas to cases well outside their 
normal domains of application, or by using multiple schemas in new and novel 
combinations along with spatial reasoning to produce new emergent results. Thus the 
theory takes the position that subjects can use both empirical and non empirical 
resources together to produce creative products.

In summary, significant discoveries can be made during protocols where a subject
receives no new empirical information. However, viewed from a developmental 
perspective, the use of perceptual motor schemas in these protocols suggests that 
the background knowledge used has a strong empirical component in its history. 
These schemas can be reasoned with very creatively in new combinations and 
extensions. This suggests the view that expert thinking is both empirical and 
nonempirical in its origins, but that it can be much more nonempirical at times than 
is commonly realized.

21.2.2  How a Coalition of Weak Nonformal Methods are 
Able to Overcome the Dilemma of Fostering Both 
Creativity and Validity

21.2.2.1 Weak Processes

Individually, the processes shown in Fig. 20.1 would appear to be rather weak, 
compared to using an “established” method like making deductions from first 
principles. Newell and Simon (1972) used the term “weak methods” to describe 
processes that were more general problem solving heuristics, and meant they 
were weak only in comparison to more specialized, knowledge based, “strong 
methods” that are designed and tailored to apply to a problem in a particular 
domain. The idea is that strong methods should be tried first if available, 
because they are more efficient. In this section I will first take a devil’s advo-
cate position and go beyond Newell’s meaning to say how each individual heu-
ristic on its own might be weak in the different sense of not being equal to the 
difficult task posed by serious creative modeling. I will then discuss how they 
might still be used successfully by using them together. The weaknesses of 
these processes are summarized in Table 21.2, which shows that there are many 
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possible reasons for why science based on these processes might never get off the 
ground. This feeling is compounded by the fact that scientific investigation is one 
of the most difficult enterprises attempted by mankind. The enterprise is extremely 
open ended and lacks standardized procedures in many areas. As depicted in Fig. 
16.8, there are a large number of different sources of multiple constraints on the 
design of a model that make successful theorizing extremely difficult. So we are 
left with the question of how any system can achieve progress, much less insights, 
by using such weak processes.

21.2.2.2  Overcoming the Dilemma of Fostering Both Creativity 
and Validity

Despite the weaknesses listed in Table 21.2, the examples presented in this 
book provide evidence that these processes can be quite powerful when used 
together in an investigation system. In this section, I go beyond this initial data-
based finding in an attempt to explain it. Creating new theories is a hard problem, 
but perhaps the first strategy is to work in small steps that only solve a part of the 

Table 21.2 Potential weaknesses of “weak methods”

Abduction: Abductions are underdetermined and open up the possibility of generating too many 
alternate hypotheses as answers to the same question; also we do not seem to have agreed-upon 
procedures for successful abduction.

Flexible, weak, overall control process: The system is not as tightly controlled as in a routinized,
algorithmic procedure, and surprising activations, interruptions, conflicts, inferences, and 
emergent images are possible. This makes the system potentially unmanageable.

Einstellung effects: Humans are subject to becoming “stuck” in a particular viewpoint or 
approach to a problem, so that once a misconceived model is generated, it may be difficult to 
break away from. Divergent strategies are needed in order to break away from such models.

Divergence leads to misconceptions: Approaches that are too divergent can generate misleading 
models that are not useful. The subject may not always be able to detect that a model is 
invalid and may be misled by it.

Transformations: In particular an object can be transformed spatially in an infinite number of 
ways. This generates a potentially explosive number of non-useable possibilities to consider 
that could exhaust the investigator.

Analogies: Because of their informal, approximate, and divergent nature, analogies have long 
been considered in some circles to be useful only as ornamental metaphors or pedagogical 
strategies, but not as important components of scientific discovery. And they suffer from the 
same danger described above for divergent processes in general.

Nonempirical Evaluation: Most model evaluation processes used here were nonformal and many 
involved the use of thought experiments outside of the realm of direct experience; subjects 
were not able to obtain more objective, reliable knowledge from conducting real experi-
ments.

Limitations on Imagery Systems: Imagery can be limited in its ability to represent highly 
non-concrete material, and can be imprecise. And humans are limited in the amount 
(and complexity) of spatial information they can imagine at one time.

Use of intuitive knowledge structures as starting points: Intuitions can also be wrong or imprecise,
as documented by the literature on misconceptions.
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problem at a time. This is represented in Fig. 16.3. In addition to the strategy of 
breaking the problem into parts, the separate kinds of cycles in the figure indicate 
an incremental approach. They are: repeatedly evaluate and modify ideas and mod-
els; slowly increase the level of precision of modeling (until finally it is quantita-
tive); and slowly increase the depth of explanation being sought. These cycles 
indicate a sense in which the investigation process could be thought of as a pris-
tinely smooth evolution process where each step in each cycle takes the growing 
model one step closer to the desired state. However, the protocols indicate that 
things do not always go smoothly, and that the system can become “stuck” by 
generating invalid models, being subject to Einstellung effects, and being swamped 
by an excessive number of divergent choices, as shown at the bottom of Fig. 21.2. 
These problems appeared to limit experts to punctuated evolution at best.

A coalition of processes that are individually “weak” but that collectively can 
overcome these problems is depicted above them in that figure, which summarizes 
certain features of the model presented in Figs. 16.8 and 16.3. The dilemma of 
divergent creativity vs. convergent validity is represented in the bottom two corners 
of Fig. 21.2 (cf. Kuhn, 1977a). Between them is shown the third problem, the open-
endedness of abduction – the number of possible models is theoretically limitless, and 
if the system is too divergent there will be a combinatoric quagmire of possible direc-
tions. Figure 21.2 shows key characteristics of Figs. 16.8 and 20.1 that allow the 
“weak” processes to work together to resolve these problems, as follows:

● The central organizing cycle across the middle shown with bold arrows and type 
depicts model construction as a dialectic process that alternates between model
generation (or modification) on the right and model evaluation on the left (GEM 
cycles). Thus the diagram shows more divergent processes on the right, and 
more convergent processes on the left. The figure is organized so that processes 
that help solve each problem at the bottom appear roughly above it, as follows.

● On the right side, a major problem is that even when there are known difficulties 
with a model, the subject may be “stuck” in the present way of viewing the model 
due to Einstellung effects (or simply have no model at all). Countering this are 
three divergent sources for Generative Abduction. These generation and modifica-
tion processes were described in Chapter 16: associative activations, analogies that 
can tap runnable schemas; and transformations for model modification. The open-
endedness of these processes may be critical for producing and exploring enough 
creative ideas to be successful in overcoming Einstellung effects.

● A major problem is that invalid models can be generated or held initially, so that 
strong sources of criticism are required. On the left side three major subproc-
esses for model evaluation are shown: evaluation via the current theoretical 
framework and criteria for models, evaluation via simulation (running the model 
as a thought experiment) and evaluation via more specialized real or Gedanken 
experiments.

● This figure is a “hybrid” in that it shows both control relations and information 
flow and is not intended to specify the structure of a system in detail. Rather it 
is integrative in intent as a way to show how the many processes involved in 
creative modeling influence each other.
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Fig. 21.2 A balanced system for productive creativity: how a coalition of seemingly “weak” nonformal methods 
can overcome the dilemma of fostering both creativity and validity during model construction
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21.2.2.3 A Set of Mutually Supporting Processes Utilizing Imagery

Back on the generative abduction side, another problem is that of the multiple interactive 
constraints that a successful model must satisfy. These can accumulate each time 
a model evaluation is done. It was hypothesized that representing the model as a 
dynamic image could provide advantages for representing accumulated spatially 
linked constraints simultaneously, shown in the diagram as “Tracking of Interacting
Constraints.” The same holds for newly apprehended features and constraints on 
the target phenomenon. It was also hypothesized that the effects of spatially linked 
model transformations on these imaged constraints could be apprehended simulta-
neously during model repair. These are important potential advantages that can 
make generative abduction feasible during model revision.

Thus the most basic systemic factor in overcoming the dilemma of divergence 
vs. validity is the codependency of the abductive model design process and the 
model evaluation process. It has been hypothesized that this cycle can use imagery 
to great advantage. In fact, imagery was seen as a representation serving almost all 
of the processes in the figure. First, the formation of an imageable, runnable model 
makes possible evaluation via simulation, the most basic form of criticism of a 
model for viability. Secondly, this evaluation process can in turn feed multiple con-
straints on images to the generative abduction process and can activate new sche-
mas by verbal or imagistic association. This makes possible an “intelligent” rather 
than simply a guess and check form of evolution. Analogies can keep the process 
from having to start “from scratch” – it can use image generating schemas from 
prior knowledge, where appropriate, in the design of the model. When imagery or 
runnability is transferred from a source analogue to the model, this makes the 
model runnable so that it can be evaluated via simulation, and so on. In addition, 
imagistic transformations were seen as the most controlled or intentional means of 
modifying a model. Assuming transfer of runnability from runnable source sche-
mas, the outcome shown on the right in the figure is a runnable model with inherent 
flexibility and generativity, as argued in Chapter 18. Thus we have a somewhat 
complicated set of feedback loops with processes that are mutually supporting and 
that appear to be capable of bootstrapping to an explanatory model. This provides 
another perspective on how creative theory construction can gain important benefits 
from the use of imagery. I reviewed other possible advantages of processes using 
imagistic representations in the section on “How Imagery May Contribute to 
Creativity” in Chapter 20, so I will not repeat them here. Thus multiple generation 
and evaluation processes can feed each other in very important ways in order to 
overcome the dilemma of fostering both creativity and validity, creating the potential 
for converging on a viable scientific explanatory model.

21.2.2.4 Contained Divergence Helps Prevent Combinatorial Swamping

However, a third problem listed at the bottom of Fig. 21.2, that of excessive 
divergence and combinatorial swamping, stems from the fact that some of the 
above moves can involve imagistic simulations. It was proposed that such simulations
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are volatile, in that they can at any time, in an involuntary way, produce new activa-
tions, dissonance relations, or emergent image features. This is potentially helpful 
when one needs a new idea, but unfortunately the number of sources for diver-
gence and multiple activation possibilities gives the potential for (1) unproductive 
associations that are misleading and go in unproductive directions or (2) simply 
generating too many choices in the system to explore. In addition there are a limit-
less number of combinations of transformations that could be used to change a 
model. Focusing strategies or control processes to counter excessive divergence 
are shown roughly in the middle of the figure. Whereas the problem dealt with on 
the right-hand side is the need for sufficient divergence to get new solutions, the 
problem in the middle is the need to limit divergence to avoid misleading and 
swamping the system.

One hypothesized solution to this problem was the idea of “controlled” or “con-
tained” divergence that limits the degree of divergence. Identified sources of con-
tained divergence include analogy generation under constraints (e.g. bridging 
analogies), adjusted analogies, conserving transformations, and associative “tem-
perature” control. The latter is somewhat analogous to a nuclear reactor, where a 
volatile chain reaction is controlled by strategic damping, except that here it is con-
trolled by idea evaluation and channeled activation and modification. In addition, the 
ideal level of divergence changes from high at the beginning of the investigation, to 
much lower near the end, suggesting that the level of divergence needs to be modulated
in this way. Using this strategy, later stages of the solution use divergent processes 
modulated for less divergence and more focused evaluation according to stricter 
criteria. In the protocol in Chapter 14, associative analogies were deployed early on 
for wide divergence, whereas smaller conserving transformations tended to be used 
to generate analogies late in the solution. And within the latter strategy the severity 
of the transformations used was modulated further so as not to distort the system at 
the level of precision being described. This method is a generalization to the science 
domain from the well-known pattern in mathematics of using tightly constrained 
conserving transformations to produce “strong” equivalencies (e.g. at the affine 
level) and weakly constrained transformations to produce “weaker” equivalencies 
(e.g. at the topological level). More generally, the process described in Fig. 16.3 also 
has modulation built into it by using different kinds of analogies for the different 
purposes listed in Table 20.2 at different times. The modulation of divergence is one 
of the most sophisticated strategies described in this theory and speaks directly to the 
solution of the dilemma of fostering both creativity and validity at the same time. 
The strategy only makes sense within a higher level strategy of model evolution that 
moves from a rough model to more precise ones.

21.2.2.5 Flexible Control Structure with Intermediate Level of Control

Another problem closely connected to that of optimizing divergence is the problem 
of whether to specify a tightly controlled order for using the methods shown in Fig. 21.2.
A persistent question in science studies is: Is scientific investigation a highly structured



procedure worthy of the label Scientific Method writ large; or is there really no 
method at all, and anarchy reigns, with the scientist casting about for ideas, and 
using “whatever works?” Feyerabend (1975) has argued for the latter position,
while many other historians of science have attempted to find some pattern or struc-
turing in the scientific investigation process. Cognitive scientists engage in a milder 
version of this debate in arguing about central, hierarchical control structures
vs. distributed ones with less rigidity.

The procedural structuring represented in Fig. 16.3, organized around a GEM 
cycle, as shown by bold arrows in the center of Fig. 21.2, expresses one model 
for how scientific investigation can be different from an extreme anarchistic posi-
tion. That procedure serves to initiate, evaluate, and winnow divergent ideas. This 
structure is an important part of the explanation for how the process can be crea-
tive and yet convergent enough to be valid. On the other hand, the protocols do 
not support the positing of too much structure; they suggest that multiple methods 
and flexible sequencing allowed the exploration of many pathways on the way to 
an explanation. They also suggest an interruptability of the investigation process 
that allowed insights to be pursued when desirable, e.g. when a process activated 
a new schema that could be useful for another goal. The torsion discovery proto-
col provides examples of a number of the processes just discussed: The sequence 
begins with an apparent conscious decision to attempt to increase the level of 
divergence when S2 says in line 44: “I need to think of it in a radically different 
way”. (2) S2 created a bridging analogy, the hexagonal coil case, as a way of 
evaluating the bending model, with (3) some evidence that it was created via an 
imagistic transformation in line 117. (4) The subsequent torsion insight itself 
apparently sprang from an involuntary process of volatile activation of the torsion 
schema (described in Fig. 15.3) stemming from S2 running a simulation of the 
hexagonal coil while staring at a drawing of it. (5) The insight interrupted the 
comparison being made and led to a flood of ideas that created the foundation for 
a deep understanding of the system. Apparently the strategy that worked in this 
case was to increase the level of divergence, but not to diverge so much that one 
loses the key constraints inherent in the problem. It gives one possible answer for 
the questions raised earlier about the cause of insight episodes and about how it 
is possible to break out of an Einstellung trap. Most of the above processes are 
represented in Fig. 21.2. Interruptability is modeled by a control system having 
multiple parallel goals operating at the same time rather than a single active goal. 
This feature is not captured well by the procedural notation used in Fig. 16.3, 
therefore an alternative model of higher-level control was sketched in Chapter 
16 as a production system. In addition, imagistic mechanisms for activation and 
application of schemas are fuzzy, allowing schemas to be “stretched” to novel cases 
(Chapter 18).

This is not to say that creative thinking only occurs during breakthrough insights. 
Others have theorized that processes used during normal science can be creative 
(Sternberg, 2006). The documentation of extreme cases, bridging analogies, imag-
istic alignment analogies, and Gedanken experiments that were not considered to 
be breakthrough insight episodes in this study also argues in this direction.
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In summary, the system described is less than fully structured in at least four 
senses from the presence of: a set of actions that is incompletely ordered; multiple 
parallel goals, fuzziness of activation and application conditions, and multiple sources 
of divergent and parallel activation of structures that can lead to interruptions. 
On the other hand, the system described is not anarchistic. Essentially the system 
has an evolutionary structure. Although the individual strategies are heuristic 
rather than guaranteed, Fig. 16.3 presents more structure than Polya’s (1954) 
original four part list of heuristics for problem solving, for example. Also the 
system is more structured than a blind variation version of evolution via trial and 
error. The additional structuring comes from abduction within constraints, intel-
ligent revision processes, partial ordering of strategies represented by the struc-
ture of Fig. 16.3 and founded on GEM cycles, the specialized use of certain types 
of analogies at certain times, and other specialized strategies for modulating 
divergence according to different stages of the solution.

In addition, not shown in Fig. 21.2 is the focusing center of attention: an image 
of the target system’s behavior and constraints and an image of the current partial 
explanatory model and its behavior and constraints, and an overriding goal of 
having the latter explain (cause) the former in a spatiotemporally contiguous 
way. In an advanced investigation where a subject is implementing section IIA1 
of Fig. 16.3, every new activation or transformation could be damped or retained 
based on its potential contribution to this goal. I have conjectured that this can be 
done via processes somewhat like compound simulations and the dual simula-
tions discussed in Chapter 17 (of the model and the target), but exactly how this 
is done is not well understood. However, experts who set a goal of developing an 
explanatory model of the system were remarkably persistent in their pursuit of 
this goal.

The present model then reflects an intermediate level of control that gives it 
focused purpose but also flexibility, and this again helps explain how it is able to 
produce creative new ideas without becoming lost or permanently misled. If one 
were to add empirical inputs in the form of exploratory observations and experi-
ments to this system as shown in Fig. 16.8 that would give it another tremendous 
resource for both creative stimulus and critical constraints in the dialectic between 
observation and theory.

21.2.3  Overlap Between the Context of Discovery 
and Context of Evaluation

In closing this section, I want to reexamine the way in which the context of 
discovery and context of evaluation can be mixed in the present model of inves-
tigation. Earlier I stated that a basic means of model evaluation was to run the 
model on a target case and inspect the effects. However, on occasion, new 
variables or key features may also be discovered from running a model. Thus 
the very act of evaluating a model (or analogy) for the first time can provide 



further ideas for abduction, in the prepared mind, as shown in Fig. 16.8. In the torsion 
insight, the discovery of the new variable of torsion interrupted the evaluation process 
that was occurring and sent the investigator suddenly back to the generation/
discovery process. This challenges the distinction between the context of discovery 
and context of evaluation in science when one is examining thinking at this 
level of detail.

However, the distinction may still be useful in describing an effective planning 
strategy, as in Fig. 16.4, where there are separate steps for evaluation and modifi-
cation. The saying is, “some plan is better than no plan.” Even though the plan 
may generate surprises that ultimately interrupt and change the plan, it can still 
be a useful heuristic tool. Figure 21.2 expresses this intermediate position on the 
issue of separation vs. integration of the context of discovery and the context of 
evaluation. It is organized so that they are separated at the right and left sides of 
the picture, respectively. But the net of interconnections between them shows 
how they can interact strongly, sometimes involuntarily. Similarly, Fig. 16.8 
separates the context of evaluation from the context of discovery (there called 
generative abduction), but shows how they can feed each other in repeated cycles 
over a relatively short period of time. In this view, over a short timescale, the two 
contexts can be thought about separately, but over a longer timescale, they can be 
heavily intertwined.

21.2.4 Section Conclusion

The theory of dialectic learning cycles of abductive generation and evaluation 
developed in Chapter 16 was proposed as part of the explanation of how scientists 
can construct complex new imagistic models. In section 22.2.2, I listed some severe 
difficulties faced by any system that attempts to construct really new explanatory 
models. The processes that appear to be used in the protocol in Chapter 14 are 
individually quite weak. However in this section, I endeavored to show how a coali-
tion of ostensibly weak processes, when used together within a GEM cycle, can be 
powerful enough to overcome the dilemma of fostering both creativity and validity 
simultaneously. I discussed a number of key process interactions used to both 
generate and contain or modulate divergence as outlined in Fig. 21.2. As shown 
there it is possible to envision a system that is unconstrained enough to overcome 
Einstellung effects, but is guided enough to converge on solutions and avoid a vari-
ety of invalid models. However, the individual weakness of the processes involved 
still helps explain why the investigation process can take many false starts, and take 
many iterations of the model construction cycles, as was illustrated in the case stud-
ies of the spring problem. These strategies are not guaranteed to work, because it is 
fundamentally still partly a “guess and test” approach. But the coalition pictured 
appears to be a way to maximize the chances for progress or insight by using imagistic
representations to advantage and attempting to optimize the degree of divergence at 
different stages.
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21.3  Educational Applications: Needed Additions 
to the Classical Theory of Conceptual Change 
in Education

In this section, I will discuss gaps in the classical theory of conceptual change in 
education, summarize the expert–novice similarities identified in this book, and use 
these to suggest aspects of an expanded model of instruction for conceptual change 
in science that builds on student’s intuitions and natural reasoning processes.

21.3.1 Uses and Criticisms of Kuhn

In their classic paper, Posner et al. (1982) drew on Thomas Kuhn’s description of 
scientific paradigms and revolutions as a metaphor in developing the outline of a 
theory of conceptual change in science education. This likened the problem of 
persistent misconceptions to that of persistent paradigms in science, and the role of 
anomalies in fostering paradigm shifts to the role of discrepant events in fostering 
conceptual change in the classroom. I refer to their outline here as the classical 
theory of conceptual change in science education.

Kuhn’s ideas about anomalies and the persistence of paradigms, were reviewed 
in Chapter 7. Kuhn’s ideas have been exceedingly influential but have also drawn 
criticisms. Some of the most common are: there is vagueness in what is meant by 
the term “paradigm”; science progresses more often by “evolution” than “revolu-
tion,” progressing in a more continuous way. Kuhn also introduces the idea that 
concepts in different paradigms can be “incommensurable”; this means that discus-
sion on crucial points cannot take place between members of different paradigms 
due to their possession of different concepts and languages. This idea of strong, 
global incommensurability has also been criticized as overly pessimistic. So an 
important question concerns which of Kuhn’s ideas can serve as useful metaphors 
or starting points for a theory of conceptual change and how they should be revised 
or augmented.

21.3.2 Criticisms of Classical Conceptual Change Theory

Limitations and extensions of the classical conceptual change theory have also 
been identified by others. I divide these criticisms into two categories, external and 
internal, as shown in Table 21.4. External limitations point to larger issues that a 
cognitive theory will not cover, and these should be handled by extending the the-
ory to encompass them as complementary issues. Some might argue that these 
larger systemic or situated factors make cognitive theories irrelevant, but that would 
be like saying that molecular structure theory makes atomic structure irrelevant. 
Internal critiques on the other hand claim that elements of classical conceptual 
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change theory were wrong and must be changed. These include the idea that para-
digms and conceptual changes go through large, relatively sudden changes in a 
revolutionary phase, since many aspects of the paradigm must be changed all at 
once for the new paradigm to make sense. Critics claim that neither science nor 
students can typically do that, and that both often go through changes that are 
smaller and more gradual. In this view, a theory is often not “replaced” in a revolu-
tion so much as it is modified during its evolution. This would allow instruction to 
start from a student’s ideas and modify them gradually. Another criticism is that the 
use of strong dissonance may discourage certain students.

21.3.3  Need for an Expanded Theory of Conceptual Change 
for Education

I would argue that the identified flaws internal to the classical theory can be 
repaired by appropriate modifications to the theory. I believe a more serious prob-
lem not shown in Table 21.4 was that the theory was not only flawed, but seriously 
underdeveloped internally; that is, it merely provided an outline for a theory of 
learning and some conditions for learning rather than a set of learning mechanisms.
In the next section, I summarize the evidence from this book on whether there are 
similarities between expert and student learning mechanisms. The hope is that this 
analysis of learning mechanisms will contribute to expanding and informing the 
evaluation of classical conceptual change theory, including the issue of whether 
there are valid analogies between expert processes such as those described by Kuhn 
and student learning processes. Then at the end of the education sections, I will use 
this analysis to suggest that certain of Kuhn’s ideas should be retained, avoided, or 
extended in an expanded theory of conceptual change that includes detail on learn-
ing mechanisms.

21.4  Expert–Novice Similarities in Nonformal 
Reasoning and Learning

Many educators have assumed that there are sharp differences between experts 
and students in their approach to scientific thinking. There is some research that 
highlights the curiosity of young children and draws some parallels to investi-
gatory processes in scientists (Metz, 1998; Brewer and Samarapungavan, 1991; 
Hewson and Hennessey, 1992). However, less work has been done with older 
students on the question of whether they can reason about models of scientific 
concepts at the secondary level and higher. In this section, I summarize findings 
on students’ spontaneous reasoning from the present studies, and attempt to 
give a balanced picture by pointing to both similarities as well as differences 
with the findings on experts.
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21.4.1 Similarities Concerning Resistance to Change

21.4.1.1 Experts

Certain aspects of Kuhn’s theory receive some support from the expert case studies 
in this book: that Kuhn was partially right in identifying real resistances to change in 
science that were not only social but cognitive/individual. As discussed in Chapter 7, 
analysis of protocols of individual scientific thinking allows one to see real barriers 
to change in the form of Einstellung effects and the coherence that can be present in 
a wrong theory. In particular, S2’s long period of little progress where he is “stuck” 
in the view of the spring as bending vertically and in which he expresses his frustra-
tion with not being able to get new ideas illustrates this. The role of recognized 
inconsistencies that cause dissonance as an analogy to the role of anomalies in Kuhn’s 
description of what drives change in science was also evident in that example. These 
factors are shown in column two of Table 21.3. I take this finding as very consistent 
with Kuhn’s point that there can be considerable resistance to theory change in sci-
ence. If people have difficulty breaking out of procedures or ways of viewing prob-
lems when they have just developed those procedures, then they should have even 
more difficulty breaking out of older procedures they have learned and even more out 
of historically sanctioned ones. As discussed in Chapter 19, science may progress in 
a pattern of punctuated evolution, as depicted in Fig. 19.1a, graph 2. This is an inter-
mediate position between Eurekaist and accretionist points of view.

21.4.1.2 Students

In the “Book on the Table” protocols in Chapter 10, I also presented evidence of resist-
ances to change in science students where they did not respond quickly to instruction 
for change, but had to be taken through numerous intermediate steps in order to begin 
to give up their own point of view. By selecting concrete examples carefully however, 
the tutor was able to promote enough dissonance with this belief to make progress.

In fact, the instructional topic in this instance was of intermediate difficulty; 
there are some that meet less resistance – and some that meet more resistance, such 
as relative motion. Some offer much more resistance such as the relationship 
between force and motion, where misconceptions can take weeks or months to 
overcome in advanced high school and college classes. In all these cases the subject 
is “stuck” in a previous way of thinking. 

These factors are shown in row 2 of Table 21.3.

21.4.1.3 Incommensurability

Kuhn raises the question of whether scientists undergoing a paradigm change 
must make major changes in fundamental concepts (such as moving from classi-
cal mass to relativistic mass) as well as changes in larger theories (see also Wiser 
and Carey, 1983). There is no change of this magnitude in the expert protocols 
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Table 21.3 Kuhnian issues in the protocols, classical conceptual change theory, and extensions to education (T = Teacher; S = Student)

T. Kuhn Present expert findings Recent student findings
Classical conceptual 
change (CC) theory

Recommended expansion of CC 
theory for education

Incommensurability New concept differentiations 
required

Difficulties from T and S using 
different key concepts

Need concept differentiation 
or integration strategies

Cognitive (and social) 
persistence of 
paradigms

Resistance to change 
– Einstellung effects

Resistance to change from pre-
conceptions and Einstellung 
effects

Resistance to change 
from persistent 
pre-conceptions

Resistance to change from 
Einstellung effects as well as 
preconceptions

Paradigm shifts triggered 
by multiple strong 
anomalies

Role of anomaly or 
inconsistency as source of 
dissonance

Role of anomaly or 
inconsistency, as a source 
of dissonance

Role of anomalies 
producing dissonance

Additional role of discrepant 
questions and non-empirical 
inconsistencies as important 
sources of dissonance

Role of thought experi-
ments in disconfirming 
theories

Role of thought experiments in 
both supporting and discon-
firming models

Students can run models in 
thought experiments to test 
them

Role of thought experiments 
in both supporting and 
disconfirming models

Theory as a coherent 
system

Import of spatio-temporally 
connected models

Nonformal reasoning abilities 
but instruction ignores them 
& isn’t coherent

Instructional objectives 
as coherent concept 
clusters

Researched learning pathways; 
coherently connected spatial 
models

(Model evolution not 
emphasized)

Punctuated model evolution 
cycles: successive model 
modifications

Scaffolded model evolution cycles; 
expect periods of faster and 
slower progress depending on 
resistance

Analogy to intuitions; multiple 
roles for analogy; transfer 
of runnability

Analogy to intuitions; multiple 
roles for analogy; transfer 
of runnability

Analogies may help Theory of analogy formation and 
evaluation; multiple roles for 
analogy; transfer of runnability

Imagistic simulation; ground-
ing in perceptual motor 
schemas; transformations

Imagistic simulation; grounding 
in perceptual motor schemas; 
transformations

Theory of imagistic simulation; 
grounding in perceptual motor 
schemas; transformations
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discussed here. The closest case is probably the new differentiation and definition 
of “curvature” required to move from a “vertical curvature introduced by bend-
ing” view of the drastically stretched spring to a “horizontal curvature reduced by 
unbending” view. However, there is no evidence that these two views are strongly 
incommensurable, although lack of this differentiation in the definitions of cur-
vature could presumably held up progress.

Readjustment and redefinition of concepts were definitely issues brought out by 
the “Book on the Table” instructional interviews since it was recognized that the 
student’s concept of “force” and the tutor’s were not the same. This again could 
cause fatal communication problems if unrecognized, but students appeared to 
be capable of making progress with a savvy instructor on this topic despite that 
difficulty, although this might take considerably more time and energy than most 
would expect (see also Leander and Brown, 1999).

Thus there are at least partial similarities on the dimensions of resistance to 
change, the role of anomalies, and local, partial concept incommensurability 
between processes in expert think-aloud data and in Kuhn’s theory of change in 
science. These factors also appear to be important in the case of students.

21.4.2 Similarities in the Use of Intuition and Imagery

21.4.2.1 Students’ Knowledge

Observations such as the depictive hand motions described in Chapters 9, 12, 13, 
15, and 18 suggested that both students and experts were using physical intuitions 
to ground their ideas in perceptual motor schemas as they solved unfamiliar prob-
lems. Most of the spontaneous analogies students reported in Chapter 8 were to 
familiar situations where the student was likely to have an intuition from prior 
experience. Many of these were classified as personal analogies where the analogous

Table 21.4 Common criticisms of the classical theory of conceptual change

External criticisms claim that the classic theory of CC is incomplete:
 Motivation
 Situational context of application
 Social learning
 Metacognition
Internal criticisms claim that the classic theory of CC is flawed:
 Big changes only
 Sudden change
 Learning as replacement
 Sharp dissonance discourages students



case involved some bodily action, suggesting that perceptual motor intuitions were 
preferred. And for problems involving the conception of force, students often gave 
evidence for grounding conceptions about moving objects in ideas about actions 
exerted by their own muscles. Evidence provided in Chapters 9, 13, and 18 sup-
ported the interpretation of these as imagistic simulations involving perceptual 
motor schemas.

21.4.2.2 Expert Knowledge

What is perhaps more surprising is that experts thinking about the spring and wheel 
problems appeared to use these same processes. In unfamiliar problems they used 
very concrete, often kinesthetic knowledge as axioms on which their arguments 
were founded. Thus, both experts and naive students were observed to use physical 
intuitions spontaneously in anchoring cases in answering problems when these 
problems were outside the domain of their formal science knowledge. And these 
intuitions were often of a perceptual motor type.

21.4.2.3 Potential Value of Anchoring Intuitions

It is also significant that examples which tap useful anchoring intuitions have been 
found for many topics in our previous instructional research efforts (Clement et al., 
1989; see also Fischbein, 1987 on intuition in mathematics). There are examples 
where 75% or more of the students in physics classes will make a prediction that 
agrees with the scientist’s prediction PRIOR to instruction. These indicate that not all 
preconceptions are misconceptions; students not only have physical intuitions that 
conflict with current theory, but also ones that are in agreement – an important expert/
student similarity. Such anchoring intuitions are a valuable untapped resource for sci-
ence education.

In summary, students are not blank slates. They have relevant prior knowledge in the 
science areas studied here, both in the form of misconceptions that are largely incom-
patible with currently accepted theory, and in the form of anchoring conceptions that 
are largely in agreement. Students and experts were both observed to use physical intui-
tions as important resources in their thinking and these were modeled here as involving 
concrete perceptual motor schemas which generate imagistic simulations.

21.4.3 Use of Analogies by Students

By documenting a large number of spontaneous analogies generated during 
problem solving, Chapter 8 indicated that many engineering students have a natural 
ability to engage spontaneously in analogical reasoning. However, on the negative 
side, it was noted that not all of the analogies were correct from a physicist’s point 
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of view and that only a few students gave evidence of criticizing their own analogies.
In contrast, for the experts studied here, evaluating the validity of analogies 
appeared to play an important role, and they rejected many of the analogies that 
occurred to them as possibly misleading. Thus it is unlikely that students will 
generate completely successful analogies nearly as often as experts.

However, in some cases the student analogies led to significant conceptual 
progress. For example, students were able to access helpful analogies for a relative 
motion problem. And some of the analogous cases were invented creatively 
by students rather than simply accessed as an existing case in memory. As 
described in Chapter 9, S20 was able to overcome a difficult and commonly held 
misconception by using analogies. And in a separate case study, the women quoted 
for the friction example in Figure 18.8 were able to tie together two rather different 
theories via a spontaneous analogy.

Overall, these findings suggests that although most of these students exhibited 
spontaneous analogical reasoning, analogy criticism and evaluation appears to be 
an area where scaffolding and training is needed to complement natural analogical 
reasoning capabilities. With that support, there is reason to believe that students are 
capable of using analogical reasoning productively during learning. This is also 
supported by the finding that children are good analogists and are good at exploit-
ing usable partial analogical relationships, particularly often in naive biology 
(Inagaki and Hatano, 1987). Teaching studies by Johsua and Dupin (1987), Clement 
(1993b), Harrison and Treagust (1996), Mason (1994) and others support the value 
of analogies in science instruction.

21.4.4 Model Construction by Students

Experts were described in this study as engaging in a model construction proc-
ess of generation, criticism and revision, often by starting from a rough analogy 
and refining it. Did students display this pattern? Previous research on such 
questions has generated controversy. D. Kuhn et al. (1988) has argued that non-
scientists do not use deductive reasoning patterns reliably enough to succeed in 
making inferences from scientific experiments. On the other hand, Metz (1998) 
and Brewer and Samarapungavan (1991) have found that even primary school 
students can learn to make such inferences under supportive conditions. But 
little previous work has been done in the area of nonempirical model construc-
tion processes.

Among the 11 students who generated articulated analogies in the study in 
Chapter 8, three generated a series where an analogy was refined or improved. 
This constitutes a process of model evaluation and improvement (where model is 
used in the broad sense) and prefigures the process of criticizing and refining an 
explanatory model in the narrow sense. However, on the negative side, the low 
frequency of spontaneous evaluations cited for students in the previous section 
suggests that few students are likely to generate precise scientific models on their 



own by criticizing and revising an initial analogy or model during problem solv-
ing. In addition, there were few or no examples of very sophisticated strategies 
seen in experts, such as evaluative Gedanken experiments or strategies for modu-
lating divergence.

An exception to this on the positive side is S20’s protocol analyzed in Chapter 9. 
His thinking was remarkably similar to processes of model construction seen in 
expert protocols: he was able to criticize and modify a whole series of analogous 
cases on his way to evaluating a model of the resistance of objects to acceleration 
in outer space. In doing this he was able to overcome a common misconception 
on his own by engaging spontaneously in many of the basic nonformal reasoning 
processes. In addition, one of his analogies appeared to be an effective bridging 
analogy. His solution demonstrates that it is not only experts that can use multiple 
forms of nonformal reasoning in sophisticated cycles. This episode, along with 
the “elastic friction forces” episode of student learning described in Chapter 18, 
also contain substantial evidence that fits the hypothesized expert pattern of seek-
ing to “transfer runnability” from existing intuitions to the problem of construct-
ing a runnable explanatory model. Almost all of the 34 articulated analogies in 
the study of spontaneous analogies in Chapter 8 fit a somewhat parallel pattern, 
in that the student seeks to transfer intuitions from a dynamic situation that is 
familiar to the dynamics of the target problem. And although we did not attempt 
to record hand motions or other imagery indicators in that early study, 53% of the 
analogies involved personal action projections, consistent with a transfer of run-
nability mechanism.

We therefore have a mixed picture in the area of student model construction. 
Most students studied did not exhibit spontaneous model construction cycles. 
However, the context of solving short but unfamiliar physics problems may not 
have been conducive to this. On the other hand, occasionally a student did generate 
a series where an analogy was evaluated and improved, and many did exhibit 
important subprocesses, such as analogy generation and the use of personal action 
projections. Many show aptitude for the process of transferring runnable intuitions 
from a familiar situation to the dynamics of the target problem. Thus, many of the 
students we have studied show a potential for using basic subprocesses of model 
construction described in this book.

The broader literature on student model construction is also mixed. Driver 
(1973) did document model construction cycles in middle school students in a uni-
versity lab school participating in open ended laboratory investigations in mechan-
ics, with very minimal scaffolding by the teacher. Many of these cycles showed 
students generating modifying, and expanding impressive, reasonable theories that 
made sense to them, although they had much more difficulty dealing with miscon-
ceptions and designing experiments to test their theories thoroughly so as to lead to 
well-argued conclusions. Roth and Roychoudhury (1993), White (1993), Metz 
(1998), Hewson and Hennessey (1992), Easley (1990), Johnson and Stewart (1990), 
Linn (1992), and Hammer (1995) have documented very impressive student model 
construction cycles, but they have reported various levels of scaffolding by the 
teacher to support it, so that they lead to target models.
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21.4.5 Summary: Expert–Novice Comparisons

In summary, there are differences between the expert and novice protocols in this 
work, but there are also important similarities, and these are summarized in col-
umns 2 and 3 of Table 21.3. On the negative side, experts and students face similar 
challenges in unfamiliar areas in the form of persistent misconceptions and 
Einstellung effects. On the positive side, expert–novice similarities in the 
four areas of intuitive grounding, imagistic simulation, analogical reasoning, and 
runnable models suggest that there exist promising resources for developing scien-
tific models in students, if only these cognitive resources can be tapped in the right 
way. These findings complement the prior focus in the literature on expert–novice 
differences with a focus here on expert–novice similarities.

Science education researchers are in agreement on the need for active involvement 
in reasoning on the student’s part for lasting learning. This raises the question of 
whether students are capable of such reasoning, which goes beyond rote memoriza-
tion. Older perspectives on science education have asked whether students possess 
the deductive reasoning skills and the mathematical skills to learn science content. 
Teachers and researchers vary in their opinions about what the answer is. However, 
the present framework shifts the emphasis to what I believe is the more central ques-
tion of whether students have the necessary nonformal reasoning and model based 
learning skills to learn science content at the secondary level or higher. I believe the 
answer to the last question is “Yes, with support” and “Rarely, without support.” 
Placed in a problem context without training, most students studied did not spontane-
ously exhibit a coordinated use of many processes together in a sustained cycle of 
theory development, criticism and revision such as that shown in Fig. 21.2. However, 
they did exhibit the use of a significant number of individual subprocesses such as 
analogy generation and simulation using physical intuitions. This suggests that nov-
ices do not reason just like experts, but there are significant overlaps in reasoning 
subprocesses used. This does not mean that all novice processes are strong, or that 
they are executed with the same degree of precision or skill as in experts. But it does 
suggest that, to a surprising degree, the foundations are present for model based learn-
ing, and that with the right context and proper scaffolding and support from an 
instructor, students may be able to participate in model construction and criticism 
processes that are similar in many ways to expert processes. In the next section, I will 
concentrate on ideas for tapping these valuable resources. Such an approach builds 
on the student’s intuitions and natural reasoning processes.

21.5 Implications for Instructional Strategies and Theory

I will break the discussion of instructional implications of these findings down into 
two parts: strategies suggested by Part One of the book, including the chapters on 
teaching, and strategies suggested by more recent work on the role of imagery in 
model construction in Part Two of the book.
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21.5.1  Strategies Suggested by Initial Studies of Analogy 
and Model Construction in Part One of the Book

21.5.1.1 Dissonance

The use of dissonance in conceptual change approaches is widespread but somewhat
controversial. Stavy (1991) argues that dissonance may discourage certain types of 
learners. However, successful uses of dissonance have been described by Zietsman 
and Hewson (1986), Chan et al. (1997), Dreyfus et al. (1990), Jensen and Finley 
(1995), Niedderer (1987), Rea-Ramirez and Nunez-Oviedo (2008b), Tsai and 
Chang (2005), Clement and Steinberg (2002), and others. A simplistic model of the 
role of dissonance in conceptual change is shown in Fig. 21.3a. A discrepant 
event from a demonstration or experiment DE conflicts with the student’s model 
M

1
, leading the student to adopt the target model M

T
. While this model provides a 

reason to reject or revise M
1
, it says nothing about the source of the new model M

T
.

The use of analogies speaks to this gap as follows.

21.5.1.2 Basic Strategy of Learning by Analogy to an Intuition

Content Goals

Anchoring. Figure 2.4 depicted the elements of a “basic” strategy of analogical 
reasoning, derived from expert protocols. Efforts are made to find a case B that can 
be seen as analogous to the target case A. There are then three major requirements 
for comprehending the intended analogy: (1) subjects must understand the anchoring 
case with some degree of conviction; (2) they must confirm the plausibility of the 
analogy relation; and (3) they must apply findings from case B to case A. There is 
a fairly exact match between the basic subprocesses of expert analogical reasoning 
(also shown in Table 2.1) and those used in the instructional anchoring strategy 
described in Chapter 10. In this strategy the first step, generation of the analogous 
case, is often done by the teacher, but also sometimes by the student. Then under-
standing of the behavior of the anchoring case is evaluated, usually through “voting”
in class, and refined if necessary. After this, the question is raised as to whether the 
suggested anchoring case “really works in the same way” as the target case (evalu-
ating the validity of the analogy relation). Finally students practice transferring 
their intuition from the anchor to the target and to other similar examples.

Research needed on anchors. With respect to the first of the three requirements 
listed above, I would emphasize the need to search for anchoring intuitions. There 
has now been a considerable effort in the educational research community to iden-
tify students’ common misconceptions. An effort to search for anchoring intuitions 
would open up a large field of research that would complement the ongoing 
research effort on misconceptions. Potential anchoring examples can be listed by 
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Fig. 21.3 Possible models of conceptual change learning. (a) Simplistic model of the role of 
dissonance in conceptual change; (b) Analogy can play the role of a proto model as one source 
of material to help build a new model; (c) Series of student models produced by GEM cycles
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skilled teachers, but they require empirical confirmation. For example, our team 
confidently predicted that hitting a wall with one’s fist would be an excellent 
anchoring example for the idea that a static object can exert a force. Surprisingly 
however, only 41% of pre-physics students tested agreed that the wall would exert 
a force on one’s hand.This should forewarn lesson designers using analogy from 
basing their work only on an armchair analysis of a topic. Anchors can sometimes 
be suggested by students as well. For example, my own group has utilized the 
anchor generated by S20 (in Chapter 9) of imagining pushing on something very 
large, like a rocket, in space. It was tested in trials and used in the teacher guide by 
Camp et al. (1994).

In areas where students have insufficiently developed anchoring intuitions they 
may need to be developed by real or simulated experiences such as Arons’ (1990) 
activity of having students push large objects (e.g. a block of dry ice) in a low fric-
tion environment, McDermott’s (1984) use of air hoses to accelerate dry ice pucks, 
or diSessa, Horwitz, and White’s use of dynaturtle (White, 1993). I noted expert 
S3’s use of an extension analogy in Chapter 10 as another technique for developing 
a weak anchor.

Analogy evaluation and bridging. The major educational implication of this work 
with regard to analogy evaluation is that much more effort than is usually allocated 
should be focused on helping students to make sense of an analogy. In classrooms this 
requires careful instructional planning that promotes discussion of these qualitative 
issues. In particular there is an excellent match between the expert strategy of evaluating 
an analogy by using intermediate bridging analogies (e.g. Fig. 4.3) and instructional 
uses of bridging to increase the plausibility of an analogy. As exemplified by the 
tutoring studies in Chapter 10, since students often have difficulty in the crucial step 
of seeing the plausibility of an instructional analogy, the use of bridging analogies 
may be very important. In a full classroom this often has the effect of increasing the 
intensity of the discussion and eventually of making the analogy make sense to more 
students. The hypothesized effect of such bridging strategies, as used in the book on 
the table problem for example, is to expand the domain of application of the anchoring 
schema M

1
 – in this instance of something pushing back when it is deformed 

(elasticity). Students use this schema naturally for the hand on the spring case 
(anchor A). When a successful bridging case of, say, the book placed on a bending 
yardstick is introduced, the elasticity schema’s domain of application expands to form 
model M

1
'. Finally the domain expands more in applying the elasticity model M

1
'' to 

the book on a solid table. This conflicts with their previous conception of the table as 
rigid and incapable of generating forces. Starting from the student’s model of easily 
deformable objects like springs, in this case it is the model’s domain of application 
that changes during learning rather than the basic imagery of the model.

It is hypothesized that students are more likely to change an intuitively grounded 
misconception if they work through the reasoning involved in confirming an anal-
ogy to a different grounded intuition that can compete with the misconception. This 
has support from Brown (1992), who compared a group of students who learned 
about Newton’s third law from multiple examples in an inductive strategy to a 
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group who were given a sequence of bridging analogies that was grounded in an 
anchoring intuition, showing significant pre-post gain differences in favor of the 
latter group.

21.5.1.3 2nd Function of Analogy as Proto Model

In response to the questions raised earlier about the instructional strategy in Fig. 21.3a, 
Fig. 21.3b depicts an improved strategy by showing how analogy can play the role of 
a proto model as one source of material to help build a new model. For example, the 
concept of colliding balls (as in billiards) can be incorporated into a particle model of 
gasses as a prototype that will be developed further. Figure 21.3b also contrasts this 
role for analogies with that of a “domain stretcher” described above. There the analo-
gies are cases that are explained by the developing model. In Fig. 21.3b, the analogy 
becomes a subschema that is incorporated into the model itself. It was noted in 
Chapter 10 that this last process conflicts with a widespread view of science learning 
as always seeking higher levels of abstraction. Rather, analogies used as proto-models 
are designed to help enrich the students’ conceptions by adding imagery to the 
models. This enrichment process was shown schematically in Fig. 10.5.

Dissonance. One possible emerging theme from these studies is that dissonance is 
unlikely to work on its own as a strategy but that it can be useful early on in con-
junction with other strategies. Therefore I have retained the use of dissonance 
producing strategies as a suggested part of a theory of conceptual change (shown 
in the last column of Table 21.3). Figure 21.3b shows the integrated use of 
analogy and discrepant situations as combined methods. There the discrepant situ-
ation (a real experiment or a thought experiment) plays a negative role in casting 
doubt on the initial model, while the analogy plays a positive role in providing 
material for the new or revised model. However, a number of questions about 
dissonance remain. Whether there is a way to foster conceptual change with minimal 
cognitive conflict is an empirical question. Vivid discrepant events may produce 
the strongest dissonance (but not always – see Chinn and Brewer (1998)). 
Bridging analogies used in Chapter 10 represent a “softer” approach to dissonance
but can still produce it. The idea that dissonance in small manageable doses may 
be an optimal approach has been discussed by Clement and Rea-Ramirez (1998) 
and Clement and Steinberg (2002).

Success of lessons using these expert learning strategies. Interviews in Chapter 10 
provided evidence for the persistence of students’ preconceptions in some areas of 
science, as does a great deal of literature mentioned there. A major theme of this book 
is that nonformal expert reasoning methods such as analogy may be useful in instruc-
tion for dealing with such preconceptions by producing conceptual change. Evidence 
for change was present in the protocols in Chapter 10 as well as from larger classroom 
studies reported there (Minstrell, 1982; Brown and Clement, 1992; Clement, 1993b). 
The last two studies indicated large significant gain differences over control groups 
on the order of one standard deviation in size. These studies have shown that positive 
widespread effects are possible to attain in real classrooms as measured by multiple 



choice tests. Tutoring interviews such as those in Chapter 10 included explanations 
of each answer in the student’s own words as well as statements about how much 
sense the ideas made; this gave stronger evidence for real understanding. Having 
these two types of findings point in the same direction is very encouraging.

21.5.1.4  General Theoretical Implications of Model 
Construction Cycle Findings

In this section, I will propose that the expert model construction cycle in Fig. 6.8 may 
also be useful as a description of processes which need to take place when students’
learn and apply scientific models. This figure is a simplified version of Fig. 6.9.

As shown in Fig. 6.10, explanatory models are seen here as a separate type of 
knowledge from either empirical laws or formal quantitative principles. Easley 
(1978), Gilbert, et al. (1998), and others have noted the unfortunate tendency of 
educators to associate “real” scientific thinking with only the latter two types of 
knowledge. Unfortunately, physics students for example also tend to assume that 
the priority for learning is on physics formulas. They need to become aware of the 
central role of qualitative models as an underlying foundation.

At the most general level, the present framework suggests that students need to 
learn complex models via an internal construction process, not via a direct trans-
mission process during lecture. I cannot support this assumption fully here, but 
current research in science education is providing an increasing amount of evi-
dence in this direction. As illustrated by the protocols in Chapter 10, the problem 
is that having one’s current model criticized by the teacher does not seem to be 
enough. The complex, tacit, nonobservable, and sometimes counterintuitive 
nature of scientific models means that misconceptions or “bugs” (from the 
expert’s point of view) will be the rule rather than the exception during instruction,
requiring critical feedback and correction processes. If students are to understand 
why an established model has certain advantages over their preconceptions, they 
must be able to take an active role in criticizing their own conceptions and evalu-
ating which make the most sense. In other words a major part of what it means 
to be involved in the process of making sense of the topic is being involved in the 
self-evaluation of their own understandings. This means that the learning of com-
plex, unfamiliar, or counterintuitive models in science requires a kind of learning 
by doing and by construction and criticism rather than by listening alone.

The generation, evaluation, and modification or GEM process in Fig. 6.9, is seen 
as a core idea for the learning of scientific concepts via such an internal construc-
tion process. The term “knowledge construction via active learning” has been 
much used in discussions of education by educators originally inspired by Piaget
and others, using concepts such as knowledge construction, disequilibrium, and 
accommodation. The view developed here offers a explicit description of the 
knowledge construction process as it occurs in science at a higher level than the 
cycles in infants originally described by Piaget. Fig. 21.3c shows the resulting 
series of student models that can be produced by such a GEM cycle. This figure 
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is both an extension of Fig. 21.2b and a greatly simplified version of the expert 
model construction process in Fig. 16.8. Successful examples of such a process 
in instructional settings have been documented by Clement and Rea-Ramirez 
(2008), and Clement and Steinberg (2002). Figure 21.3c shows both “top down” 
sources of material for models from analogies to prior knowledge, and “bottom 
up” sources from real or thought experiments. It indicates a suggested direction 
for expanding and deepening our notion of conceptual change processes in educa-
tion. More details on this synthesis are discussed in Nunez-Oviedo (2008b).

21.5.1.5 Model Evolution Cycles in Instruction

In this section, I discuss a number of factors that are important for fostering such model 
evolution cycles in students, organized according to the three aspects of the GEM cycle.

Model generation. Chapter 10 provided evidence that teacher guided cycles of more 
and more challenging analogies could be effective in tutoring. In normal classrooms, 
balancing individual and social learning is a key factor. The larger classroom lessons 
in studies that were referenced in Chapter 10 use large-group and small-group discus-
sions extensively to promote the joint construction of scientific models. Very valuable 
nonempirical generation, criticism, and modification processes may take place if stu-
dents attempt to give explanations and discuss their strengths and weaknesses in 
large- or small-group discussions (Brown and Clement, 1992; Nunez et al., 2008a,b; 
Khan, 2003; Duschl and Osborne, 2002; Wells et al., 1995; Driver, 1973). This 
simple implication is probably greatly under emphasized in instruction.

Educators differ on the degree of input and support that a teacher should provide 
for an inquiry process like the GEM cycle. In general, those emphasizing process 
goals favor less explicit input and those emphasizing content goals favor more. This 
makes sense. However, even when content goals are foremost, the degree of support 
question is still difficult and important. One approach is to use a process of teacher–
student co-construction where both teacher and students contribute ideas to model 
construction, as in Nunez et al. (2002), Williams and Clement (2007a, b). In this 
approach it is argued that students cannot be expected to invent all standard models 
of complex hidden processes on their own in a reasonable amount of time. The 
teacher may share equally with students the responsibility for generating ideas for 
models in such discussions as a first step in promoting model evolution cycles in 
instruction. When students introduce poorly articulated models, the teacher can 
play a clarifying, summarizing, and focusing role during discussions that is very 
important (Nunez et al., 2008b; van Zee and Minstrell, 1997; Clement, 2008c). 
When students are unable to generate a relevant model, the teacher can introduce 
an analogy based on physical intuitions, as discussed above.

Model evaluation. Demonstrations or laboratories may be arranged with the goal of 
providing empirical dissonance with students’ misconceptions. But a danger here 
is the false expectation that such a strategy on its own will lead automatically to the 
modification of the student’s model in a positive direction. Classroom discussion 



that incorporates students’ interpretations of laboratory results are seen as essential. 
Teachers can also ask students to evaluate models on the basis of whether they 
explain the phenomenon. One way our group has done this is via “Explanation 
Criticism Sheets” which ask small groups to discuss, evaluate, and rank written 
alternative explanations of a phenomenon they have seen in lab (Camp et al., 1994). 
One of the explanations is the physicist’s point of view, but the students do not find 
out which one until after the exercise. This can make model evaluation an active 
process for the student, even in those cases where the model is generated by the 
teacher. The fostering of dialectic discussions requires the careful development of 
a spirit of inquiry in the classroom where students’ ideas are valued. But on the 
other hand, ideas in science cannot be immune to criticism. Minstrell (1982) dis-
cusses strategies for distancing ownership of ideas from individual students to make 
criticism less threatening.

Model modification and evolution. Explicit strategies for fostering modification are 
rare, but I will mention two examples. One is to simply ask students for modifica-
tions but to only consider small criticisms of the model one at a time; this makes it 
simpler for students to generate a “fix,” as suggested in Fig. 16.9. Rea-Ramirez, et al. 
(2004) have used this approach in an experimental middle school biology curricu-
lum. Another is to list several possible modifications, one of which goes in the cor-
rect direction, and use them to foster class discussion.

Evidence from curriculum trials. Steinberg (1992) documented large gains over 
control groups using a curriculum that takes students through a series of model 
revisions in electric circuits, with critical experiments triggering the need for revision
of each intermediate model. Teachers and students using such approaches need to 
become comfortable with the idea of discussing intermediate models that are not 
entirely correct, prior to students developing a more sophisticated model. At an 
even more fine-grained level than intermediate models, Brown and Clement (1992) 
describe large gains over controls for mechanics lessons which teach students a set 
of “intermediate concepts” of inertia such as “keeps going tendency” and “holdback
tendency,” before modifying and combining them into a single expert concept. 
Other studies have shown that model evaluation and modification cycles can be 
used effectively in: biology (Rea-Ramirez and Nunez-Oviedo, 2008a; Johnson and 
Stewart, 1990); chemistry (Khan et al., 2002), heat (Linn, 1992), and mechanics 
(White and Frederiksen, 2000; Clement, 1993b).

Concept diagrams: a representation for instructional planning. Figure 10.6 shows 
a concept diagram from the latter study used in the design of a physics lesson on 
static normal forces in a mechanics curriculum (Camp and Clement, 1994). In the 
past the units of analysis for instructional design have been postulated elements of 
an expert’s knowledge structure (mostly mathematical elements in the case of phys-
ics) and logical relationships between them. The approach suggested here is to 
focus on the student’s available prior knowledge structures and reasoning processes 
such as those shown in Fig. 10.6, namely, key anchoring analogies, bridges, explan-
atory models, and the qualitative observations which support them. This involves 
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the heavy use of concrete examples either in demonstrations, labs, or thought experi-
ments with familiar objects, and avoids the introduction of mathematics and formal 
notation until qualitative conceptual models are in place. Thus concept diagrams 
like Fig. 10.6 are a useful planning tool for outlining the structure of a lesson 
that utilizes nonformal reasoning and learning processes.

21.5.1.6 Section Conclusion

I conclude that there are some promising initial findings suggesting that the reasoning 
processes discussed in Part One of this book, including the use of anchoring analogies 
(Chapter 10), and model construction cycles, can be used very fruitfully in educational 
settings. One indicator of the extent to which these lessons are taking advantage of 
expert–novice similarities in nonformal reasoning and learning is the comparison of 
Fig. 10.6, showing a successful teaching strategy, and Fig. 21.4, showing an expert 
bridging and modeling strategy. The forms are virtually the same, incorporating 
anchoring examples, analogy confirmation via bridging, and construction of an 
imageable, dynamic explanatory model.

21.5.2  Strategies and Implications Suggested by Findings 
on Imagistic Knowledge Representations in Part 
Two of the Book

Figure 20.1 illustrates the present view of the centrality of imagery-based processes in 
scientific thinking. The introduction of the role of imagery and simulation in Part Two 
of the book not only led to the analysis of new reasoning operations but also expanded 
the view of what knowledge is. This has basic implications for instruction but little 
research has been done to date. Therefore in the first part of this section, I speculate on 
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the implications of an imagery-centered view of knowledge for education, while in the 
second part, I discuss implications of imagistic reasoning and learning processes.

21.5.2.1  Runnable Explanatory Models

Given the imagery-centered view of knowledge developed in Part Two of this book, 
instead of aiming only for students to acquire static symbolic structures, the goal of 
instruction becomes the development of dynamically runnable mental models (or 
some mix of the two). This goal specifies not only that students can generate simu-
lations of previously observed phenomena as a kind of “mental movie,” but also that
they can generate simulations of a hidden mechanism operating “underneath” the 
observable phenomenon being studied. The ability to generate a simulation from a 
runnable explanatory model constitutes a deep form of scientific explanation and 
an important content goal. This is when the model becomes a tool for thought. This 
is so different from the view of knowledge as memorized verbal symbols that its 
importance for teaching cannot be overemphasized. It is essentially an elaborated 
descendant of Piaget’s theme of knowledge as action.

Hand motions and other imagery indicators as a means of communication in class-
rooms. One immediate implication of this goal is that it raises the question of whether 
teachers are setting up effective communications channels in the classroom to support 
imagery. It is only recently that imagery indicators have been used in classroom 
research to detect mental simulations (Clement et al., 2005). The spoken language is 
instantly available to all and is used ubiquitously in instruction, whereas visual/depictive 
communication channels are used much less, and in many classrooms very rarely. 
Depictive hand motions, as an indicator of mental simulation processes, may be an 
important and undervalued means of communication that can contribute to both process 
and content goals (Alibali and Nathan, in press; Givry and Roth, 2006) and to the task 
of diagnosing students’ models at the beginning, middle, and end of a unit. Another 
challenge, for teachers who want to stimulate discussions of conceptual issues in their 
classrooms, is that of helping students understand each other, given that their articula-
tion of tentative ideas is sometimes difficult to follow. Drawings are an obvious means 
of visual communication, but they are underutilized in classrooms. And when students 
point to and gesture over a drawing this can be a way of animating it and communicat-
ing that to others at the same time. I believe this is a simple but powerful mode of com-
munication that is undervalued and underfostered. Gestures may help students do more 
explaining and running of their models and comprehending of each other as well as 
allowing us as teachers to comprehend them, contributing to both process and content 
goals. It may be that gesturing and hand motions on the part of teachers and students 
during classroom discussion (over drawings or alone) is a more “direct” and more effec-
tive communication system for reflecting dynamic imagery than is language. For this 
reason I believe gesturing should be encouraged by request, by example, and by verbal 
praise, as a means for making classroom discussions more coherent. Educators may be 
able to generalize this point by examining whether sensitizing teachers to other imagery 
indicators in Table 12.3 would aid in diagnosis and communication.
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A central problem for ongoing assessment that can inform instruction is: “how can 
one tell whether imageable models are being learned?” It can be argued that this 
problem calls for the addition of less conservative imagery indicators to the list in 
Table 12.3 for use in the classroom. For example, given the question, “Which takes 
more force to stop in a 3 s period, a 500 lb boat or a 700 lb car, each of which is going 
5 mph?” a student who says “the car, because we learned that F = ma, and the mass of 
the car is greater” is indicating a kind of formula-centered knowledge, in contrast to a 
student who says “the car, because the car moving toward you on the road has greater 
mass and momentum, and therefore you must push harder in the direction opposing 
the motion than you would if the boat were moving toward you at the end of a dock.” 
The latter is highly suggestive of imagery use because it (1) describes concrete pictures 
or scenes, (2) the scenes are depicted from a particular point of view, and (3) the infer-
ences made fit the form of a spatially embedded reasoning inference. In addition the 
student may (4) draw a picture of the explanation with an arrow diagram. Teachers 
may recognize these indicators as ones they use instinctively to detect student under-
standing at the level of sense making, and from the point of view of cognitive science 
they fit well with an imagery hypothesis. I believe the day may come when some of 
these indicators can be used along with depictive hand motions and personal action 
projection (also present in the above example) to detect imagery in research, but, 
because they are somewhat less directly implicative than those in Table 12.3, as a con-
servative measure none of these indicators were used in the present studies. 
Nevertheless teachers, in order to make on the spot decisions, need to use “every kind 
of antenna they have” to detect imagery-based models and these indicators may help.

The finding that explanatory models are schematic may have important implica-
tions for the design of visual supports in instruction. The distinction between rich 
experiential examples and the much sparser schematic models they help to form is 
important for educators to heed. Although they are extremely important, too often 
the examples are assumed to carry the message, whereas the present view argues 
that helping the student to construct a more general schematic, runnable model is 
central. Using the richest, high resolution computer simulation in the world may not 
on its own lead the student to develop a sparse model that they can run on their own 
mentally without computer support. Thus one’s vision of the goal of instruction 
may cause one to evaluate the proper use of such instructional tools differently. 
Their usefulness as visual supports needs to be balanced to avoid the potential 
problem that they may in some cases become crutches the keep students from 
learning to run their own mental models (Monaghan and Clement, 1999).

21.5.2.2  Why Anchoring in Runnable Schemas is Important: 
It “Strengthens” a Model and Makes It More Competitive 
with Other Preconceptions

Chapter 13 also documented the sense in which a student’s prior knowledge struc-
tures could take the form of dynamically runnable intuitions or schemas. This leads 
to the idea that one may be able to transfer imagery and runnability from an aptly 



chosen analogy to a model under development. In Chapter 18, I discussed a consid-
erable number of possible scientific benefits stemming from anchoring a scientific 
model in one or more runnable intuition schemas. Here, I will argue by analogy that 
many of the same benefits (shown in the right-hand column of Fig. 18.7) can serve 
to make a runnable model more powerful for students as well as experts. As a 
result, there should be a sense in which an anchored model is “stronger” and more 
competitive with persistent preconceptions than one that is not anchored. That is, it 
will be more likely to be activated appropriately, to remain active in interpreting 
and responding to a situation, and to be able to displace a competing preconception 
in the same area. Since competing preconceptions are often based in intuitions, and 
these are self-evaluated and appear self-evident, they can be difficult to overcome. 
Anchoring in other intuitions that are compatible with accepted theory may be one 
of the best ways to make new models competitive with preconceptions, so that they 
attain a strong level of self-evaluated plausibility, and eventually conviction.

Benefits of runnability. Cognitive benefits and desiderata in science in Fig. 18.7 that 
can also be seen as educational benefits are: flexible transfer, plausibility, generality, clar-
ity, explanatory satisfaction and predictive adequacy, and coherence. Further edu-
cational benefits that can be hypothesized to accrue from anchoring a model in a 
runnable intuition are: retention, appropriate application, and “strength” or overall 
plausibility. The latter benefits could be listed in a fifth column to the right in Fig. 18.7, 
as follows. Retention, or likelihood of activation, should be affected positively by 
(have arrows coming to it from the fourth column items of) generality, coherence with 
other ideas and clarity. Appropriate application should be positively influenced by 
clarity. And “strength” of the conceptions (their ability to compete with other conceptions) 
would accrue from explanatory satisfaction, projected plausibility, coherence with 
other models, and spatiotemporal coherence. If this theory has merit, it is clear that 
anchoring a model in runnable intuition schemas should be very beneficial to a student. 
In fact, in this framework runnable explanatory models are a central component of 
conceptual understanding in science. The usefulness to the student is enhanced if the 
models provide a mechanical explanation with a fully imageable and runnable causal 
chain for explaining patterns in the observations, when possible.

Science as extension of intuition. Intuitive grounding appears to be highly val-
ued in science but it is not always fully attained. Quantum mechanics and relativity 
appear to be at least partially incompatible with basic notions of space, time, and 
causality. That is not unreasonable given that they deal with realms that are 
extremely far from our everyday experience. These may be viewed as exceptions 
since in other areas compatibility with intuitions is highly valued. However, Cohen 
(1975) has argued that visual models are still used in these domains, even though 
some of our intuitions must be given up or modified. In domains of science that are 
closer to our experience, visual models, and intuitive grounding are still highly val-
ued because they offer valuable ways of thinking about those domains. This argues 
that they are also important for science education.

Can intuitions be learned or changed or taught? In some circles, use of the term 
“intuition” signifies an unteachable concept. In contrast the concept of intuition as 
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developed in this book is designed to allow for intuitive knowledge structures that 
are changeable, learnable, and to some extent teachable. The key notion for the 
concept of intuition developed here is “self-evaluated plausibility.” This makes it 
possible to talk about changing one’s intuition, for example, when someone over-
comes misconceptions in mechanics and constructs a more complex set of schemas 
to understand force and motion. In that case one must change intuitions by remov-
ing, modifying, or at least reducing the priority of certain intuitive preconceptions. 
And if one develops a “feel for” the Newtonian system – that is, if one can image 
the way force causes objects to accelerate and decelerate, then the newly learned 
conceptions are intuitive because they are plausible under self evaluation, not just 
because the textbook says so. When one evaluates them by running them as simula-
tions to explain test cases, they give a satisfying explanation. In this view concep-
tual understanding depends on developing a runnable set of new schemas that are 
coherent with each other, with observations, and with some, but not all of the older 
schemas. Ideally they should be more coherent and predictive than was the sub-
ject’s original set of preconceptions. Their self-evaluated plausibility then allows us 
to refer to them as having become “intuitive” as well. Thus grounding a model in 
anchoring intuitions may have a considerable educational payoff. This helps 
explain the positive results in learning studies cited in Chapter 10, where there is 
some evidence of learning that changes intuitions, or at least builds up a competing 
and hopefully more valued intuition.

It was also claimed that the transfer of runnability achieved by grounding a new 
model in a runnable prior knowledge schema as a source analogue may foster a type 
of model flexibility that aids the use of the model in new contexts. This has implica-
tions for the choice of source analogue. Brown and Clement (1989) recommended 
that they be selected for transfer of the appropriate kind of runnability to the 
model, not just for high confidence and mapability to the target.

21.5.3  Educational Implications of Imagistic Learning 
Processes in Part Two of the Book

21.5.3.1 Process Skill Benefits of Model Construction

The previous sections on educational benefits have pointed to content objectives, 
such as improved conceptual understanding of specific topics that can be aided by 
newly identified model construction processes. But there can also be benefits for 
process objectives, defined as the development of scientific investigation or thinking 
skills. It can be argued that the experts analyzed in this book have demonstrated 
“adaptive expertise” as opposed to the expertise used to solve routine problems. 
I agree with Hatano and Oura (2003) that: “While basic schools cannot make students
real experts, they can place students on a trajectory toward expertise or prepare 
them for future learning (Bransford and Schwartz, 1999). In this sense, an important
goal of basic schooling is to make each student a “baby adaptive expert” of the 



domain or topic of choice.” Since scientific investigation is a skill of knowing how 
to learn systematically, it can be argued that all students can benefit from it. I will 
discuss this at the level of (1) problem-solving skills and (2) inquiry skills.

Problem solving. Figure 6.8 can also be thought of as a model of the process of con-
structing a representation for an ill-structured problem. (Here, memories of prior 
experiences can play a role in empirical testing if no new empirical information is 
available). For the content goals discussed above, considerable support might be 
given by the teacher in guiding students through such a cycle. But, in order to learn 
problem-solving skills, students eventually need to be able to generate, evaluate, and 
modify problem representations by going through construction cycles without teacher 
support. Despite this difference, Fig. 6.8 provides the basis for seeing some signifi-
cant overlap in the strategies for achieving content and problem solving goals in sci-
ence and mathematics education. Clement and Konold (1989) describe a program 
where pair problem solving was used in conjunction with minimal training in heuris-
tics to encourage model construction and revision cycles in mathematics courses.

Inquiry skills. The most ambitious goal in science education is that of teaching 
scientific investigation or inquiry skills. In fact, classes in which students are asked 
to propose scientific hypotheses for phenomena are not common. It is even more 
unusual for teachers to explicitly recognize criticism and revision processes as 
desirable goals in science classes. I certainly have difficulty recalling ever being 
asked to criticize a model in my own educational experience in science. Here again, 
it seems important not to assume that learning by bottom-up induction from data is 
the dominant inquiry process in the scientific method. The nonempirical model 
generation, criticism and modification processes identified in this book would also 
seem to be important to the design of inquiry activities.

Johnson and Stewart (1990) describe a program in which high school biology 
students learn to run computer simulations of fruit fly experiments in genetics. 
They first teach the students Mendelian genetics and practice simulating classical 
genetics experiments. However, they then provide the students with anomalous 
data, that is, data that does not fit the Mendelian theory, and ask them to invent an 
explanation for the data. The students are being asked to modify or replace the clas-
sical models that they have learned and are thus participating fully in model criti-
cism and revision processes. Stewart and his colleagues have shown that many high 
school students can participate in these processes successfully and in some cases 
they have reproduced discoveries of modern theories of genetics such as multiple 
alleles, sex-linked characteristics, etc. (Hafner and Stewart, 1995). Thus there is 
hope that students can participate fully in model construction cycles in classrooms. 
The studies by Metz (1998), Hewson and Hennessey (1992), and Duckworth et al. 
(1990) document the ability to foster scientific thinking processes at the elementary 
level, as do White and Frederiksen (2000) at the middle school level.

In summary, there have been a few initial indicators of success in designing learning 
experiences where some of the model construction processes described here are 
treated not only as a means toward the end of achieving content goals, but as an end 
in themselves in the classroom. More work in this area is very much needed.
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Imagistic processes that could expand science process goals in the future. The 
original list of process skill goals for science education identified by Padilla (1991) 
was primarily oriented to empirical processes of science. Hammer (1995) later 
added a variety of nonempirical process skills. The expanded additional set of non-
empirical model construction processes documented in this book and Fig. 21.2 may 
provide a description of a number of new categories of nonempirical process 
skills for science education. These can be used to evaluate whether students are 
engaging in processes used in scientific discovery, in classrooms that pursue such 
process goals. My guess is that analogy evaluation strategies, the role of imagistic 
transformations and compound simulations in model design, running an explana-
tory model to evaluate it, engaging in multiple modeling cycles, and spatially align-
ing a model with the target are some of the under-recognized processes that are of 
primary importance in student inquiry that develops scientific explanations.

Section summary. For both content and process goals, instructional strategies that 
tap into plausible reasoning modes observed in experts and students can be 
designed, and some promising initial successes have been cited.

21.5.3.2  Using Imagistic Learning Processes in Pursuit of Content Goals

Fig. 20.1 emphasizes the idea that learning processes take place at several different 
levels, and unpacking the processes for visual model construction in these levels 
opens up exciting challenges for education. Having a conceptual change theory that 
is structured in this way may allow us to organize teaching strategies by levels, 
something that may help make them more understandable and learnable (Clement, 
2008). Processes in the figure include: imagery enhancement, evaluatory Gedanken 
experiments and other tests of model plausibility, imagistic conserving transforma-
tions, and analogies with multiple purposes. Since very few educational studies 
have been conducted as yet in these areas, in this section I will speculate on educa-
tional implications and promising future directions for educational research. I con-
sider these according to the levels in Fig. 20.1, moving from bottom to top.

Imagery enhancement. At the lowest level in Fig. 20.1, the use of imagery enhancement
techniques may be a powerful instructional tool. To give just one example, one 
curriculum we have worked on includes the use of imaginary “saran wrap” boundary 
around a swimmer in a river to imagine how the block of water the swimmer is in is 
moving with the current. This may help with chronically difficult learning problems in 
the area of relative motion in transparent mediums (Camp et al., 1994). Educational 
applications of other specific heuristics using imagery enhancement listed in Tables 
15.7 and 15.8 should also be explored (Stephens and Clement, 2007).

Rationalistic criticism of models in discussion. At level 2 and as illustrated in 
Chapter 10, with proper support, students can run thought experiments to criticize 
models under discussion. A full analysis of the use of imagery during model 
construction by students is beyond the scope of this book and an area in great need 



of further study. Some initial efforts in this area have been made by Schwartz and 
Black (1996a,b), Hegarty, et al. (2003), Zietsman and Clement (1997), Monaghan and 
Clement (1999), Clement and Steinberg (2002), Clement (2003), and Stephens 
and Clement (2006a,b).

Imagery-based analogy. As suggested by Chapter 17, overlay diagrams for analo-
gies, such as the lever drawn on top of the wheel, may help students perform inter-
nal dual simulations of the base and target in order to comprehend and evaluate 
analogies. Imagistic alignment analogies may help in the same way. Given the 
multiple purposes detected for analogy use in Table 19.1, it may very well be that 
different teaching strategies should be designed for each purpose. These are impor-
tant areas for further research.

Subprocesses in model construction. As shown in Figs. 21.2c and 16.1, educators 
need to distinguish between abductive processes aimed at forming explanatory 
models, and processes aimed at forming empirical law hypotheses or formal quan-
titative principles, since the cognitive processes involved may be quite different. 
Nor are students likely to construct qualitative models deductively from the study 
of formal quantitative principles alone. The present view of this process for 
experts was outlined in Fig. 16.8 and its simplified parallel for education in Fig. 
21.3c. The focus on imagery-based model construction adds another layer of depth 
to that figure. Using Fig. 21.3c as a starting point, one can then outline a direction 
in which more sophisticated models of conceptual change in instruction can be 
developed by incorporating more of the features in Figs. 16.8 and 16.4.

Stages in model construction. As suggested in Chapter 14, there may be more stages 
involved in model construction than is commonly recognized. There were five dif-
ferent stages identified in the spring protocol in Chapter 14. Different levels of pre-
cision and to some extent, different processes, are used in each stage. Asking 
whether sufficient attention is given to each stage may be an important guide for 
curriculum developers and teachers. Hestenes (1997) has proposed a theory of 
modeling in physics and suggests using different types of notation systems to rep-
resent models at different levels of precision. The vision of building an explanatory 
model that goes beyond initial analogies, refining and aligning it imagistically, 
building a geometric model on top of that, and finally using this as a foundation for 
a grounded mathematical model contrasts sharply with the vision of simply memo-
rizing facts or formulas to learn science.

In addition, the distinction between three cycles involved in scientific investiga-
tion processes shown in Fig. 16.4 may suggest a set of important instructional proc-
esses for progressing through the stages. These were initial description, explanatory 
model construction, and mathematical model construction. These considerations 
suggest that previous models of instruction containing only a single learning cycle 
may be oversimplified (see related views by Lawson (1988)).

The idea of modulating the divergence or “distance” of analogies according to 
the stage (level of precision) of modeling may have important instructional implica-
tions. It was proposed that distant analogies may be more useful early in the model 
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development process, with close analogies generated by transformations of the tar-
get situation being used at later stages. This may provide a useful heuristic for cur-
riculum developers attempting to generate effective analogies at different stages of 
modeling. More generally, the several different types or purposes of analogies
identified in Chapter 20 may give important clues as to how to use analogies more 
effectively in instruction. Thus Analogy 1 in Fig. 21.3c may be aimed at developing 
a rough model, whereas Analogy 2 may add fine structure to the model. This is a 
higher level of sophistication in teaching, and may require advanced planning by 
curriculum developers, although some teachers may do it intuitively or learn to do 
it. Similarly, designing Gedanken experiments is a sophisticated teaching strategy, 
but these can have an important place as shown in Fig. 21.3c (Reiner, 1998; Reiner 
and Gilbert, 2000; Stephens and Clement, 2006a).

Other application ideas may come from considering the educational implications 
of an overall view of modeling like that in Fig. 16.8. This figure captures the idea 
of GEM cycles with small step sizes, but also shows a potentially large number of 
processes involved in trying to balance the need for divergence and convergence in 
scientific modeling. Attempts by our own group to promote model construction in 
classrooms indicate that if one can get the teacher to hand over some responsibility 
to the students for model generation (usually done in small groups over a desk-
sized whiteboard) that there is no trouble getting them to generate lots of divergent 
ideas for, say, how the digestive or circulatory system works, even at the sixth-
grade level. A harder task is to manage that diversity and to guide model competi-
tion, evaluation, and revision that needs to ensue, but this can also be done (Clement 
and Rea-Ramirez, 2008). Some of the most sophisticated processes in Fig. 16.8 
may often have to be initiated by the teacher, such as (1) generating Gedanken 
experiments and (2) fostering constrained divergence leading to productive modi-
fications. Successfully managing the second process is an interesting way to 
describe what the teacher with content goals in a model-based constructivist class-
room does. Thus managing learning can be a balancing act for expert scientist and 
teacher alike (Price, 2007); and in considering how to adapt Fig. 16.8 (or 21.2) as 
one possible model for constructivist teaching, one might title the figure “A 
Balanced System for Productive Teaching and Learning.”

The task of applying the more advanced concepts in this section to the problems 
of education opens up important territory for future work.

21.5.4 Conclusion– Educational Applications

21.5.4.1 Ubiquitous Nature of the GEM Cycle and Active Learning

We concluded in the first part of this chapter that even though they use different 
subprocesses, the analogy formation and model construction processes use, at the 
topmost level, the same basic cycle of generation, evaluation and modification. 
This GEM cycle, shown in Fig. 6.8, can also be seen in the construction of a repre-
sentation for an ill-structured problem; thus it is very widely used. Because it is also 



fairly simple to describe, it is therefore a high-priority item for dissemination into 
the teaching community. For me it goes a long way in explaining the value of con-
structivist methods of instruction such as small-group projects where students are 
asked to design, assess, and debug a product, solution, or model. I have argued that 
the cycle is quite general and is relevant to three major educational goals: the con-
tent goal of comprehending established scientific models; the process goal of learn-
ing to solve ill-structured problems; and the even more ambitious process goal of 
learning scientific method or scientific inquiry skills. The cycle is relevant even 
down to the level of hands on projects in the primary grades. Decisions concerning 
when such approaches are worth continuing might be informed by using student 
engagement in GEM cycles as an explicit goal and criterion.

The GEM cycle provides some of the ideas that provide a more detailed view of 
the concept of “active learning.” They are student participation in: the abductive 
assembly of an explanatory model from prior knowledge, evaluating the model by 
recognizing consistencies or anomalies, using those to guide modification of the 
model, engaging in repeated passes through this (GEM) cycle, transferring runna-
bility from prior knowledge schemas to the model, and applying the model to 
generate imagistic simulations of new situations.

If knowledge is thought of as static propositions, then the most obvious learning 
models are “learning by memorizing” or “learning by deducing.” But if knowledge 
is thought of as dynamic models capable of generating imagistic simulations that 
require the coordination, modification, and tuning of several dynamic schemas, 
then “learning by doing” emerges as a more appropriate model for learning. Such 
coordinations must be tried, practiced, debugged and refined while doing them.

21.5.4.2  Need for a Newly Expanded Theory of Conceptual 
Change that Goes Beyond Kuhn and Classical Conceptual 
Change Theory

I can now summarize the present view of modifications that are needed to work 
toward an expanded theory of conceptual change for education. The last column 
in Table 21.3 shows how ideas from Kuhn’s theory and the classical theory of 
conceptual change would be retained, modified, or expanded, as follows. The idea 
of global, insurmountable incommensurability has been dropped, but better theory 
is needed on how to help students work through conceptual change with teachers 
in the face of locally incompatible basic concepts, which can present a significant 
barrier to communication. Cognitive resistance to change of an established model 
is retained as a key concept. The common view of anomalies as empirical discrep-
ant events is retained, but augmented by the possibility of nonempirical thought 
experiments or inconsistencies with prior knowledge, as a second major source of 
dissonance for motivating change (which was also recognized by Kuhn, 1977d). 
The role of large structure-replacing events is discounted as the pace of change, 
but the role of thought experiments is retained and extended to include those that 
support as well as disconfirm models. Table 21.3 indicates that Kuhn’s idea of 
theories as coherent systems can be elaborated via the ideas of spatio-temporally 
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connected models and utilized in an image of target theories in a curriculum. 
Learning pathways that take advantage of natural student reasoning processes and 
gradually build such coherent models need to be designed. Thus, in an improved 
conceptual change theory, some of Kuhn’s ideas would be retained in some form 
and others would be modified.

However, there are also large areas of expansion needed as shown in the bot-
tom four rows. Those entries provide only a hint of the complex set of additional 
learning mechanisms that need to be understood in order to inform instruction. 
Among them are evolution cycles that produce a sequence of model modifica-
tions. When the cycle gets “stuck” at difficult change points, it may involve 
unlearning and model element replacement or downgrading, rather than accre-
tion, with resistance to unlearning, so knowledge is not just cumulative. We 
therefore can expect unevenly progressing, sometimes fitful, punctuated evolu-
tion, shown in Fig. 19.2. Multiple roles for analogy and a theory of runnable 
models with grounding in schemas generating imagistic simulations are needed. 
Much attention has shifted in recent years to issues at levels outside of the cogni-
tive level, such as social interactions, to address important areas where concep-
tual change theory was incomplete. The present findings however speak to what 
I believe was a large gap within the cognitive level – the lack of any detail in the 
mechanisms of higher-level learning and the structure of scientific knowledge. 
Work on filling this gap is still proceeding.

Teaching strategy levels. The view of model-based learning developed in this 
book and outlined in Fig. 20.1 is described at several levels: (1) the perceptual 
(and often motor) processing that makes imagistic simulations possible; (2) the 
nonformal reasoning operations that utilize imagistic simulations; and (3) abduc-
tive model evolution (GEM) cycles of model generation, evaluation, and modifi-
cation.  The levels describe processes at shorter and longer timescales, and this 
may be a useful way to think about student learning and teaching processes. As 
we assemble larger numbers of teaching strategies for fostering model construc-
tion we will need a way to organize them. Clement (2008c) proposes placing 
teaching strategies in six levels roughly according to the timescales of the learn-
ing processes being promoted, and three of these strategy levels correspond to the 
three process levels shown in Fig. 20.1. For example these include strategies for 
fostering GEM cycles at level 3, for promoting model evaluation at level 2, and 
for promoting imagistic simulation at level 1. The goal is to help build an improved 
model of conceptual change teaching.

In summary, analyses of expert protocols have led to an expanded model of 
conceptual change processes in science. Students were shown to have natural abili-
ties for many aspects of these processes, and to be able to do others with scaffolding 
from a teacher. Still others have not yet been investigated with students. But the 
results so far can be used to envision a variety of new instructional strategies. 
Promising initial evaluations have been done for several of these strategies, but 
much work remains to be done.



21.6  Are Creative Processes in Experts a Natural Extension 
of Everyday Thinking?

In this section, I will assess the expert–novice similarities and differences found in 
this study, as a contribution to the debate about how ordinary or extraordinary crea-
tive scientific thinking is. Here, I will argue that some expert processes are ordinary, 
and others are not – there are some expert processes that are rarely observed in 
novices – but that the protocols lend support to the idea that much of expert think-
ing can be seen as an extension of (1) “natural knowledge” in the form of intuitions 
and (2) “natural reasoning” in the form of nonformal, simulation-based reasoning 
processes.

21.6.1  Expert–Novice Comparisons for Knowledge Structures: 
Science as an Extension of Intuition?

With regard to the use of knowledge, it is obvious that experts possess consid-
erably more knowledge than students and that it is more highly structured and 
interrelated. On the other hand, the book has provided examples where both 
students and experts grounded their solutions on runnable, self-evaluated intui-
tions rather than on formal or mathematical principles. Experts were portrayed 
as relying more on concrete, imageable source schemas than is commonly rec-
ognized, especially when they were working in what was a “frontier area” for 
them. There is evidence from history of science for this statement as well in the 
cases of Maxwell, Watson, Darwin, and Faraday (Nersessian, 2002; Watson, 
1968; Millman and Smith, 1997; Gooding, 1990; Tweney, 1985). This supports 
the idea of science as an extension of intuition and supports the teacher’s 
impulse to make science knowledge coherent with everyday knowledge wherever 
possible.

The precise extent to which everyday knowledge structures are similar to 
expert structures is still debated, and it varies across subject matter topics 
(diSessa, 1985; Vosniadou, 2002). But both the latter two researchers and others 
agree on the desirability of developmental continuity in the learning pathway 
from naive to expert concepts. I have tried to express this idea here in the notion 
of “intuitive grounding” of models gained by using intuitive source analogues as 
anchors. Historically, these ideas are derivatives of Piaget’s (1955) grand con-
structivist scheme advocating that an important part of our knowledge can unfold 
from a few extremely primitive prior knowledge schemas interacting with the 
world and with each other, beginning in a newborn child. The relationship 
between practical knowledge, implicit knowledge, and developing expertise 
remains an important area for future research (Cianciolo et al., 2006).
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21.6.2 Expert–Novice Differences in Reasoning

Is expert reasoning similar in type to student reasoning? On the one hand, there 
were some sophisticated reasoning processes used by certain experts that illustrated 
a level of thinking hard to imagine in a novice. For example, the use of evaluative 
Gedanken experiments and certain scientific theory evaluation criteria such as sym-
metry may be candidates for processes that are more sophisticated than those of 
most lay problem solvers. And certain forms of modulated divergence, such as 
using transformations that are conserving at the level of precision needed, or choosing
to use near vs. far analogies, may be rare in novices.

Figures 16.4 and 21.2 are attempts to depict adaptive and successful scientists as 
capable of engaging in a very sophisticated balancing act that is highly refined and 
that coordinates multiple strategies. Really creative expert thought, as pictured 
there, involves a complex orchestration of many resources. In addition, Darden 
(1991) has chronicled a large set of sometimes interacting or conflicting criteria by 
which scientists evaluated theories in the history of genetics, and this requires 
advanced judgment in weighting conflicting criteria. I am doubtful that we will find 
many young students who are capable of such orchestration or weighting of criteria 
on their own; this is another issue that could use more research.

21.6.3 Expert–Novice Similarities in Reasoning

Despite the above, when I began my own studies of expert reasoning, I seri-
ously underestimated the extent of the overlap with student reasoning. Students 
can use far more expert-like reasoning processes than one might anticipate, 
including tapping positive physical intuitions, engaging in intelligent discus-
sions of proposed analogies, models, and thought experiments by running 
imagistic simulations within them, and in some cases being flexible and crea-
tive in their activation or construction of analogous cases and models of their 
own. This opens up an array of possibilities for fostering active learning in sci-
ence via these reasoning processes. It also makes it more plausible that many 
expert processes grow out of natural reasoning processes as an extension of 
everyday thinking.

21.6.4  Some Expert Processes are Neither Extraordinary 
Nor Ordinary

Very recently, Weisberg (2006) has provided a useful and interesting collection of 
case studies of creativity from masters in the fields of science, engineering, and art. 
This is especially welcome since it is time consuming and rare for researchers to 



investigate creative processes as opposed to creative characteristics of individuals. 
Weisberg strives to build a case for the view that creative methods are just methods 
of ordinary thinking used in especially opportune circumstances. He argues that 
this is true because both ordinary and creative thinking exhibit a connection to prior 
thinking and use top-down as well as bottom-up processing from environmental 
events: “we have seen much evidence that creative achievement is not based on 
breaking away from the past” (p. 599).

One limitation of the Weisberg study is that none of the expert case studies are 
think-aloud studies, so there is an upper bound on the grain size with which he can 
describe thinking processes. Nevertheless, the first criterion for “normal” thinking, 
some connection to prior thoughts, dovetails with a criterion I used in Chapter 7, to 
claim that S2’s thinking, even in strong “Aha” insights, was not necessarily an epi-
sode of “extra-ordinary” thinking (Clement, 1989b).

However, in countering the “genius” theory of “extraordinary” thought in 
creative thinking, Weisberg runs the risk of going to the opposite extreme in reducing
creative thinking to the ordinary. This leads him to make statements in the conclusion
such as: “there is no compelling reason to introduce anything beyond ordinary 
processes into explanations of creativity” (p. 591).

It is true that all of the thinking processes discussed in the present book were 
interpreted as being connected to a previous process in some way (as opposed 
to being a “bolt from the blue”). This is one reasonable criterion for calling the 
process a rational one that is not “extraordinary.” However, as was emphasized 
in Chapter 7, it is important to distinguish between a break in the train of 
thought, and a break away from the subject’s (or the field’s) currently assumed 
model. S2’s discovery of torsion, which provided the long sought for break 
from the persistent dominance of the bending model of the spring, was one such 
breakthrough. And in Chapter 14 another subject’s sudden rejection of his shear 
model of the spring is another example of a break from previous thinking. And 
thirdly, coming to see the spring as “unbending” rather than bending qualifies 
as a 180° turn. These subjects were unusually successful in breaking away from 
their previous views.

We saw that this was not at all an easy process, but rather could entail a con-
siderable amount of effort, frustration, perseverance, ability to try multiple diver-
gent methods strategically, and motivation. Because this was a rare kind of event 
in the expert protocols, I suspect that such breakthroughs may take special talents 
and/or special coordinations of processes to carry out. The trouble with calling 
them ‘ordinary’ is that that position would imply, wrongly I think, that someone 
who revolutionizes 80% of continent formation theory, for example, has not bro-
ken with the past because of the remaining similarity in 20% of the theory. This 
leaves me wanting to argue that the best creative thinking is both ordinary (in the 
sense of being “not extraordinary”) and not ordinary (in the sense of taking spe-
cial skills). I believe the resolution to this dilemma lies in being more precise 
about what one means by the term “ordinary” (there may be several different 
meanings) and in moving away from a false dichotomy of ordinary vs. extraordi-
nary thinking to a more nuanced spectrum.
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21.6.5  A Spectrum from Ordinary Thinking to Unusually 
Effective Creative Thinking to Extraordinary Thinking

In order to make such differentiations, I propose the spectrum shown in Fig. 21.5. 
The x-axis shows four Domains in a spectrum from ordinary to extraordinary 
thinking instead of a simple dichotomy. Domain 1 is ordinary thinking such as 
lay problem-solving methods and methods of explanation. Domain 2 consists of 
basic model construction processes such as abductive guessing about hidden 
causes, the use of analogy, running a model to generate predictions and examine 
plausibility, and model modification. Both experts and student utilize processes 
in Domains 1 and 2. Domain 3 consists of more unusual and creative processes 
used by the best experts such as pushing to form precise spatiotemporal connec-
tions in a model, generating Gedanken experiments, and modulating divergence 
according to the stage of development of a model. These are advanced innovation 
processes used to make theoretical breakthroughs in real science. Domain 4 
consists of extraordinary processes that go beyond cognitive/motivational expla-
nations in science such as incubation, unconscious influences, or unexplained 
insight processes.

The curve labeled “student processes” indicates frequency of use of a number of 
processes proportional to the area below it in each of the domains. It naturally shows 
the largest area of processes encompassed below it in the ordinary thinking domain. 
However, the present study argues that students also share significant number of proc-
esses in Domain 2 with experts, even though the curve labeled “expert processes” 
shows a larger region of competence in Domain 2 than for students. Spontaneous 
student processing in Domain 3 is rare at best, although Stephens and Clement (2007) 
have documented one or two instances of proposed Gedanken experiments in 
advanced high school physics discussions). The region between the student and 
expert curves in Domain 1 represents less precise or faulty forms of natural reasoning 
used by students, forms that experts avoid in scientific thinking (see D. Kuhn et al., 
1988). Of course, I do not really have data to support an accurate curve for each 
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Fig. 21.5 Possible expert and student profiles on spectrum from ordinary to extraordinary thinking
in science



group, but the curves are not inconsistent with present data and allow one to express 
a theoretical proposal. Whether experts possess skills in Domain 4 is controversial, 
and it may or may not contain documentable processes, but there was no evidence for 
them in the data discussed in this book. The vertical arrows mostly in Domain 2 rep-
resent the expected effects of teacher scaffolding to support and boost the level of 
scientific reasoning that students can use in the classroom. Given that help, students 
may not need advanced innovation processes in Domain 3 to learn science content 
with flexible understanding (although it would still be quite interesting to see if stu-
dents could develop some of those skills). For example, whether some students can 
be taught to generate evaluative Gedanken experiments in Domain 3 is unknown.

In sum, this figure allows me to simultaneously articulate the positions that bold, 
successful innovation in complex scientific thinking via Domain 3 processes is not 
simply ordinary thinking; but to also argue that it is not extraordinary in the sense 
of being incapable of being explained as a rational act. Furthermore, students share 
with experts a significant number of processes as natural reasoning resources. But 
experts have extended their natural reasoning processes in the direction of the 
upward arrows to develop specialized ones. So there are both expert–novice differences
as well as similarities.

21.6.5.1 Beyond the Ordinary I: Flexible Processes in Scientific Modeling

It is important to tease out some different meanings of the term “ordinary.” If “ordinary” 
means “could potentially be explained in cognitive and motivational terms without ref-
erence to the unconscious or to unexplainable processes,” then yes, our experts were 
ordinary. But if “ordinary” means” following traditional, rule-bound methods,” then 
many of the expert processes studied here were not ordinary. The following methods 
were deemed to lie outside the set of traditional, rule-bound methods of knowledge 
generation in science because of their flexibility or divergent nature. Many of these 
methods are in Domain 2 in Fig. 21.5. So I consider the divergent portion of the proc-
esses in Domain 2 to be somewhat unordinary in the sense that they are not following 
rigid procedural methods or traditional techniques of “normal science.”

● Generation of analogous cases via
● Free association
● Associations under constraints
● Playful transformations of the problem

● Generation of extreme cases via
● Extreme transformations

● Generation of new models via abduction – that involves divergent guessing

Figure 21.2 represents the idea that by setting up a “battle” between model generation
and evaluation (often within a single individual), with each side fielding multiple 
sources of ideas, one creates the possibility for creative work through an intense 
dialectic. In this battle, a substantial part of the reasoning used is heuristic in that 
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there is no guarantee that it will work, the abductions are, in part, guesses, and a 
substantial part of the base representation is imagistic, meaning that assimilations 
and applications are a matter of judgment rather than unambiguous decision points. 
This is a very different picture than that of following traditional, rule-bound proce-
dures. In this milder meaning of “beyond the ordinary,” students may also some-
times go beyond the ordinary in their thinking, as we have documented instances of 
the above processes in students in Chapters 8, 9, and 18.

21.6.5.2 Beyond the Ordinary II: Advanced Innovation Processes

Alternatively, if “ordinary” is taken in the broader meaning of “natural reasoning 
processes used by most laymen in everyday thought” then the answer given is yes 
and no: experts do use such lay processes, but some use advanced innovation proc-
esses (Domain 3 in Fig. 21.5) that go beyond these and that are “unordinary” in a 
stronger sense. Particularly skillful creative processes identified were:

● During model generation and revision:

 ●  Abductive conserving transformations of a scientific analogy or explanatory 
model that conserve many constraints

 ●  Ability and judgment to penetrate and focus on only the essential constraints 
so that one can diverge radically around them if necessary

 ●  Modulated divergence of associations, transformations, and analogies– 
varies with model development stage

 ●  Flexible control: orchestrating multiple goals and methods in 3 cycles for 
model construction (as shown in Figs. 16.3 and 16.4)

● During model evaluation:

 ●  Of six subjects who thought about bending, S2 was the only one who noticed 
the discrepancy with uniform distances between coils. This attention to detail 
in criticism is suggestive of a highly developed skill of “problem finding” 
(Getzels and Csikszentmihalyi, 1976).

 ●  Generation of an evaluative Gedanken experiment as a way to evaluate a 
scientific model.

 ●  Ultimately, when two models compete, scientists favor one model by making 
complex judgment calls based on multiple, sometimes conflicting, criteria 
discussed in Chapter 18.

 ●  Ability to maintain and adjust a balance of divergent generation and conver-
gent criticism and evaluation; the complexity of the overall process depicted in 
Fig. 21.2 is high, especially when carried out successfully on a hard problem.

I suspect that the ability to execute the above processes well in a particular area is not 
“ordinary,” even in science; rather it takes an unusual combination of developed skills. 
This view is consistent with the general finding that outstanding expertise takes years of 
concerted effort and training in order to develop specialized skills (Ericsson, 2006).



21.6.5.3 Beyond the Ordinary III: Breaking with the Past

Probably Thomas Kuhn’s most famous contribution was to highlight the depth of the 
cognitive and social obstacles facing scientists trying to break away from ways of think-
ing of the past, and the present study has argued that there can certainly even be signifi-
cant obstacles to breaking away from the cognitive framework one is currently using to 
think about a problem. Long periods where no progress occurs in spite of sensed 
anomalies can occur in protocols and this can be extremely frustrating for the subject. 
Kuhn showed that the obstacles can be even greater in the case of social pressures from 
the traditional past.

Garry Knox Bennett is an artist with works in the Smithsonian who has created 
some very interesting pieces (among others) by sawing chairs along various planes. 
In one piece the chair looks as if it is tucked under a red, semicircular side table 
whose flat side rests against the wall (see Fig. 21.6). But the back of the chair is 
actually underneath and glued to the round side of the table and serves as a third 
leg. And the front half of the chair is missing as if the front of the chair had been 
magically slid halfway through the wall under the table. This piece is interesting in 
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large part because it violates our schema expectations for what a table and chair are. 
The artist has done something really novel because he was able to saw through tra-
ditional categories that we are all used to taking for granted. The transformations 
are radical, not because they are complex or hard to see but because of Einstellung 
effects associated with standard perceptual motor categories that are not easy for 
the innovator to think of breaking.

When a scientist uses a playful transformation to generate a surprising analogous
or contrasting case (e.g. a square spring or helical molecule or torsionless coil), it 
can be unordinary in the same way. Or when a scientist invents an experiment (in 
thought or in the lab) that exposes a problem and threatens a familiar theory, this 
can also be a creative act that challenges the ordinary. The present protocols docu-
mented both kinds of thinking. One’s thinking can fall into very deep grooves that 
are difficult to break out of. In model evaluation processes the most successful 
experts have a striking degree of persistence and willingness to criticize their own 
ideas stringently in the search for consistent and coherent models. These can moti-
vate creative theorizing, but one also needs a playful approach to generating new 
theories, such as using analogies and extreme cases.

These processes resulted in some relatively sudden breakthroughs that I called 
scientific insights in the present study. Here again, instead of a strict dichotomy 
between a complete break with prior ideas vs. continuity with all prior ideas, we 
need to allow for intermediate cases where thinking is still connected in some ways 
to the past, but also makes a particularly difficult break with strong habits of the 
past. There are multiple sides to this story because the emphasis on GEM cycles in 
this book focused on the modification of a previous model, and this is very depend-
ent on prior thinking. However, it was recognized that the method of small changes 
via GEM cycles does not always work; sometimes a radical break is needed. This 
led to an overall picture of punctuated evolution: more or less steady evolution 
much of the time, but broken by an occasional impasse requiring a difficult shift, as 
shown in Fig. 19.2. Thus I consider persevering against strong Einstellung forces 
and eventually breaking with one’s prior views or assumptions to be another kind 
of thinking that is not ordinary. I have been able to argue this position using data 
from problem-solving efforts that were very short compared to those in real science 
innovations; arguments along these lines for real science innovations may be even 
stronger.

21.6.6  Summary: How Creative Expert Reasoning 
is not Ordinary

In summary, being able to say how highly innovative thinking is different from 
everyday thinking is an important challenge. On the one hand, I have argued that 
expert reasoning may grow out of natural reasoning as an extension and that expert 
theories can grow out of intuitive ideas. It would seem unfair to call these trajectories



“extraordinary” in the sense of being outside the realm of rational processes. But 
on the other hand, it seems unfair to call expert innovation methods “ordinary” 
because of their ability to:

● Generate novel transformations and flexible case generations that go beyond 
traditional, rule-bound methods

● Maintain complex, specialized processes for advanced innovation used by some 
experts

● Apply persistent, stringent criticism to one’s own ideas or to traditional ideas in 
the face of persistent Einstellung effects in order to break away from a previous 
model

In this sense it seems preferable to describe creative reasoning in talented experts 
as lying between the ordinary and the extraordinary; in some cases it is sophisti-
cated and remarkable, even though it can be seen as a developed skill that has its 
origins in natural reasoning.

21.6.7  Implications for Instruction: Utilizing Natural Reasoning 
Processes

I have referred to work showing that successful instructional strategies can be 
designed that tap into the plausible reasoning modes observed in both experts and 
students. Unfortunately, many students may not be accustomed to learning in this 
way in school, so they must be acclimated to the approach. However, student tran-
scripts have supported the idea that when students’ reasoning is scaffolded by a 
teacher’s support, students become capable of understanding and playing a signifi-
cant role in more sophisticated reasoning. Given these findings, it is essential that 
we not destroy the student’s natural ability to use imageable mental models, model-
based reasoning, and intuition-based grounding for new meanings in science, which 
is what can happen if students perceive science as an exercise in memorization. If 
we are going to have any chance of producing independent thinkers – and have 
some counter to the mindless conformism that is so easily manipulated and weak-
ens a society – then we need to take seriously the job of encouraging and develop-
ing students’, natural reasoning processes. Such plausible reasoning methods 
appear to be used quite naturally by students in other domains such as the assign-
ment of unobservable, unstated motives to other individuals, or the assignment of 
hidden causes to devices needing repair, and it would be unfortunate if we do not 
take advantage of the power of such reasoning processes in science instruction. If 
this can be done, one can envision courses helping students experience the power 
of scientific reasoning, the feeling of sense-making, and the acquisition of models 
that are flexible and powerful, where learning science is seen as an extension of 
one’s natural impulse to understand and make sense of the world, rather than as an 
isolated academic exercise.
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21.7  Assessing the Potential for a Model of Creative Theory 
Construction in Science

21.7.1 Expertise and Domain Specificity

The findings presented here also have a bearing on the nature of adaptive 
expertise and the question of whether there are general, interdomain processes 
in science. To what extent are the processes identified in this book domain 
specific to mechanics? Or are they general scientific investigation skills? 
Examining the processes summarized by the figures in Table 19.1, they appear 
to be applicable to other domains as well, such as chemistry, geology, and 
 biology. It would seem reasonable that reasoning via analogy, model generation 
and evaluation, and imagistic simulation, should apply to other sciences (and 
aspects of everyday life). Significant connections to the heuristic strategies 
identified in Dunbar’s (1997) analysis of genetics labs, Darden’s (1983) analy-
sis of the history of genetics, and the descriptions of Machamer et al. (2000) of 
the pursuit of qualitative visualizable mechanisms in biochemistry as a central 
goal, suggest that some central high-level nonformal reasoning processes 
described here, such as the use of analogies and extreme cases within model 
construction cycles, are domain general and not specific to physics. And for 
those processes that were found similar to novices’ everyday reasoning, it 
makes sense that they are most likely domain general. On the other hand, the 
aspects in the present study that I consider to be obviously domain specific are 
the particular schemas used, such as schemas for force, deformation, torque, 
etc. and associated references to “physical intuitions” about these derived from 
practical experience with them. Here, the expert will have the advantage of hav-
ing selected and honed more specific intuitions than the novice. Also, it is pos-
sible that the grounding of biology and chemistry concepts directly in confident 
intuitions based on experience may be present but less common or extensive 
than in mechanics. And some biology concepts will essentially be grounded in 
chemistry ideas, and some chemistry concepts in physics. Thus the chain of 
grounding may be longer for some concepts in the latter fields. Markman and 
Gentner (2001) consider analogy to be in an intermediate position – not as 
domain general as deduction, since analogies are sensitive to domain content, 
but more general than specialized knowledge. In summary, more work needs to 
be done, but the initial indication through Darden’s work is that some of the 
major higher-level reasoning and model construction processes discussed herein 
appear to be domain general science investigation processes; however individual 
applications of reasoning via these processes also appear to be grounded in 
the concrete content and meaning of the material they are working with.



21.7.2 Can Creative Behavior be Explained?

Related to the question of whether creative processes in experts are a natural 
extension of everyday reasoning is the question of whether creative behaviors 
are possible to explain or whether some are too difficult to explain. If a signifi-
cant part of expert thinking is extraordinary, then the answer could be no to 
both questions. Here, I list aspects that are still largely unexplained and then 
speculate on the extent to which we may eventually be able to explain creative 
behaviors.

21.7.2.1 Aspects Still Poorly Understood in the Present Model

It must be said that there are many processes that are still poorly understood at 
present. Some of these are:

● Detailed nature of imagery representations and imagistic simulation, as expressed 
in the thought experiment paradox. The unpacking of such processes in Fig. 15.3 
is a beginning, but details are needed on the fundamental question of how a per-
ceptual motor schema produces a simulation for a new case, and how it “stretches” 
to do this for a case outside its normal domain of application.

● Nature of spatial reasoning and image transformations, and how these are con-
nected to the navigation and hand-eye manipulation systems.

● Exactly how the large number of processes described in this book are sequenced 
and coordinated with neither too much nor too little control. Here, more work 
with models such as production systems may be useful.

● How processes identified herein are coordinated with the design and implemen-
tation of real experiments.

● The nature of incubation and other long-term effects on the “network of enter-
prise” in the creative process.

● How these processes can be aided, impeded, or complemented by those from 
social interactions; and by external representations.

● How aesthetics and emotions can aid in or interfere with the creative process.
● How questions are formulated which drive the inquiry process. Initial analyses 

of how dissonance occurs have been discussed, but this may be only one source 
of questions.

● The nature of generative abduction under multiple constraints. This has been described 
as an imagery-based design process central to theory construction, involving combin-
ing schemas to generate compound simulations, but more detail is needed.

● How the subject can exhibit an “Aha” reaction that something important has 
been discovered, even before its implications have been developed and articu-
lated. For example, the Aha episode upon considering the square and polygonal 
coils in line 117 in Chapter 6 is of this form.
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The above phenomena are not well understood, indicating that we have not formu-
lated adequate explanations for many aspects of creative processes. For me, many 
of these processes still inspire awe.

21.7.2.2 Toward a Model of Creative Theory Construction in Science

Even though the above issues have not been resolved, I would argue that enough of 
a beginning has been made on a model of creative theory construction in science to 
make further progress seem possible, and to make it more difficult for someone 
to claim that creative processes are unexplainable in principle. I will first discuss 
reasons to be optimistic about this, then reasons to be pessimistic, and then speculate
on what is possible within probable limits.

Optimistic view. Viewing Fig. 20.1 provides some optimism, from the different levels 
of explanation: elemental simulations and transformations at the bottom supporting 
nonformal reasoning, model construction, and model application processes. In such a 
hierarchy one can begin to see volatility at the bottom level percolating up and providing 
divergence for creative theory generation. And one can see runnability being transferred 
upward in the same way. Each level can be unpacked into more detailed processes. This 
and Figs. 16.4 and 16.8 (as well as other figures in the composite Table 20.1 of figures) 
outline at least partial explanations, given in the text, of analogy, thought experiments, 
transfer of runnability, and a control structure that harnesses these to produce the major 
stages of creative model construction described in Chapter 14.

In particular, a flexible control process was cited in explaining how Einstellung 
effects could lead to a punctuated evolution pattern that included insights. This was 
based on a foundation of ongoing, more gradual, GEM cycles, but with the possibility 
of Einstellung effects leading to the subject being trapped in a “rut” and analogies or 
associations generating sudden insights that allow an escape from the “rut.”

Pessimistic view. On the other hand, there are reasons to be pessimistic. The con-
struction process in Fig. 21.2 utilizes an impressive variety of nonformal reasoning 
processes that have been described. When one thinks of the central GEM cycle as 
the eye of the vortex with its feeder arms in that figure – operating as only one stage 
within Fig. 16.4, followed by further stages at finer levels of detail and depths of 
explanation, it suggests a somewhat daunting multitude of nested and sometime 
competing actions to be sorted out by the analyst.

Previous studies of advanced cognition have tended to focus on “close” infer-
ences that rely heavily on standard or given problem representations. Within these 
representations subjects can make deductions or at least probable inferences in a 
relatively systematic and stepwise manner. Some of the episodes in the present 
study appear to exemplify a more difficult form of cognition where the representa-
tions themselves are being invented rather than simply manipulated. For example, 
when analogies are explored the subject appears to intentionally leave the original 
problem space, not solving the problem on its own terms, but in effect rejecting the 
original problem in favor of finding a “better” one. This strategy must eventually 
come full circle to apply back to the original problem, but nevertheless there is a 



period where one has the sense of the subject “leaving terra firma” and launching 
into a meta-space of problem spaces. It is as if suddenly any schema in prior knowl-
edge is eligible to serve as a basis for reinterpreting the problem states and opera-
tors, and that means the number of possibilities is exceedingly large (a problem that 
has also been described by Anderson [1990], p233).

But the situation is even worse. Subjects did not restrict themselves to familiar 
analogous cases that activated prior knowledge schemas. They also invented new 
cases that were clearly novel and not previously seen. Cases have been described 
where the subject invents a “torsion less spring coil made of elements that can turn 
with perfect ease,” or “bar of rectangular cross section that was constructed by reas-
sembling pieces of a doughnut that was cut into apple rings.” Seeing such flexibility 
leads one to appreciate the highly creative but effortful processes some scientists 
are capable of. The task of analyzing and systematizing the process by which 
subjects do this is daunting because there would seem to be no algorithm for 
inventing such diverse and far fetched creative inventions that form new problem 
representations. Like a sculptor facing the options for molding blocks of clay, the 
number of options is infinite. How can we hope to find any consistent processes 
underlying such diverse and creative behavior?

Invention and our ability to attain a predictive theory. My view is that this can be 
done to some extent. Although we may not be able to predict the exact path that a 
creative thinker will go down next, I still believe that we can uncover patterns at a 
somewhat larger grain size which allow us to explain such thinking more deeply 
than was done in the last century. Each of the processes discussed in this book, 
including the ones shown in Fig. 21.2, is an example of such a pattern. They essen-
tially provide a set of units, images and vocabulary for describing or explaining 
subjects’ reasoning. After more cases are analyzed to refine the theory, one should 
be able to use this vocabulary to make predictions over multiple subjects. A possi-
ble example is: “On average, radical problem transformations should tend to hap-
pen early in the process of model construction (unless a late contradiction arises), 
whereas smaller problem transformations should happen late in the process and in 
the final mathematical stages of development.” Such statements are predictive at a 
certain level of explanation, but allow for individual variation and creativity in the 
details. As in the case of the weather, we may be able to theorize and predict trends 
down to a certain grain size of explanation, but not further.

Another reason that I am pessimistic about deterministic theories is that I have 
given up some of the certainty and stability associated with physical symbol sys-
tems. The units of knowledge (schemas) here have dynamic and flexible properties 
(like motor schemas) of “becoming activated,” “stretching to attend to and assimi-
late an unfamiliar object in the world,” “tracking an image of a moving object over 
time,” “having momentum in the sense of staying active for a while,” “acting over 
time in continuous coordination with another action schema” and “adapting action 
output dynamically to accommodate new constraints.” The very units of knowledge 
are less predictable because they have some flexible dynamic autonomy, in contrast 
to static symbol data structures. This kind of plasticity in knowledge, discernable 
even in infants, is presumably what led Piaget to search for biological metaphors 
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for knowledge and reasoning rather than mechanical ones, and it is another reason 
for being skeptical about the possibility of a fully deterministic theory.

21.8 Conclusion

21.8.1 Creative Thinking

Scientists may have a public face that is quite different, but think-aloud protocols 
allow one access to a hidden world of nonformal reasoning on images of both 
perceptions and actions that contrasts with the view of scientists as abstract thinkers 
who use only formal logic or mathematics. Reflecting on examples of creative con-
structions from the protocols highlights how different the thinking there is from 
more mundane cognitive processes. Thinking of a spring as a sponge or polygon, a 
wheel as a lever, a torus as “apple rings,” and comparing a slingshot to a meteor are 
creative ideas of the first order. So is the invention of specially designed Gedanken 
experiments for the spring like a “torsionless coil” or “vertical band spring.” These 
are cases where the thinker leaves tradition and algorithmic methods behind and 
launches into a riskier creative venture for the sake of model construction. To then 
be able to “run” a model internally in an imagistic simulation even though one has 
never seen such a model is just as remarkable. This gives one the ability to do a very 
rapid evaluation of the initial plausibility of the model. That subjects can use 
imagery enhancement techniques to improve these images and make these internal 
tests “easier to see” is another remarkable tool. The scientists appear to be creative 
inventors of these imageable models rather than simply being logical manipulators 
of linguistic symbols. A major goal of this book was to better understand this 
“hidden world” of expert nonformal reasoning by outlining a theory for each 
process that has initial grounding in evidence from case studies.

21.8.2  The Model Construction Process Portrayed Here 
in Contrast with Oversimplified Models

The image of expertise we are left with is one that is complex and sophisticated and 
yet one that has primitive roots in its dependence on concrete prior knowledge and 
non-formal reasoning. Given its potential for producing too many scattered ideas that 
could swamp the system, the collection of processes in Fig. 21.2 highlights the 
impressive balancing act that a successful creative expert performs. Balancing influ-
ences are needed to avoid the pitfalls described at the bottom of the figure. The need 
for balance is reflected in the present framework taking an intermediate position on a 
number of historical issues. These can be expressed most compactly in pairs of seem-
ing opposites that are nevertheless both used by a scientific modeler, such as divergent 
vs. convergent thinking. Other pairs are: algorithmic control vs. anarchistic flexibility; 



change vs. conservation; and evolution vs. Eureka events (“mini-revolution”). In addi-
tion, a central juxtaposition that is largely outside the scope of this book is: observa-
tion vs. theory. With respect to knowledge structures, other pairs are: old knowledge 
used in new ways; concrete but general; and stable but flexible. Thus Fig. 21.2 is 
intended to portray a delicately balanced system that is negotiating and accommodating 
for different and sometimes competing pressures shown at the bottom of the figure. 
Another way to say this is that the study provides counterexamples to a number of 
overly simplistic views of scientific thinking, as follows:

● Growth in theories only from inductive or deductive truth transmission. Subjects 
were restricted to using nonempirical methods, and their progress in spite of this 
was used to argue against an overly inductivist view of scientific investigation. 
Model construction was seen as an inventive, abductive, hypothesis generation 
and evaluation process vs. one of truth transmission either from statistically 
strong patterns in data in bottom-up fashion or from deduction from axioms in 
top-down fashion. In this process model evaluation can also originate from non-
empirical as well as empirical sources. Although this book must be seen as con-
centrating on providing evidence for the importance of nonempirical processes, 
the intended image of science that results is a balanced one that uses both 
empirical observations and complex plausible reasoning operations.

● Eurekaism. The protocols on the spring problem also argue against either a pure 
gradualist or a pure Eurekaist view of the pace of change in scientific hypothesis 
formation. They revealed a process of punctuated evolution: many small-sized 
changes (evolution), periods of stagnation (Einstellung effects), and a few 
medium-sized and rational, but powerful, insights.

● Divergent thinking. The hallmark of effective creativity in these protocols was 
not simply divergent thinking, but rather the ability to alternate between genera-
tive divergent production and evaluative convergent criticism as part of the 
above cycle, and to use “contained or focused divergence” strategies with 
increased odds for success.

● Algorithmic vs. anarchistic control. Rather than either of these extremes, the 
present view includes a focus on goals and structured cycles of generation and 
evaluation appropriate to different stages in an investigation complemented by a 
loosely ordered collection of heuristics used within those cycles, and the flexi-
bility to switch goals when interrupted by a good idea. This provides an inter-
mediate degree of control.

● Scientific knowledge as abstract. Although some types of scientific knowledge 
are highly abstract, the present findings also emphasize the role of concrete 
experiential knowledge, including perceptual motor schemas and kinesthetic 
intuitions. The role of concretely visualizable (but at the same time schematic 
and general) imagery at an intermediate level of abstraction was highlighted. 
Qualitative models were seen as providing a foundation for quantitative ones, 
with intermediate levels in between.

Thus the present findings suggest that the methods used by scientists are more varied, 
balanced, and complex than the more one-sided views above, and suggest that in 
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addition to induction by enumeration or the hypothetico-deductive method – creative 
abduction, analogy, and rationalistic evaluation methods that use imagistic processes 
can each play important roles at different times in scientific thought.

21.8.3 Questions About Scientific Thinking

The conclusion section of this book began with a hierarchy of questions about 
scientific thinking in Table 19.3. The framework that has been developed allows a 
way of seeing how the questions are interrelated. Starting from the bottom of the 
table and working up, basing the theory on perceptual motor schemas capable of 
generating imagistic simulations paves the way for understanding analogies as a way 
of projecting imagery selectively from one context to another. Compound simulations
offer a way to think about how schemas can be combined during the abduction of 
a new model, as an alternative to induction or deduction. Since model runnability 
is inherited from the runnability and flexibility of its constituent schemas, this ena-
bles some major modes of model evaluation: via running the model on the target 
phenomenon (this first mode seems widely underappreciated) or on Gedanken 
experiment cases. These properties also give the model flexibility to complement 
its stability. Repeated evaluation and modification cycles can produce model 
evolution. When this process reaches an impasse, more divergent processes can be 
used: transforming the model image in a radical way or activating additional sche-
mas that provide a new way of imagining the mechanism. A sequence of stages of 
increasing precision in the imagery and accompanying language can eventually 
enable attaching mathematical schemas to the model.

Individually these processes do not seem powerful, and because they are nonfor-
mal and build on prior knowledge that includes concrete intuitions, they appear to 
be extensions of natural thinking processes to a considerable extent. But harnessed 
together, this coalition of nonformal processes appears to be capable of real scien-
tific creativity in constructing models that are both new and viable. Protocols in the 
present study give evidence that this can include scientific insights, and yet they do 
not contain episodes that are “extraordinary” in the sense that we cannot begin to 
explain them using models of nonformal reasoning processes.

The overall picture is that these scientists appear to start from natural forms of 
knowledge and reasoning, although they also extend them to become very powerful 
tools. Their natural nature means that there is a large potential for engaging students 
in these processes. The examples of instructional applications presented suggest that 
the analysis of nonformal reasoning processes in science can open up many new ideas 
for science instruction, indicating an important area for further work.

We have only begun to develop models of creative scientific behavior and there 
may be limits to how detailed such a theory can be. However, the author is optimis-
tic that by evaluating and modifying these explanations in repeated cycles, we can 
continue to build progressively better models of creative theory formation in sci-
ence that include the roles of imagery, analogy, and mental simulation.
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