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Dedicated

This volume is dedicated to Thomas O. Nelson 
— Friend, Colleague, Mentor, and Scientist.
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Preface

Take a moment to think of activities that involve memory in some way: taking a 
test, driving a car, reading a book, making breakfast, and even developing this list 
of activities. Now, name a daily activity that does not in some way involve memory. 
This list will be much shorter, and most people have difficulties even coming up with 
one activity, except for an occasional “breathing” or “blinking.” It is this ubiqui-
tous nature of memory — the foundation of almost every human behavior — that 
has made it central to scholarly and personal inquiry since antiquity. Now consider 
metamemory, which involves people’s knowledge, monitoring, and control of their 
memories. A quintessential aspect of metamemory is people’s ability to self-reflect on 
their memories, and in contrast to memories that all species rely on, self-reflection 
may be uniquely human. Thus, memory essentially underlies most human behaviors, 
and metamemory essentially defines us as human.

In the present handbook, we examine the interplay between metamemory and 
memory. It is their interplay that increases the flexibility of human memory by releas-
ing us from stimulus control. For each chapter, the authors’ charge was to discuss 
cutting-edge theory and research that would in some manner showcase the symbiotic 
relationship between metamemory and memory, and in our introductory chapter, 
“The Integrated Nature of Metamemory and Memory,” we discuss how individual 
chapters satisfied this charge. Together, these chapters support a central thesis of this 
volume, which is that a complete understanding of either metamemory or memory 
will not be possible without investigating their mutual influence. We were especially 
pleased with how responsive all the contributors of this volume were to their charge, 
and it was gratifying working with all of them on this project. Our sincere hope is that 
these chapters will encourage others to join the growing number of researchers who 
are dedicated to developing a deeper understanding of metamemory and memory.

The inspiration for this volume was the life and research of Thomas O. Nelson, 
who at some time influenced all the contributors of this volume through his research, 
collaboration, mentorship, and friendship. He was a pioneer in the fields of both 
metamemory and memory, and his work consistently highlighted their integrated 
nature. As Harry Bahrick (this volume) reflects on Tom’s contributions to the field, 
“His early work examined relations among traditional methods, but he soon con-
cluded that an individual’s knowledge and control of their own memory functions 
are crucial to understanding memory performance” (p. 1). Tom’s unexpected death 
in 2005 shocked the entire community. To celebrate and honor his memory, many 
of his colleagues and friends met to discuss how Tom had influenced their work and 
their lives, and this symposium provided the foundations for the present handbook. 
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x	 Preface

Open this volume to any chapter — and almost to any page — and the fingerprints 
of his life’s work will be evident. For those of you who were not fortunate enough to 
work with or to even have met him, we are positive this volume will provide a fitting 
introduction to Tom’s research and influence on the field as well as a general intro-
duction into the integrated nature of metamemory and memory.

John Dunlosky
Robert A. Bjork
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Thomas O. Nelson:
His Life and Comments on Implications of His Functional 
View of Metacognitive Memory Monitoring

Harry P. Bahrick

Introduction

This book celebrates the life and the career of Thomas O. Nelson, who died unex-
pectedly following open-heart surgery on January 14, 2005. Tom was born July 30, 
1942, in Newark, New Jersey. He earned his bachelor’s degree at Trenton State College 
(1965); at the University of Illinois, Tom earned his master’s degree in educational 
psychology (1966) and his doctorate (1970) with Charles Osgood as a mentor. Subse-
quently, he completed a postdoctoral fellowship at Stanford University with Gordon 
Bower as his sponsor. Tom accepted a position at the University of Washington in 
1971 and was promoted through the ranks to professor; while at Washington, he 
also held a part-time appointment at the University of California, Irvine. In 1995, he 
moved to the University of Maryland.

At the time of his death, Tom was professor of psychology and head of the Cog-
nitive Area at the University of Maryland. He was also the editor of the Journal of 
Experimental Psychology: Learning, Memory, and Cognition and the principal inves-
tigator of a research grant from the National Institute of Education Sciences. These 
activities illustrate the wide range of Tom’s contributions to psychology as a teacher, 
editor, and research scientist.

Throughout his career, Tom’s research was focused on memory and methodology, 
and he was a pioneer in the field of metacognition. His contribution to metamemory 
was huge. He believed that the scientific study of cognitive processes is limited by 
the available methods, and that methodological innovations are needed to expand 
research to previously unexplored aspects of cognition. His early work examined 
relations among traditional methods, but he soon concluded that an individual’s 
knowledge and control of their own memory functions are crucial to understand-
ing memory performance; accordingly, he devoted his later research to methods of 
investigating metacognition and metamemory.

He will be remembered best for the seminal 1990 publication (Nelson & Narens, 
1990) that provided a conceptual framework to guide subsequent research on 
metacognition. The article outlined the interaction of monitoring and control pro-
cesses during encoding and retrieval of information, and it gave coherence to and 
energized the then-fragmented research on metacognition. In a broader sense, the 
article gave impetus to the evolution of memory research from a focus on subjects 
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who respond mechanically to experimental controls to a focus on individuals who 
consciously and continuously monitor and control their cognitive activities in accord 
with the perceived demands of a situation. The paradigmatic shift to a focus on cogni-
tive processes had been initiated much earlier, but the Nelson and Narens article and 
the ensuing programmatic research in metacognition provided the concepts and tools 
essential for an objective study of how individuals guide their learning and memory 
processes.

Two examples suffice here to illustrate the range and impact of Tom’s research pro-
gram. First, his highly influential research with Dunlosky (e.g., Nelson & Dunlosky, 
1991) showed that individuals make far more accurate predictions of their future recall 
of memory content if their predictions are delayed after the content has been studied 
rather than assessed immediately. This important discovery continues to stimulate 
scholarship aimed at clarifying metacognitive processes. The second example is Tom’s 
articles on measurement (Gonzalez & Nelson, 1996; Nelson, 1984), which demonstrate 
the limitations of available statistics when assessing metacognitive indicants and their 
relations to measures of learning and memory. The articles showed why the Goodman-
Kruskal gamma coefficient should be the measure of choice, and as a consequence, the 
gamma coefficient became a standard measure in research on metacognition.

As a teacher and mentor, Tom attracted outstanding scholars to the field, and he 
was responsible for the postdoctoral training of others. Among these are John Dun-
losky, Ken Malmberg, Colin McLeod, Martin Meeter, Tom Schreiber, and Jim Van 
Overschelde. His students describe him as demanding, exacting, loyal, and support-
ive. Tom’s courses on methodology and on the philosophy of science were famous 
for their excellence and rigor, and his publication on the relation of consciousness 
to metacognition in the American Psychologist (Nelson, 1996) attracted wide inter-
est among psychologists as well as philosophers and served as the inspiration for the 
subsequent content of this chapter.

Tom’s high standards as an editor and his devotion to the field were widely rec-
ognized. Prior to his appointment as editor of the Journal of Experimental Psychol-
ogy: Learning, Memory, and Cognition, he served as associate editor of Memory and 
Cognition. Among the honors and awards Tom received were a National Institutes 
of Mental Health KO5 career development grant (1993) to support his international 
metacognitive research coordinating activities and a coveted Alexander von Hum-
boldt senior science research award in Germany (1994).

Two of Tom’s outstanding personal characteristics were his courage and his dis-
ciplined, tenacious thoroughness. He was an outstanding mountaineer who scaled 
summits all over the world, participating in a Mount Everest expedition during which 
he collected memory data that he later presented in a riveting talk accompanied by a 
dramatic slide show. He was a competitive athlete who remained involved in basket-
ball, skiing, sailing, and biking. Whenever a domain caught his interest, he pursued 
it relentlessly until he became an expert. Examples of this include the psychological 
literature, billiards, and his knowledge of the best restaurants and bars in any city he 
planned to visit.

Tom was a devoted and generous father to his two children and a very talented man 
who will be missed and remembered by his family, friends, students, and colleagues. 
His work will be known and respected by many future generations of psychologists. 
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His former wife, Liz Witter, and his children, Jake and Ashley Nelson of Potomac, 
Maryland, survive him.

Introspection	in	the	History	of	Psychology	and	
in	Current	Metacogniti�e	Research

This discussion focuses on a historical aspect of metacognitive research that was 
a foundation of Tom Nelson’s functional view of metacognitive monitoring. It is 
important to examine what we do in the light of our history to avoid repeating past 
mistakes. Tom Nelson was keenly aware of the need to do so, and he addressed this 
topic in his previously mentioned paper on consciousness and metacognition (Nel-
son, 1996).

Introspective analysis of conscious content was the primary task of psychology in 
the beginning of our science. We abandoned this approach during the behaviorist 
era, only to reclaim consciousness as a legitimate area of study under the cognitive 
paradigm. I believe that both paradigmatic changes occurred for solid reasons, and 
my basic theme is that it is important to keep these reasons in mind when we conduct 
research in metacognition.

We abandoned the analysis of consciousness into elements because the introspec-
tive methods used by structuralists often failed to yield verifiable results. Trained 
introspectionists in various laboratories reported conflicting findings, and their 
research yielded irresolvable stalemates, such as the controversy over imageless 
thought (Boring, 1950, p. 403; Heidbreder, 1933, p. 145). What survives from the 
early, introspective approach to psychology are primarily the methods and find-
ings of psychophysics that focused not on introspective reports of sensory inten-
sity or quality per se, but on the relations of these reports to specified stimulus 
characteristics.

The methodological shift to behaviorism was designed to escape the impasse 
attributed to introspective methods by changing the subject matter of psychology 
from conscious content to publicly observed behavior. Behaviorism yielded a pleth-
ora of valuable findings, but the exclusion of introspective reports made it impossible 
to investigate cognitive processes involved in memory, perception, thought, decision 
making, problem solving, and other domains.

The shift to the cognitive paradigm was motivated by the desire to regain access 
to these critically important phenomena. This was accomplished by inferring cog-
nitive processes from their behavioral consequences or by metacognitive research 
that focused on the relations between conscious judgments and objective indicants 
reflecting the predictive validity of these judgments. Sperling’s (1960) research illus-
trates this inferential procedure. He inferred the existence of an iconic memory from 
the superior recall of a tachistoscopically presented matrix of letters when subjects 
were instructed to recall any specific portion of the matrix versus the entire content 
of the matrix. Hart’s (1965) study illustrates the metacognitive approach. He asked 
subjects to report their feeling of knowing (FOK) for memory targets they could not 
recall, and he subsequently tested how well the introspective reports of these feelings 
predicted whether they would recognize such targets on a forced-choice recognition 
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test. His data showed that subjects’ predictions of their recognition performance were 
more accurate than chance but far from perfect.

Nelson’s (1996) article contrasts the current metacognitive approach with the ear-
lier use of introspective reports. He pointed out that the goal of the earlier approach 
was to analyze participants’ conscious content on the basis of their introspective 
reports, and that these reports were viewed as valid and reliable conduits to the mind. 
In contrast, the goal of metacognitive research is to examine introspective reports as 
a source of data that can be related to behavioral observations and thereby yield infer-
ences about the nature of cognitive processes. I believe that this approach follows in 
the tradition of psychophysics in that reports of conscious phenomena are related to 
objective data, and the observed relations yield inferences about the reliability and 
predictive validity of the reported conscious judgments. In psychophysics, introspec-
tive reports of changes of intensity or quality of sensory experience are related to 
observed characteristics of stimuli, and the results yield conclusions about the sensi-
tivity of sensory experiences.

Nelson emphasized that the metacognitive approach makes no assumptions about 
the reliability or predictive validity of introspections. As in psychophysics, the valid-
ity of metacognitive judgments is inferred from their relations to objective data. Thus, 
introspective reports or judgments are viewed as imperfect indicants of cognitive 
phenomena. Metacognitive investigations are open to the possibility that introspec-
tive reports may reflect illusions or intuitions that lack a consistent relationship to 
objective data. For example, Maki (1998) and others have shown that most metacog-
nitive judgments of text comprehension share only a small amount of variance with 
objective indicants of comprehension. Some introspective reports, on the other hand, 
may be relatively valid predictors of subsequent behavioral data, as illustrated in the 
investigations of Nelson and Dunlosky (1991). These investigators found that delayed 
judgments of learning predicted future recall with high accuracy. Identifying and dif-
ferentiating conditions that affect the validity of metacognitive judgments has yielded 
important inferences and contributed to the development of cognitive theory.

The	Need	to	Link	Metacogniti�e	Reports	to	Distincti�e	Beha�ioral	Anchors

My thesis here is that the success of metacognitive research in generating inferences 
about the nature of cognitions depends crucially on the availability of specific behavioral 
indicants that differentiate and validate various types of metacognitive reports. Thus, 
introspective reports of the feeling of knowing are validated by exploring their relations 
to performance on subsequent recognition tests, and ease of learning judgments can be 
validated and understood by relating them to subsequent acquisition data.

Absent such differential validation, metacognitive reports have no distinctive 
objective meaning, and if it turns out that two or more types of metacognitive reports 
relate similarly to objective indicants of performance, then we cannot infer from the 
data that the reports represent functionally different cognitions. We must keep in 
mind that the words we use to label or categorize metacognitive reports are imperfect 
indicants of the underlying cognitive experiences, and that the distinctive names we 
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give to various metacognitive judgments may reflect in part the demand characteris-
tics of the experiment.

Not withstanding this caveat, investigators have neglected to observe systemati-
cally this critical requirement for validating metacognitive inferences. Nelson (1996) 
cited Wilson (1994), who concluded, “It is striking how many studies that use verbal 
protocols make this error by failing to include an independent means of assessing the 
validity of the reports” (p. 250).

A domain of metacognitive research that seems to me to illustrate this problem 
involves the tip-of-the-tongue (TOT) phenomenon. I believe that the TOT literature 
fails to establish unambiguous, objective criteria that distinguish TOTs from confi-
dent judgments of the FOK. We therefore do not know to what extent reports of TOTs 
and FOKs reflect distinct cognitive phenomena.

The TOT phenomenon has spawned substantial research literature, but a parsi-
monious interpretation of that literature requires research designed to clarify the 
degree of overlap of the behavioral anchors of TOT reports and of confident reports 
of FOK.

Bennett Schwartz (2002, p. 14) pointed out that the literature for TOTs evolved 
largely independent of and in a different context from the work on FOKs, and he sug-
gested this historical explanation for the dearth of investigations designed to achieve 
conceptual parsimony in that domain. However, the independent historical develop-
ment of concepts does not justify maintaining their independence and should not deter 
the pursuit of establishing parsimonious categories of metacognitive monitoring.

To be sure, investigators of TOTs have identified objective criteria (e.g., the partial 
recall of a target name or the ability to recall certain target characteristics), and par-
ticipants are usually instructed to report a TOT state only if they experience a feeling 
of imminent recall. In his excellent book on TOT states, Bennett Schwartz (2002, 
p. 5) noted that operational definitions of TOTs have varied considerably, and his 
preferred definition is “a strong feeling of knowing that a target word currently unre-
callable, is known, and will be recalled.” Further, reports of TOT states are usually 
validated by the probability of subsequent target recall, while confident judgments of 
FOK are validated by subsequent recognition of unrecalled targets. However, TOT 
states are also likely to yield the recognition of unrecalled targets, and confident 
judgments of FOK may involve feelings of imminent recall, may involve partial recall 
of a target name, and may lead to subsequent recall. My point is that we need to 
determine the degree of overlap and the degree of independence of reports of TOTs 
and confident FOKs on various behavioral criteria and, depending on results, decide 
whether reports of TOTs can be maintained as functionally distinct from reports of 
confident FOKs.

Investigators have reported that FOKs and TOTs involve differential degrees of 
involvement of the prefrontal cortex (Widner, Smith, & Graziano, 1996). However, 
the critical data for validating independent metamemory judgment categories are 
the functional relations of these categories to memory performance, not data regard-
ing differential engagement of cortical structures or differential frequency of such 
reports as a function of experimenter instructions. The wording of instructions may 
affect differential cortical involvement as well as the decision of subjects to report 
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TOTs versus confident FOKs without affecting the crucial relation of these metacog-
nitive judgments to memory performance.

The degree of functional overlap between the memorial consequences of TOTs and 
confident FOKs is best determined by comparing subsequent recovery of temporarily 
inaccessible targets designated as TOTs to recovery of the same types of targets des-
ignated as confident FOKs. If it turns out that recovery probabilities at various reten-
tion intervals and for various types of targets are comparable, and if this remains 
true when additional criteria for TOTs, such as partial recall or a feeling of imminent 
recall, are imposed, then the TOT phenomenon should be redefined as a confident 
FOK. Redefining TOTs as confident FOKs on the basis of such data would not only 
serve parsimony but also would substitute a scalable dimension of metacognitive 
expectation for what is usually reported as an arbitrary dichotomy. Individuals may 
differ in the degree of perceived imminence of recall they require to report a TOT 
state, and such differences diminish the overall relation of metacognitive judgments 
to objective data.

Metacognitive research has been remarkably successful in allowing scholars to 
recover the scientific study of cognitive processes that play a key role in monitoring 
and guiding learning, memory, and decision making. We succeeded where earlier 
psychologists failed by focusing not on the conscious phenomena per se but on the 
linkages between reports of these phenomena and their behavioral consequences. 
To avoid repeating past mistakes, we must therefore continue to focus on these rela-
tionships and take care that the language we use to label and classify metacognitive 
reports remains unambiguously linked to behavioral data.
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The Integrated Nature of 
Metamemory and Memory

John Dunlosky and Robert A. Bjork

Introduction

Memory has been of interest to scholars and laypeople alike for over 2,000 years. In 
a rather gruesome example from antiquity, Cicero tells the story of Simonides (557–
468 BC), who discovered the method of loci, which is a powerful mental mnemonic 
for enhancing one’s memory. Simonides was at a banquet of a nobleman, Scopas. To 
honor him, Simonides sang a poem, but to Scopas’s chagrin, the poem also honored 
two young men, Castor and Pollux. Being upset, Scopas told Simonides that he was 
to receive only half his wage. Simonides was later called from the banquet, and legend 
has it that the banquet room collapsed, and all those inside were crushed. To help 
bereaved families identify the victims, Simonides reportedly was able to name every-
one according to the place where they sat at the table, which gave him the idea that 
order brings strength to our memories and that to employ this ability people “should 
choose localities, then form mental images of things they wanted to store in their 
memory, and place these in the localities” (Cicero, 2001).

This example highlights an early discovery that has had important applied impli-
cations for improving the functioning of memory (see, e.g., Yates, 1997). Memory 
theory was soon to follow. Aristotle (385–322 BC) claimed that memory arises from 
three processes: Events are associated (1) through their relative similarity or (2) rela-
tive dissimilarity and (3) when they co-occur together in space and time. Although 
Aristotle did not have sophisticated methodologies to develop or test his theory, these 
processes are strikingly reminiscent of modern theories of memory based on distinc-
tiveness (e.g., Hunt & Worthen, 2006).

Metamemory	�ersus	Memory

Metamemory refers to people’s knowledge of, monitoring of, and control of their own 
learning and memory processes. In the present chapter, we use the term metamemory or 
metamemorial processes to refer to any of these components of metamemory. The history 
of metamemory as a topic of experimental inquiry is very brief, relative to the history of 
memory research and theorizing. The first empirical work traces to Joseph Hart’s research 
on feeling-of-knowing (FOK) judgments, reported in 1965, and the term metamemory 
was not even coined until 1970, when John Flavell introduced it.
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The short experimental history of metamemory research notwithstanding, 
metamemory per se was evident as early as Simonides’ tale and Aristotle’s theory 
of memory. Using a mnemonic like the method of loci itself is a metacognitive act 
because individuals are using the mnemonic to control — and in this case, to improve 
— their memories, and Aristotle’s distinction between having passive memories for a 
past event, versus attempting to recollect the past, has metacognitive implications as 
well. As Robinson (1989) explained in his treatise on Aristotle’s Psychology:

With recollection … the process is initiated by the actor and entails a knowing, striving, 
conscious [italics original] being. It is the active nature of this search that distinguishes recol-
lection from memory, and it is for this reason that Aristotle considers recollection to involve 
an inferential process. (pp. 71, 73)

For Aristotle, recollection involved an investigation of the mind — or self-obser-
vation and reflection — that relied on inferential processes, and although many 
animals evidently have memories, according to Aristotle, “None, we venture to say, 
except man, shares in the faculty of recollection” (Robinson, 1989, p. 71). Whether 
nonhuman animals have metamemories is perhaps one of the most debated topics in 
the field today and is relevant to the evolution of metamemory (Terrace & Metcalfe, 
2005). As argued by Metcalfe (this volume), current evidence suggests that Aristotle 
was largely correct, although some nonhuman primates and other animals may pos-
sess preliminary forms of memory monitoring.

Metamemory	and	the	Cogniti�e	Renaissance

Even before metamemory was considered a subfield of cognition, early and ground-
breaking work in cognitive psychology during the cognitive renaissance of the late 
1950s and early 1960s included processes that are quintessentially metamemorial. 
Miller, Galanter, and Pribram (1960), for example, in their classic book, Plans and 
the Structure of Behavior, postulated a test-operate-test-exit (TOTE) unit, which was 
to supplant behaviorists’ stimulus–response reflex arc as the fundamental unit of 
analysis of controlled behavior (see Figure 1). In brief, while controlling behavior, 
individuals presumably develop plans to achieve a certain goal and then test their 
current progress against that goal. If this test reveals a discrepancy between the cur-
rent state and goal, the individual continues to operate (or work toward) achieving 
the sought-after goal. If no discrepancy remains, then the individual would terminate 
that particular goal-oriented behavior. This TOTE mechanism has been foundational 
to many theories and frameworks of metamemory, which assume that monitoring 
(analogous to “the tests” in TOTE) is used to control (analogous to “operate”) mem-
ory in service of a learning goal (for a review, see Son & Kornell, this volume).

As a second example, consider Atkinson and Shiffrin’s (1968) landmark article on 
memory. They proposed that external stimuli, if attended to, are transferred from 
a sensory store to a short-term memory. At that point, an individual could rely on 
a number of control processes to maintain the information in the short-term store 
or to transform the information. If one were trying to associate two words in a pair 
(e.g., dog–spoon), for example, one could elect to repeat the words over and over to 
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oneself (a form of maintenance rehearsal) or one could develop an image of a dog 
swimming in a large spoon (a form of elaborative rehearsal). In either case, one is 
taking an active part in learning by manipulating the contents of one’s short-term 
store. Thus, metamemory processes take center stage even in one of the first modern 
— and computational — theories of memory. It is important to emphasize, however, 
that although metamemory processes were implicated in these and other early theo-
ries of memory and cognition, most research on memory in the late 1960s and 1970s 
focused almost exclusively on memory qua memory, such as exploring the structure 
of the short-term store or the longevity of long-term memories.

The histories of thought and research on both memory and metamemory are 
quite extensive and go well beyond the scope of this introductory chapter (for further 
details on these histories, see Bower, 2000; Dunlosky & Metcalfe, in press). In the 
remainder of this chapter, we first discuss the rise of metamemory research and then 
argue that in many (if not all) situations, memory and metamemory are inextrica-
bly linked, to the point that understanding one may be a necessary, if not sufficient, 
condition for understanding the other. Our goal is to demonstrate and highlight how 
current research integrates memory and metamemory theories and phenomena.

Metamemory:	Finding	Its	Identity

Consider the following classic quotation from Tulving and Madigan (1970):

Why not start looking for ways of experimentally studying and incorporating into theo-
ries and models of memory one of the truly unique characteristics of human memory: its 
knowledge of its own knowledge. … We cannot help but feel that if there is ever going to be a 
genuine breakthrough in the psychological study of memory … it will, among other things, 
relate the knowledge stored in the individual’s memory to his knowledge of that knowledge. 
(p. 477)

Why would Tulving and Madigan (1970) have to make this call for metamemory 
research, especially given the presence of metacognitive processes in early theories 
of memory? One answer to this question was provided by Nelson and Narens (1994) 

Test

Operate

(Discrepancy)

(No discrepancy)

Figure 1  The test-operate-test-exit mechanism. (Adapted from G. A. Miller, E. Galanter, & 
K. H. Pribram, Plans and the Structure of Behavior, Holt, New York, 1960.)
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in their chapter, “Why Investigate Metacognition?” They argued that much of the 
early research on memory (1) overemphasized the human organism as nonreflective 
and, accordingly, (2) used methods to describe human memory that would short-cir-
cuit reflective control of learning and memory. Nelson and Narens (1994) discussed 
numerous examples to support these claims, one of which —having to do with Craik 
and Lockhart’s (1972) levels-of-processing framework — seems particularly relevant 
and instructive. In Craik and Lockhart’s framework, stored memory representa-
tions are essentially by-products of perception and comprehension. After watching 
the movie, The Maltese Falcon, for example, you may remember much of the plot 
but little of what the actors were wearing because you specifically attended to and 
comprehended the former and did not even perceive the latter. Note that the intent 
to remember in this account did not play a causal role in memory. That is, you would 
later remember the plot not because you had intended to do so but because you per-
ceived and comprehended it.

For the levels-of-processing framework, it is quite evident that reflection about 
memory is not directly relevant to learning per se. Of course, intent to remember may 
indirectly influence memory because intent may increase the likelihood that we per-
ceive and comprehend an event, yet intent itself is not proximally causal. In fact, to 
evaluate predictions from this framework (which claims that deeper, or more seman-
tically oriented, levels of processing yield longer-lasting memories), researchers often 
employ incidental learning procedures to short-circuit any control processes that 
individuals might naturally use when attempting to learn new information. That is, 
experimental subjects were often not even informed that they would later be given 
a test of their memory and instead were given instructions to orient themselves to a 
particular level of processing.

In the history and development of memory theory, there is no doubt that the lev-
els-of-processing framework has had a profound and important influence (see, e.g., 
Roediger & Gallo, 2001), and we would never argue that research within this and 
other traditions like it should not continue. Instead, we use the levels-of-process-
ing example to illustrate that early memory research often deliberately downplayed 
metamemorial processes. The potential importance of self-reflection and control in 
learning was ignored; in fact, there was often an effort to minimize, via experimental 
controls and constraints, people’s ability to rely on metamemorial processes. As noted 
by Nelson and Narens (1994), attempts to short-circuit people’s control of learning is 
quite ironic given that doing so implicitly acknowledges that they will attempt to self-
direct their learning to achieve task goals. That is, if people were not self-reflective 
and self-directed as they studied for an upcoming test, then why attempt to under-
mine such self-regulation?

The Influence of John Flavell

During the 1970s, other scientists, such as Ann Brown, Joseph Hart, Ellen Markman, 
and Henry Wellman, joined Tulving and Madigan in recognizing the importance of 
understanding the nature and influence of self-reflective processes — and people’s 
knowledge about their memory and cognitive processes. Perhaps most influential 
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among such early advocates was John Flavell. In his classic book, The Developmental 
Psychology of Jean Piaget, Flavell (1963) noted that Piaget and his colleagues argued 
that children’s capability of having thoughts about thoughts were perhaps the crown-
ing achievement of cognitive development (for further discussion, see Hacker, 1998). 
Flavell (1979) also, in a highly provocative American Psychologist article, “Metacogni-
tion and Cognitive Monitoring: A New Area of Cognitive-Developmental Inquiry,” 
argued persuasively for the importance of understanding the role of metacognition 
in development, and he defined basic concepts and posed questions that ultimately 
helped define and promote the field. As but one example, Flavell (1979) asked, “How 
much good does cognitive monitoring actually do us in various type of cognitive 
enterprises?” (p. 910). Son and Kornell’s review (this volume) of the field on study 
time allocation illustrates that definitive answers to this question have been elusive, 
although it appears that, at least under some conditions, memory monitoring can 
enhance the effectiveness of learning.

The Influence of Nelson and Narens’s (1990) Unifying Framework

Certainly, by the late 1980s and early 1990s, metamemory research — and, more 
broadly, metacognitive research — had obtained an identity in the field. Even so, 
research on metamemory was often conducted in isolation, not only from research 
on memory, but also from other research on metamemory. There were pockets of 
interesting work, with some researchers, for example, focusing on how people judged 
their learning during study and other researchers focusing on how people judged 
their retrieval. Thus, metamemory was developing as a discipline in its own right, but 
metamemory research was itself fragmented.

In 1990, Nelson and Narens offered a framework for metamemory research that 
unified the field by illustrating how various metamemory judgments and control 
processes were interrelated. Their framework, which highlighted the temporal order 
during learning and retrieval of various judgments and control processes, is shown 
in Figure 2, and definitions of each of these metamemorial components are provided 
in Table 1. The framework allowed researchers to place their particular programs 
of research on a given judgment or control process within a larger perspective, and 
equally important, it stimulated questions — such as “Are specific judgments (e.g., 
judgment of learning, JOL) used in the control of learning?” and “Are the bases of 
the various metamemory judgments essentially the same?” — that led to additional 
research in the field. Basically, Nelson and Narens’s framework unified the field by 
illustrating how research in one area of metamemory may be related to research in 
other areas.

Nelson and Narens (1990) also offered a straightforward model of metamem-
ory, which itself implied that metamemory and memory were by their very nature 
integrated. This model contains a metalevel representation and an object-level rep-
resentation (Figure 3), which loosely corresponds to metamemory and memory, 
respectively. This model is discussed extensively by Van Overschelde (this volume), 
who notes that “in this model, information flows hierarchically, with the metalevel 
acquiring information from (i.e., monitoring) the object level, and the metalevel 
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sending information to, and thereby changing (i.e., controlling), the object level” (p. 
47). Van Overschelde also discusses a component of their model that had largely been 
neglected in research on metamemory. In particular, he expands on the idea that the 
metalevel itself contains a dynamic model of the underlying object level — which he 
calls the meta-model — that may play an essential role in people’s decisions about 
how to control their learning and retrieval.

ACQUISITION

In Advance
of Learning

On-going
Learning

Maintenance
of Knowledge

Self-
directed
Search

Output of
Response

Termination
of Search

Selection
of Search
Strategy

Item
Selection

Selection
of Kind of
Procesing

Termination
of Study

RETENTION RETRIEVAL

Judgments
of Learning

Ease-of-learning
Judgments

Feeling-of-knowing
Judgments

Source-monitoring
Judgments

Confidence
in Retrieved

Answers

MONITORING

CONTROL

Figure 2  The Nelson and Narens (1990) framework. (Adapted by J. Dunlosky, M. Serra, 
and J. M. C. Baker, in F. Durso, R. S. Nickerson, S. T. Dumais, S. Lewandowsky, & T. J. 
Perfect,  Handbook of Applied Cognition, 2nd ed., Wiley, New York, 2007.)

Control Monitoring 

Meta-Level 

Flow of 
Information 

Object-Level

Model 

Figure 3  A framework relating metacognition (meta-level) and cognition (object-level) 
that gives rise to monitoring and control processes. (Adapted from Nelson and Narens, in 
G. H. Bower, The Psychology of Learning and Motivation, vol. 26 (pp. 125–173), Academic 
Press, New York, 1990.)
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With respect to our main theme, Nelson and Narens’s (1990) model in Figure 3 
is notable in highlighting the symbiotic nature of metamemorial and memory pro-
cesses: Metamemory itself involves monitoring an underlying memory system, but 
then metamemory processes in turn can act on the memory system. Put differently 
(and in rather general terms), memory influences metamemory, and metamemory 
influences memory (cf. Koriat, Ma’ayan, & Nussinson, 2006). Accordingly, they act 
together to decide the fate of learning, retrieval, and long-term retention.

The	Integrated	Nature	of	Metamemory	and	Memory

Given that self-reflective processes were often neglected in early research on memory, 
it may not be too surprising why Tulving and Madigan (1970) called for investigation 
of people’s knowledge about their knowledge, or even why Nelson and Narens (1994) 
felt it necessary to ask (and then answer) the question, Why investigate metacognition? 
Such calls for research on metacognition are no longer necessary given that interest in 
metamemory — and more generally, in metacognition — has been growing steadily 
over the past several decades. Publications abound; specialized edited volumes have 
been appearing (e.g., Hacker, Dunlosky, & Graesser, 1998; Perfect & Schwartz, 2002; 

Table 1  Definitions of Metamemory Judgments and Control Processes
Term Definition

Metamemory Judgments

Ease-of-learning (EOL) judgments Judgments of how easy to-be-studied items will be to learn
Judgments of learning (JOL) Judgments of the likelihood of remembering recently 

studied items on an upcoming test
Feeling-of-knowing (FOK) judgments Judgments of the likelihood of recognizing currently 

unrecallable answers on an upcoming test
Source-monitoring judgments Judgments made during a criterion test pertaining to the 

source of a particular memory
Confidence in retrieved answers Judgments of the likelihood that a response on a test is 

correct; often referred to as retrospective confidence (RC) 
judgments

Control Processes

Selection of kind of processing Selection of strategies to employ when attempting to 
commit an item to memory

Item selection Decision about whether to study an item on an upcoming 
trial

Termination of study Decision to stop studying an item currently being studied
Selection of search strategy Selecting a particular strategy to produce a correct response 

during a test
Termination of search Decisions to terminate searching for a response

Source: Adapted from J. Dunlosky, M. Serra, and J. M. C. Baker, in F. Durso, R. S. Nickerson, S. T. 
Dumais, S. Lewandowsky, & T. J. Perfect, Handbook of Applied Cognition, 2nd ed., Wiley, New York, 
2007.
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Terrace & Metcalfe, 2005), and associations, such as the International Associa-
tion for Metacognition (dept.kent.edu/psychology/iam.org) and the special interest 
group on Metacognition for the European Association for Research on Learning and 
Instruction, have been formed to support communication and collaboration among 
researchers. With such a focus on metamemory and metacognition, our aim here 
is partly to make sure the pendulum does not swing too far in the other direction, 
so that future researchers of metamemory will not need to raise the question, Why 
investigate memory in understanding metamemory?

In this Handbook of Metamemory and Memory, the charge to the contributors 
was to provide an overview of their particular area of research and to discuss recent 
evidence relevant to current directions for the field. The handbook chapters are biased 
somewhat toward emphasizing metamemory processes, in part because other excel-
lent and comprehensive volumes have recently been dedicated to learning and mem-
ory (e.g., Naveh-Benjamin, Moscovitch, & Roediger, 2001; Tulving & Craik, 2000). 
In many instances, however, a by-product of this emphasis on cutting-edge research 
on metamemory has been a demonstration of the many ways that memory processes 
rely on, and are integrated with, metamemorial processes.

Is Metamemory a Necessary Component of All Memory?

Our basic argument is that attempting to study one construct (metamemory or 
memory) in isolation will likely fall short of completely understanding either because 
metamemory and memory are inextricably linked. This particular claim, however, is 
admittedly too strong because the mutual reliance between the constructs is likely 
asymmetrical. More specifically, understanding some forms of memory may not 
require a concurrent understanding of metamemory, whereas most metamemory 
research will likely benefit from knowledge about memory theory and phenomena. 
In the following sections, we briefly illustrate these ideas.

Even Aristotle realized that memory itself is present in nonhuman animals that do 
not have recollective — that is, reflective — capabilities. And although some recent 
research suggests, at least to some researchers, that even rats have the ability to moni-
tor memory, Metcalfe (this volume) argues that the methods used in this research fall 
short of providing a convincing demonstration of rats’ monitoring abilities. Thus, at 
least in some nonhuman species, metamemory is evidently not a necessary support 
for memory.

The first empirical research on human memory, published in 1885 by Hermann 
Ebbinghaus, relied on a method to investigate memory that allegedly sidestepped 
conscious awareness and perhaps the recruitment of metamemorial processes. In 
particular, Ebbinghaus developed nonsense syllables, consonant-vowel-consonant 
trigrams that do not form a word (e.g., VAL or DAX). He studied a given list of syl-
lables during initial trials, and then, sometime later, he restudied that list. Among 
Ebbinghaus’s multiple contributions to research on human memory was the develop-
ment of a very sensitive empirical measure of retention, a savings score, defined as the 
percentage of the trials that were required to learn a given list to criteria that were 
saved on relearning. Thus, if relearning required the same number of trials as did 
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original learning, there were no savings and, hence, complete forgetting of the list. 
As noted by MacLeod (this volume), Ebbinghaus’s method “did not rely on conscious 
recollection at all: Savings can and does occur even when the subject has no recol-
lection of the targeted item from the originally learned material” (p. 245). Thus, the 
savings score represents memory qua memory — no metamemory added.

In the decades following Ebbinghaus’s pioneering research, the focus of research 
tended to be on explicit-memory tasks, that is, on tasks in which research participants 
were explicitly instructed to remember the past. In the 1980s, however, researchers 
turned their attention to implicit-memory tasks (e.g., Lewandowsky, Dunn, & Kirsner, 
1989; Richardson-Klavehn & Bjork, 1988). As in Ebbinghaus realizing savings on 
relearning a list, even when he was unaware that the list was one he had learned 
earlier, implicit tests of memory do not require that people are aware that they are 
remembering a past event or being influenced by a past event. By definition, then, 
implicit memory is, at least in some cases, memory without metamemory.

Our conclusion may seem trivial to aficionados of memory because the answer to 
our question, Is metamemory a necessary component of all memory? most certainly 
is, No. The three related points we discuss next are much less trivial, and each echoes 
the subtle influences of metamemory on memory.

The first point is that even tests of implicit memory are often contaminated by 
people’s explicit attempts to control their learning or explicitly recollect the past. 
Consider, for example, the nonsense syllables Ebbinghaus invented in an effort to 
study memory uncontaminated by earlier learning. Ebbinghaus (1885/1964) gener-
ated roughly 2,300 different, supposedly meaningless, syllables (e.g., VAL, MEV), 
but as Hothersall (1995) explained, Ebbinghaus was fluent in German, English, and 
French, making it virtually certain that many of his nonsense syllables were mean-
ingful to him semantically. For VAL, for example, one can imagine him interpreting 
this alleged nonsense syllable as valise, the French word for “a small suitcase.” In fact, 
researchers have subsequently generated meaningfulness norms for allegedly non-
meaningful nonsense syllables (e.g., Taylor, 1970). These observations suggest that 
even Ebbinghaus’s savings score may have been tainted by strategic behavior.

The second point returns to more contemporary tests of implicit memory. MacLeod 
(this volume) explains that almost all tests of implicit memory are susceptible to 
intrusions of conscious memory. Thus, if we want to use implicit memory tasks to 
understand memory that is stripped of metamemory, we will need to devise tech-
niques to minimize reflective processes while people perform them (for nine tech-
niques to do so, see MacLeod, this volume). An intriguing observation is that adults 
usually attempt to be strategic — that is, choose to engage in various metamemo-
rial processes — even during tasks that have been designed to isolate memory from 
metamemory. Thus, metamemorial processes may not be entirely ubiquitous in the 
use of our memories, but memory and metamemory processes are closely aligned, 
and people almost automatically turn to self-reflection, monitoring, and explicit con-
trol to achieve memory goals.

The third point is that, implicit memory aside, it is apparent that many forms of 
learning and retrieval do explicitly elicit metamemorial processes. Thus, even though 
metamemory may not be a necessary component of all memory, metamemorial pro-
cesses arguably cannot be overlooked in any comprehensive theory of memory or in 
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most specialized theories that focus on particular memory phenomena. As we dis-
cuss next, the chapters is this volume serve to emphasize that conclusion.

Contributions	of	a	Metamemory	Perspecti�e	to	the	
Understanding	of	Memory	Phenomena

Multiple chapters in the current volume showcase this potential contribution of 
metamemory for understanding phenomena that can be identified, mistakenly, as 
entirely “memory” phenomena. The following are examples:

Batchelder and Batchelder (this volume) explore source monitoring, which involves 
remembering the source of a particular memory. One may recall that someone said 
that “you probably shouldn’t eat grapefruit while taking your cholesterol medica-
tion,” but remembering who gave you this tidbit of information (your doctor, perhaps, 
or maybe your mother) is a different type of memory — namely, source memory. 
Importantly, optimizing source memory can enhance the quality of decision mak-
ing. If, for example, you incorrectly remember your mother, rather than your doctor, 
warning you against eating your beloved grapefruit, then you may unwisely decide to 
have some for breakfast.

People, of course, often have faulty source memories. When they do, according 
to Batchelder and Batchelder (this volume), “They utilize metacognitive inferences 
derived from monitoring their own experimentally induced memory processes cou-
pled with extra experimental experiences and beliefs” (p. 211). Their chapter provides 
an extensive exploration of these metacognitive inferences in source memory and 
how they can be actualized within multinomial models.

In a similar vein, Malmberg (this volume) demonstrates how metacognitive moni-
toring influences retrieval processes, which in turn affects performance on an asso-
ciative memory task (cf. Reder & Schunn, 1996). Imagine studying a paired associate, 
such as turtle–board, and later being cued with “turtle” and asked to recall the cor-
rect response (in this case, “board”). This cued-recall task involves both retrieval 
processes and a global-matching process. The latter process serves to compute a 
familiarity response to the probe word (turtle); individuals presumably monitor this 
familiarity, which then drives the retrieval process itself. According to Malmberg 
(this volume), memory researchers have given relatively little attention to these famil-
iarity processes in cued-recall tasks, partly because “familiarity alone is insufficient 
for successfully performing a recall task” (p. 266). He also provides new evidence 
that people’s monitoring of cue familiarity influences the duration of search dur-
ing retrieval. Perhaps more intriguing, although such familiarity is used to control 
retrieval, it appears to be abandoned as a guide when familiarity itself is not attrib-
uted to memory strength.

Other examples of how metamemory informs theories of memory are provided by 
Perfect and Stark (this volume) and Mazzoni (this volume), who explore forms of false 
memory. Perfect and Stark, in “Tales from the Crypt … omnesia,” provides an impres-
sive review of the extant literature on cryptomnesia, which refers to unconscious pla-
giarism — that is, inadvertently stating an idea is one’s own idea when in fact it is not. 
One issue Perfect and Stark raises is whether cryptomnesia that is produced in the 
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laboratory is actually an error in output monitoring. If so, lab-based cryptomnesia 
may be more indicative of a monitoring deficit than a true underlying memory defi-
ciency, and Perfect and Stark review evidence relevant to this intriguing possibility.

Mazzoni (this volume) explores how people come to believe that an entire event 
occurred to them when in fact it did not. She describes how people can be made 
to believe that a seemingly implausible event — for example, witnessing a demonic 
possession — actually occurred earlier in their lives. A variety of metamemorial pro-
cesses may be involved in the development of such false memories, such as evalua-
tions of event plausibility and whether memories are available that are believed to be 
related to that event. Thus, people may come to believe that they had even witnessed 
demonic possession given that it seems plausible to them and they believe that their 
childhood memories are relevant to such an unlikely event.

In summary, by considering the possible metamemorial processes that could con-
tribute to memory errors and performance, the chapters by Batchelder and Batchelder, 
Malmberg, Perfect and Stark, and Mazzoni highlight the contribution of metamem-
ory theory to advances in understanding memory.

Is Memory a Necessary Component of All Metamemory?

As we elaborate later in this chapter, the answer to this question is decidedly No, yet 
given the nature of metamemory, research in memory has also led to new insights 
into metamemory. In this section, we describe how both memory theories and mem-
ory phenomena have provided foundations for advances in metamemory research.

Joseph Hart’s (1965) groundbreaking research on FOK judgments provides an 
instructive illustration. Hart asked this question: When people say they know an 
answer that they cannot recall, do they really know the answer? Put differently, do 
these feelings of knowing have any accuracy? Before Hart, William James eloquently 
described these tip-of-the tongue experiences in a manner that made them seem real 
and valid, but Hart asked, are they real — that is, do they really reflect the nature of 
one’s underlying memory system? To reveal whether people’s FOK judgments were 
accurate, Hart capitalized on the established memory phenomenon that people can 
often recognize sought-after targets that they cannot recall:

To answer the question about the accuracy of FOK experiences it is necessary to find a research 
paradigm within which the experiences can be produced and their accuracy evaluated. Use 
was made of one of the best-established facts of verbal learning — recognition exceeds recall. 
People can almost always recognize more answers than they can produce. (pp. 208–209)

This simple memory phenomenon — that memories can be recognized even when 
they were not recalled — inspired Hart to develop the now-famous recall-judge-
recognize (RJR) method, which is the genesis of many of the methods used today 
to explore the accuracy of metamemory judgments. In general, the RJR method 
involves asking people to recall the answer to questions, such as, “Who sang the hit 
song, ‘Back on the Chain Gang?’” For questions they cannot answer, they then make 
an FOK judgment by predicting the likelihood that they will recognize the correct 
answer. Given that some unrecalled answers would be recognized while others would 
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not, Hart reasoned that participants should be able, if FOK judgments reflect genuine 
memories, to predict which answers they would and would not be able to correctly 
recognize on a later test. Using this method, Hart (1965) demonstrated that people’s 
FOK judgments were accurate, which was quite surprising because, How can we 
know that a memory exists when we don’t have access to it? In the present volume, 
Leonesio offers one answer to this question. To do so, he relies on the distinction, in 
current memory theorizing, between familiarity with an event and recollection of 
an event (e.g., Yonelinas, 2002). Based on the accuracy for FOK judgments for dream 
memories, Leonesio concludes that having recollection for some details of an event 
is critical to achieving above-chance FOK accuracy. In this case, memory theory and 
phenomena led to insight into the accuracy of metamemory judgments.

More generally, virtually all theories about the accuracy of metamemory judgments 
are at least partly inspired by memory theory or phenomena. Notable examples in the 
field include Reder’s use of the source of activation confusion (SAC) model of declara-
tive memory to explore FOK decisions (e.g., Reder & Schunn, 1996); Metcalfe’s (1993) 
use of the composite holographic associative model of memory to understand Kor-
sakoff patients’ deficits in FOK accuracy; Dougherty’s (2001) use of a multiple-trace 
memory model to account for the accuracy of retrospective confidence judgments; 
and Sikström and Jönsson’s (2005) application of a stochastic drift model of memory 
strength to explain the delayed JOL effect.

Memory Versus Metamemory: The Delayed Judgment-of-Learning Controversy

In the present volume, several other chapters also focus on the delayed JOL effect, 
which sparked controversy about the contribution of memory versus metamemory 
to the accuracy of JOLs. To comprehend the nature of the controversy, it is necessary 
to understand how the accuracy of JOLs (which are predictions of the likelihood of 
correctly remembering a recently studied item on an upcoming test) is estimated. 
Typically, experimental subjects study paired associates (e.g., turtle–board) and pre-
dict the likelihood of correctly recalling the target when later shown the cue (i.e., 
turtle– ?). The relative accuracy of JOLs is often computed by correlating each indi-
vidual’s JOLs to his or her own later recall performance, with higher correlations 
indicating better relative accuracy. The most commonly used correlation to estimate 
judgment accuracy has been the gamma coefficient, mainly because Nelson (1984) 
argued persuasively that this particular coefficient is the best available. Benjamin and 
Diaz (this volume) closely scrutinize gamma and other measures of relative accuracy. 
They provide a detailed argument and supporting analyses that a measure based on 
the application of signal-detection theory (da) can provide superior estimates of rela-
tive accuracy. In particular, they conclude that using da (or a transform of gamma) 
may be especially important when one desires to evaluate the differential effective-
ness of a manipulation on relative accuracy.

Returning to the delayed JOL effect itself, the timing of the JOLs in relation to ini-
tial study matters: When JOLs are prompted by the stimulus of a pair (e.g., turtle– ?) 
and are made immediately after studying items, relative accuracy is quite poor, in 
the range of +.30. By contrast, when JOLs are delayed until after all items have been 
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studied (e.g., a delay of a minute or more), relative accuracy is close to perfect (Nelson 
& Dunlosky, 1991). The first theories for the delayed JOL effect, which are considered 
in detail by Narens, Nelson, and Scheck (this volume) and by Spellman, Blumen-
thal, and Bjork (this volume), provide prime examples of how memory theory and 
phenomena are foundational to understanding metamemory. The monitoring-dual-
memories (MDM) hypothesis was inspired by Atkinson and Shiffrin’s (1968) model 
of memory. According to MDM, delayed JOL accuracy is excellent because memory 
monitoring is based on retrieval of information about a to-be-judged response from 
long-term memory (which would be predictive of eventual test performance), whereas 
immediate JOL accuracy suffers because noise about the to-be-judged item from 
short-term memory disrupts monitoring information stored in long-term memory. 
By contrast, the self-fulfilling prophecy (SFP) hypothesis was inspired by the memory 
phenomenon that success on a delayed retrieval test influences subsequent test per-
formance. According to this hypothesis, delayed JOLs are accurate because people 
attempt to retrieve the correct answer when making the judgment at a delay, and it is 
this retrieval attempt that ensures high levels of accuracy (Spellman & Bjork, 1992).

Narens et al. (this volume) and Spellman et al. (this volume) offer new tools to eval-
uate these hypotheses. Narens et al. decompose the relative accuracy of JOLs into sub-
components that reflect the contribution of (1) monitoring processes relevant to the 
MDM hypothesis and (2) memory processes relevant to the SFP hypothesis. Based on 
this decomposition, the data modeled in their article were better explained by the SFP 
than the MDM hypothesis — the latter of which appeared to contribute minimally 
to relative accuracy under the conditions investigated. Even so, Narens et al. explain 
that experimental circumstances that yield the delayed JOL effect can be devised that 
could be explained best by the MDM hypothesis (as in Weaver, Terrell, Krug, & Kele-
men, this volume) and others that could be explained best by the SFP hypothesis 
(as in their data set). Importantly, their analysis also demonstrates that changes in 
standard measures of relative accuracy (whether it be gamma or da) cannot be used 
to evaluate theories of the delayed JOL effect without further decomposition.

Spellman et al. (this volume) also consider the delayed JOL effect, and like Narens 
et al. (this volume), they use a new technique to explore the contribution of memory 
to the effect. In particular, Monte Carlo simulations were used to provide estimates 
of whether, and how much, changes in memory (due to making delayed JOLs) boost 
the relative accuracy of those JOLs. They discuss the underlying assumptions of the 
simulations and describe how the simulation can be used to explore the delayed JOL 
effect in particular and relative judgment accuracy in general. Their simulation, which 
supports the SFP hypothesis, is available on the Web and is user friendly. Thus, both 
Narens et al. and Spellman et al. offer new tools for the field that researchers can readily 
use to answer questions about the potential influence of memory on metamemory.

In a creative application of a memory phenomenon to explore metamemory, 
Weaver et al. (this volume) used flashbulb memories to explore explanations for the 
delayed JOL effect. Not only are they the first to demonstrate the delayed JOL effect 
involving “flashbulb memories,” but their data also cannot readily be explained by 
the SFP hypothesis. Another intriguing issue raised in this chapter, and also pursued 
by Maki (this volume), is the degree to which a person has privileged access to his 
or her own memories. Put differently, when you predict your own performance on 
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a memory task, do you really access your own personal memory, or is your predic-
tion instead based on other factors (e.g., normative item difficulty) that anyone could 
potentially access? As concluded by Maki, “People do seem to have privileged access 
after they have answered a question … [People] showed less evidence for privileged 
access when they made predictions about future performance over text. Rather than 
accessing information about their own learning from text, participants may have used 
common intrinsic factors related to the difficulty of the texts” (p. 188). Thus, in both 
chapters, the evidence suggests that people do demonstrate at least some privileged 
access when they are evaluating the quality of their memories, but it is equally clear 
that privileged access is limited.

The Cues That Support Metamemorial Judgments

Such limited privileged access can be readily accommodated by the metamemory 
framework from Koriat, Nussinson, Bless, and Shaked (this volume), who propose 
that people’s metamemorial judgments are based on two classes of cues: informa-
tion-based cues or experienced-based cues. Information-based cues, such as the time 
spent studying or normative test difficulty, can influence a person’s judgments of 
memory. Given that other people also have access to these information-based cues, 
they may be responsible for the fact that one person can accurately judge another 
person’s learning. By contrast, experienced-based cues “involve a two-stage process 
(Koriat, 2000), first a process that gives rise to a sheer subjective feeling and second 
a process that uses that feeling as a basis for memory predictions” (Koriat et al., this 
volume, p. 118). These experience-based cues apparently reflect privileged access. 
The take-home message is that metamemory is often closely tied to an individual’s 
memory, so the two are closely linked, but metamemory judgments can also rely on 
information-based cues that do not recruit memories about the to-be-judged items. 
Thus, although memory is a necessary component of some forms of metamemory, 
certain metamemory judgments are not based on memory per se.

Contemporary	Issues

A variety of contemporary issues covered in this volume also illustrate the inte-
grated nature of memory and metamemory. Research on neuroscience explores the 
neurological substrates of both constructs and how one may function in the ser-
vice of the other. For instance, Schwartz and Bacon (this volume) discuss pharma-
cological approaches for exploring the relations between metamemory and memory. 
Their review highlights how various drugs, such as benzodiazepines, can dissociate 
metamemory from memory. Their review of neuroimaging, neuropsychology, and 
pharmacological literatures converges on what has become the received view: Meta-
cognitive monitoring relies on the prefrontal cortex (PFC) (see also Pannu & Kasz-
niak, 2005).

Shimamura (this volume) explores further the relations among the PFC, metamem-
ory, and memory. According to Shimamura, a major role of metamemorial processes 
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is to control information processing by suppressing, or inhibiting, unwanted infor-
mation, which in turn improves the efficiency and success of information processing. 
More specifically, according to his dynamic filtering theory, the “PFC, with its exten-
sive projections to and from many cortical regions, regulates posterior cortical cir-
cuits by way of a filtering or gating mechanism. By this view, object-level processors 
are distributed in posterior cortical regions and are controlled by metalevel proces-
sors in PFC regions. The PFC implements metacognitive control by dynamic filter-
ing, that is, by the selection of appropriate signals and suppression of inappropriate 
signals” (pp. 374–375). Shimamura argues further that the PFC is segregated, and 
hence it should not be viewed as the central executive but more like a board of execu-
tives that act to control memory and cognition. Most relevant to our thesis here, both 
Shimamura (this volume) and Schwartz and Bacon (this volume) conjecture that, 
although the neural substrates underlying metamemory and memory are distinct, it 
is the coordinated interaction between these neural substrates that leads to efficient 
information processing.

The final set of chapters explores the developmental trajectory of metamemory 
in childhood as well as the relevance of metamemory to learning and student schol-
arship. These chapters herald the integrated nature of metamemory and memory 
because they focus directly on questions such as, When do children demonstrate the 
metamemorial ability to accurately evaluate their memories, and how can students 
use metamemorial processes to improve their learning of classroom materials? Con-
cerning the first question, Schneider and Lockl (this volume) begin by describing the 
history of research on metacognition, focusing especially on issues relevant to child 
development. Their analysis of this history is impressive in that they lucidly illustrate 
the relationship between a metamemorial approach and a theory-of-mind approach 
to investigating memory development. After a thorough review of the literature on 
metamemory and child development, Schneider and Lockl conclude that “although 
monitoring accuracy tends to improve over the school years, even preschoolers show 
remarkable monitoring in learning situations they are familiar with. In contrast, the 
available evidence on the development of self-regulation skills shows that there are 
clear increases from middle childhood to adolescence” (p. 405).

Given that even preschoolers may have remarkable monitoring abilities, one might 
conjecture that students of all ages could readily use these abilities to improve their 
in-class performance. Although some students certainly rely on their monitoring of 
progress to guide their learning, the chapters by Carroll (this volume) and Hacker, 
Bol, and Keener (this volume) indicate that many challenges remain. Carroll describes 
a variety of situations in which even college students’ judgments about their learning 
show poor relative accuracy. For instance, students’ judgments do not appear to reflect 
the major benefits that overlearning can have on retention. Perhaps more important, 
however, Carroll emphasizes that such faulty judgment appears more prevalent when 
factors (e.g., overlearning vs. criterion learning) are manipulated between subjects 
than when manipulated within each subject. In the latter case, when students can 
experience and compare learning across levels of a factor, they are more likely to 
accurately judge the relative differences in memory across those factors.

Achieving high levels of relative accuracy is desirable, of course, but students’ 
judgments of their learning often need to also show excellent absolute accuracy. 
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Unfortunately, Hacker et al. (this volume) document that laboratory-based research 
has repeatedly shown that students are typically quite overconfident in their learning. 
Such overconfidence can have detrimental effects on performance because a student 
who believes he or she has learned all the concepts in a chapter (when he or she really 
only knows 50%) will stop studying well before they are ready for an exam. Hacker 
et al.’s review of research conducted in classrooms yields even more sobering news: 
Poor students are overconfident in how well they have learned course materials, and 
various interventions involving feedback and practice do not improve their calibra-
tion. In such cases, the disconnect between metamemory and memory is serious and 
will contribute to poor performance, which is unfortunate given mandates to leave 
no child behind. Certainly, a major research agenda is to develop techniques that help 
students accurately evaluate their progress so that they can effectively and reliably 
obtain their learning goals.

Closing	Remarks

The integrated nature of metamemory and memory is evident in the histories of both 
subfields of cognition and is showcased in the chapters in this volume. The main argu-
ment in this introductory chapter is that although one may investigate either construct 
alone, such isolationism runs a dire risk of providing an incomplete understanding 
of either. The chapters in this volume constitute not only a handbook of research on 
metamemory and memory, but also a demonstration of the importance of a dualistic, 
rather than isolationistic, approach to investigating metamemory and memory.
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Evolution of Metacognition

Janet Metcalfe

Introduction

The importance of metacognition, in the evolution of human consciousness, has been 
emphasized by thinkers going back hundreds of years. While it is clear that people 
have metacognition, even when it is strictly defined as it is here, whether any other 
animals share this capability is the topic of this chapter. The empirical data on non-
human metacognition are reviewed. It is concluded that three monkeys have now 
shown evidence of metacognition. Even in these primates, however, the capabilities 
are limited. Despite claims that rats have metacognition, the data can be explained in 
terms of mere conditioning contingencies. No other species has been shown to have 
metacognition. Thus, metacognition appears to be a very recently evolved capability. 
It is one that may confer on humans an ability to escape from being stimulus bound 
and allow self-control of their learning and actions.

Even before psychology was recognized as a separate discipline, scholars were fas-
cinated by what we now call metacognition because self-reflective knowledge (i.e., 
metacognition) was thought to embody a particular kind of consciousness unique to 
human beings. According to a number of thinkers, this kind of consciousness bears 
a special connection to our “self” or our knowledge of ourselves, as in the maxim, 
“know thyself.” The notion that there is a looker, embedded within our cognitive 
fabric, that is somehow able to look at our other cognitive processes, has such com-
pelling force as being a special entity to have provoked early philosophers from St. 
Augustine (see Harrison, 2006) to Descartes (1637/1999) to suppose that there is a 
disembodied soul. The modern analogue, while disavowing a nonphysical soul, is 
to claim that this self-reflective capability is nevertheless a special mental capability 
and a phenomenological experience that is specific to humans. This view has been 
articulately espoused by moderns from Armstrong (1968) to Rosenthal (2002) and 
holds considerable appeal. The idea is that whereas other species may have evolved 
adaptive characteristics such as the ability to fly, or, like the raptors, to see tiny move-
ments many miles away, or, like the monarch butterfly, to eat foods that are poisonous 
to other animals, the human species has evolved — as its unique adaptive strength 
— a particular form of consciousness. The most elementary component of this form 
of consciousness is metacognition.
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Is	Metacognition	a	Special	Kind	of	Consciousness?

Descartes, in what we now consider to be elaborate metacognitive musings, reached 
the conclusion that the fact of these musings — that he was able to think about his 
thinking — gave indisputable proof of his own existence. What Descartes was doing, 
when he was isolated in his poêle (a small cabin with a woodstove) thinking about 
the basis of all knowledge, was deeply metacognitive. He was considering whether 
his physical body might be different, and he acknowledged that it might. He was 
thinking about whether his perceptions might be faulty — which all modern psy-
chologists and an entire tradition focused on illusions and distortions and biases of 
perception (see, e.g., Hochberg, 2003) resonate to. He was deliberating over whether 
his memories of his own personal experience might be wrong. The vulnerability of 
memory is, of course, now well established (Loftus, 2004). Despite all these possibili-
ties of cognitive and perceptual distortions, which we now know extend even to the 
metacognitions themselves (see Bjork, 1994; Jacoby, Bjork, & Kelley, 1994; Metcalfe, 
1998), what Descartes was unable to deny (cf., Russell, 1945/1972) was that there was 
somebody doing all of this reflection: him. This observation, that such metacognitive 
musings implicated a self who is the muser, had deep significance for Descartes and 
for subsequent thinkers.

Descartes reached a conclusion that most modern neuroscientists (e.g., Damasio, 
1994), even those who ascribe to the importance of metacognition as entailing a spe-
cial state of consciousness, might shy away from, namely, that the existence of such 
self-reflection implies that there must be a nonphysical soul. Descartes, of course, 
was a dualist and used his meditations to that end. However, one need not take a 
dualist stance to acknowledge the special status of metacognition in determining 
a particular kind of consciousness that may be available to humans and perhaps to 
other animals. The possible extension of this kind of consciousness to nonhumans 
was explicitly denied by Descartes, who believed that it, and hence the possibility 
of a soul, existed only in humans. The primary evidence weighing in on Descartes’ 
conclusion was that animals did not have language. And, to this day, although there 
have been many studies attempting to demonstrate that at least some nonhuman 
primates have language, none have done so definitively (Terrace, 2005; Terrace & 
Metcalfe, 2005).

To the nondualist, who might nevertheless acknowledge self-reflective conscious-
ness as a unique cognitive capability, it seems plausible that this special kind of con-
sciousness may have arisen during the course of evolution, and it may have had a 
particular adaptive value for the animals who have it, namely, us. It may allow them 
to do things (e.g., to reflect on their actions and their outcomes and change those 
actions as indicated by the reflection to obtain better results) that other animals can-
not do. This ability to gain reflective control over their own behaviors may well have 
allowed our ancestors to survive under circumstances fatal to other animals. The 
advantages of being able to foresee and evaluate events in one’s mind’s eye beforehand 
rather than having one’s actions driven solely by the afferent stimuli seems self-evi-
dent. Being able to reflect on past occurrences also has its own adaptive value, freeing 
such an animal from the constraints of the stimulus and allowing more rational, 
adaptive future responding. Such consciousness may also have a benefit, to those who 
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had it, in terms of sexual selection — its presence being particularly attractive to 
potential mates. Being able to take another’s point of view — a sophisticated kind of 
metacognition known as theory of mind (Frith & Happe, 1999; Heyes, 1998; Leslie, 
1987; Perner, 1991; Povinelli, 2000) — is indisputably appealing. People like feeling 
understood. It could also allow the person who has this ability to deceive more effec-
tively, a trait that although despicable might provide certain evolutionary advantages 
for the person who has it (see Byrne & Whiten, 1992; de Waal, 1992; Whiten & Byrne, 
1988, for anecdotes about the deceptive behavior of nonhuman primates and the con-
sequences for mating success). One can entertain the idea that such a special kind of 
consciousness could evolve without necessarily accepting the postulate of Descartes 
that its existence is proof positive against materialism.

Comte’s	Paradox

The introspection that there is inside of us some special-status looker who can observe 
its own internal cognitions resurfaced, in the last century, as Comte’s paradox. A 
paradox is defined as an apparently true statement that leads to a contradiction or to a 
situation that defies intuition. For Comte, how the mind or consciousness could both 
function and observe itself function seemed paradoxical. The fact that metacognition 
was, until very recently, perceived as a paradox is based on the deeply felt idea that 
consciousness is unitary and indivisible rather than piecemeal and fragmentary. The 
paradox depends on the statement being truly self-referential, in the strictest sense. 
But, as many perceptual psychologists have demonstrated (see Hochberg, 2003), per-
ception is, itself, piecemeal and fragmentary, even though there is an illusion of a 
continuous whole. Perhaps the most dramatic example of this comes from recent 
change blindness (Simons & Chabris, 1999) studies, in which a person can be, for 
example, watching a videotape of a game of catch among several players and appear 
to have a whole and continuous perception of the entire field, with all of the players in 
this field. But this apparent wholeness and continuity is belied by the fact that a full-
size person in a gorilla costume walks through the scene, stopping to beat his chest in 
the middle of the screen, and people, watching the ball throwing, do not see it. When 
told about the gorilla and shown the video again, they see it clearly, of course. Despite 
this gross omission — an enormous blind spot — they had no notion that there were 
any holes in their consciousness. It is simply that the notion of the unity of conscious-
ness, and its apparent wholeness, is illusory. Our illusion of perceptual continuity 
(see Hochberg, 2003) is constructed from what we see and hear, from what we expect, 
and in a fragmentary way, from what we infer, with all of these components and a 
number of different modalities contributing in parallel.

Across modalities, it is straightforward to follow more than one line of conscious-
ness, of course (so, cross-modal monitoring would not be paradoxical). One can drive 
and listen to the radio at the same time, being aware of both. But, even within a single 
modality, it has now been shown that the “spotlight of attention” (Treisman, 1986), 
which was originally thought to be a single indivisible spotlight (as would be consis-
tent with the idea that Comte’s paradox might really be paradoxical) can be divided 
into two different and spatially discontinuous locations (Müller, Malinowski, Gruber, 
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& Hillyard, 2003) at the same time. Thus, as many elegant experimental studies of 
perception have shown, the assumption of a unitary consciousness does not hold.

Furthermore, even if consciousness were unitary in each moment of psychological 
time, the possibility remains that “function” and the reflection do not in fact co-
occur in the same psychological moment. We might be able to observe our own men-
tal function by taking a snapshot of it in one moment and looking at that snapshot (or 
its ghost in working memory) in the next — alternating back and forth. Many studies 
of working memory illustrate this capability.

Finally, there is no contradiction of logic that people might be conscious of more 
than one thing at a time, simultaneously entertaining the cognition or memory and 
one’s assessment of it in parallel. For Comte’s paradox to be a paradox and self-referen-
tial, the object reflected and the reflector must really be one and the same entity. From 
a neuroscience perspective, though, the brain is constantly monitoring and feeding 
back information at all levels. For example, Oschner and Gross (2006) elaborated 
how the prefrontal cortex and the cingulate control system work in concert with sub-
cortical (especially amygdala) emotional-generative systems to allow the modulation 
of emotional responses. Attentional regulation directs and controls other cognitive 
processes, and different aspects interact in a complex manner, as has been illustrated 
by a meta-analysis conducted by Wager and Smith (2003). To suppose that this could 
not be so — that doing and monitoring, or functioning and observing the function-
ing, could not co-occur — might well be considered quaint by modern neuroscience 
criteria. Thus, for Comte’s paradox to be a puzzle, one must affirm as unassailable 
certain assumptions about consciousness and about brain function — assumptions 
that modern research refutes.

Even so, the postulation of a “paradox” was taken seriously enough by early exper-
imental researchers in metacognition to provoke an explicit theoretical solution. Nel-
son and Narens (1990), in response to this supposed conundrum, proposed that to 
allow that the mind could both function cognitively and observe its own cognitive 
functions there must exist two levels (of consciousness), a base, or object, level and a 
metalevel. This solution, of course, says that consciousness is not unitary, just as much 
modern neuroscience would affirm. This framework has been widely accepted.

Does	Metacognition	Imply	an	Infinite	Regress?

The idea that there is a looker of sorts, functioning at the metalevel in Nelson and 
Narens’s framework, also withstands the “turtles all the way down,” or infinite 
regress, criticism. The criticism is based on the idea that if one has to have observa-
tion of cognition, then there must be a conscious observer inside the person’s head. 
That observer needs to be able to see what is going on at the basic cognitive level, 
and so it needs to be a full-blown internal person, or homunculus, complete with a 
fully elaborated perceptual-cognitive apparatus. But, then one needs to propose that 
there is a homunculus inside the head of the homunculus to be conscious of what it 
is seeing, and so on ad infinitum. This dissolves into absurdity. The “turtles” criti-
cism depends on the postulate that observation, or monitoring, entails an elaborate 
observer, essentially a full-blown person. But monitoring, computationally at least, 
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can be extremely simple. A simple thermostat monitors the room temperature and 
can trigger an action (turn off the heat) without anything like a full-blown cogni-
tive-perceptual apparatus. A model of metacognitive monitoring sufficient to pro-
duce the kind of metacognitive data people give in feeling-of-knowing experiments 
may involve only simple computation; see the work of Metcalfe (1993), who within 
the Composite Holographic Associative Recall Model or CHARM framework, was 
able to model nearly all of the known data on the feeling-of-knowing phenomenon by 
postulating only a simple computation of a correlation between an input vector and a 
trace vector. This entails only one computation, and it is one that is well documented 
as existing in the nervous system. Certainly, then, the possibility of metacognition 
— if it entails only such straightforward computations — is not threatened by the 
criticism of turtles all the way down.

It is interesting to note that it was not until our modern familiarity with ideas like 
semimodular brain function, parallel distributed cognitive processing capabilities, 
and a systems approach to the mind-brain that researchers were able to free them-
selves of the idea that a self-reflective capability was a deeply perplexing paradox. 
We now find the puzzlement puzzling and agree with Humphrey (1987) in saying, 
“The problem of self-observation producing an infinite regress is, I think, phony. No 
one would say that a person cannot use his own eyes to observe his own feet. No one 
would say, moreover, that he cannot use his own eyes, with the aid of a mirror, to 
observe his own eyes. Then why should anyone say a person cannot, at least in prin-
ciple, use his own brain to observe his own brain?” (p. 11).

Although we no longer view humans’ metacognitive capability either as a paradox 
or as bearing some kind of mystical meaning, we do not rule out the possibility that 
this particular capability may be unique to humans, or that it bestows on them some 
cognitive, and adaptive, capabilities that may be missing in other creatures. Despite 
being demystified, it may still be special. But, to determine whether it is indeed spe-
cific to humans and to investigate empirically this question, we need first to define 
what is meant by metacognitive monitoring and control.

Definition	of	Metacognition

There are monitoring and control at all levels of the human and the animal mind-
brain system. Indeed, the entire brain can be thought of as a giant feedback system, 
with virtually every pathway having both feedforward and feedback connections and 
multiple connections among different brain regions serving to allow the outcomes of 
one kind of processing to modulate other processes. So, if monitoring and feedback 
were all that was meant by metacognition, it would be pervasive, and there would be 
no question at all that most other animals also use such feedback. But, it is not simple 
feedback from one level interacting with processing at another that, alone, character-
izes metacognition.

Furthermore, it is not simply the ability to make a discrimination or a judgment. 
Even very simple animals are able to make discriminating judgments about events 
in the world. Indeed, even nonanimals can make some of these. A plant apparently 
“judges” the lightness in its environment and moves, very slowly, toward the light. 
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Among animals, judgments about things in the world can be much more complex. A 
pigeon can make line-length discriminations. A rat can make at least eight alterna-
tive discriminations and reliably take the correct arm of a radial maze. Many animals 
can make duration discriminations. And, animals can show differential responses, 
including severe anxiety, when discriminations become very difficult. Pavlov (1927) 
made a circle a conditioned response to feeding, and an oval was made a food-nega-
tive response. Whenever a circle appeared, the dog would get food. When an oval 
appeared, it would not be fed. The poor dogs that, after this training, were exposed to 
stimuli halfway between the ovals and the circles showed symptoms of severe anxi-
ety. Tolman (1932) also showed that animals given choices of stimuli between two 
discriminable categories can be “caught at the choice point” and be tugged simul-
taneously in two directions. The anxiety of Pavlov’s dogs suggests that such con-
flict may well have visceral (and noticeable) consequences. But even such dramatic 
responding to very difficult discriminations do not qualify as metacognition since 
they are merely responses to the afferent stimuli and do not concern judgments about 
internal representations.

Furthermore, the responses animals make can be quite complex without making 
them qualify as metacognition. Circus trainers are able to get animals — through 
well-understood conditioning techniques — to exhibit behaviors that are both com-
plex, that are not seen in the animals in their normal untrained repertoire, and may 
involve multiple steps. This training typically starts with a simple response (perhaps 
as insignificant as getting the animal to turn in a certain direction or move a certain 
way) and through many trials builds on those initial small responses until an elabo-
rate sequence of moves — like getting an elephant to stand on one foot on a bucket 
— can be produced. Thus, through this kind of shaping, animals can be trained to 
make fine-grained nonbinary discriminations about what they see and hear in the 
world, and they can perform multiple-step and complex responses. None of this 
requires metacognition.

Metacognition, then, is not merely a judgment among options, however refined, 
and regardless of the number of discriminanda. It is not merely the production of 
a complex multistep response, to get a reward. And, it is not the combination of a 
multistep response to a difficult discriminative judgment. Instead, it is a very special 
kind of judgment or commentary that involves a level of processing that we, here, call 
representational or cognitive (and that Nelson & Narens, 1990, 1994, called the object 
level) and a higher-level monitoring that we call metacognitive. A simple case of a 
cognition or a representation is a word or a symbol. A word is not the object in the 
world itself, but rather it refers to the object and is about the object. A memory is also 
a representation. It is not present in the world, but rather it is internal. If a memory 
is represented internally, and a person makes a judgment about that memory, then 
that judgment is a metacognitive judgment. Note, however, that judgments in some 
recognition tasks, in which the probes are given in the testing environment, do not 
qualify as being metacognitive since the person can make the judgment based on the 
probe that is present in the afferent environment and not the memory to which the 
probe refers. The probe, present in the stimuli environment, is not properly consid-
ered to be a mental representation even if its ongoing processing has been influenced 
by something that happened in the past. (Note that this critique applies to virtually 
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all implicit memory tasks. They are not metacognitive by the present criterion.) If a 
person just makes a judgment about something that he or she sees or hears, or even 
about his or her current fluency of processing, it is not metacognitive since it is not a 
judgment about a mental representation. Metacognition must be a judgment about 
an internal representation. Metacognition differs from mere judgment insofar as it is 
not stimulus bound or directly related to something in the animal’s afferent environ-
ment. Rather, it is about a mental representation. While denying metacognition, so 
defined, is supernatural, we might still maintain that it could be a truly extraordinary 
capability and explore its implications and evolution.

Usually, metacognition requires language (as Descartes intuited). The individual is 
asked whether he or she will know the answer to a question. To be unequivocal that 
the cognition queried is representational, a question can be posed about something 
that is not present in the immediate environment, like a memory. The participant 
then gives a rating on some scale about the answer or about whether he or she will 
be able to retrieve the answer later, for example. The question and the answer to the 
question are indisputably mental representations, or concepts at a cognitive level, so 
the rating is true metacognition. Although language is typically used in these assess-
ments, if a researcher were clever enough to be able to administer metacognitive tests 
that were about nonverbal internal representations using responses such as betting 
rather than, say, verbally based rating scales, then it should be possible to determine 
whether animals have metacognition. And, indeed, there have been several recent 
attempts to do just that.

Do	Other	Primates	Ha�e	Metacognition?

The attempt to determine whether any nonhumans have metacognition is important 
for a number of reasons, not the least of which is the question of whether we can use 
an animal model to gain understanding of human thought. While nobody would dis-
pute that animal models of human responding hold huge promise in some domains, 
such as pain, fear, and stress reactions, there may be distinct limits. If no animals 
other than humans have metacognition, then certain states of consciousness simply 
cannot be studied with any subject other than a human one. But, perhaps animals 
have metacognition.

Call and Carpenter (2001) were among the first researchers to systematically 
attempt to investigate whether any nonhumans have metacognition. They asked 
whether there was any evidence that great apes knew what they themselves knew. The 
paradigm that they used was clever. They showed chimps or orangutans a choice food 
morsel hidden in one of two tubes. The apes reached immediately into the appropri-
ate tube for the food. Then, the researcher placed a barrier between his hand, hiding 
the food in one of two tubes, and the line of sight of the ape. The apes, in this condi-
tion, did not know where the food was hidden. The question they asked was, Do the 
apes seek information when they know they do not know where the food is hidden? 
If they seek information, by looking into the tubes, before reaching, Call argued that 
this gives evidence that they know that they do not know, and that knowing that 
one does or does not know is metacognition. The looking behavior of the great apes 
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was much greater in the situation in which the hiding was hidden than when it was 
exposed. Young children of two years of age performed in much the same way as did 
the apes. But dogs, in contrast, did not seek information first (see Call, as cited in 
Terrace & Metcalfe, 2005).

Is this metacognition? The basic tenet in this research is that information seeking 
indicates metacognition. This is an interesting perspective on the question, but one 
that deserves intensive scrutiny. Does moving one’s eyes before reaching for an apple 
imply that one is using metacognition? If one found, for example, that squirrels or 
chipmunks or birds looked around — scanning the skies with their eyes or listen-
ing carefully with their ears for predators — before venturing out on an open field, 
would one thereby grant them metacognition? If an animal were running on a rough 
pathway or swinging through the jungle through the trees, would looking first before 
stepping or leaping, to see whether there was a hole at the next step or whether the 
branch was thick or thin that they were going to grasp, be an indication of metacog-
nition? Probably not.

Other researchers have investigated the possibility of metacognition in animals 
other than humans as well. Smith, Shields, and Washburn (2003) reviewed a series of 
experiments, mostly from their own labs, investigating the possibility of metacogni-
tion with apes, monkeys, and dolphins. They likened metacognition to uncertainty 
judgments or, for those not willing to say that nonhumans are really “judging,” to 
indications of uncertainty. So, if the animal gave evidence that it was not sure of the 
answer or of the course of action to follow, then this was taken by Smith and col-
leagues to be evidence for metacognition. It is interesting that Smith appears to have 
picked up on a different aspect of Descartes’ thinking — the ability to doubt — rather 
than the more standard self-reflective component.

Smith and colleagues (see Shields, Smith, & Washburn, 1997) conducted many 
classification tasks with animals in which the animals were trained to make one 
response to a particular category and a different response to a second category on 
the same dimension. Then, they would expose the animal to a situation in which 
the two categories blended smoothly into one another. An example would be a dot 
density discrimination task in which the animals were trained to make Response A 
to dense displays and Response B to less-dense displays. They were then given dis-
plays of intermediate density. They allowed the animals to give an escape response 
to get some reward reliably and found that in these intermediate or what they called 
“don’t know” situations, the animal would often choose to hit the escape button. 
These “uncertainty” responses held along a number of dimensions, such as loudness, 
length of sound, pitch discrimination, density, and so on. They also held for a number 
of species: apes, monkeys, and dolphins.

Furthermore, Shields, Smith, Guttmannova, and Washburn (2005) have shown 
that the uncertainty functions in these animals have much the same form as did 
analogous functions when humans were the participants. Undoubtedly, humans 
and nonhuman animals respond in a similar way on these materials. The question 
remains, though, regarding whether these results indicate metacognition either in 
the nonhumans or in the humans?

On several grounds, I suggest that the answer is no. First, it is not obvious that the 
escape button really does mean to the animal that the animal does not know (even 
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if it does have that meaning to the human). Maybe it just means that there is a third 
category — intermediate-length lines or moderate density — for which it can get the 
best possible rewards by hitting the button that the experimenter thinks is the escape 
or uncertainty button. But, to the animal this button is just a third category label. 
There is no question that even animals less intelligent than dolphins can make at least 
eight item discriminations, witness the eight-arm radial maze used universally in 
studies with rats. So, showing that a nonhuman animal can make a three-part rather 
than just a binary discrimination is not evidence for metacognition.

Second, the stimuli about which the animals are responding are present in the 
environment that the animal can see, hear, smell, or touch when they start to make 
their responses in these studies. They are not memories. Thus, even if the responses 
they are making are judgments (but see above), because they are not about internal 
representations, they are not metacognitive judgments. The elementary qualification 
that metacognition be a judgment about a representation is not met.

It is interesting that Smith et al. (2003) noted in their review article that it had been 
recommended by early researchers that the judgments animals make be done retro-
spectively — allowing them to give the primary response then make their confidence 
judgment, as is usually done with humans. This procedure would increase the chance 
that the judgment was about a representation rather than about the stimulus itself. 
But, they noted that, “The catch is that animals have so far not been able to report 
their confidence this way” (p. 8). Because these studies do not meet this fundamen-
tal criterion of being about a representation, it seems prudent to be skeptical about 
whether any of these studies indicated metacognition in nonhumans.

Hampton (2001, 2005), however, devised a task that, while not involving long-term 
memory, did involve an elementary form of memory. In an experiment with two 
rhesus monkeys, Hampton (2001) used a task called a delayed-match-to-sample task, 
in which the stimulus was no longer present in the environment when the monkeys 
had to make a decision about whether to take a test. Thus, Hampton’s paradigm goes 
a long way toward countering criticisms of Smith’s procedures. The stimulus being 
judged was not present, so there was at least the possibility that the judgment was 
about an internal representation rather than about a stimulus that was present at the 
time of judgment. Furthermore, Hampton rotated through four stimuli each day, 
randomly choosing one of the four as the target on each trial. The monkey had to 
remember which stimulus was correct on each trial, and all four of the alternatives 
had been equally reinforced in this role. Thus, it was not merely a discrimination con-
ditioning task (as could have been the case in the studies Smith reviewed), but instead 
Hampton’s task was a difficult memory task.

At each session, Hampton presented the monkeys one of four images that it had to 
touch on the computer touch screen three times. This multiple touching was designed 
to improve the chances that the monkey saw the to-be-remembered item. Then, a 
delay was intervened, during which, on two thirds of the trials, the animal was given 
a choice of whether it wanted to take the test or decline to take the test. If it wanted to 
take the test, it touched one icon; to decline, it touched another icon. If the monkey 
chose to take the test, it was given a four-alternative forced-choice test, with all four 
of the stimuli that had been used in that session as the alternatives, a few moments 
later. If it touched the item that it had seen on the present trial, it got a peanut. If it 
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touched one of the three incorrect items, it got nothing. If the monkey declined to 
take the test, it got a primate pellet (which it liked more than nothing but not as much 
as peanuts). On the remaining one third of the trials, the monkey was forced to take 
the test, without an intervening choice.

The data on the first experiment showed that accuracy was better, for both mon-
keys, when they had chosen to take the test than when they had been forced to take 
the test. In an additional experiment, a time delay was manipulated. Although both 
monkeys chose to take the test more often at short intervals, and both monkeys 
numerically showed better performance at all time intervals when they chose, the 
data for only one monkey showed this difference in performance to be significant.

Did this study show that monkeys have metacognition? First, since only one of the 
two monkeys showed a significant effect on all criteria, we might, at best, have evi-
dence that one monkey has shown metacognition. Experimental psychologists test-
ing humans, though, prefer larger sample sizes and more consistency before reaching 
important conclusions and would prefer a criterion of something like 1/20 that their 
results are not just an accident. Still, the second monkey did show effects in the right 
direction. Second, the delays in the match-to-sample task were rather short (at the 
longest only 240 seconds) relative to those used in some metacognitive studies with 
humans. Thus, it may be controversial that these working memory representations 
should really be considered memories rather than something more akin to afterim-
ages. Still, the stimulus itself was not present at the time the judgment was made, and 
this is a great improvement in methodology. Third, the task was not a simple discrim-
ination learning task but involved an ongoing and changing memory (albeit with a 
brief delay), so the experiment avoids this criticism. Finally, the alternatives were not 
present when the judgment was made, so the judgment could not be made by simply 
assessing the fluency of each alternative. (When the test questions are present, even 
pigeons can do such tasks.) The fact that the alternatives were not present when the 
judgment was made allows this experiment to avoid another criticism. These data, 
then, suggest — although perhaps not as strongly as one would like — that monkeys 
may have some metacognitive capabilities. It was the first to do so.

Son and Kornell (2005) also provided some data indicating that rhesus monkeys 
have at least a glimmering of metacognition. They trained two monkeys (Lashley and 
Ebbinghaus) to do a line-length discrimination task. After the monkeys had seen the 
lines and made their choice of which was the longer (or shorter) line, they were then 
trained to select, on a touch screen, whether they wanted “to bet” on their answer. 
Note that neither the stimulus nor their choice on the test was present on the screen 
(although there was no extended time interval between the response and the judg-
ments; note that this paradigm fits what early researchers had suggested and Shields 
et al., 2005, had thought could not be done). If the monkeys chose the “high-risk” 
icon on the touch screen and their response had been correct, they received several 
token rewards that, when enough tokens had been accumulated, resulted in a food 
reward. If they chose the “low-risk” icon, only one token reward was given, but it was 
given whether the answer had been correct or not. Son and Kornell reasoned that if 
the monkeys knew if they had made the correct response, that is, they had high con-
fidence in their response, they should choose the high-risk icon. If they either were 
not sure or knew they had made the wrong response, they should choose the low-risk 
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icon. This is just what they did. The data showed that both monkeys were more likely 
to choose the high-risk button when they had been right rather than wrong. The 
animals were also able to make these confidence judgments appropriately about a dot 
density discrimination task. However, it might be possible to criticize these results 
on the grounds that the monkeys had simply learned to make a two-part response, 
through some shaping procedure, to a conditioned discrimination. The high-con-
fidence response might not have been analogous to a human confidence judgment 
about the choice but instead might have been a shaped single response. Such shaped 
responses, involving multiple steps, are common in animal training. For example, 
a circus trainer might achieve the final result of getting an elephant to stand on a 
bucket by such shaped multiple steps. The training might first involve getting the 
elephant to get close to the bucket and only then to raise its foot, then touch the 
bucket, and finally put its foot on the bucket and stand on it. However, such shaping 
would not be expected to transfer to a novel situation, as did the judgment in Son and 
Kornell’s experiment.

Even more impressive, then, was the fact that these retrospective confidence judg-
ments were observed to be appropriate immediately on a previously learned bona 
fide memory task, suggesting that they really were something like confidence judg-
ments rather than part of a single shaping sequence. Kornell, Son, and Terrace (2007) 
showed transfer of the high-risk/low-risk response on the first trial to a memory task 
that the monkeys had independently been trained to perform. The monkeys saw a 
series of six pictures and then had to do a recognition task in which they chose the 
correct picture from an array of one target and eight distracters. After doing the 
immediate recognition task (and having the screen clear, so that the test alternatives 
and their response were no longer in view), the monkeys were given the high-risk/
low-risk icon choice. They immediately chose appropriately. The correlation between 
choosing high risk on trials in which they had given the correct response and low risk 
on trials in which they had not was significantly greater than zero for both monkeys. 
The three panels of Figure 1 show Ebbinghaus first doing the memory task correctly, 
then being exposed to the confidence icons, and then expressing his high confidence 
in his correct choice.

While the time lags in Hampton’s (2001) and Kornell et al.’s (2007) tasks were 
both small, so the depth of the representation that was judged was not very impres-
sive, they nevertheless were experiments in which the stimuli were not present in 
the environment when the judgment was made. In addition, in neither task were the 
test alternatives present when the judgment was being made. Furthermore, they were 
about memories; they were not conditioned discriminations. The rewarded stimulus 
changed on every trial in both experiments. These factors provide some reassurance 
that the animals may actually have been making some kind of assessments about their 
own knowledge, in the former case whether they knew the answer or not, and in the 
latter whether they had given the correct response or not. These experiments are the 
most rigorous that have given positive results suggesting that any nonhuman animal 
is capable of metacognition of any sort (even though the limitations on the metacog-
nition are, of course, extreme). It appears that three monkeys alive today have meta-
cognitive abilities. It remains to be seen if this is a more general cognitive capability.
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Do	Any	Nonprimates	Ha�e	Metacognition?

We can, in good conscience, grant some limited metacognitive abilities to these 
three monkeys. Are any animals, other than primates, capable of metacognition? Of 
course, the answer must be that we do not know. Most animals have not been tested. 
However, Inman and Shettleworth (1999) and Sutton and Shettleworth (2007) have 
tested pigeons and have concluded that they do not show evidence for metacognition. 
The task that the former used was somewhat similar to that used by Hampton (2001). 

High Risk-correct

High Risk-correct

High Risk-correct

Figure 1  Panel A shows Ebbinghaus correctly choosing the to-be-remembered item in a 
recognition task. Panel B shows him thinking when the confidence icons appear. Panel C 
shows him choosing the high-risk (high-confidence) icon.
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It was a three-alternative (rather than a four-alternative) delayed-match-to-sample 
task. When the delay was increased, much as had been the case with the monkeys, the 
chance that the pigeons chose the escape (or uncertain) option increased. However, in 
striking contrast to the results found with the monkeys, who were able to do this task 
with above-chance accuracy when the test stimuli were not present, the pigeons were 
unable to perform the task unless the test alternatives were present when they made 
their choice. This is telling. If metacognition entails a judgment about a memory or 
an internal representation and the delay was needed to ensure that the judgment was 
about a representation, then this was the correct way to test for metacognition. The 
pigeons were unable to do it, and this is just what the researchers concluded.

Furthermore, Sutton and Shettleworth (2007) tried to elicit retrospective confidence 
judgments, similar to those studied by Kornell et al. (2007), from pigeons. Again, the 
birds were at chance unless the test stimuli were present. The conclusion, to date, is that 
although they have been tested, the results on pigeons indicate no metacognition.

Recently, Foote and Crystal (2007) have claimed, to much fanfare, that rats have 
metacognition. This conclusion, while well publicized in the popular media, is far 
from universally accepted. Staddon, Jozefowiez, and Cerutti (2007), for example, 
have written a detailed rebuttal, based on risk assessment.

Foote and Crystal (2007) trained 8 rats to do a duration discrimination task in 
which a tone was heard for either a long time or a short time. The rats were given 
considerable training in this discrimination task, being reinforced for choosing the 
correct button to get a reward for “saying” long — by choosing one button — or say-
ing short by choosing the other button. In the next phase, the rats were allowed to 
poke their noses into one hole if they “wanted to take the test” and into another hole 
if they did not want to take the test. If they chose to take the test, they were then given 
the button-pressing test, and if they chose the “long” button when the tone was long, 
they got six rat pellets. If they chose the “short” button when the tone was short, they 
got six rat pellets. If, however, they chose the wrong button, they got nothing. A sec-
ond hole for nose poking was introduced, and if they poked their noses into that hole 
— the “don’t take the test” hole — they got three rat pellets, regardless.

Rather than having only long and short durations, at the critical series of tests, the 
researchers included critical stimuli that were in between. Their logic was that if the 
trained up rats took the don’t-take-the-test nose poke, selectively, when the stimuli 
were of intermediate length, then they would be indicating that they did not know. 
If they were more accurate when they decided to take the test than when they were 
forced to take the test, this, they thought, would be an indication of metacognition.

Data were presented for 3 rats that were more likely to choose the don’t-take-the-
test nose poke when the stimuli were intermediate stimuli than when they were either 
distinctively long or distinctively short. When those trials on which the animals were 
forced to take the test and those on which they chose to take the test were compared, 
they performed better with their own choice on the difficult intermediate stimuli. 
These results were interpreted as indicating that the rats were metacognitive.

It was a clever experiment and seems similar, on the surface, to that of Hampton, 
which did provide some evidence of metacognition. There are some critical differ-
ences, however. Most important is that the task was not a memory task but rather a 
conditioned discrimination task. It is not clear that mental representation or memory 
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proper was involved in this task at all. The animals may simply have learned a three-
part discrimination. Second, there was no indication that the don’t-take-the-test but-
ton meant that to the rats who chose it. Instead, it may have been nothing more than 
a shaped multistep response. There was no transfer test, such as Kornell et al. (2007) 
had used, to show that the meaning of the decline-the-test button had any relevance 
to another task in which the animal might also opt to decline the test.

How would a nonmetacognitive animal do this task to give the results obtained? 
Well, certainly, one problem, and the first thing a skeptic might note is that only 3 of 
the 8 animals did it. So, the first possibility is that it was simply accidental.

Second, the fact that there were two linked responses — the nose poke and the 
button press — can easily be explained by ordinary shaping behavior. The elephant 
rewarded for putting its foot on the bucket first has to put its other foot beside it. 
The initial nose poke may be no more than part of the complex rewarded pattern of 
motion that was reinforced over many trials. Finally, it is well known (from Pavlov 
on) that animals are responsive to intermediate categories in a conditioned discrimi-
nation task. Thus, the animals may well have been sensitive to the degree of discrep-
ancy a test stimulus exhibited from the long and short stimuli on which they were 
trained.

What about the contingencies under the conditions in the experiment? The reward, 
in the case of a clear long or short tone, was six pellets as long as the animal got it 
right, which it nearly always did. If not, the animal did not get pellets. But, the ani-
mal did not get the discrimination right when the stimuli were in the intermediate 
range. Indeed, the expected reward for tones exactly in the middle of the to-be-dis-
criminated distribution was three. This was true if the rats decided to take the test, 
in which case they had a 50–50 chance of being right and getting six pellets or wrong 
and getting no pellets, yielding an expected gain of three pellets. It was also true if 
they decided not to take the test, in which case they got a sure three pellets. A non-
metacognitive rat might have learned that if the to-be-discriminated stimulus was 
in the middle of the range, it did not matter what it did: The expected gain was three 
pellets regardless. So, it is not surprising to see that when the stimulus duration was 
extreme — either very long or very short — the rats reliably did the thing they had 
been trained to do: poke their nose into the correct hole and choose the correct but-
ton. When the stimulus duration was in the middle — since it did not matter what 
the rat did, the expected gain is the same three pellets regardless — the rat is more 
likely to show random behavior. That is exactly what the data show. No metacogni-
tion need be involved.

One more thing: Why, on these intermediate stimuli, would the nonmetacogni-
tive rat be more likely to be right when it has poked its nose into the hole that the 
experimenters think meant that it wanted to take the test? The answer is simple. The 
stimuli in question had a correct answer, according to the experimenter’s measure-
ments: They were either slightly longer or slightly shorter in duration. They were not, 
in fact, exactly in the middle, where the odds were exactly the same for the different 
response combinations. When the rat perceived that a given stimulus was long (or 
short), it could get six pellets rather than three. The difference in performance in the 
intermediate range of stimuli only indicated that the rats had some discrimination 
of stimulus duration, even in this range, and that the responses allowed them to use 
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their own discrimination of the fine gradients when they were available. As Staddon 
et al. (2007) noted, this variability alone is enough to account for this seemingly con-
vincing result. Rats, then, have not (yet) been shown to have metacognition.

Conclusion

Metacognition in humans provides them with the cognitive capability to assess their 
learning, their knowledge, and what would otherwise be their automatic responses 
to the stimuli in the world that drive behavior. How they do this has been the subject 
of intensive research (Blake, 1973; Butterfield, Nelson, & Peck, 1988; Costermans, 
Lories, & Ansay, 1992; Dunlosky, Rawson, & Middleton, 2005; Hertzog & Dixon, 
1994; Koriat, 1993; Schneider, Visé, Lockl, & Nelson, 2000; Sikström & Jönsson, 2005). 
Not only do they have the capability to reflect on their mental representations, but 
also they take these reflections and put them to use in controlling how they will study 
(Finn, in press; Metcalfe & Finn, 2008); what they will choose to attempt to retrieve 
(Reder, 1987; Reder & Ritter, 1992); how they solve problems (Simon, 1979; Simon & 
Reed, 1976); and how they will behave with respect to other people (Call & Toma-
sello, 1999; Wimmer & Perner, 1983). All of these refined capabilities — both at the 
metacognitive and control levels — are highly elaborated in humans. And, although 
they are sometimes susceptible to biases and errors (Bjork, 1994; Metcalfe, 1986), 
they nevertheless provide a buffer between what might correctly be called “mindless” 
responding. Being reflections, which allow control of mental representations, these 
particular capabilities form the basis of what is usually referred to as mind (Donald, 
1991; Suddendorf & Whiten, 2001). They are our escape from stimulus control and 
into self-control.

Was Descartes right in attributing this kind of consciousness only to humans? 
Insofar as he was describing a highly elaborated self-reflective capability, the answer 
has to be yes. However, that does not mean that Darwin (1859) was wrong. This 
capability, while highly developed in people, shows antecedents in nonhuman spe-
cies, most particularly in primates. To date, no studies with any animals other than 
primates have provided convincing evidence for this particular capability, although 
one has to be impressed by the remarkable nonmetacognitive learning capabilities of 
nonprimates, such as rats. Panskepp and Burgdorf (2003), for example, claimed that 
rats laugh. There are a number of claims about the superior theory of mind capabili-
ties of dogs. Perhaps most strikingly, the representational and time travel capabili-
ties, as well as the deceptive capabilities, and episodic memory-like abilities of birds 
documented by Clayton (see, e.g., Dally, Emery, & Clayton, 2006) all seem astonish-
ing. Perhaps, with further research, we will find traces of self-reflective consciousness 
— however elementary — in animals other than the three monkeys who have so far 
given evidence of some preliminary metacognitive capabilities.
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Metacognition:
Knowing About Knowing

James P. Van Overschelde

Introduction

Metacognition involves the scientific study of the mind’s ability to monitor and con-
trol itself or, in other words, the study of our ability to know about our knowing. Phil-
osophical discussions on this topic go back at least to Aristotle’s On the Soul (~350 
BCE/2006) and probably as early as the Upanishads of Vedantic Hinduism (~1800 
BCE, as cited in Aurobindo, 1998), but scientific research on this topic is considered 
by many to have started with Hart (1965). In the more than 40 years since this inau-
gural research, thousands of journal articles, book chapters, and books have been 
published on this topic.1 

This chapter begins with a review of Nelson and Narens’s “classic” metacognitive 
model (Nelson, 1996; Nelson & Narens, 1990, 1994). To this model, I add components 
that I believe were originally implied by Nelson and Narens. Following this, I propose 
a new way of conceptualizing and theorizing about metacognition. Finally, using this 
expanded metacognitive model as a framework, I present a large selection of research 
on metacognition.

Nelson	and	Narens’s	Metacogniti�e	Model

Nelson and Narens (1990, 1994; Nelson, 1996) outlined a metacognitive model that 
consists of three critical features. The first critical feature is the division of cognitive 
processes or functions into multiple interrelated levels. Figure 1 illustrates the simplest 
case in which there exists a single “metalevel” and a single “object level.” The object 
level consists of cognitions, which are often associated with external objects (e.g., that 
thing I see is a dog), and the metalevel consists of cognitions about object-level cogni-
tions (Nelson, 1996; e.g., why do I keep thinking about that dog?). The second critical 
feature concerns the manner in which information flows between these two levels. In 
this model, information flows hierarchically, with the metalevel acquiring informa-
tion from (i.e., monitoring) the object level and the metalevel sending information 
to, and thereby changing (i.e., controlling), the object level. The third critical feature 
of the metacognitive model is that the metalevel contains (1) a dynamic model of the 
current state of the object level (Nelson & Narens, 1990, 1994); (2) a metalevel goal, or 
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goal state, for the object level; and (3) knowledge and strategies for how the metalevel 
can change or control the object level to attain the metalevel’s goal (Nelson, 1996).

Taking together these three features, the metacognitive model consists of upper-
level metacognitive processes that monitor, dynamically model, and control lower-level 
cognitive processes in an attempt to attain a goal. These three goal-driven processes 
(i.e., monitoring, controlling, and modeling) are examined in more detail next.

Monitoring

Nelson and Narens (1990) originally described monitoring as a passive process equiv-
alent to someone eavesdropping on a telephone conversation. In this analogy, the 
cognitive information simply flows from the object level to the metalevel, thereby 
informing the metalevel about the current state of the object level. However, Nelson’s 
subsequent work (e.g., Nelson, 1996) described monitoring as a more active process, 
one that is often operating in the service of the metalevel and therefore influenced by 
current metagoals.

No claim was made by Nelson and Narens (1990, 1994) regarding what object-
level information could be monitored by the metalevel or how much object-level 
information could be monitored simultaneously. Given known attentional capacity 
limits (e.g., Engle & Kane, 2004), it seems highly unlikely that the metalevel would be 

Object-level
Model 

Goals

Object-level

Constraints

Knowledge &
Strategies 

Meta-level

Control Monitoring 

Figure 1  A basic representation of Nelson and Narens’ metacognitive model (Nelson & 
Narens, 1990, 1994) with a single metalevel and a single object level. The metalevel contains a 
model of the object level, goals, knowledge of how the metalevel can control the object level, 
and a list of constraints on these control actions.
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capable of monitoring all, or even most, of the object-level information. More likely 
is the idea that object-level information is preferentially selected by the metalevel: 
Some information is perceived as relevant to the current metagoal and some is not. 
For example, if the active metagoal is to generate a highly accurate metacognitive 
judgment, then the speed with which information comes to mind in the object level 
may be interpreted as insignificant (and therefore ignored) compared with the sheer 
quantity and the perceived quality (e.g., high integrality) of that information. Fur-
thermore, the fact that the different metacognitive judgments have repeatedly been 
found to be weakly correlated implies that, at least to some degree, different informa-
tion is being used as the basis of the different judgments (e.g., Leonesio & Nelson, 
1990; Schwartz, 1994). In other words, the different judgments have different goals, 
and possibly different inputs, and therefore monitor different information as the basis 
for the judgment.

Although metacognitive judgments are often lumped under the monitoring moni-
ker, in this chapter I treat monitoring as consisting only of the metalevel processes 
responsible for gathering and interpreting information about the object level and 
nothing more. In this way, monitoring is analogous to sensory perception, but in 
this case it is a metaperception process by which raw data about cognitions are evalu-
ated, organized, and interpreted into meaningful percepts and incorporated into a 
dynamic mental model of the cognitive environment (cf. Whittlesea, 1997).

Control

Nelson and Narens (1990) likened the control function with that of speaking into a 
telephone. In this analogy, control information (generically called control actions) 
flows from the metalevel to the object level and thereby modifies the object level. By 
this definition, all information flowing from the metalevel to the objective will be 
called a control action. To accomplish these tasks, the metalevel must maintain a list 
of possible control actions, including (1) initiating a process, (2) changing the state 
of the current process, (3) changing from one process to another, or (4) terminating 
a process. It must also maintain a list of specific control actions and their possible 
consequences.

Because the metalevel contains a model of the object level (details of which are 
described in the next section), control actions are based on the metalevel’s current 
model of the object level and not on the actual current state of the object level. There-
fore, the accuracy of the control actions depends critically on the accuracy of the 
metalevel model as well as on the accuracy of the knowledge about how the meta-
level can control the object level (i.e., metacognitive knowledge). Put differently, if 
the wrong information or variables are monitored or if the variables are interpreted 
incorrectly, then the control actions are likely to be ineffective (e.g., Benjamin, Bjork, 
& Schwartz, 1998).

Although control is often assumed to follow monitoring (for a review, see Dun-
losky, Hertzog, Kennedy, & Thiede, 2005), Koriat and his colleagues (Koriat, Ma’ayan, 
& Nussinson, 2006) demonstrated that control and monitoring should be more 
accurately considered as ongoing and mutually informing processes. Still others have 
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argued that control must precede monitoring in a negative-feedback loop so that the 
metalevel can minimize differences between the current state and the goal state while 
taking into consideration all perceived constraints and known possible courses of 
action (e.g., Dunlosky & Hertzog, 1998; Joslyn, 2001).

Research on the control aspect of metacognition includes topics like the allocation of 
study time, the selection of items for additional study, and the selection of different kinds of 
cognitive and learning strategies (e.g., memory search, problem solving, rote rehearsal).

Goal-Driven Modeling

As mentioned, Nelson and Narens (1990, 1994; Nelson 1996) explicitly stated that 
the metalevel contains the first three items in the following list, and they implied the 
metalevel contains the last two items on this list.

 1. A dynamic model of the current state of the object level based on input from the 
monitoring process

 2. A representation of a goal or a goal state
 3. A list of known, possible control actions by which the metalevel can change/control 

the object level, details about when to use each control action, and the potential 
consequences

 4. A list of perceived constraints on potential control actions (e.g., time limits, beliefs, 
expectations)

 5. A judgment or decision-making process that evaluates the metamodel and makes a 
decision about which course of action to take or which response to make (if any) in 
an attempt to attain the goal.

I use the term metamodel to represent the information described in items 1 through 
4, and these four components are examined in more detail next. For each component, 
I summarize a large selection of existing research on the topic. Following these, the 
metacognitive judgment and decision-making (JDM) process and the heuristics and 
biases that influence the JDM process are examined.

Modeling	the	Object	Le�el

In The Nature of Explanation, Craik (1943) argued on logical grounds that it is impor-
tant for an organism to model its environment. He said:

If the organism carries a “small-scale model” of external reality and of its own possible 
actions within its head, it is able to try out various alternatives, conclude which is the best of 
them, react to future situations before they arise, utilize the knowledge of past events in deal-
ing with the present and future, and in every way to react in a much fuller, safer, and more 
competent manner to the emergencies which face it. (p. 61)

A decade later, Ashby (1956) proposed the “law of requisite variety” in his ground-
breaking work in cybernetics and system theory. This law states that a controller (also 
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called a regulator) can only effectively regulate a system if the controller can repre-
sent (i.e., model) a sufficiently large number of distinct possible states (i.e., variety) 
of the controlled system. In other words, for effective control to occur, the variety in 
the controller must be equal to or greater than the variety in the system being con-
trolled. For example, for a controller to make a decision between two possible control 
actions, the controller must be capable of representing at least two alternative states 
of the system and one distinction between the states. Conant and Ashby (1970) pro-
vided a theoretical proof regarding the regulation of complex systems in which they 
concluded that it was necessary for any effective and efficient regulator of a complex 
system to “have a model of that system” and that “there can no longer be [a] question 
about whether [italics added] the brain models its environment: it must” (p. 97).

As a result of this prior research, in particular that of Conant and Ashby (1970), 
Nelson and Narens (1990) concluded that it was necessary for the metalevel, as a reg-
ulator or controller of the object level, to contain a dynamic, goal-driven model of the 
object level. Since then, researchers have argued, mainly on theoretical grounds, that 
the accuracy of the control actions should depend critically on the accuracy of the 
monitoring (for a review, see Dunlosky, Herzog, et al., 2005). However, scant research 
has been done to investigate this issue directly.

Clearly, it is important to understand the factors affecting the construction of an 
accurate metamodel. A partial list of potential factors includes the completeness of 
the monitored information and the accuracy of its interpretation, the relationships 
and dynamics between the variables being monitored and the variables being con-
trolled, the accuracy with which the monitored information is incorporated into the 
metamodel, the accuracy of the representation of the goal state, the accuracy of the 
list of possible control actions (or judgments) and their consequences, the accuracy of 
the list of perceived constraints, and the quality of the decision process that evaluates 
all of the available information.

We now review research on how different goals, metacognitive and metastrategic 
knowledge, and intrinsic and extrinsic constraints affect the accuracy of metacogni-
tive judgments and control actions.

Goals

According to the Nelson and Narens model, any active goal should affect the 
metamodel, or the way in which the meta-model is constructed, and the influence 
of a range of different goals on metacognitive judgments and control decisions has 
been examined. Goals that are examined in more detail here include speed, accuracy, 
informativeness, high or low performance, minimizing effort or cost, and maximiz-
ing payoff or gains.

Mastery People who hold the goal of mastery (or a goal that is more generally 
referred to as a high-performance goal) focus on obtaining a highly developed skill 
in or knowledge of something. One of the most widely studied effects that the goal of 
mastery can have on learning concerns how learners allocate their time during study 
as a function of item or task difficulty. In general, the findings indicate that learners 
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allocate more study time to items that are objectively or subjectively most difficult, 
but only when study time is unconstrained (for reviews, see Son & Metcalfe, 2000; 
Thiede & Dunlosky, 1999). When study time is constrained and the goal of mastery 
becomes more difficult to attain, then learners shift to the easier items (e.g., Kornell 
& Metcalfe, 2006; Thiede & Dunlosky, 1999). In fact, research has shown in this situ-
ation that learning is most effective (comes closer to mastery) if learners adopt a strat-
egy of studying the easiest items first and gradually transitioning to more difficult 
items as learning progresses. This strategy has been labeled the region of proximal 
learning (e.g., Kornell & Metcalfe, 2006).

Researchers have also found that it is generally better to give learners control over 
the allocation of study time when the goal is mastery because they perform at a higher 
level than when the allocation of study time is done randomly (Mazzoni & Cornoldi, 
1993, Experiment 3). Unfortunately, even when learners hold the goal of mastery and 
are given control over their allocation of study time, they are unlikely actually to 
attain this goal (Nelson & Leonesio, 1988).

Finally, the accuracy of the metacognitive judgments is also affected by this goal. 
For example, Nelson and Leonesio (1988, Experiment 2) had participants learn a list 
of word–trigram pairs during two rounds of study–test trials. Half of the partici-
pants were given speeded instructions, and half were given mastery instructions; all 
participants gave ease-of-learning (EOL) judgments before study trials. When the 
goal was speed, then the correlation between the amount of time spent studying an 
item and its EOL judgment was negative, and when the goal was accuracy, then the 
correlation was less negative. In other words, more time was spent studying items 
given low EOLs (i.e., difficult items), and this relationship was stronger for speeded 
instructions than for accuracy instructions. In addition, the accuracy of metacogni-
tive judgments increased when individuals were given instructions to learn the list 
quickly than when given instructions to master the list.

Low Performance When learners hold a low-performance goal, they shift from 
studying more difficult items to easier items (Dunlosky & Thiede, 2004; Thiede & 
Dunlosky, 1999). In addition, learners allocate more study time to easier items when 
they implicitly are given a low-performance goal as when they are encouraged to 
minimize the study time allocated to each item (e.g., Mazzoni & Cornoldi, 1993) or 
when the total amount of study time is limited and therefore mastery cannot be the 
goal (e.g., Kornell & Metcalfe, 2006).

Maximize Extrinsic Gains People sometimes adopt a goal of maximizing extrinsic 
gains or payoffs, including doing better than others, getting a reward, or attempting 
to improve the image others have of them. However, doing so can affect their meta-
cognitive control strategies. For example, when a goal is externally oriented, people 
prefer tasks for which they are more likely to do well or succeed, and they are more 
likely to give up when faced with difficulty (e.g., Wolters, 2003).

Minimize Effort or Cost People sometimes adopt a goal of minimizing the amount 
of effort they expend on a task (also called work avoidance). People with this goal 
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prefer tasks that can be completed easily and quickly or tasks that do not require 
much effort (e.g., Thorkildsen & Nicholls, 1998).

One can also adopt a goal of minimizing the cost associated with a task. Gold-
smith, Koriat, and Pansky, 2005 (Experiment 2) found that both the quantity and 
quality (detail vs. gist) of information provided by participants, who were responding 
to questions about eyewitness transcripts, were influenced when the costs associated 
with being wrong were high. When the cost for being wrong was high, then partici-
pants provided more generic than detailed answers, presumably because they were 
attempting to minimize the potential costs. If, however, participants were required 
to give detailed answers, then they wanted to feel a higher level of confidence in their 
answer before responding. The effect has been replicated many times (e.g., Kelley & 
Sahakyan, 2003; Koriat, Goldsmith, Schneider, & Nakash-Dura, 2001). Together, these 
studies indicated that people can control their responses (including not responding) 
to reduce the cost associated with a task.

Balancing Accuracy and Informativeness Similar to the goal of minimizing costs, 
extensive research showed that learners can strategically regulate the amount and 
quality (details vs. gist) of information they report after searching memory, and they 
seem to do so to accommodate the competing pragmatic goals of accuracy and infor-
mativeness (e.g., Goldsmith et al., 2005). For example, Goldsmith et al. (2005) had 
participants study eyewitness transcripts, and their memory was tested immediately, 
at 1 day after, or 7 days later. As expected, memory performance decreased as the 
testing delay increased, and the rate of decline was less for gist information than 
for detailed information. From a metacognitive standpoint, they found that partici-
pants switched from reporting detailed information to reporting gist information 
as the delay increased. Goldsmith et al. concluded that participants set a criterion 
for reporting accuracy and selectively report only retrieved information that is per-
ceived to exceed that criterion, presumably because being wrong is a negative out-
come (cost).

Knowledge

The amount of knowledge that a learner possesses about how his or her mind works 
and how it can be controlled is known to affect metacognitive judgments and con-
trol decisions. Metacognitive knowledge is explicit, factual knowledge about how the 
mind works, and metastrategic knowledge is implicit, procedural knowledge about 
how one can use the mind to accomplish goals (e.g., Kuhn, 2000).

Metacognitive knowledge is known to increase with age and with training (e.g., 
Schneider & Bjorklund, 1998; Weinert, 1986). A prime example of this development is 
the understanding that forgetting occurs. When 4-year-olds were shown 10 pictures 
and asked how many they would be able to recall, most said 10, thereby indicating 
that their knowledge about the functioning of their memory was inaccurate (Flavell, 
Friedrichs, & Hoyt, 1970). By 5 years of age, 30% of the children still believed that no 
forgetting occurs, and around 6 years of age almost all children knew that they forget 
(Kreutzer, Leonard, & Flavell, 1975). In addition, almost all 10- to 11-year-olds know 
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that a recognition test is usually easier than a recall test, and that gist recall of stories 
is better than verbatim recall, but only half of all 5- to 6-year-olds do (Speer & Flavell, 
1979). I assume that the growth of metacognitive knowledge is due, in part, to the 
cognitive demands of our educational system and to the frequent feedback children 
receive about the accuracy of their performance. A few meta-analyses indicated that 
the relationship between changes in metacognitive knowledge and general memory 
performance is positive and fairly strong (e.g., Schneider & Bjorklund, 1998).

Some basic metastrategic knowledge is present by the age of two. For example, 
two-year-olds will monitor their speech and spontaneously correct errors in word 
selection, pronunciation, and grammar (Clark, 1978). Two-year-olds also monitor 
what others say, inferring what others know and what others are capable of cogni-
tively. With this knowledge, they can adjust their speech accordingly (Clark, 1978). 
Four-year-olds are capable of making relatively accurate feeling-of-knowing (FOK) 
judgments when presented with photographs of children, who they know to varying 
degrees and for which they have failed to recall the children’s names (Cultice, Somer-
ville, & Wellman, 1983). Finally, very young (4 years old) learners allocate about equal 
amounts of time to easy and difficult items, but older (12–13 years) learners allocate 
more study time to the difficult items (e.g., Kobasigawa & Dufresne, 1992, as cited 
in Metcalfe & Kornell, 2003). This is not to say that metastrategic knowledge is fully 
developed at an early age; it is not. Monitoring improves during elementary school 
(Zabrucky & Ratner, 1986) and is not even close to perfect in adults (e.g., Nelson & 
Dunlosky, 1992).

Much of the theorizing about adult metacognitive knowledge focuses on the kinds 
of information (cues) used when making metacognitive judgment, or control deci-
sions, and a wide range of factors have been examined. For example, dozens of differ-
ent kinds of information are known to influence the accuracy of judgments of learning 
(JOLs) (e.g., Koriat, 1997; Schwartz, 1994) and FOKs (e.g., Schwartz, 1994). One goal 
of research in the last decade has been to determine what kinds of information learn-
ers use versus what kinds of information they should use if they want to make accu-
rate metacognitive judgments and control decisions. With regard to JOLs, Koriat 
(1997) outlined three general classes of information that may affect metacognitive 
processes: (1) information intrinsic to the studied items themselves (e.g., concrete-
ness, degree of association between words in a pair, word frequency); (2) information 
associated with the conditions or cognitive processes occurring during learning (e.g., 
degree of learning, delay until testing, levels of processing); and (3) information asso-
ciated with cognitive processes that are interpreted as indicating something about 
the state of one’s memory (e.g., fluency of processing, quantity of available informa-
tion). Knowledge about all three kinds of information can influence the accuracy 
of metacognitive processes. For example, JOL accuracy can improve when learners 
make JOLs after receiving a test of the to-be-judged items (e.g., Shaughnessy & Zech-
meister, 1992) or simply with repeated study trials (Lovelace, 1984). For older adults, 
simply practicing making metacognitive judgments can result in improvements in 
self-paced associative learning, presumably because they more effectively allocate 
their study time (Dunlosky, Kubat-Silman, & Hertzog, 2003). However, a growing 
body of research has also found that the absolute accuracy of JOLs often changes from 
overconfident to underconfident with repeated study–test practice (Koriat, Ma’ayan, 
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Sheffer, & Bjork, 2006; Scheck & Nelson, 2005; Serra & Dunlosky, 2005). Together, 
these results give a mixed picture. Sometimes the knowledge gained by making 
metacognitive judgments improves their accuracy, and sometimes it does not. More 
research is needed to determine why these different patterns are observed.

Much of the theorizing about adult metastrategic knowledge focuses on how learn-
ers make decisions about which mnemonic or problem-solving strategy to use in a 
particular situation. For example, Reder (1988) examined peoples’ ability to rapidly 
assess their knowledge when making metacognitive control decisions. She found that 
learners can quickly estimate whether they know an answer, and they do so before 
they can recall the actual answer. Furthermore, Reder and Ritter (1992) found that 
learners can decide rapidly which cognitive strategy to use (e.g., recall vs. calculate 
answer) in these situations. Pressley, Levin, and Ghatala (1984) observed that adult 
learners knew that an associative elaboration study technique was more effective 
than a rote rehearsal technique, but only when they received a practice test. On the 
other hand, 11- to 13-year-old children did not know about the differences between 
the two study techniques, and they did not benefit from practice testing unless they 
were given feedback about their test performance.

Intrinsic and Extrinsic Constraints

There are a number of constraints that can be incorporated into the metamodel. These 
constraints can be internally generated, as may happen when one holds expectations 
or constraining beliefs about one’s cognitions, or externally generated, as when an 
experimenter limits the amount of time one has to study a list of word pairs.

Intrinsic Constraints Beliefs and expectations are forms of internally generated 
constraints. For example, if one believes that Strategy X will not work in the current 
situation, then Strategy X is unlikely to be used. The belief imposes a constraint on 
current processing2 (cf. Koriat, Bjork, Sheffer, & Bar, 2004).

If your goal is to make an accurate judgment about a word pair (e.g., pudding–cup) 
for which you are currently being shown only the cue word (e.g., pudding–), and you 
expect a recognition test, then your judgment is likely to be different from when you 
expect a recall test (e.g., Thiede, 1996), presumably because your expectations about 
the test’s characteristics influence the construction of your metamodel, and your 
metamodel is assumed to be the basis of your metacognitive judgment or control 
decision. In fact, the relative accuracy of JOLs is greater when the learner expects a 
recall test than when expecting a recognition test (Thiede & Dunlosky, 1994). Fur-
thermore, the metamodel that learners develop about test difficulty is often rigidly 
held, and they are generally unwilling to change it even when faced with evidence 
counter to their expectations. For example, Thiede (1996, Experiment 3) manipulated 
test difficulty (easy vs. difficult) and kind of test (recall vs. recognition) and found that 
participants consistently rated the objectively less-difficult recall tests as more difficult 
than the objectively more difficult recognition test, even after extensive experience.

Expectations about characteristics of a future test can also affect metacognitive 
judgments and control decisions. For example, learners who expect a recall test will 
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spend more time studying than students expecting a recognition test (d’Ydewalle, 
Swerts, & DeCorte, 1983; Mazzoni & Cornoldi, 1993; Thiede, 1996; for a review, see 
Lundeberg & Fox, 1991). Again, this finding implies that people generally expect a 
recall test to be more difficult than a recognition test, and they adjust their alloca-
tion of study time according to this belief or expectation. Metacognitive judgments 
of item difficulty are affected by expectations of the relative difficulty of test formats 
(e.g., Thiede & Dunlosky, 1994).

Expectations about mnemonic changes can also affect metacognitive judgments 
and control decisions. As noted, people expect forgetting to occur, and for a pro-
spective metacognitive judgment to be accurate, it must take into consideration the 
object-level changes that are most likely to occur during the delay between the time 
of the judgment and the time of the test. For example, when making JOLs, learners 
must take into consideration the forgetting that will occur during the delay between 
the JOL and the test (Djt). Unfortunately, the mnemonic changes during Djt are not 
linear, and these changes are usually highly dependent on the length of the delay 
between study and JOL (Dsj; see Figure 2). Therefore, people must possess accurate 
metacognitive knowledge about the variability of forgetting that occurs as a function 
of both Dsj and Djt for the JOLs to be accurate. Koriat and colleagues (e.g., Koriat & 
Bjork, 2005) have shown that learners are incredibly insensitive to Djt.3 In fact, in 
Experiment 1 (Koriat et al., 2004), Djt was manipulated between subjects and varied 
from approximately 10 minutes to 1 week. They found no significant differences in 
JOL ratings as a function of Djt even though there were large and highly significant 
differences in actual recall performance. When Djt values ranged from 10 minutes to 
1 year and were manipulated between subjects, learners still gave similar JOL ratings 
across the different delays (Koriat et al., 2004, Experiment 4C). By contrast, Rawson 
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and colleagues (Rawson, Dunlosky, & McDonald, 2002) found that learners were 
sensitive to Djt when estimating performance on future tests of story comprehension 
but not when estimating their level of text comprehension.

Research indicates that the differences in JOL accuracy between immediate and 
delayed JOLs may be attributable, in part, to learners’ insensitivity to the changes in 
the rate of forgetting (Van Overschelde & Nelson, 2006; cf. Carroll, Nelson, & Kir-
wan, 1997). For example, Van Overschelde and Nelson (2006) compared the accuracy 
of immediate and delayed JOLs only for items that were recallable at the time of 
the JOL, thereby allowing a direct comparison of the learner’s estimations of forget-
ting during a subsequent 10-minute retention interval (Djt). We found that learners 
expected moderate forgetting to occur when none was likely to occur (delayed JOLs), 
and they expected little forgetting to occur when much forgetting was likely to occur 
(immediate JOLs).

Other beliefs and expectations that have been found to influence metacognitive 
judgments and control decisions include beliefs about one’s abilities (e.g., Perfect, 
2004); beliefs about how the amount of time spent studying affects memory (e.g., 
Nelson & Leonesio, 1988); beliefs about the influence of external constraints 
(e.g., Carroll et al., 1997); and beliefs about how cognitive processes affect memory 
(e.g., Koriat, 1997).

Extrinsic Constraints When deciding which control actions to take, it is important 
to consider extrinsic constraints on those potential courses of action. For example, if 
one holds the goal of getting the highest grade possible on a test but is afforded only a 
limited amount of time to study for it, then allocating study time to only a few items 
on a list of to-be-studied items would likely be counterproductive. Metcalfe and her 
colleagues have demonstrated that the constraints placed on the learner can dramati-
cally influence how they allocate study time. As noted, when study time is limited, 
learners show preference for easier items than more difficult items, and they are gen-
erally correct in doing so (e.g., Metcalfe, 2002). However, when study time is unlim-
ited, then learners tend to study the most difficult items longer (for a review, see Son 
& Metcalfe, 2000). These findings indicate that learners can use information about 
extrinsic constraints when making metacognitive judgments and control decisions.

Metacognitive Judgment and Decision Making

As described, the construction of the metamodel is based on information about (1) the 
current state of the object level, (2) the current meta level goal, (3) knowledge about 
possible courses of control actions and their consequences, and (4) perceived intrinsic 
and extrinsic constraints. A judgment or decision about which metacognitive control 
action to take, which is based on this metamodel, is then made. These four aspects of 
the metamodel are essentially identical to those of the problem-space or state-space 
hypothesis proposed by Newell and Simon (1972; see also Newell, 1980). As such, it 
may be fruitful to consider metacognitive control decisions as attempts to navigate 
through a metacognitive state-space that is represented here by the metamodel. We 
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have a current state (e.g., unlearned items) and a goal state (e.g., mastery of the list), 
and we have to figure out how to get from here to there.

Characterizing metacognitive judgments as judgments about the metamodel allows 
us to think about them as either (1) predictions under varying degrees of uncertainty 
or (2) estimations of probability or frequency. Examples of the former include JOLs, 
EOLs, and FOKs. These are all judgments under uncertainty — prospective judg-
ments. In fact, in a traditional JOL experiment, immediate JOLs, which are followed 
by much forgetting, are judgments under greater uncertainly than delayed JOLs, 
which are followed by almost no forgetting (Van Overschelde & Nelson, 2006). This 
difference in uncertainty may help explain why the relative accuracy of delayed JOLs 
is substantially greater than for immediate JOLs.

Examples of estimations of probability or frequency include old–new recognition 
and retrospective confidence judgments. In old–new recognition, participants have 
to judge the probability that the item currently being perceived was presented or 
learned earlier, and in retrospective confidence, participants have to judge the prob-
ability that their answer is correct.

Characterizing metacognition as essentially the navigation of a metamodel or as 
judgments about the current metamodel has several advantages. It provides a com-
prehensive framework for examining and classifying the many factors that can influ-
ence the construction of the metamodel and the navigation of a learner through 
the metacognitive state-space and concomitantly the accuracy of the metacognitive 
judgments and control decisions. By making these factors explicit, it then seems 
more likely that we will find effective techniques for improving the accuracy of meta-
cognitive judgments and control decisions, which could have profound pedagogical 
ramifications. Furthermore, it permits us to draw on the extant JDM literature about 
heuristics and biases. Heuristics are called “rules of thumb,” and they are generally 
less cognitively demanding than algorithms (precise rules), but unlike algorithms 
they are not guaranteed to give the correct answer, or even the same answer, every 
time. In fact, there are numerous heuristics and biases (errors or deviations from a 
norm) that have been identified and researched in the JDM literature (see Gilovich, 
Griffin, & Kahneman, 2002, for a recent summary), far more than have been exam-
ined in the metacognitive literature.

Heuristics and Biases

Although numerous heuristics have been examined in the JDM literature, only two 
have been widely researched in the metacognitive literature: the fluency heuristic and 
the availability heuristic. Fluency is arguably the most widely studied of the heuris-
tics, in part because fluency is so easily manipulated by experimenters. As it relates 
to metacognition, the fluency heuristic relies on the rate or fluency with which the 
information comes to mind. The availability heuristic relies on or is influenced by the 
sheer quantity of information that comes to mind. In other words, fluency is associ-
ated with process information, and availability is associated with content. Ultimately, 
both of these heuristics probably fall under the original definition of the availability 
heuristic as proposed by Tversky and Kahneman (1973).
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Fluency of Processing4 

The objective speed or fluency with which information is processed or comes to mind 
at the object level has been examined for decades and has been found to vary natu-
rally (e.g., as with word frequency; Howes, 1957) and to vary as a function of experi-
mental manipulation (e.g., as with repetition priming; Warrington & Weiskrantz, 
1978). The metalevel’s subjective assessment or metaperception of this object-level 
fluency has also been examined extensively, and fluency can have either positive or 
negative effects on the magnitude and accuracy of metacognitive judgments, depend-
ing on many factors (Benjamin et al., 1998; Briñol, Petty, & Tormala, 2006; Dunlosky, 
Baker, Rawson, & Hertzog, 2006; Whittlesea & Leboe, 2003).

Although one might think of fluency in absolute terms (“That was fast”), a grow-
ing body of research is exploring fluency in subjective and relative terms (“That was 
faster than I expected it to be”).5 Although most of the metacognitive research of 
fluency that I present addresses only absolute fluency, some researchers are actively 
comparing the effects of absolute and relative fluency (e.g., Whittlesea & Williams, 
2001a, 2001b).

Feeling-of-Knowing Judgments Feeling-of-knowing (FOK) judgments involve a 
cue (e.g., question, word) and a target (e.g., answer, word, trigram). As such, there are 
two kinds of fluency that have been examined: (1) the fluency with which a cue is pro-
cessed (a component of cue familiarity; see Whittlesea & Leboe, 2003, for a compre-
hensive review), and (2) the fluency with which information about the corresponding 
target is retrieved. The picture is complicated a bit by the fact that there are two kinds 
of FOKs. FOKs generated very early in the cue-perceptual/target-retrieval processes, 
but before the target has been fully retrieved, are termed preliminary FOKs (e.g., Reder 
& Ritter, 1992). FOKs generated only after retrieval of the complete target has failed 
are termed standard FOKs or just FOKs (e.g., Connor, Balota, & Neely, 1992).

Cue Fluency The fluency of cue processing has been examined mostly by experi-
mentally manipulating the cues (e.g., Son & Metcalfe, 2005).

Reder and her colleagues (Reder, 1987, 1988; Reder & Ritter, 1992) used a game 
show style, speeded-response paradigm. In her 1988 work, some of the words used in 
the game show’s general knowledge questions were preexposed (and thus presumably 
processed more fluently during the game show phase of the experiment). Reder found 
that preliminary FOKs were greater for preexposed questions than new questions, 
even though retrieval of correct answers was unaffected by the preexposure manipu-
lation. Using math problems, Reder and Ritter (1992) found that increases in the fre-
quency of preexposure to components of the math problems, and not to the answers, 
led to increases in preliminary FOK ratings, even though preexposure had no effect 
on retrieval of the answers. Schwartz and Metcalfe (1992, Experiment 4) used a dif-
ferent manipulation with cue–target pairs. In this experiment, they preexposed some 
of the cues and some of the targets via an initial pleasantness rating task. Although 
they did not measure cue fluency directly, preexposure is known to increase the flu-
ency of item processing on subsequent presentations (e.g., McKone, 1995). Follow-
ing preexposure, all pairs were presented and studied intact, and then all pairs were 
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tested for cued recall of the target. FOKs were generated for nonrecalled targets and 
were followed by a recognition test. They found that FOKs were significantly higher 
in conditions in which only the cue was preexposed despite the fact that in these 
cases retrieval of the target was unaffected. And, FOKs were unaffected when only 
the target was preexposed, but preexposed targets were more likely to be recognized 
than unprimed targets.

Together, these experiments indicated that preliminary and standard FOKs can 
be increased simply by preexposing the cue so that it is presumably processed more 
fluently than “normal,” even though cue fluency may bear no relationship to actual 
test performance.

Target Fluency Target fluency is almost always examined using standard FOKs 
(i.e., when target retrieval fails). In general, the findings indicate that the stronger the 
FOK is, the longer one is willing to search memory for the answer before giving up 
(e.g., Koriat, 1993; Nelson & Narens, 1990). In other words, there is a positive rela-
tionship between target retrieval latency and FOK ratings. For example, Costermans, 
Lories, and Ansay (1992) found that when participants gave the highest FOK ratings 
(indicating, “I am absolutely sure I know the answer”) they spent almost three times 
longer attempting to retrieve the answer before giving up than they did when they 
gave the lowest FOK ratings (indicating, “I am absolutely sure I do not know the 
answer”). When no information comes to mind, or information comes to mind that 
indicates that the answer is not in memory, people can respond very quickly (Kolers 
& Palef, 1976).

In summary, two general findings exist. First, there is a positive relationship 
between the preliminary FOK ratings and the fluency with which the cue is pro-
cessed regardless of the retrievability of the target. Second, there is a positive relation-
ship between FOK ratings and the amount of time people will search memory before 
terminating the search due to nonretrieval.

Judgments of Learning Researchers have established that the amount of time par-
ticipants spend studying items at encoding (hereafter termed encoding fluency) is 
negatively correlated with the magnitude of both immediate and delayed JOLs, and 
the negative correlation is stronger for immediate JOLs than for delayed JOLs (Koriat 
& Ma’ayan, 2005). In other words, the less fluently an item is encoded/learned, the 
lower the subsequent JOL rating given to that item.

Furthermore, the fluency with which answers are retrieved at (or near) the time 
of the JOL is negatively correlated with the magnitude of both immediate JOLs (e.g., 
Serra & Dunlosky, 2005) and delayed JOLs (e.g., Koriat & Ma’ayan, 2005). In other 
words, the longer it takes to retrieve a target at the time of the JOL, the lower the JOL 
rating. However, this negative correlation only appears when participants explicitly 
attempt to retrieve the target. For example, Son and Metcalfe (2005) found that when 
participants were asked only to generate JOLs and were not instructed to attempt 
recall, then the relationship between JOL latency (not retrieval latency because no 
retrieval was required) and JOL rating was an inverted-U function. JOLs were gener-
ated most quickly for the lowest and highest JOL ratings and slowest for intermediate 
JOL ratings.
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Not surprisingly, the accuracy of the JOLs depends on when the fluency is measured 
(at encoding or retrieval) and how diagnostic this fluency is of future test performance. 
For example, high-frequency (HF) words are processed more fluently at encoding 
than low-frequency (LF) words, and HF words are given, on average, higher JOL rat-
ings than LF words, regardless of whether testing will be recall (Van Overschelde, 
2006) or recognition (Begg et al., 1989). However, actual test performance varies as a 
function of word frequency between recall and recognition tests and between recall of 
pure lists and recall of mixed lists. With pure lists, more HF words are recalled than 
LF words, and under several conditions with mixed lists, fewer HF words are recalled 
than LF words (e.g., Van Overschelde, 2002). With old–new recognition, recognition 
performance is almost always better for LF words than for HF words (e.g., Diana & 
Reder, 2006). Therefore, the accuracy of JOLs will be high when pure lists are used 
and tested with recall, low when mixed lists are used and tested with recall (Van 
Overschelde, 2006), and low when either pure or mixed lists are used and tested with 
recognition (Begg et al., 1989). In these cases, fluency at encoding is predictive of test 
performance in only one of the three test conditions (pure list recall).

By contrast, Benjamin et al. (1998) measured the time required to retrieve answers 
to trivia questions. They found that participants gave higher JOL ratings to answers 
that were retrieved quickly at the time of the JOLs than to those retrieved slowly. 
However, in contrast to their predictions, the answers retrieved quickly were actu-
ally less likely to be recalled at testing than answers retrieved slowly. In this case, 
participants appear to have assumed that retrieval fluency was positively predictive 
of future recall when the opposite was true, and the accuracy of their metacognitive 
judgments suffered as a result.

Lee, Narens, and Nelson (1993, as cited in Narens, Jameson, & Lee, 1994) used 
paired associates, and immediately prior to the delayed JOLs the targets were sub-
liminally primed. This priming presumably increased the fluency with which the 
target, or partial information about the target, was retrieved at the time of the JOL. 
Primed targets were given higher JOLs than unprimed targets. However, this kind of 
priming was short-lived and resulted in no improvement in final recall. The accuracy 
of the JOLs was not reported.

Retrospective Confidence Judgments Participants tend to show greater confidence 
when information is retrieved fluently. Costermans et al. (1992) observed a positive 
relationship between the fluency of retrieving answers to questions and the subjective 
confidence in those answers, but this relationship occurred regardless of the accuracy 
of the answer. Kelley and Lindsay (1993) found that participants had higher confidence 
in their answers to questions when the answers were presented during a preexpo-
sure task, presumably enhancing target fluency. Again, the higher confidence rat-
ings occurred regardless of whether the answer was correct or incorrect. Shaw (1996) 
found that eyewitnesses to mock crimes became more confident in their answers to 
questions about the crime the longer they spent thinking about their answers.

Old–New Recognition Judgments Old–new recognition judgments generally 
occur after studying a list of items and the test involves old, previously studied items 
and new, unstudied items. Participants must discriminate among old and new items. 
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Accurately making these judgments seems crucial to so many aspects of life, and 
numerous experiments have been conducted to evaluate the effect of fluency on the 
accuracy of these judgments (e.g., Kelley & Jacoby, 1998; Whittlesea & Leboe, 2003). 
These judgments are metacognitive in nature because people are monitoring available 
object-level information and deciding whether the information is new or is from a 
memory of a past experience (for details, see Batchelder & Batchelder, this volume).

Researchers often manipulate item fluency immediately prior to testing and without 
participants being aware of the manipulation. For example, Jacoby and Whitehouse 
(1989) enhanced the fluency of item processing in two ways. After studying a list of 
items, old and new items were presented for an old–new recognition test. In one condi-
tion, new items were primed immediately prior to the test, and it was done so that par-
ticipants were unaware of the priming. In the other condition, new items were primed 
just prior to the recognition test, and it was done so that participants were aware of the 
priming. In both priming conditions, retrieval fluency was facilitated by the priming, 
relative to new, unprimed items, but in the unaware priming condition participants 
judged the primed new items as old more often than did participants in the aware 
priming condition. Thus, participants who were aware of the priming appeared to 
discount the increased fluency caused by the priming when making their recognition 
judgments, and their metacognitive judgment accuracy was better as a result. In other 
words, when the sources of fluency are attributed to features of the test condition, and 
not to prior experience, then participants may discount the validity of fluency when 
making their judgments (see Kelley & Rhodes, 2002, for an extensive review).

As mentioned, fluency can vary absolutely and relative to expectations. Whittlesea 
and Leboe (2003) showed that when people are tested with recognition, their judg-
ments are based on absolute fluency when stimuli vary only in fluency. When more 
meaningful stimuli and contexts are used, then judgments were based more on rela-
tive fluency.

Allocation of Study Time People often allocate their study time based on the fluency 
with which information is processed or comes to mind. For example, when learners 
hold the goal of mastery, they will allocate more study time to tasks that require more 
effort (Eisenberger, 1992) and to items processed less fluently (e.g., Koriat & Ma’ayan, 
2005). During learning, the fluency with which items are processed often changes 
(increases), and people appear to monitor this rate change and use this information 
to decide when to terminate study. The findings indicated they terminate study when 
this rate decreases below some threshold (e.g., Koriat, Ma’ayan, & Nussbaum, 2006; 
Metcalfe & Kornell, 2005; Nelson & Leonesio, 1988).

Liking Liking has traditionally not been studied as a metacognitive judgment. How-
ever, the fact that people often judge fluently processed items as more likeable, more 
aesthetically pleasing, or as having a more positive effect implies that liking is the 
result of a judgment about cognitions.6 Researchers have found that liking of neutral 
stimuli increases with repeated exposure (for reviews, see Bornstein, 1989; Zajonc, 
2000), and this increase in liking is related, in part, to the increase in fluency of pro-
cessing the stimulus brought about by the repeated exposures (e.g., Whittlesea, 1993; 
Willems & Van der Linden, 2006). They have also found that people’s experience 
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of aesthetic pleasure is increased by increasing the fluency with which stimuli are 
processed (for a review, see Reber, Schwarz, & Winkielman, 2004). Finally, people’s 
affective response to stimuli has been found to be mediated by the fluency of process-
ing the stimuli (Winkielman & Cacioppo, 2001).

Summary This wealth of research on the influence of fluency on metacognitive 
judgments and on control decisions leads to two important conclusions. First, our 
perception and assessment of fluency can affect these metacognitive processes. Sec-
ond, unfortunately because the subjective assessment of fluency is not always posi-
tively correlated with objective test performance, and sometimes it is even negatively 
correlated, the accuracy of our metacognitive judgments and control decisions can 
vary substantially and significantly depending on the situation.

Availability of Cues

The sheer quantity of information available at the time one makes a metacognitive 
judgment or control decision can have strong effects on the accuracy of these control 
actions. The metalevel’s subjective assessment or the metaperception of the avail-
ability of this information at the object level has also been examined, and as with 
fluency, it can have either positive or negative effects on the magnitude and accuracy 
of metacognitive processes, depending on many factors.

Feeling of Knowing Much research has found that FOKs were influenced by the 
amount of partial target information accessible at the time of the judgment (Hart, 
1965; Koriat, 1993, 1995). For example, FOKs are higher when an affective quality 
of the target word (i.e., good/bad) can be produced than when it cannot (Schacter 
& Worling, 1985); when target items are overlearned compared to once-learned 
items (Nelson, Leonesio, Shimamura, Landwehr, & Narens, 1982); when the target is 
learned using a deep level-of-processing manipulation than when using a shallow one 
(Lupker, Harbluk, & Patrick, 1991); when items are studied for 7 seconds compared to 
items studied for 2 seconds (Schwartz & Metcalfe, 1992); and for commission errors 
than for omission errors, even when learners are told their answers are incorrect 
(Krinsky & Nelson, 1985). In addition, Nelson and his colleagues (Nelson et al., 1982) 
observed a positive correlation between FOK rating and the latency of correct rec-
ognition. In other words, FOKs were higher for target items that were recognized 
more quickly, a finding that implies that more target information had been activated 
during retrieval attempts for high-FOK items than for low-FOK items. All of these 
findings indicate that FOKs increase in magnitude as the quantity of available target 
information increases.

Unfortunately for learners, people are often unaware of the correctness of the par-
tial information currently available in memory. For example, Koriat (1995) varied 
orthogonally the accessibility and accuracy of answers to questions. He showed that 
highly accessible answers were associated with higher FOKs, regardless of the accu-
racy of the answers. Koriat (1995) concluded that “participants base their estimates of 
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future recognition performance on how much [italics added] information comes to 
mind, regardless of its accuracy, when trying to recall the answer” (p. 134).

Even when the quantity of target information available is enhanced by the experi-
menter, learners do not always monitor or assess this information as relevant. For 
example, when targets are primed below threshold, the priming manipulation increases 
retrieval but has no effect on FOKs (Jameson, Narens, Goldfarb, & Nelson, 1990).

Taken together, these results clearly indicate that FOKs are predictive of test perfor-
mance in some cases and not in others, and that FOKs can be strongly affected by the 
quantity of information that is available regardless of the accuracy of that information.

Judgments of Learning The amount of target information available at the time of 
the JOL is known also to influence the JOL ratings (Dunlosky & Nelson, 1992; see 
Koriat, 1997, for a comprehensive review). Benjamin and Bjork (1996) showed that 
the accessibility of information at the time of the JOL was positively related to JOL 
rating, even though in their experiments accessibility was negatively correlated with 
eventual test performance. Under some conditions, people also can assess the qual-
ity of the accessible information. For example, Dunlosky, Rawson, and Middleton 
(2005) found that participants evaluated the quality of word definitions that were 
recalled immediately prior to making JOLs, and they gave higher judgments to cor-
rectly recalled definitions than to commission incorrectly recalled definitions.

Forgetting plays a key role in how much information is available at the time of the 
JOL. For example, immediate JOLs occur after almost no forgetting has occurred, 
but delayed JOLs can occur after substantial forgetting has occurred. And, because 
forgetting represents a negatively decelerating function, more forgetting occurs after 
immediate JOLs than after the typical delayed JOL (e.g., Van Overschelde & Nelson, 
2006). Therefore, the amount and kinds of information generally available at the time 
of immediate JOLs is not highly diagnostic of future test performance, whereas the 
amount and kinds of information generally available at the time of delayed JOLs is 
diagnostic (Van Overschelde & Nelson, 2006). As a result of these differences, imme-
diate JOLs are less accurate than delayed JOLs presumably because the information 
about the target that is accessible at the time of the immediate JOLs is weakly diag-
nostic of retrieval at test, but with delayed JOLs it is strongly diagnostic of retrieval at 
test (e.g., Nelson, Narens, & Dunlosky, 2004).

Conclusion

As originally proposed, Nelson and Narens’ metacognitive model (Nelson, 1996; 
Nelson & Narens, 1990, 1994) has been a foundational model for theorizing about 
metacognition. As reviewed here, extensive evidence supports the claims that meta-
cognitive processes are affected by (1) the quality of the dynamic metamodel of the 
current state of the object level, (2) the current metalevel goal or goals, (3) the knowl-
edge one has about how the metalevel can control the object level and the conse-
quences of these control actions, and (4) the perceived constraints on these control 
actions. Here, I proposed that these four general classes of information combine to 
form a metamodel on which metacognitive JDM processes operate. This idea leads to 
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the conclusion that metacognitive judgments and control actions are made not on the 
object level per se, but on one’s interpretation or assessment of the accessible infor-
mation about the object level, along with a host of goal-relevant information. This 
idea has been underemphasized in metacognitive research and theory, and I believe 
future research along this line will be fruitful.

Notes

 1 There have been 2,586 to be exact, according to a PsycINFO search conducted 
on August 28, 2006, using the search “metacognition” OR “metamemory” OR 
“metacomprehension.”

 2 Koriat et al. (2004) referred to the influences of these kinds of constraints as theory-
based judgments. However, because I argue that all metacognitive decisions are based 
on one’s interpretations about the available cues, all metacognitive decisions are, in one 
sense, theory-based decisions.

 3 In fact, most of the 12 experiments in Koriat et al. (2004) showed no effect of Djt when 
manipulated between subjects.

 4 Some researchers have labeled fluency as ease of processing (EOP; e.g., Begg et al., 1989; 
Dunlosky et al., 2006); however, because the word ease implies a subjective assessment 
of processing speed (cf. Reber, Fazendeiro, & Winkielman, 2002), I prefer the more 
objective label of fluency of processing.

 5 Because this relative fluency is a comparison between current processing and some nor-
mative model of processing, it may be an example, instead, of the use of the representa-
tive heuristic.

 6 Whittlesea and Price (2001) showed that the increased liking, which they termed pleas-
antness, was the result of a global, nonanalytical, method of evaluating stimuli that 
more closely matched the way in which prior stimuli were processed. Therefore, the 
match in cognitive processing between memory of a prior perception and a current 
perception resulted in a subjective assessment that was experienced as pleasantness or 
liking.
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Measurement of Relative Metamnemonic Accuracy

Aaron S. Benjamin and Michael Diaz

Introduction

Evaluating metamnemonic accuracy is an inherently difficult enterprise as the 
theorist must contend with all of the usual variability inherent to normal memory 
behavior and additionally consider other sources that are relevant only to the met-
amnemonic aspects of the task. This chapter reviews the arguments motivating the 
use of the Goodman-Kruskal gamma coefficient γ in assessing metamnemonic accu-
racy and pits that statistic against a distance-based metric da derived from signal 
detection theory (Green & Swets, 1966). We evaluate the question of which potential 
measures of metamnemonic accuracy have the most desirable measurement char-
acteristics and which measures support the types of inference that researchers com-
monly wish to draw. In doing so, we attempt to make general arguments without 
providing a detailed account of the underlying mathematics or statistics, but we do 
place appropriate references should those interested desire a more technical treat-
ment of the issues that arise.

T. O. Nelson was a pioneer of methodologies in the field and a consistent devotee of 
increasing analytical sophistication and rigorous measurement (see, e.g., Gonzalez & 
Nelson, 1996; Nelson, 1984). Although not all of the conclusions reached in this chap-
ter are the same as those reached in Nelson’s (1984) classic article, we would hope 
that the work nonetheless is considered a testament to Nelson’s legacy of meticulous 
attention to the quantitative foundations of metacognitive research.

Metamemory	Experiments

To begin, let us briefly review the basic substance of metamemory experiments, the 
data table, and the traditional analytic approaches. Be forewarned that the field is 
diverse and complicated, and any general portrayal of a metamemory experiment is 
bound to be a caricature at best. We do not mean to trivialize the many varieties of 
experiment that do not fit into the mold, but many, if not most, experiments share 
certain common characteristics:
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 1. A manipulation of study or judgment conditions. Many experiments evaluate 
metamemory in the context of a manipulation of memory. This manipulation 
may consist of an orienting instruction (e.g., generating vs. reading; Begg, Vinski, 
Frankovich, & Holgate, 1991); an ecological (e.g., altitude; Nelson et al., 1990) or 
pharmacological (e.g., benzodiazepines; Mintzer & Griffiths, 2005) intervention; 
use of item repetition (Koriat, Sheffer, & Ma’ayan, 2002), list position (e.g., recency 
vs. primacy; Benjamin, Bjork, & Schwartz, 1998), interference (Diaz & Benjamin, 
2008; Maki, 1999; Metcalfe, Schwartz, & Joaquim, 1993), or scheduling (e.g., spac-
ing between repetitions; Benjamin & Bird, 2006; Dunlosky & Nelson, 1992; Simon 
& Bjork, 2001; Son, 2004); or varying item characteristics (e.g., high- versus low-fre-
quency words; Benjamin, 2003). The intent is to induce a difference in performance 
between conditions (although this is not necessarily the case), in order to evaluate 
the degree to which metamnemonic judgments reflect that difference. In other cases, 
populations of subjects (e.g., older and younger [Hertzog, Kidder, Powell-Moman, & 
Dunlosky, 2002]; memory impaired and memory intact [Janowsky, Shimamura, & 
Squire, 1989]), rather than items are compared. Alternatively, the study conditions 
may be held constant but the conditions of the metacognitive evaluation may be 
manipulated. Such manipulations might vary, for example, the timing (Nelson & 
Dunlosky, 1991) or the speed (Benjamin, 2005; Reder, 1987) of the judgment. Note 
that this aspect of the procedure is often, but not always, experimental: Items are 
randomly assigned to conditions, and the full force of experimental paradigms can 
be brought to bear on this part of the design.

 2. A measure of metamemory. At some point prior to (Underwood, 1966), during, or 
after study (Arbuckle & Cuddy, 1969; Groninger, 1979), or even after testing (as in, 
e.g., feelings of knowing [Hart, 1965] or confidence in answers [Chandler, 1994]), 
subjects are asked to make a deliberate judgment about their memory performance. 
Mostly, those judgments are made on an item-by-item basis, but they may be for a 
group of items or for the entire set of items in the experiment. Alternatively, subjects 
may be asked to make a decision about restudying items (Benjamin & Bird, 2006; 
Son, 2004; Thiede & Dunlosky, 1999), and it is presumed that such decisions implic-
itly reflect their judgments of memory (Finn & Metcalfe, 2006). These judgments 
may take place within a context that allows an interrogation of memory, such as 
when only the cue term of a cue–target pair is used to elicit the judgment (Dunlosky 
& Nelson, 1992), or one in which such interrogation is difficult (e.g., if the entire cue–
target pair is presented or if responses are speeded; Benjamin, 2005; Reder, 1987).

 3. A test of memory. After some delay following the judgment procedure, memory is que-
ried. It is rare (cf. Nelson, Gerler, & Narens, 1984) to employ an experimental manipu-
lation at this point because it is uninformative to examine the effects of a manipulation 
on judgments that precede that manipulation. However, aspects of the test, particu-
larly its relative difficulty, may play a role in evaluating metamnemonic accuracy.

E�aluating	Metamemory	Accuracy

Now, consider the fundamental question of metamemory experiments: How well 
does metamemory reflect memory? Metamemory is considered to be accurate when 
subjects show some sort of a calibrated assessment of their memory’s failings and 
successes. Bear in mind that a useful measure of metamnemonic accuracy should be 
independent of actual levels of memory performance.
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Figure 1 relates this fundamental question to the typical paradigm used to study 
metamemory and provides a rough taxonomy of questions ranked in order of 
measurement complexity. In rare circumstances, it might be informative to assess 
metamemory with reference to an absolute standard — for example, to evaluate 
whether a patient group reveals above-chance metamnemonic accuracy — but, more 
commonly, metamemory is tracked as a function of an experimental manipulation.

Ordinal Evaluation of the Experimental Factor

One straightforward analytic option is to jointly evaluate the effect of that manipu-
lation on average memory performance and average metamemory judgments. Such 
paradigms are particularly powerful demonstrations when the effects of the variable 
are opposite for memory and metamemory (e.g., Benjamin, 2003; Benjamin et al., 
1998; Diaz & Benjamin, 2008; Kelley & Lindsay, 1993; Metcalfe et al., 1993) but are 
limited by the inability to make interval-level comparisons between metamnemonic 
and mnemonic measures. This question is portrayed on the first sublevel of possible 
research questions in the hierarchy in Figure 1 to emphasize the minimal sophisti-
cation it requires on the part of the measurement scales: All that must be assumed 
is that higher scores indicate superior memory performance and a prediction of 

Does metamemory accurately reflect memory?

Do they change in the same direction?
Are they ordinally comparable?

Do they change by a similar amount?
Are there comparable intervals?

Does the change differ between conditions?
Is there an interaction with condition?

Does the change differ between groups?
Is there an interaction with group?

Figure 1  A taxonomy of questions about metamnemonic accuracy.
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superior memory performance compared to lower scores. More complex demands 
are placed on those scales by the three questions that lie below this level.

Relationships Between Judgments and Performance

More often, the relationship between metamemory judgments and memory perfor-
mance is assessed as a function of the manipulation. This relationship can be summa-
rized in numerous ways, but the two most commonly used approaches are calibration 
curves, in which mean performance and mean judgments collapsed across a subset 
of items and conditions are jointly plotted, and correlations, in which the association 
between performance and judgments is evaluated. Calibration curves are used as a 
metric for absolute metamnemonic accuracy, or the degree to which mean rating 
values accurately estimate mean performance. Consequently, such analyses are only 
possible when ratings are made on scales isomorphic to probability scales and have 
certain interpretive (Gigerenzer, Hoffrage, & Kleinbolting, 1991) and analytic (Erev, 
Wallsten, & Budescu, 1994) difficulties (see also Keren, 1991). Such analyses are not 
the focus of this chapter and are not considered further here.

Correlational Measures

In contrast to absolute accuracy, relative metamnemonic accuracy is measured by 
the within-subject correlation of performance and predictions. Again, this assess-
ment is usually made across conditions of a manipulation of memory. A good exam-
ple is the delayed-judgment-of-learning effect (Nelson & Dunlosky, 1991), which is 
arguably the most robust and important effect in the metamemory literature. Nelson 
and Dunlosky (1991) showed that judgments about future recallability were much 
more highly correlated with later performance when a filled interval was interposed 
between study and judgments.

The consensual analytic tool for such paradigms is γ (Goodman & Kruskal, 1954, 
1959), owing mainly to an influential article by Nelson (1984; see also Gonzalez & 
Nelson, 1996), in which γ was shown to be superior to a number of other measures 
of association, as well as to scores based on conditional probabilities and differences 
thereof (Hart, 1965), in terms of permitting a particular probabilistic interpretation 
of scores: What is the probability that Item X is remembered and Item Y is not given 
that Item X received a higher metacognitive judgment than Y?1 Here, we reconsider 
that conclusion from the perspective of the three research questions at the bottom 
of Figure 1. For these cases, it is necessary to be in possession of data with relatively 
advanced metric qualities. To claim, for example, that a manipulation affects memory 
more than metamemory or that two groups who differ in baseline metamemory skills 
gain a differential amount from an intervention requires a measure that affords inter-
val-level interpretation. The remainder of this chapter evaluates several candidate 
statistics for such qualities and reviews a solution based on the isosensitivity func-
tion of signal detection theory (SDT; e.g., Green & Swets, 1966; Peterson, Birdsall, & 
Fox, 1954; Swets, 1986a, 1986b). Nelson (1986, 1987) considered this alternative and 
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rejected it, but we take a closer look at the debate, provide some supportive data for 
the SDT view with reanalyses of recent work, and demonstrate its metric qualities 
with simulated data sets. In addition, we show that a relatively simple transforma-
tion of γ improves its metric qualities and makes it comparable in certain ways to the 
measure derived from SDT.

Gamma	and	Its	Use	in	Metamemory	Research

Here, five major arguments in support of the use of γ are considered. These arguments 
derive primarily from the early work of Goodman and Kruskal (1959) as well as the 
psychologically motivated papers by Nelson (1984) and Gonzalez and Nelson (1996).

 1. γ is easily generalized from the 2 × 2 case (in which it is equivalent to Q; Yule, 1912) 
to the n × m case. Thus, γ is appropriate when there are greater than two choices on 
the judgment scale.

 2. Because there is no evidence concerning the form of the probability distributions 
relating future memory status (remembered or not) to the underlying judgment 
dimension, the machinery of SDT is unwarranted, and a purely nonparametric 
measure such as γ is preferred.

 3. To the degree that γ is an efficient estimator, it should have desirably low error vari-
ance relative to other estimators. That quality increases the power to detect differ-
ences between conditions.

 4. The γ coefficient bears a linear relationship to the probabilistic construal mentioned 
and thus has a transparent psychological interpretation in terms of subject perfor-
mance (Nelson, 1984).

 5. The γ coefficient is independent of criterion test performance, unlike other measures.

We shall consider each of these claims and revisit the adequacy of γ in light of the 
questions posed in Figure 1. Bear in mind that Nelson (1984) formulated these claims 
in the context of a search for a superior measure of feeling-of-knowing accuracy; 
here, we are more concerned with measuring metamemory more generally, and the 
prototype case we have in mind is in fact more like a typical judgment-of-learning 
(JOL) paradigm. It is not evident that this difference matters much.

Generalizability Across Experimental Designs

It is true that many alternative measures of association, such as phi, do not general-
ize coherently beyond the 2 × 2 case, and that such a limitation is undesirable for 
measuring metamnemonic accuracy. The γ coefficient is easily generalized to tables 
of arbitrary size, which makes it clearly superior in experiments in which predictions 
are more finely grained than binary ones. However, it is not clear that it is much 
of an advantage to be able to deal with more than two levels of the outcome vari-
able; indeed, only the rare metamemory experiment has a memory outcome with 
more detail than “remembered” or “not remembered.” In any case, the advantage of a 
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measure that handles designs of n × m (n,m ≥ 2) over one that effectively treats 2 × m 
(m ≥ 2) designs is likely minimal and may be offset by other relevant factors.

Signal Detection Theory Is Unsupported as an Analytic Tool

Unfortunately, it is not possible to do justice to the application of SDT to psychology 
in the limited space here (for further technical discussions, see Macmillan & Creel-
man, 2005; Wickens, 2001). Fundamentally, SDT relates performance in choice tasks 
to probability distributions of evidence conditionalized on the to-be-discriminated 
factor and decision criteria that partition that space into responses. Given the incred-
ibly wide applicability of SDT to psychological tasks of detection and discrimination 
in perception (Swets, Tanner, & Birdsall, 1955), memory (Banks, 1970; Egan, 1958), 
and forecasting (Mason, 1982) and the impressive consistency of support across that 
wide array of tasks (Swets, 1986a), it certainly deserves a closer look in the case of 
metamemory. We do so and consider anew the unsupported assumptions pointed 
out by Nelson (1984, 1987).

Efficiency and Consistency

Measures derived from SDT have either lower error variance or usually lower error 
variance (that is, lower through a wide range of possible values) than does γ (Swets, 
1986b, pp. 113–114). In addition, it has been noted that γ reveals disturbingly low lev-
els of stability across alternative test forms, test halves, and even odd- and even-num-
bered items (Thompson & Mason, 1996; see also Nelson, 1988). Such low reliability 
calls into question experiments that fail to find differences between conditions, of 
which there are many.

A related question is whether γ is a consistent estimator — that is, whether the 
rate at which it approaches its asymptotic value with increasing sample size is as high 
as possible. Although we do not consider this property in detail, it is worth making 
note of one critical property of γ that is likely to influence consistency. As noted by 
Schwartz and Metcalfe (1994, Table 5.2), the fact that γ treats data purely ordinally 
— in terms of pairwise ranks — leads to both its desirable properties and perhaps 
some undesirable ones. A subject who assigns two item ratings of 5% and 95% prob-
ability of future recall is likely not making the same claim if the individual assigns 
those item ratings of 49% and 50%; yet, γ treats the cases equivalently. This property 
of γ is desirable only insofar as the prediction data are unlikely to have interval-level 
properties. Yet it discards vast amounts of information in treating them as purely 
ordinal. We will show that this treatment is overly conservative, and that relaxing 
that assumption only slightly affords the use of measures that may be more efficient 
and more consistent.
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Psychological Interpretability

It is on the issue of psychological interpretability that much of our discussion cen-
ters. Nelson’s (1984) argument about the clear relation between γ and the conditional 
judgment probability mentioned is a strong one, and we have no contention with the 
claim. However, we do question whether such a probabilistic interpretation affords 
the types of research questions and interpretations listed as the bottom three in 
Figure 1. That is, does the use of γ support interval-level analyses and conclusions? 
The answer is almost certainly no. At the very least, γ belongs to a class of measures 
(along with probability and other correlation measures) that are bounded on both 
ends. Measurement error leads to skewed sampling distributions at the margins of 
bounded scales and renders interpretation of intervals, and consequently interac-
tions, difficult2 (Nesselroade, Stigler, & Baltes, 1980; Willett, 1988). Schwartz and 
Metcalfe (1994) noted this problem in the context of between-group comparisons.

To be sure, this criticism is appropriately directed at a very wide range of analy-
ses in the psychological literature (Cronbach & Furby, 1970), and we do not wish to 
imply any particular fault of researchers in metacognition. The important point is 
that equal intervals across a scale should not be assumed when treating psychologi-
cal data, a point emphasized by Tom Nelson throughout much of his work. It is the 
burden of the theorizer to support such a claim prior to employing analyses that pre-
sume such measurement characteristics. To preview, it is on this very point that the 
application of SDT is most desirable. Measures of accuracy derived from SDT have 
interpretations rooted in geometry and are straightforwardly defensible as having 
interval characteristics.

Invariance With Criterion Test Performance

Nelson (1984, Figure 1) illustrated that γ, in contrast with a difference of conditional 
probabilities (Hart, 1965), was invariant with criterion test performance. However, 
Schwartz and Metcalfe (1994) noted that γ was not independent of the number of test 
alternatives in forced-choice recognition. Although we shall not consider the issue 
further here, it should be noted that γ may, under some conditions, vary with aspects 
of the task irrelevant to measurement of metamemory.

Signal	Detection	Theory	and	Metamemory	Tasks

SDT provides an alternative solution to the question of how to summarize perfor-
mance in contingency tables. The statistics of SDT are derived from a simple model 
of decision making under stimulus uncertainly, characterized by four basic assump-
tions (adopted from Benjamin, Diaz, & Wee, 2008):

 1. Events are individual enumerable trials on which a signal is presented or not.
 2. A strength value characterizes the evidence for the presence of the signal on a given 

trial.
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 3. Random variables characterize the probability distributions of strength values for 
signal-present and signal-absent events.

 4. A scalar criterion serves to map the continuous strength variable onto a binary (or 
n-ary) decision variable.

For a metamemory task, it is assumed that stimuli that are later to be remembered 
(TBR) enjoy greater values of memory strength than stimuli that are later to be forgot-
ten (TBF). The “memory strength” variable is really a variable by proxy; in fact, one 
of the great benefits of SDT is that, although an evidence axis needs to be postulated, 
it need not be identified. It simply reflects the evidence that can be gleaned from a 
stimulus regarding its memorability or, in this case, its perceived memorability.

To the degree that subjects can perform such a discrimination accurately — that 
is, if they can claim which items they will remember and which they will not at a 
rate greater than chance — then the distribution for TBR items must have generally 
higher values of memory strength than the distribution for TBF items. This is shown 
in the top panel of Figure 2. Evidence values (e1 and e2) are experienced by the subject 
and compared to a criterion C; in the case illustrated in Figure 2, the subject would 
reject the item yielding e1 evidence and endorse the item yielding e2 evidence.

SDT has been used primarily as a tool to aid in the separation of decision com-
ponents of choice tasks from the actual sensitivity of the judgment. Sensitivity is a 
function of the overlap of the inferred probability distributions, and the placement of 
decision criterion (or criteria) represents the decision aspect of the task. As a theoreti-
cal device, isosensitivity functions can be plotted that relate the probability of a meta-
cognitive hit (claiming that I will remember an item that will in fact be remembered 
later) to the probability of a metacognitive false alarm (claiming that I will remember 
an item that will not be remembered later). This function is a plot of how those values 
vary jointly as the criterion moves from a lenient position to a conservative one (or 
vice-versa). The bottom left panel for Figure 2 shows the isosensitivity function corre-
sponding to the distributions in the top part of the figure in probability coordinates; 
the bottom right panel shows that same function in normal-deviate coordinates.

Empirical isosensitivity functions are useful in part because they allow one to 
evaluate whether the assumptions about the shapes of the probability distributions 
are valid. Specifically, normal probability distributions yield perfectly linear isosen-
sitivity contours in normal-deviate coordinates, as shown in the bottom right panel 
of Figure 2 (Green & Swets, 1966). It has been claimed that the linearity of such func-
tions is not a strong test of those assumptions because many different probability 
functions yield approximately linear forms (Lockhart & Murdock, 1970; Nelson, 
1987). This is only partially true. Because the isosensitivity function is constrained 
to be monotonically increasing, there are many distributional forms that yield func-
tions for which a large proportion of the variance (even above 95% in some cases) 
is linear. However, all forms except the normal distribution will lead to a nonlinear 
component as well. Consequently, an appropriate test is whether the addition of a 
nonlinear component to a linear regression model increases the quality of the fit. 
We present such a test and show that, contrary to the admonitions of Nelson (1987), 
SDT provides a viable model of the information representation and decision-making 
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process underlying metacognitive judgments. Let us first turn to the nitty-gritty of 
computing an isosensitivity function for metamemory data.

The	Detection-Theoretic	Analysis	of	a	Metamemory	Task

SDT analysis requires that our data be tabulated in the form of a contingency table. 
This requirement is straightforward in the case of a metamemory task, in large part 
because such a formulation is consistent with the computation of γ. Such a table is 
shown in the top right of Figure 3. Note that the data must be in a 2 × m table in 
which there are m rating classes and two potential outcomes — presumably, remem-
bered and forgotten. In the present example, there are six rating classes, with 1 indi-
cating that the subject is very confident that they will not remember the stimulus and 
6 indicating that they are very confident that they will remember it.
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Figure 2  The signal detection theoretic framework and the isosensitivity function. Top 
panel: Normal probability distributions of strength for eventually forgotten (left) and remem-
bered (right) items. e1 and e2 indicate possible values of experienced strength, or evidence, 
for future memorability. C indicates the location of a decision criterion. Bottom panels: Iso-
sensitivity functions corresponding to the distributions shown in the top panel in probability 
coordinates (left) and normal-deviate coordinates (right).
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Several additional transformations are necessary and are shown vertically on the 
right of Figure 3. First, frequencies are converted to proportions of each outcome 
class (shown in the second table on the right side of Figure 3). Those proportions are 
cumulated from right to left across the rating scale, such that the sixth cell in a row 
contains the proportion of 6 responses, the fifth cell in a row contains the propor-
tion of a 5 or a 6 response, and so on. These cumulative proportions are treated as 
increasingly liberal response criteria, and a joint plot of those values yields the iso-
sensitivity function shown in the top left of Figure 3. Note that the most liberal point 
is always going to be (1,1) since it reflects the cumulative probability of any response. 
The final data table shows the cumulative proportions after an inverse-cumulative 
normal transformation (i.e., changing from proportions to z scores) and yields the 
normal-deviate isosensitivity plot shown in the bottom left.

The sensitivity of the ratings can be understood as either the degree to which the 
theoretical distributions overlap, as mentioned, or as the distance of the isosensitivity 
function from chance performance, indicated in the top function as the major diago-
nal and in the bottom function as an unshown linear contour passing through the 
scale origin. We introduce one measure da that corresponds to the shortest possible 
distance from the origin (scaled by √2) to the isosensitivity function in the bottom 
plot. That value can be easily computed:
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Figure 3  An example of how to estimate the isosensitivity function from data from a 
metamemory experiment.
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in which y0 and m represent the y-intercept and slope, respectively, of the normal-
deviate isosensitivity function. The da can be conceptualized in terms of the geom-
etry of the isosensitivity function, as defined above, or in terms of the distributional 
formulation in the top part of Figure 2; in that case, da is the distance between the 
means of the normal distributions divided by the root-mean-square average of their 
standard deviations.

Using da to measure metamemory accuracy is a novel suggestion to our knowledge. 
There was some consideration of whether d′ — a similar but not equivalent measure 
— is an appropriate score to measure metamnemonic accuracy (Nelson, 1984, 1987; 
Wellman, 1977). The d′ measures the distance between the probability distributions 
scaled by a common standard deviation. The assumption of common variance has 
proven incorrect in most substantive domains (Swets, 1986a) but is nonetheless com-
monly used because it can be computed on the ubiquitous 2 × 2 data table. At least 
a 2 × 3 table is required for da, and its fit is only testable with a minimum of four 
columns. Such a characteristic is hardly a limitation in metamemory research, how-
ever; it simply implies that subjects’ rating scale must contain more than two discrete 
choices. In fact, it is more commonly necessary to construct judgment quantiles from 
prediction data to reduce the number of points in isosensitivity space (and thus also 
increase the precision of the estimates). In the next section, we directly address the 
question of whether the SDT model of metamnemonic judgment is an accurate one.

Analyses	of	Metamemory	Tasks

Nelson (1984) wrote, “Unfortunately, there is no evidence in the feeling-of-knowing 
literature … to justify the assumption that the underlying distributions are normal” 
(p. 121). In this section, we present such evidence. We consider two data sets. The first 
is from our recent work (Diaz & Benjamin, 2008), for which the prediction task is on 
a scale of 0 to 100, and the criterion task is cued recall. For the second data set (Ben-
jamin, 2003), the prediction is on a 1-to-9 scale, and the criterion tasks are both rec-
ognition and free recall. We have deliberately chosen tasks that differ substantively in 
order to demonstrate the robustness of the analysis.

Analysis of Diaz and Benjamin (2008)

These experiments involved multiple study–test trials with paired-associate terms, 
over which proactive interference was introduced by reusing cue terms. One condi-
tion is reported here in which there were 20 items per studied list (henceforth, the 
difficult condition), and another condition is reported in which there were 10 or 16 
items per list (the easy condition).3
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Because the prediction data were on a 0-to-100 scale, the first step was to convert 
those data to quantile form. To get a reasonable estimate of the isosensitivity func-
tion, there should be a sufficient number of bins to estimate the shape of the function 
adequately (at least four and ideally five or more) and a sufficient number of observa-
tions to avoid very low frequencies in any particular bin. A good rule of thumb is to 
have subjects try to distribute their judgments more or less evenly across the rating 
scale and to try to have no fewer than 20 of each rating. In this case, the number of 
discrete ratings was actually greater than the number of observations, so it was nec-
essary to convert the data to quantiles.

For each subject, individual matrices of performance and JOLs were sorted by JOL 
magnitude and divided into six bins. The goal was to have each bin contain an equal 
number of items and to partition those items by whether they were eventually recalled 
(or recognized). Because the total number of items was not always divisible by six, the 
column totals were not always integers. In addition, because of numerous ties on the 
JOL variable, some interpolation was necessary. Table 1 gives a simple example of 
how this was done. In this example, there are five total items to be divided into two 
bins. Thus, the marginal total for each (column) quantile bin must be 2.5. Because 
there are three remembered and two forgotten items, the row totals are also fixed.

In the first quantile, there is one item that is remembered, one that is forgotten 
(those values are in bold in the table) and half of an item remaining with a value that 
must be interpolated from the remaining tied scores. Because only one of those three 
tied scores represents a forgotten item, one third of the remaining half item is allo-
cated to the forgotten bin and two thirds are allocated to the remembered bin. Simi-
larly, for the second quantile, all of the members are tied and lie on the bin boundary. 
Thus, of the 2.5 total items, one third is allocated to the forgotten bin and two thirds 
to the remembered bin.

Parameters for the SDT model were estimated individually for each subject using 
maximum likelihood estimation (Ogilvie & Creelman, 1968). Linear regression 
accounted for a mean of 97.2% and 96.4% of the individual subject’s data in the easy 
and difficult conditions, respectively. The addition of a quadratic term increased the 
mean variance accounted for to 99.1% and 98.7%, respectively; this increase was 

Table 1  an example of How to Compute Quantile Frequencies 
Under Conditions With Tied boundary Scores

Data Table

JOL 0 20 40 40 40
Recall 0  1  0  1  1

Frequency Table

Q1 Q2 Total
Remembered 1 + 0.5(2/3) = 1.33 2.5(2/3) = 1.67 3
Forgotten 1 + 0.5(1/3) = 1.17 2.5(1/3) = 0.83 2
Total 2.5 2.5 5
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reliable in only 2% of the subjects in each condition.4 This value is lower than the 
chance probability of 5%. In addition, the mean value of the quadratic term in the full 
model was not reliably different from 0 in either condition. These findings suggest 
that the assumption of normally distributed evidence holds in these data.

Average isosensitivity functions based on the mean parameters of the linear model 
across subjects are shown in Figure 4. These data reveal that metamemory perfor-
mance is in fact superior in the easy condition. The da values shown in Figure 4 are 
for the average functions shown in the figure; mean da values based on individual 
subject performance were similar but revealed an even larger difference (da [easy] 
= 0.51, da [difficult] = 0.25). The difference between conditions was reliable (t [169] 
= 4.23) and confirmed a similar result obtained using γ (γeasy = 0.32, γdifficult = 0.19; 
t [169] = 3.49), but with a larger effect size.

4 
m = 1.01 
b0 = 0.29 

da = 0.29 
2 

–2 

–4 

1 

0.8 

0.6 

0.4 

0.2 

0 
0 0.2 0.4 0.6 0.8 1 

Normal-deviate of p(“R’’|F)

2 4 –2 –4 

N
or

m
al

-d
ev

ia
te

 o
f p

(“R
’’|

R)

p(“R’’|F) 

p(
“R

’’|
R)

 

1 

0.8 

0.6 

0.4 

0.2 

0 
0 0.2 0.4 0.6 0.8 1 

p(“R’’|F) 

p(
“R

’’|
R)

 

4 
m = 1.00 
b0 = 0.45 
da = 0.44 

2 

–2 

–4 

Normal-deviate of p(“R’’|F)

2 4 –2 –4 

N
or

m
al

-d
ev

ia
te

 o
f p

(“R
’’|

R)

0 

6 

–6 

6 

0 

–6 

6 –6 0 6 –6 0 

Figure 4  Isosensitivity functions in probability (top) and normal-deviate (bottom) coordi-
nates for the difficult (left) and easy (right) conditions drawn from Diaz and Benjamin (2008).

RT62140.indb   85 4/24/08   9:28:25 AM



86	 Aaron	S.	Benjamin	and	Michael	Diaz

Analysis of Benjamin (2003)

In this experiment (Benjamin, 2003, Experiment 3), subjects made predictions of 
recognition performance on a 1-to-9 scale, took a test of recognition followed by an 
additional prediction phase for a test of recall, and then took the recall test. Unlike 
the case just described, frequencies did not need to be interpolated. However, because 
performance was so high on the recognition test, there were a number of subjects for 
whom the fit of isosensitivity functions could not be evaluated; those subjects were 
dropped from the analysis of the shape of the function.

Linear regression accounted for a mean of 84.7% and 85.8% of the individual sub-
ject’s data in the recognition and recall conditions, respectively. Quadratic regression 
increased the mean fit to 89.3% and 93.6%, respectively. Despite the larger increase 
than in the previous analysis, the magnitude of the increase was reliable in only 3% of 
the cases. As before, the mean value of the quadratic term in the full model was not 
reliably different from 0 in either condition. The assumption of normally distributed 
evidence was thus supported in this data set as well.

Mean values of da were 0.44 and 0.51 for recognition and recall, respectively. Cor-
responding values of γ were 0.29 and 0.38. Neither difference was reliable, but all 
values were reliably different from 0.

Scale	Characteristics	of	da	and	γ

The analyses reported in the previous section indicate that the application of the 
machinery of SDT to the traditional metamemory task is valid and thus permits the 
use of da as a measure of metamemory performance. Because da is rooted firmly in 
the geometry of the isosensitivity function, it has interpretive value as a measure of 
distance and all of the advantages that such an interpretation affords: equal intervals 
across the scale range and a meaningful 0. Like actual distance, da is bounded only 
at 0 and ∞.5

Let us now return to the question of the metric qualities of γ. We claimed that γ 
could not have interval-level properties because of its inherent boundaries. In the 
next section, we simulate data based on the confirmed assumptions that were tested 
and evaluate exactly how well γ performs and whether simple transformations are 
possible that increase its metric qualities. The strategy we use to evaluate γ and other 
measures is to generate data based on a population profile with a known metric space 
and then test the ability of γ, da, and other measures to recover that metric space. 
We use the assumption of normal probability distributions to generate simulated 
metamemory strengths for recalled and unrecalled items and apply different mea-
sures of metamemory accuracy to assess performance in those simulated data.

Simulations

For each of 1,000 sim-subjects, memory performance on 100 test trials was simulated 
by randomly sampling profiles from a normal distribution with a mean of 50 and 
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variance of 10. The profile represented the number of items recalled out of 100 for 
each sim-subject. Then, for each unremembered item, an evidence score was drawn 
from a normal distribution with mean 0 and variance 1, and for each remembered 
item an evidence score was drawn from a normal distribution with mean d and vari-
ance s. These scores were transformed into confidence ratings by relation to three 
criteria that were set for most simulations to lie at the mean of the noise distribution, 
the mean of the signal distribution, and halfway between the two. This transforma-
tion produced a matrix of memory scores (0 or 1) and confidence ratings (1, 2, 3, or 
4) that was used to estimate the values of several candidate metamemory statistics, 
including γ, da, r (the Pearson correlation coefficient), and D (the difference in mean 
judgments between recalled and unrecalled items; Hart, 1965).

Results

The first important set of results can be seen in Figure 5, in which each statistic is 
plotted as a function of d (with s = 1 in the left panel and s = 1.5 in the right panel). 
The major diagonal indicates perfect recovery of the parameter d. Several general pat-
terns are evident. First, the correlation measures suffer, as expected, near the bound-
ary of the scale and exhibit a decided nonlinearity. Second, differential variability 
in the strength distributions (shown in the right portion of the figure) decreases the 
overall fit of all measures and results in estimates that are biased to be low. Because 
our estimates of the variability of the signal distribution were in fact quite close to 1, 
we consider more closely here the case in the left panel.
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Figure 5  Estimates of r (the Pearson correlation coefficient), D (the Hart difference score), 
γ (the Goodman-Kruskal gamma correlation), and da (a distance measure based on signal 
detection theory) as a function of the distance between generating distributions. The degree 
of linearity of the function reveals the potential of the statistic for use in drawing interval-level 
inferences on data. Left panel: Signal variability = 1. Right panel: Signal variability = 1.5.
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Because the two correlation statistics r and γ have probabilistic interpretations, 
they should not be expected to fall on the major diagonal. However, the important 
aspect of the failure of these measures is the clear nonlinearity. If a statistic is a linear 
transformation of the population value, then the estimator can be claimed to have 
interval-level properties. As noted, the boundary on r and γ introduce nonlinearity; 
consequently, a linear fit accounts for only 91% and 85% of those functions, respec-
tively. The much-maligned Hart difference score statistic D fares better than γ but is 
also limited by a functional asymptote due to the judgment scale range (89%). How-
ever, it performs admirably over a limited range of performance. Da outperforms the 
other statistics substantially at 98% linearity, and its failures lie only at the extreme 
end of the performance scale. Da is thus the most promising candidate for drawing 
interval-level inferences from metamemory data.

The correlation measures suffer on this test because of the boundaries at −1 and 1. 
Thus, to test those measures more fairly, we additionally consider transformations of 
r and γ that remove the compromising effects of those boundaries. One commonly 
used function that serves this purpose is the logit, or log odds, which is defined as

 
Logit X X

X
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−






log

1  

This function only operates validly on positive values; thus, rather than use G, we use 
the transformation of γ that Nelson (1984) called V and is presented in our footnote 
1. Here, we define G* as the logit of that value. It is related to γ as follows:
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The linearity of the relationship between the candidate measures G* and r* (the 
equivalently transformed Pearson correlation coefficient) and the population value 
from which the data were generated was assessed. This transformation increased the 
fit of a linear relationship from below 95% to over 99% for both measures under 
both simulation conditions. It thus appears as though G* (and r*, for that matter) is 
a promising candidate for evaluation of interval-level hypotheses. However, several 
characteristics are noteworthy. First, G* is −∞ when γ = −1 and ∞ at γ = 1 (i.e., when 
performance is perfect), which means that it is quite unstable at the margins of per-
formance. The untransformed measure γ does not have this unfortunate property, 
but this is the price that is paid by the conversion to a more valid measurement scale. 
Second, it allows for no obvious and immediate interpretation in terms of behavior or 
theory, although this disadvantage is mitigated by its easy translation to and from γ.

Several other conditions were simulated to assess the robustness of these effects. 
When the criteria are placed in either nonoptimally conservative or lenient locations, 
the fit of da is decreased by an order of magnitude smaller amount (∆R2 = 0.003) 
than is γ (∆R2 = 0.03), but both da and G* are equally linear (~99%). Adding vari-
ance to the signal distribution increases linearity slightly; this general effect likely 
reflects the well-known advantage of rendering the frequency distribution of ratings 
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more uniform. In all cases, da, G*, and r* all provide excellent fits (~99%). When 
the numbers of items and subjects are reduced to more validly approximate condi-
tions of a typical experiment on metamemory (20 items for 20 subjects, with a mean 
performance of 10 and variance of 3), all fits suffer, but r* outperforms all others 
(~97%) with G* not far behind (~95%). Under conditions of relatively low or high 
mean memory performance (mean of 20 or 80 items remembered out of 100), none of 
the statistics (da, G*, or r*) shows an appreciable drop in fit.

The bottom line of these simulations is that the greater linearity of da extends 
over a great variety of conditions, and that a logit transformation of V improves its 
linearity significantly. The superiority of da should not be surprising given that the 
data were generated using assumptions that are built into signal detection theory. 
However, the robustness of the effect, as well as the poor performance of γ and quite 
impressive performance of G*, should be surprising. It would appear that γ is a poor 
choice of a statistic for use in interval-level comparisons, such as those indicated in 
the bottom three lines of Figure 1. Either G* or da should be used in experimental 
designs that invite interval-level comparison.

Turning to the question of measurement variance, γ fares much better. In fact, 
across all of the simulated conditions described above, the coefficient of variation 
(COV; a ratio of the standard deviation to the mean) was consistently lowest for γ. 
This is especially true at high levels of metamemory performance (d > 2). There are 
three important caveats to this finding. First, it is difficult to know to what extent the 
boundary at 1 on γ influences this effect. However, this concern has limited practical 
implications. More worrisome, there is a marked heteroskedasticity in estimates of γ 
as a function of d, and this effect has the potential to lead to analytic complications. In 
addition, it appears that at least some of that variability may be legitimate individual-
difference variability that is lost by γ: Reducing memory variance in the simulations 
to 0 reduces (but does not eliminate) the advantage of γ over da in terms of COV. It 
does thus appear that the types of noise introduced in the simulations described here 
lead to greater variability in estimates of da than γ. This finding merited a closer look 
at empirical comparisons of the two measures.

Empirical Comparisons of Coefficient of Variation

The smaller COV in γ than da could reflect an oversimplification in the simulation or 
an empirical regularity. If it is in fact an empirical regularity, then it might temper 
our enthusiasm for da somewhat. We reexamined the data from Diaz and Benjamin 
(2008) and Benjamin (2003) and estimated the COV across both experiments. For the 
Diaz and Benjamin (2008) data, the estimates were equivalent (COV = 0.98). For the 
Benjamin (2003) data, COV for recognition was lower using da (1.25) than γ (1.56), 
but slightly higher for da (0.77) than γ (0.72) on the recall test. This result confirmed 
the claim that the superiority of γ in the simulations was a combination of devalu-
ing individual-difference variability and the marked simplification of the generating 
process yielding rating data. Overall, the measures appear to be more or less equiva-
lent in terms of COV.
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Summary

Here, we have taken a closer look at the question of what types of measures might 
best support the types of inferences researchers wish to draw using metamemory 
data. In doing so, we have taken advantage of the theoretical framework of signal 
detection theory (Green & Swets, 1966; Peterson et al., 1954) and evaluated whether 
data from two metamemory experiments (Benjamin, 2003; Diaz & Benjamin, 2008) 
were consistent with the assumptions of that framework. Because those assumptions 
were strongly supported, we have advised that da and measures like it (MacMillan & 
Creelman, 2005; Wickens, 2001) can profitably be used as measures of metamemory. 
Using SDT, we have made our assumptions about the process of making metamem-
ory judgments as explicit as possible. Using data simulated on the basis of those 
confirmed assumptions, we have shown that γ is unlikely to have those desirable 
interval-level characteristics, and we thus advise against its use when interactions, 
between-group comparisons, and across-scale comparisons are used. An alternative 
is to use G*, which is a simple monotonic transformation of γ (or r*, which is the 
equivalent transformation of Pearson’s r), which appears to have superior measure-
ment characteristics. However, these statistics suffer from certain characteristics as 
well: They are highly variable at their extremes, and they do not have an obvious 
or transparent interpretation in terms of subject behavior (like γ) or psychologi-
cal theory (like da). Nonetheless, one possibility is to use γ except in analyses that 
require interval-level data and use G* for such analyses. The disadvantages of such an 
approach relative to the use of da and signal detection theory are minimized.

With these recommendations, there are a few important details to keep in mind 
when estimating the isosensitivity function from metamemory data. First, there 
must be a reasonably large number of both remembered and unremembered items. 
When there is not, the probability of empty cells in the frequency table is undesirably 
high, and the isosensitivity function may be underdetermined. This recommendation 
should be familiar as γ is also notably unstable when there are not sufficient numbers 
of remembered and unremembered items. Ideal performance is at 50%.

Second, it is important that subjects use the full range of the judgment scale. This 
recommendation is much more important for the isosensitivity function than for γ 
because estimating that function takes advantage of the ordering of judgments (i.e., 
that 1 < 2 < 3 < 4), whereas γ evaluates judgments only on a pairwise basis. Subjects 
should specifically be instructed to use the full range of the rating scale if the isosen-
sitivity function is to be estimated.

Third, the rating scale should have at least four options. Bear in mind that m options 
lead to a curve with m − 1 points, and that subjects who perform particularly well 
or particularly poorly may yield fewer than m − 1 usable points. In addition, if the 
assumption of normal probability distribution functions is to be tested as part of the 
analysis, then there must be sufficient points to fit and test a quadratic function (i.e., 
> 3). In that case, the rating scale should have at least five options. We recommend 
the use of a semicontinuous scale, like the subjective probability scale described in 
Diaz and Benjamin (2008) and the quantile estimation procedure developed in this 
chapter and depicted in Table 1. This technique deals well with individual differences 
in scale use that are more difficult to rectify with a scale with fewer options.
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For researchers who wish to evaluate the differential effectiveness of a manipulation 
on metamnemonic accuracy, either within or between groups, it is critical to have in 
hand a dependent measure that can be defended as having interval-level properties. 
The measure reviewed here, da, has such qualities to a much greater degree than does 
the commonly used γ, and we hope that the review provided here helps researchers 
better evaluate their measurement options and use da fruitfully in appropriate cases 
or use an appropriate transformation of γ under the necessary conditions.

Notes

 1. Nelson called the value associated with this interpretation V, and it is related to γ by the 
following relationship: V = 0.5γ + 0.5.

 2. Remember that “crossover” interactions, which require only an ordinal interpretation, 
are not subject to such a concern, as noted here. 

 3. The difficult condition corresponds to Experiment 1 in Diaz and Benjamin (2006) and 
the easy condition to Experiment 2. Both data sets reported here include additional ver-
sions of the experiments not reported in that article.

 4. Model fit was tested as, 
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  in which N represents the number of data points (the number of points on the isosen-
sitivity function) and K the number of parameters in each model (in this case, three in 
the full model and two in the reduced model). There were five points on the isosensitiv-
ity function for all but 6 subjects who had false alarm rates of 0 or hit rates of 1 for one 
rating range. Those subjects were omitted from this analysis because the F ratio was 
indeterminate. The test distribution was thus F (1, 1) with α = .05, two tailed.

 5. Strictly speaking, da is bounded at −∞ and ∞ because the mean of the signal distribution 
can theoretically lie to the left of the mean of the noise distribution. However, values 
less than 0 reveal below-chance performance and thus should only arise because of 
measurement noise or perverse subject behavior.
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Measuring Memory and Metamemory:
Theoretical and Statistical Problems with Assessing Learning 
(in General) and Using Gamma (in Particular) to Do So

Barbara A. Spellman, Aaron Bloomfield, and Robert A. Bjork

Introduction

This chapter addresses the interrelated problems of assessing learning in general and 
using γ (the Goodman-Kruskal γ correlation), in particular, to do so. We carry out 
our analysis in the context of the metamemory literature on judgments of learning 
(JOLs), but we believe that the lessons learned are widely applicable.

Consequences of Assessing Learning

In what has become a classic metamemory paper, Dunlosky and Nelson (1992) had 
participants study paired associates such as ocean–tree. Later, the experimenters re-
presented the same items and asked participants to judge how likely they would be 
to remember the second word if shown the first word 10 minutes later (i.e., they were 
asked to make JOLs in the form of predicting their future recall performance). There 
were two independent variables of interest. The first was delay: JOLs were made either 
immediately (i.e., the next trial after the words were presented) or after some number 
of intervening (presentation or JOL) trials. The second was type of presentation at 
the time of making the JOL: Participants saw either the intact cue–target pair (i.e., 
ocean–tree) or the cue alone (i.e., ocean–?). As measured by γ, JOLs were far more 
accurate in the delayed cue-only condition than any other condition. The superiority 
of the delayed cue-only condition is an important effect (e.g., for evaluating whether 
one has studied enough) and has been replicated many times (see Narens, Nelson, & 
Scheck; Weaver, Terrell, Krug, & Kelemen, this volume, for a review).

In a similar study, Nelson and Dunlosky (1991) noted that most of their partici-
pants reported trying to silently recall the target word when given a delayed cue-only 
JOL; that is, they made “covert retrieval attempts.” In our comment on that article, we 
(Spellman & Bjork, 1992) argued that some of the superiority of the delayed cue-only 
condition might be due to a self-fulfilling prophecy — because covert retrieval 
attempts could have two important, if unintended, consequences (see Figure 1).

The first consequence is strategic: Participants use the outcome of the covert 
retrieval as a basis to predict future recall on the final test. That is, if they fail at covert 
retrieval on the JOL trial, they are likely to assume that they will fail again on the 

RT62140.indb   95 4/24/08   9:28:30 AM



96	 Barbara	A.	Spellman,	Aaron	Bloomfield,	and	Robert	A.	Bjork

distant final recall test; thus, they will give those items a low JOL rating. If they suc-
ceed at the covert retrieval, they are likely to assume that they will succeed again on 
the final recall test, so they will give those items a much higher JOL rating. Evidence 
for this consequence comes from a different pattern of use of the JOL scale in the 
delayed cue-only condition (see, e.g., Dunlosky & Nelson, 1992; Kelemen & Weaver, 
1997; Kimball & Metcalfe, 2003; Nelson & Dunlosky, 1991; Weaver & Kelemen, 1997). 
Evidence also comes from studies in which participants are asked to explicitly recall 
the target item when presented with the cue item immediately before making the JOL 
(the PRAM method—pre-judgment recall and monitoring—for studying JOLs devel-
oped by Nelson, Narens, & Dunlosky, 2004). When participants make such explicit 
pre-JOL retrievals they (1) give much higher JOLs to retrieved items than to nonre-
trieved items (Koriat & Ma’ayan, 2005) and (2) show the same overall pattern of use 
of the JOL scale as participants who are not instructed to make the explicit retrieval 
attempts (Nelson et al., 2004).

The second consequence of a covert retrieval is memorial. The act of retrieval 
is itself a learning event in the sense that the retrieved information becomes more 
recallable in the future than it would have been otherwise (e.g., Bjork, 1975). A suc-
cessful retrieval attempt on a JOL trial, therefore, will increase the probability that 
the judged item is indeed recalled on the later test (Dougherty, Scheck, Nelson, & 
Narens, 2005; Kelemen & Weaver, 1997; Kimball & Metcalfe, 2003). In other words, 
by the very act of trying to assess memory, we have changed memory. We argued that 
those two consequences, and the correlation between them, could account for the 
superior JOLs in the delayed cue-only condition.

Using Gamma to Assess Learning

We asserted that JOLs in the delayed cue-only condition are far superior to those in 
the other conditions. But, what do we mean by superior? One way in which judg-
ments could be superior is measured by calibration, which is an absolute measure of 
accuracy. A perfectly calibrated person would, for example, recall none of the items 
to which she gave a JOL of 0; 20% of the items she gave a JOL of 20; and so forth. In 
fact, participants in the delayed cue-only condition are better calibrated than in the 

Affects Strategy:
Result Used to
Predict Future Recall
(i.e., make JOL)

Attempted
Covert Retrieval

During JOL 
Affects Memory:
Successful Retrieval
Increases Likelihood of
Future Recall

This Correlation
Increases Gamma

Figure 1  The hypothesized consequences of making a delayed cue-only JOL (Spellman & 
Bjork, 1992).
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other conditions (e.g., Nelson & Dunlosky, 1991). However, most JOL studies have 
focused on relative accuracy (or resolution), as measured by the Goodman-Kruskal 
γ correlation (or just γ).

The Goodman-Kruskal γ correlation provides a measure of participants’ ability 
to detect which items are more likely to be remembered than which other items. The 
γ correlation has become the standard index of JOL accuracy, due in large part to 
Nelson’s (1984) extensive review and analysis of the potentially useful statistics and 
his ultimate endorsement of γ. He wrote: “Of these measures … the Goodman-Krus-
kal γ correlation seems best” (p. 124).1

Note that γ correlates two observables: JOL ratings and memory performance. Ide-
ally, however, researchers are interested in something unobservable: how well an item 
was learned in the first place.2 The problem, as we mentioned, is that in trying to 
measure learning we might change learning. In fact, we believe that the relatedness 
of the strategic and memorial consequences of covert retrieval can inflate γ for people 
who are not perfect judges of what they know above what it would be for people who 
are perfect judges of what they know.

Consider, for example, a participant who has learned two pairs of words, with pair 
A–A′ having been learned slightly better than pair B–B′. When making delayed cue-
only JOLs, the participant covertly attempts to retrieve the target word from each 
pair. Assume, given the probabilistic nature of recall, that the person succeeds at 
retrieving B′ but not A′ and so, incorrectly, gives B–B′ a higher JOL rating. The suc-
cessful retrieval of B′ (at a delay) increases the strength of B–B′ in memory, and B′ 
becomes not only more likely to be recalled on the final test than it was before, but 
also probably more likely to be recalled than is A′. At final test, B′ might be recalled 
when A′ is not. Thus, even though the participant was incorrect at assessing the initial 
relative learning of A–A′ and B–B′, it can appear as if the participant’s relative JOLs 
were accurate. Therefore, as Spellman and Bjork (1992) argued, delayed cue-only 
JOLs are “predictions [that] create reality.”

Chapter Outline

In this chapter we present a mathematical simulation of (what we believe to be) the 
effects of making a JOL. We show that participants who are less accurate at judging 
their true state of learning could appear to be more accurate at making JOLs when 
they base their JOLs on the success or failure of their covert retrieval attempt at the 
time of the JOL. We examine how much of the improvement in JOL accuracy might 
be due to the changed use of the JOL scale at a delay and how much might be due 
to the benefits of successful retrieval. We also use the simulation to illustrate some 
unsavory properties of the γ statistic and describe experimental design techniques 
that can help get the most stable γs.

First, we describe a hypothetical participant called the perfectly insightful par-
ticipant — that is, someone who knows exactly what he or she knows — and we 
illustrate why γ is not “perfect” (i.e., does not equal 1) for such a participant. Sec-
ond, we introduce our simulation in general terms and describe its assumptions and 
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implementation. Finally, we present the results of hundreds of simulation runs rel-
evant to the issues mentioned.

E�aluation	of	the	Perfectly	Insightful	Participant	Using	Gamma

Someone who is perfect at judging his or her initial learning will not generally obtain 
a γ of 1. Gamma is calculated by comparing performance for each item to perfor-
mance for each other item and counting up concordances and discordances. A con-
cordance occurs when an item with a JOL that is higher than that of another item is 
recalled while that second item is not recalled. A discordance occurs when an item 
with a JOL that is higher than that of another item is not recalled while that second 
item is recalled. Thus, there is no reference to absolute performance; γ is all about 
judging relative performance.

The γ correlation is computed as follows:

 (Concordances − Discordances)/(Concordances + Discordances)

Note a very important consequence of the definition: Pairs of items that are given 
identical JOLs and pairs of items that are either both recalled or both not recalled do 
not contribute to this statistic.3 Many, sometimes even most, potential comparisons 
can therefore be irrelevant to the computation of γ.

Consider someone who is perfectly calibrated. Assume further that such a person 
has learned a list of 60 words with 10 each having a probability of recall of 0, .20, .40, 
.60, .80, and 1, and that there are not any consequences of making a JOL. In a JOL 
experiment, then, such a perfect person would then assign JOLs of 0%, 20%, 40%, 
60%, 80%, and 100% to the items of each kind, respectively, and at the time of the 
final test, this person will also recall 0, 2, 4, 6, 8, and 10 items in each JOL category. 
What is γ for such a “perfect” performance? Because this perfect person sometimes 
assigns a low JOL to an item that does get recalled (e.g., two of the JOL = 20 items) and 
a high JOL to an item that does not get recalled (e.g., two of the JOL = 80 items), there 
are some discordances, and γ is not a perfect 1. For the perfectly calibrated person in 
this example, γ is .84 — high, but certainly not perfect.

Simulation	O�er�iew

The simulation is designed to model participants in an experiment in which they 
make delayed cue-only JOLs. Readers are encouraged to use the simulation as they 
read the chapter. (It can be found at http://people.virginia.edu/~bas6g/metamemory. 
To view all the features described in this chapter, use the “verbose” setting.)

The simulation first generates an initial learning distribution for the items in 
the study based on a mean, a standard deviation (SD), and the number of items 
entered by the user. During each run, the program simulates two different types of 
participants.
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Perfectly insightful participants. The JOLs for such participants are exactly equal to 
the original learning. That is, such participants are assumed to be perfectly accurate 
assessors of what they know. In addition, the act of making a JOL is assumed to have 
no consequences for either their actual judgment (i.e., the JOL equals the learning) 
or the learning of the items.
Enhanced participants. The JOLs are not exactly equal to the initial learning. Rather, 
the act of making a JOL is assumed to have two consequences: (1) a strategic conse-
quence in which such participants draw on the success or failure of covert retrieval 
attempts to revise their JOLs up or down with respect to their original learning; and 
(2) a memorial consequence via which the learning of items that were successfully 
retrieved increases, resulting in such items becoming more likely to be recalled at 
final test. Simulation users have some control over the functions that modify the 
shift in JOLs and the learning consequences of successful retrieval.

The simulation presents graphs of the initial learning (red), enhanced learning 
(green), and enhanced JOLs (blue) (see Figure 2). It computes γs for the perfectly 
insightful condition and for the enhanced condition (plus two other γs described 
here). Finally, it gives averages over repeated runs.

•
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Average of 50 Simulations (1000 pairs, avg 50, stdev 30)
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Figure 2  A graph taken from the simulation Web site. The solid line shows initial learn-
ing (identical to “perfect” JOLs) and is shown in the Web site in red. For this simulation, the 
mean is 50, and the standard deviation is 30. The long dashed line (on Web site in green) 
shows enhanced learning as a result of successful covert retrieval with d1 = 2 (moderate 
learning). The short dashed line (on Web site in blue) shows enhanced JOLs with d2 = 1.8 
(medium-size scale shift).
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Simulation	Assumptions	and	Implementation

Original Learning

The simulation generates a normal distribution for original learning with a mean and 
standard deviation set by the user. For each simulated participant, the program can 
simulate the learning of up to 1,000 paired associates. Each pair is represented by a 
pair number (Simulation Column 1) and has an original learning “strength” from 0 
to 100 (Simulation Column 2). This simulation treats recall as probabilistic and an 
item’s strength as reflecting its probability of recall (times 100 for convenience). Items 
from the generated normal distribution with values greater than 100 are set equal to 
100, and those with values less than 0 are set equal to 0. The user can enter a mean 
(from 0 to 100), a standard deviation, and the number of pairs learned.

For purposes of graphing the original learning (red line), the learning values are 
placed into six bins: 0–10, 10–30, 30–50, 50–70, 70–90, and 90–100. We selected six to 
correspond to the number of judgments allowed in most of the early JOL experiments 
(i.e., participants could make JOLs of 0, 20, 40, 60, 80, or 100; see, e.g., Dunlosky & 
Nelson, 1992; Kelemen & Weaver, 1997). In some studies, participants, when asked to 
make a JOL, can respond with any number from 0 to 100 inclusive to represent their 
estimated probability of recall (Koriat and colleagues tended to use that technique; 
see, e.g., Koriat & Bjork, 2005; Koriat & Ma’ayan, 2005). In still other studies, the 
choices were limited to the range of a rating scale (e.g., 0–10, as in Son & Metcalfe, 
2005; we address the effects of the choice of JOL scale in Simulations 3 and 4).

Note that all conditions begin with the identical learning strength distribution; 
that is, initial learning is equated across conditions.

JOLs from Perfect Participants

For participants with perfect insight, JOLs for each item are exact matches to their 
initial learning. For these participants, the act of making the JOL has no conse-
quences for the JOL or for learning, meaning that their JOLs have the exact same dis-
tribution as the initial learning (red line). Thus, the JOLs will be normally distributed 
because the initial learning is normally distributed. Unlike learning, however, JOLs 
are observable. Several experiments demonstrated that immediate JOLs are more or 
less normally distributed (Dunlosky & Nelson, 1994, Experiment 1; Nelson et al., 
2004; Weaver & Kelemen, 1997). For purposes of computing γ in most of our simula-
tions, we left the JOLs at their original values (that is, any rational number from 0 to 
100 inclusive).

JOLs from Enhanced Participants

Enhanced participants are assumed to make a covert retrieval attempt at the time 
of JOL. The simulation determines whether that retrieval attempt succeeds and then 
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modifies the learning and the JOL accordingly. Table 1 gives examples of how the 
modification works.

Random Value 1 (Simulation Column 3) and Recall at JOL (Simulation Column 
4) For the covert retrieval at JOL, a word pair with an original learning strength of, 
say, 28, will be retrieved 28% of the time; one with a strength of 57, 57% of the time; 
and so forth. To implement that probabilistic retrieval, for each word pair a random 
number from 0 to 100, inclusive, is generated from a flat distribution. This random 
number is compared to the original learning: If the random number is smaller than 
the original number, the word is assumed to be retrieved at JOL (and gets a 1 in Col-
umn 4); if the random number is larger, then it is assumed not to be retrieved at JOL 
(and gets a 0 in Column 4).

Enhanced Learning (Simulation Column 5) One of the consequences of making 
a JOL is to increase the strength of a successfully retrieved target above its original 
learning. It has been shown that making a delayed cue-only JOL has consequences 
for the memorability of the items; we have unpublished data showing that JOLs are 
like tests in that they (1) enhance recall above that for pairs given only a single study 
opportunity and (2) mitigate forgetting over time (see Roediger & Karpicke, 2006, 
for a review of testing effects). The mitigation effect has been seen in both cued recall 
and recognition measures (see also Dougherty et al., 2005; Kelemen & Weaver, 1997; 
Kimball & Metcalfe, 2003).

In the simulation, the form of the increase for successfully retrieved items is

 Enhanced learning = Original learning + (100 − Original learning)/d1

Table 1  examples of the Calculations for Revising Strength and Judgments of 
learning (JOls) as a Function of Initial Strength and JOl Retrieval Success 
(assuming Default Values d1 = 2 and d2 = 1.8)

Word Pair 
(Column 1)

Original Learning 
(Column 2)

JOL Success? 
(Column 4)

Enhanced Learning 
(Column 5)

Enhanced JOL 
(Column 10)

Pair 1 38 No 38 17
Pair 2 38 Yes 69 72
Pair 3 52 No 52 23
Pair 4 52 Yes 76 79
Pair 5 62 No 62 28
Pair 6 62 Yes 81 83
Pair 7 76 No 76 34
Pair 8 76 Yes 88 89

Note: Column numbers in parenthesis refer to the Web simulation (use the “verbose” setting to 
view them there). Note that although Pair 2 is learned worse than Pair 3, it is covertly retrieved at JOL, 
whereas Pair 3 is not. Pair 2 therefore is (incorrectly) given a higher JOL. Because successful covert 
retrieval also increases the item’s learning, Pair 2 is more likely to be recalled than Pair 3 at final test. If 
that happens, the participant looks correct (i.e., rated Pair 2 higher than Pair 3 and recalled the former 
but not the latter) but was actually incorrect in judging learning. In the simulation, column 4 reads 0 
or 1 which means “no” or “yes,” respectively. 
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If items are not successfully retrieved, then original learning is unchanged. Using 
this type of function (a delta learning rule function), weak items that are successfully 
retrieved benefit more than do strong items that are successfully retrieved. The mini-
mum d1 is 1, which would set learning of all retrieved items to 100. The default is set 
at 2 because at typical delays between JOL and final recall, the benefit of a successful 
JOL is only moderate.4 The effect of enhanced learning can be seen in the Enhanced 
Learning column of Table 1 and in Figure 2.

Enhanced JOL (Simulation Column 10) Another consequence of making a delayed 
cue-only JOL, compared to an immediate one, is a shift in the use of the JOL scale. 
When participants make immediate JOLs, they tend to use the middle of the JOL scale; 
when they make delayed JOLs, they more often use the ends of the JOL scale (see Dun-
losky & Nelson, 1994; Kimball & Metcalfe, 2003; Nelson et al., 2004; Weaver & Kele-
men, 1997). Using a Monte Carlo simulation, Weaver and Kelemen showed that some of 
the improvement in γ for delayed JOLs is a consequence of that shift in distribution.

In our simulation, the JOL increases if the target was recalled and decreases if it 
was not. The form of the function is

  If recalled: Revised JOL = Original learning + (100 − Original learning)/d2

  If not recalled: Revised JOL = Original learning − Original learning/d2

These functions are presented in the same form as the one for enhancing learning, 
but there is a more intuitive way of thinking about the JOL functions. Suppose that if 
an item is retrieved at JOL, the participant first considers giving a JOL of 100 but then 
modifies that extreme JOL downward by a sense of how well the item had been origi-
nally learned. Similarly, suppose that if an item is not retrieved at JOL, the participant 
first considers giving a JOL of 0 but then modifies that extreme JOL upward by a 
sense of how well the item had been originally learned. Consistent with the notion of 
adjusting JOLs based on more than just retrieval success or failure, there is evidence 
that the reaction times for very low and very high JOLs are made fastest, and those 
in the middle are made slowest (Son & Metcalfe, 2005; but see Kelemen & Weaver, 
1996). In that case, the revised JOLs would look like

  If recalled: Revised JOL = 100 − Some fraction of (100 − Original learning)

  If not recalled: Revised JOL = 0 + Some fraction of original learning

To use the same d2 parameter as above, the equations (which now look less intuitive) 
would be

  If recalled: Revised JOL = 100 − (d2 − 1)/d2 * (100 − Original learning)

  If not recalled: Revised JOL = 0 + (d2 − 1)/d2 * Original learning
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In general, these functions give a U-shape pattern to the JOLs, which is consistent 
with data for delayed JOLs (see Dunlosky & Nelson, 1994; Nelson et al., 2004; Weaver 
& Kelemen, 1997). The default is set at 1.8 because it tends to give a U shape over a 
range of learning parameters. It would, of course, be possible to have asymmetric 
revisions up and down after covert retrieval success and failure, respectively, by using 
two different d2s.

The effect of enhanced JOLs can be seen in the Enhanced JOL column of Table 1 
and in Figure 2.

Final Recall

To determine whether final recall succeeds, each pair’s strength is compared against 
a random number.

Random Value 2 (Simulation Column 6) As for Random Value 1, for each word 
pair, a random number from 0 to 100, inclusive, is generated from a flat distribution. 
This random value is used to determine recall for both conditions, thus matching 
them on “memory ability.”

Final Recall Perfect Condition (Simulation Column 9) Random Value 2 is com-
pared to original learning (Column 2): If the random number is smaller than the 
original learning, the word is recalled (and gets a 1 in Column 9); if the random 
number is larger than the original learning, then it is not recalled (and gets a 0 in 
Column 9).

Final Recall Enhanced Condition (Simulation Column 12) Random Value 2 is 
compared to enhanced learning (Column 5): If the random number is smaller than 
the enhanced learning, the word is recalled (and gets a 1 in Column 12); if the ran-
dom number is larger than the enhanced learning, then it is not recalled (and gets a 
0 in Column 12).

Note that because some pairs in the enhanced condition were strengthened by the 
covert retrieval practice at JOL, recall in the enhanced condition must be greater than 
or equal to recall in the perfect condition.

Computing Gamma

The simulation computes four different γs; the two of major interest are the perfect 
and enhanced conditions (see Table 2).

Perfect Condition To compute γ for the perfect condition, the simulation uses the 
perfect JOL (which was equal to the original learning) and the outcome of the final 
recall. This γ and this JOL are for perfectly insightful participants.
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Enhanced Condition To compute γ for the enhanced condition, the simulation 
uses the enhanced JOL and the outcome of the enhanced final recall. Note that for 
each pair, if the covert recall at JOL was successful, both of these numbers are above 
those in the perfect condition; however, if the covert recall was not successful, learn-
ing is the same, but the JOL is lower than in the perfect condition. The two other γs of 
interest represent conditions in which the covert retrieval at the time of JOL has only 
one of the two hypothesized effects.

Learning-Only Condition The learning-only condition assumes that in response to 
covert retrieval attempts at the time of JOL, participants do not revise their JOLs but 
do increase the strength of successfully retrieved items. Although we know that JOLs 
are in fact shifted at a delay, this condition allows us to examine the contribution of 
the (hypothesized) strength increase alone.

Shift-Only Condition The shift-only condition is the “opposite” of the learning-
only condition: It assumes that in response to covert retrieval attempts at the time 
of JOL, participants do revise their JOLs but do not also increase the strength of suc-
cessfully retrieved items. Weaver and Kelemen (1997) demonstrated that some of the 
increase in γ in the delayed cue-only condition is due solely to the change in use of 
the JOL scale from a somewhat normal distribution to a U-shape distribution.

Simulations

Simulation 1: Varying the Mean and Standard Deviation of Original Learning

Simulation 1 varies the two parameters of the original learning (normal) distribu-
tion: the mean and the standard deviation. One desirable property of a metacognitive 
measure is insensitivity to level of memory performance (Nelson, 1984); this insen-
sitivity allows comparison of metacognitive performance across groups with a mem-
ory performance that might differ (e.g., young and elderly; see Schwartz & Metcalfe, 
1994). We chose means of 50 (the center of the distribution) and 20 and 80 (repre-
senting difficult and easy items, respectively). Although 20 and 80 are symmetrical 
about 50 and therefore it seems as if they should show equal effects, the function for 
increasing strength after a successful covert retrieval makes them differ. For standard 
deviations, we chose 10 (a narrow distribution) and 30 (a wide distribution somewhat 
mirroring immediate JOL use).

Table 2  Four Different Gammas Computed by the Simulation

Learning/Recall
JOL Original (Columns 2 and 6) Enhanced (Columns 4 and 8)

Perfect (Column 5) Perfect condition Learning-only condition
Enhanced (Column 7) Shift-only condition Enhanced condition

Note: Column numbers in parenthesis refer to the Web simulation.
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Note that when discussing differences across simulations, standard inferential 
tests do not make sense because we could easily run large numbers of simulated par-
ticipants, get very small standard errors, and find significant results.

Effect of Varying the Standard Deviation of the Learning Distribution Varying the 
standard deviation of the learning distribution has a huge effect on γ (see Figure 3). In 
going from a standard deviation of 10 (top panel) to one of 30 (bottom panel), γ sub-
stantially increased; bigger standard deviations lead to bigger γs. In addition, standard 
deviations of γ across simulations (i.e., the equivalent of experiments) were bigger for 
the narrow learning distribution than for the wide one. Both of these effects point to 
the importance of having not only study items that vary in difficulty but also sets of 
items with equal variability if comparing across different stimuli. Thus, the range of 
item difficulty can have effects both for estimating the calibration of individual par-
ticipants and for comparing across participants, conditions, or experiments (Schwartz 
& Metcalfe, 1994).

Effect of Varying the Mean of the Learning Distribution Varying the learning mean 
affected γ, although less so than varying the standard deviation. The learning mean of 
50 had the lowest γs; changing the mean to 20 or 80 increased γ between .12 and .15, 
with the one exception described here. Why should the middle of the scale have the 
lowest γ? We suspect it is because when there are lots of items at the extremes (very 
poorly or very well learned), those items will behave as expected at final recall — and 
hence contribute a substantial number of concordances to the γ equation. Items in the 
middle are less predictable regarding whether they will or will not be recalled at final 
test and therefore create more discordances, decreasing γ. Note that if γ starts out 
positive, adding an equal number of concordances and discordances decreases γ. For 
example, suppose that there are 6 concordances and 4 discordances; γ is then

 
concordances – discordances
concordances + diiscordances

= −
+

= =6 4
6 4

2
10

20.
 

However, if an item or items then contribute both one more concordance and one 
more discordance, γ becomes

 
7 5
7 5

2
12

17−
+

= = .
 

The exception to the general effect of varying the mean is going from a mean of 50 
(medium) to 80 (easy) in the enhanced condition. For that condition, when the mean 
is 20 or 50, a successful covert retrieval results in a lot of learning, spreading out the 
learning distribution substantially. However, with a learning mean of 80, there is not 
much “spreading” left to be done; therefore, the enhanced condition looks like some 
of the other conditions.

Comparing Conditions Across all parameters, JOLs are better in the enhanced 
condition than all three other conditions — including the perfect condition. Thus, 
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revising the JOL and learning in tandem causes an increase in γ. Participants who are 
worse judges of initial learning (because their JOLs do not equal their initial learn-
ing) are better predictors of what they will remember in the future than are the per-
fectly insightful participants — and therefore have higher γs.

What of the conditions in which the covert retrieval at JOL has only one conse-
quence? When only learning changes, γs are nearly the same as in the perfect condition. 
When only the JOL distribution changes, γ decreases. The latter effect is surprising 
and a contrast to the simulation results of Weaver and Kelemen (1997). Our main 
hypothesis for this result has to do with two differences between the simulations. The 
first is the simulation of the use of the JOL rating scale: In our simulation, JOLs were 
rational numbers from 0 to 100, whereas in Weaver and Kelemen’s study the JOLs 
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Figure 3  The γs change with changes in mean and variability of learning distribution. Item 
difficulty refers to means of learning distribution: Difficult = 20; Medium = 50; Easy = 80. 
Item variability is low in the top panel (standard deviation [SD] = 10) and high in the bottom 
panel (SD = 30). (For 50 simulated runs with 100 items each. Learning parameter = 2 [moder-
ate]; JOL-shift parameter = 1.8 [medium]).
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were the same as used by the participants (0, 20, 40, 60, 80, 100). In Simulations 3 and 
4, we demonstrate how restricting the number of JOLs can artificially inflate γ.

The second difference has to do with the way items are given JOLs. In our simula-
tion, JOL assignment depends on the item’s original learning strength. In the per-
fect and learning-only conditions, the JOL is equal to the original learning; in the 
shift-only and enhanced conditions, the JOL is revised based on whether the item 
was retrieved during the covert retrieval at the time of JOL. Thus, an item with an 
original learning of 20, that randomly is covertly retrieved at JOL, is given a JOL of 
about 60. If such an item is not recalled at final test (as it probably would not be in the 
shift-only condition because it still has only a 20% chance of being recalled), many 
discordances result, reducing γ.

Weaver and Kelemen’s approach was quite different. First, they assigned JOLs to 
items by using the JOL distributions generated by participants in an experiment. So, 
for example, if participants used a particular JOL rating 20% of the time, then .2 of 
the items were randomly assigned to that JOL. To determine whether an item was 
recalled, they used the participants’ conditional probability of recall for each JOL. 
So, for example, if 52% of items with a JOL rating of 40 were recalled by participants 
at final test, then 52% of the items with JOLs of 40 were randomly assigned to be 
recalled in the simulation. They could then compare what happens to γ when using 
the conditional probabilities of either immediate or delayed JOLs and crossing that 
with the JOL rating distribution of either the immediate or delayed JOLs. Using the 
probabilities from the delayed JOL condition, they found an increase from .73 to .93 
in γ when moving from the immediate to delayed JOL distribution. Of course, those 
conditional probabilities already have built in (we would argue) the enhanced learn-
ing as the result of covert retrieval in the delayed condition.

Simulation 2: Varying the Size of the Consequences of Covert Retrievals at JOL

In our second simulation, we vary the consequences of the covert retrievals for both 
learning and JOLs (see Table 3).

Effects of Changing the Learning Parameter (d1) Changing the learning param-
eter d1 affects only the learning-only and enhanced conditions, that is, only the con-
ditions in which original learning is modified by successful covert retrieval at JOL. 
When d1 = 1, a successful covert retrieval changes learning to 100, which guarantees 
recall on the final test; that is, d1 = 1 simulates maximal learning. A d1 of 2 simulates 
moderate learning and of 4 simulates minimal learning. When d1 and d2 each equal 
1, which makes JOLs either 0 or 100, items successfully covertly retrieved will get 
JOLs of 100 and will definitely be recalled at final test, thus creating a γ of 1.

Effects of Changing the JOL Shift Parameter (d2) The JOL shift parameter (d2) 
defaults to 1.8, which indicates a moderate shift in JOL use. If d2 is set to 1, JOLs 
become extreme (either 0 or 100); if d2 is set to 2.5, JOLs are shifted only slightly as a 
result of covert retrieval success or failure. In this simulation, if the JOL distribution 
is shifted, it does not matter how much it is shifted because (1) items are shifted as a 
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function of their current strength, and (2) γ measures relative accuracy. So, if Item Q 
is recalled at final test and Item R is not, it does not matter whether their JOLs are 57 
and 36, respectively, or 81 and 74, respectively; they will still produce a concordance.

Comparing Conditions Of course, changing these parameters has no effect on the 
perfect condition because that condition enjoys neither of the consequences of covert 
retrievals at JOL. The enhanced condition has the highest γ when learning is more 
than minimal (when d1 = 4, the enhanced learning distribution moves very little). 
The shift-only condition again has the lowest γ.

Simulation 3: Varying the Number of JOL Ratings

Varying the number of JOL ratings that participants can use affects γ in several ways 
(see Figure 4). First, in almost all conditions, reducing the number of JOL ratings 
increases γ. The effect was particularly strong in the mean = 20, standard deviation 
= 10 condition (top left panel), in which, for example, the γ in the perfect condition 
increased by .16. Second, reducing the number of JOL ratings increases the variability 
of γ, particularly when the standard deviation is small (top panels).

These effects occur because of how γ deals with “ties.” Ties occur when two items 
are given identical JOL ratings or have the same recall status.

Ties reduce the stability of γ in the following way: Suppose participants study N 
word pairs. When each pair (its JOL and its recall) is compared to every other pair, 
there are (N * (N − 1))/2 comparisons. However, not every comparison results in a 
concordance or discordance. If two items are both recalled, they produce neither; if 

Table 3  Mean (and Standard Deviation [SD]) of Gammas for 50 Simulated Runs 
With 100 Items each and Varying Size of Consequences of Covert Retrievals at 
Judgment of learning (JOl)

Parameters Condition
Learning 

Mean
Learning 

SD
d1 

(Learning)
d2 

(JOL) Perfect Enhanced
Learning 

Only Shift Only
50 30 1 1.0 .64 (.08) 1.00 (0) .73 (.06) .57 (.13)
50 30 1 1.8 .63 (.08) .89 (.03) .72 (.07) .56 (.08)
50 30 1 2.5 .62 (.10) .89 (.04) .72 (.07) .57 (.10)
50 30 2 1.0 .63 (.08) .78 (.10) .64 (.07) .53 (.14)
50 30 2 1.8 .63 (.08) .69 (.07) .65 (.09) .56 (.09)
50 30 2 2.5 .63 (.07) .69 (.07) .65 (.08) .57 (.08)
50 30 4 1.0 .64 (.09) .68 (.11) .64 (.09) .56 (.15)
50 30 4 1.8 .62 (.09) .63 (.09) .63 (.08) .56 (.10)
50 30 4 2.5 .64 (.07) .64 (.08) .65 (.07) .58 (.08)
Note: When d1 = 1 a successful covert retrieval changes learning to 100, thus guaranteeing recall at 

final test (maximal learning); d1 = 2 simulates moderate learning (simulation default value); d1 = 4 
simulates minimal learning. When d2 = 1.0, JOLs become extreme (either 0 or 100); if d2 = 1.8, JOLs 
shift as in many delayed JOL studies (simulation default value); if d2 = 2.5, JOLs shift only slightly.
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two items are both not recalled, they produce neither; if two items are given the same 
JOL rating, they produce neither. Suppose that half of the items are recalled at final 
test. Now, the maximum total number of comparisons that could result in a concor-
dance or discordance is

 (½N * (½N − 1))/2 + (½N * (½N − 1))/2

a much smaller number. (For example, if N = 10, the equation on top yields 45; the 
equation on the bottom yields 20.)

When JOL ratings are rational numbers (as generated in our simulations), ties in 
ratings are unlikely or uncommon. When the JOL scale is limited to 0, 20, 40, and so 
on or to a 0–10 rating scale, ties are frequent.5 Increasing the number of options on a 
scale should decrease the number of ties.

With a limited JOL scale (especially when the standard deviation of learning is 
small) γ becomes more variable because there are many “tied” JOLs, so γ is based 
on fewer concordances and discordances and is therefore less stable. With a limited 
JOL scale, γ becomes inflated because, with a larger scale, items that are close in JOL 
rating but differ in recall will produce many discordances; however, when the scale is 
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Figure 4  The γs change with different numbers of possible JOL ratings. The mean of the 
learning distribution is 20 (difficult) in the left panels and 50 (medium) in the right panels. 
The variability is low in the top panels (standard deviation [SD] = 10) and high in the bottom 
panels (SD = 30). Infinite is any rational number from 0 to 100; six places each JOL into a bin 
of 0–10, 10–30, 30–50, 50–70, 70–90, or 90–100.
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limited, those items will receive the same JOL rating and will not contribute discor-
dances. (And, consistent with these remarks, reducing the number of discordances 
causes a bigger increase in γ than increasing concordances by the same number.)

Simulation 4: Varying the Number of Study Items

It is, of course, a general rule in experiments to try to get as many observations as 
possible from each participant. This advice is particularly important when comput-
ing γ because, as described, so many potential comparisons are thrown away due to 
ties in JOL ratings or recall status. Table 4 shows the effects of varying the number 
of items studied by each participant. Note the huge standard deviations with only 15 
observations, especially with a narrow learning distribution (e.g., SD = 10). Remem-
ber that in a within-subject design, if a participant studies 60 words but the pairs are 
in four conditions, γ is being computed on (at best) only 15 observations per cell. 
Note also that, as in Simulation 3, γ generally continues to be higher when the num-
ber of ratings is limited.

Discussion

Across variations in many parameters, the enhanced condition, in which covert 
retrieval at the time of JOL affects both learning and JOL, produces the highest γ, 
even higher than those for our hypothetical perfectly insightful participant. These 
high γs do not result when only learning is enhanced or when only JOLs are shifted; 
rather, they result from the correlation between the two consequences of successful 
covert retrieval.

Other Factors

Our simulation, of course, does not take into account all factors that could affect 
γ. For example, we have intentionally left out forgetting from the simulation. How 
forgetting is modeled could affect the different γs in different ways. One way to model 
forgetting would be to decrease the learning of all items by the same amount; another 
would be to decrease the learning of all items by the same percentage. As long as the 
relative probability of recall of different items does not change, γ should not change 
(except at very low recall rates in which γ relies on very few concordances and discor-
dances). Another way to model forgetting would be to have some probabilistic forget-
ting function. Again, however, if that function only inverted learning strengths of a 
few items, γs might decrease and become more variable, but the conditions should 
remain relatively the same. Finally, any of those could be implemented but with the 
addition of different forgetting rates for items that were or were not successfully 
retrieved at JOL. We believe that successful covert retrievals, like successful tests, 
slow the rate of forgetting. Therefore, JOLs for items that were enhanced based on 
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successful retrievals will remain more accurate over time because those items will be 
less affected by the forgetting function.

In some recent studies, participants have been asked to make JOLs over longer 
intervals, ranging from a day to a week (e.g., Koriat, Bjork, Sheffer, & Bar, 2004). Over 
such long intervals, forgetting would not be the only function to be modeled; there 
is also the question of whether and how participants strategically factor in the long 
delay when making JOLs.

The Trouble With Gamma and Finding Relief

We have seen that γ is sensitive to various parameters, sometimes in expected ways 
and sometimes in unexpected ways. Because γ is a correlation, it is sensitive to the 
standard deviation of the learning distribution; small standard deviations (i.e., a 
“restricted range”) reduce γ and increase its variability. Also, γ is very variable when 
there are a small number of items (e.g., 15) going into its computation. The γ correla-
tion does turn out to be sensitive to the mean of original learning. And, reducing the 
number of possible JOL ratings participants can potentially make (from 101 to 6) can 
significantly increase γ. All of these consequences occur, at least in part, because in 
computing γ ties are not counted.

These problems can be ameliorated to some extent through careful experimental 
design. Study items should have a range of difficulty within conditions and should be 

Table 4  Mean (and Standard Deviation [SD]) of Gammas for 50 Simulated Runs 
Varying Number of Items and Number of Judgment of learning [JOl] Ratings 
(learning Mean = 50; d1 = 2; d2 = 1.8)

Condition

Number of Items 
Learning St. Dev

Perfect Enhanced Learning Only Shift Only
Infinite Six Infinite Six Infinite Six Infinite Six

15 30 .63
(.24)

.71
(.23)

.66
(.22)

.73
(.22)

.64
(.23)

.74
(.24)

.53
(.27)

.58
(.28)

60 30 .61
(.12)

.70
(.13)

.68
(.11)

.73
(.11)

.63
(.11)

.72
(.12)

.55
(.12)

.62
(.13)

100 30 .61
(.08)

.69
(.08)

.67
(.08)

.71
(.09)

.63
(.08)

.71
(.09)

.55
(.08)

.59
(.09)

1,000 30 .63
(.02)

.72
(.03)

.69
(.02)

.74
(.02)

.65
(.02)

.74
(.02)

.57
(.02)

.62
(.02)

15 10 .17
(.32)

.19
(.50)

.35
(.28)

.46
(.41)

.19
(.34)

.24
(.55)

.09
(.31)

.06
(.42)

60 10 .20
(.15)

.30
(.25)

.35
(.13)

.44
(.18)

.23
(.15)

.34
(.25)

.11
(.13)

.03
(.24)

100 10 .25
(.10)

.34
(.15)

.40
(.10)

.51
(.15)

.26
(.09)

.36
(.15)

.15
(.11)

.12
(.14)

1,000 10 .24
(.04)

.33
(.05)

.39
(.03)

.48
(.05)

.25
(.03)

.34
(.05)

.15
(.04)

.10
(.06)
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equally difficult across conditions. As many observations as possible should go into 
each computation of γ. And, participants should be allowed to use as wide a JOL rat-
ing scale as can be practically and sensibly used in the study.

Conclusions

The results of our simulations demonstrate that the superior γs in the delayed cue-
only JOL condition need not reflect more accurate assessments of original learning. 
Rather, inaccurate assessments might lead to accurate predictions when those assess-
ments and actual recall performance are correlated by virtue of both being based 
on the outcome of covert retrievals at the time of JOL. We believe that such JOLs 
irretrievably alter the state of learning, thus making accurate assessments of origi-
nal learning permanently unrecoverable. But, delayed cue-only JOLs do make people 
much better at something different and, in fact, something more useful — predicting 
what they will recall in the future.

The γ correlation has flaws. It is important to recognize those flaws and to try to 
design studies to minimize their effects. At times, it may be important to use other 
measures, such as measures of absolute accuracy, along with γ’s measure of relative 
accuracy (see also Masson & Rotello, 2008). Despite the troubles with γ, however, we 
are not convinced it should be discarded. Perhaps Tom Nelson’s (1984) true opinion 
of γ was similar to that of Winston Churchill’s opinion of democracy: “Democracy,” 
said Sir Winston, “is the worst form of government except all those other forms that 
have been tried from time to time.”

Notes

 1. Note, however, that he compared it to other statistics useful for analyzing 2 × 2 feeling-
of-knowing data. One of γ’s good properties, he noted, is that it could be used for tables 
larger than 2 × 2, as is done in JOL studies. However, he did not compare γ to the other 
statistics for larger tables.

 2. Although “judgment of learning” does sound as if it should judge the unobservable 
learning, many have noted that, “Judgments of learning … are predictions about future 
test performance” (Nelson & Narens, 1994, p. 16).

 3. “Gamma was designed to be unaffected by ties” (Nelson, 1984, p. 116; see Gonzalez & 
Nelson, 1996, for an explanation). Note, however, as we show below, manipulations that 
affect the proportion of ties will affect γ.

 4. Note that the memorial benefits of delayed cue-only JOLs need not show up when com-
pared to delayed cue-targets JOL (which are, in effect, re-presentations). Cue-only JOLs 
can only help items that can be successfully retrieved at the time of JOL, but as the time 
from initial presentation to JOL gets longer, that proportion of items decreases. Cue-
target JOLs can help all items at all times. The relevant comparisons to see the benefits 
of delayed cue-only JOLs are (1) items with single presentations (which will be remem-
bered less frequently) and (2) items that are explicitly recalled at delays matching that 
of the JOLs (which will be remembered more frequently than single presentation items 
and as frequently as JOL items).
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 5. Gonzalez and Nelson (1996, p. 162) noted that such ties are ambiguous — they might 
be intended (the participant might have wanted to give two items ratings of 20), or they 
might be limited by the (in)sensitivity of the procedure (the participant might have 
wanted to give the items ratings of, e.g., 18 and 22 but could not because of the scale).
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Information-Based and Experience-
Based Metacognitive Judgments:
Evidence from Subjective Confidence

Asher Koriat, Ravit Nussinson, Herbert Bless, and Nira Shaked

Introduction

Dual-process theories have been very influential in social psychology and cognitive 
psychology. These theories postulate a distinction between two modes of thought that 
underlie judgment and behavior (see Chaiken & Trope, 1999; Kahneman & Freder-
ick, 2005). Different labels have been proposed to describe the two modes (see Koriat, 
Bjork, Sheffer, & Bar, 2004): nonanalytic versus analytic (Jacoby & Brooks, 1984), 
associative versus rule based (Sloman, 1996), impulsive versus reflective (Strack & 
Deutsch, 2004), experiential versus rational (Epstein & Pacini, 1999), and heuristic 
versus systematic (Chaiken, Liberman, & Eagly, 1989; Johnson, Hashtroudi, & Lindsay, 
1993). Although each of these labels emphasizes different aspects of the distinction, 
there is a general agreement that one mode of thought is fast, automatic, effortless, 
and implicit, whereas the other is slow, deliberate, effortful, and consciously moni-
tored. Several researchers preferred to use the labels proposed by Stanovich and West 
(2000), System 1 versus System 2, which are more neutral.

A similar dual-process framework has been proposed for the analysis of metacog-
nitive monitoring, focusing on the question of how people know that they know. The 
distinction is between experience-based (EB) and information-based (IB) metacog-
nitive judgments (Koriat, 2007; Koriat & Levy-Sadot, 1999; Strack, 1992). The concep-
tualization of this distinction brings to the fore specific features that may have some 
bearing for dual-process views in general. In the rest of the introduction, we first 
describe this distinction and then illustrate how it was applied in research on judg-
ments of learning (JOLs) and feelings of knowing (FOKs). In the experimental part 
of the chapter, we show how reliance on experience-driven and information-driven 
processes can yield diametrically opposed effects.

Information-Based and Experience-Based Processes in Metacognition

What is the basis of metacognitive judgments? Assuming that these judgments are 
inferential in nature, what are the cues on which they are based? Cue utilization 
views assume a distinction between two possible bases of metacognitive judgments. 
On the one hand, such judgments may be based on a deliberate use of beliefs and 
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memories to reach an educated guess about one’s competence and cognitions. On 
the other hand, they may rely on the automatic application of heuristics that take 
advantage of various mnemonic cues and result in a sheer subjective feeling. Possibly, 
both processes may contribute in each case to metacognitive judgments, sometimes 
operating in collaboration and sometimes acting in opposition (see Kelley & Jacoby, 
2000). However, for the sake of exposition, we sharpen the distinction between them 
as if they represent alternative cognitive processes.

Let us consider IB (or theory-based) judgments first. Clearly, judgments about 
one’s knowledge and competence may be based on similar processes as those under-
lying many judgments and predictions that people make in everyday life. Thus, when 
students are asked to judge how well they have done on an exam, their judgments 
may be based on such data as their preconceived notions about their competence in 
the domain tested, the amount of time they had spent studying for the exam, their 
assessment of the difficulty of the exam, and so on. For example, Dunning, Johnson, 
Ehrlinger, and Kruger (2003) found such retrospective assessments to greatly over-
estimate performance, partly because people tend to base their assessments on their 
preconceived, inflated beliefs about their skills rather than on their specific experi-
ence with taking the test. Also, retrospective assessments of one’s performance in a 
test have been found to depend on people’s beliefs about what the test measures, irre-
spective of their actual performance on that test (Ehrlinger & Dunning, 2003). The 
study of “metacognitive knowledge” has figured prominently among developmental 
psychologists: Children’s beliefs about their own memory capacities and limitations, 
and about the factors that affect memory performance have been found to affect both 
learning strategies and recall predictions (A. L. Brown, 1987; Flavell, 1999; Schneider 
& Pressley, 1997).

The FOK judgments may also be based on deliberate inferences from one’s own 
beliefs and knowledge. Consider a person who fails to retrieve the answer to a ques-
tion and is then asked to assess how likely he or she is to “know” the answer to the 
extent of being able to choose it among distracters. The person may base this assess-
ment on such beliefs as how much expertise he or she has on the topic, whether he 
or she recalls having used that information in the past, and so on. In that case, the 
assessment has the quality of an educated guess, and the person may prefer to phrase 
his or her judgment as “I ought to know the answer” rather than “I feel that I know 
the answer” (see Costermans, Lories, & Ansay, 1992).

The EB judgments, in contrast, actually involve a two-stage process (Koriat, 2000), 
first a process that gives rise to a sheer subjective feeling and second a process that 
uses that feeling as a basis for memory predictions. Thus, when the person in the pre-
vious example searches his or her memory for a solicited target, the person may have 
the experience of directly detecting the presence of the target, as occurs in the tip-of-
the-tongue (TOT) state (see R. Brown & McNeill, 1966). The person may even sense 
that recall is imminent and may experience frustration for failing to retrieve the elu-
sive target. These feelings may serve as the basis for the reported FOK judgments.

What is the process that gives rise to such metacognitive feelings? It has been 
proposed that metacognitive feelings are formed on the basis of mnemonic cues 
that give rise directly to these feelings. For example, JOLs made during study have 
been assumed to rely on the ease with which to-be-remembered items are encoded 
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or retrieved during learning (Benjamin & Bjork, 1996; Dunlosky & Nelson, 1992; 
Koriat & Ma’ayan, 2005). Indeed, Hertzog, Dunlosky, Robinson, and Kidder (2003) 
found JOLs to increase with the success and speed of forming an interactive image 
between the cue and the target during paired-associate learning. Benjamin, Bjork, 
and Schwartz (1998) had participants answer general information questions and pre-
dict the likelihood of recalling their answers at a later free-recall test. Recall pre-
dictions were found to correlate positively with the speed of retrieving an answer, 
although actual recall exhibited the opposite effect. Also, when participants studied 
paired associates under self-paced instructions, JOLs were found to decrease with the 
amount of time invested in the study of each item. These results suggest that learn-
ers’ JOLs are based on a memorizing effort heuristic that easily learned items are 
more likely to be remembered than items that require more effort to learn (Koriat, 
Ma’ayan, & Nussinson, 2006). This heuristic has been found to have some degree of 
validity because ease of learning is generally diagnostic of recall likelihood (Koriat, 
in press).

The EB FOK judgments have been assumed to rely on such mnemonic cues as the 
familiarity of the pointer that serves to probe memory (Metcalfe, Schwartz, & Joa-
quim, 1993; Reder & Ritter, 1992; Reder & Schunn, 1996) and on the accessibility of 
pertinent partial information about the solicited memory target (Dunlosky & Nelson, 
1992; Koriat, 1993). Indeed, advance priming of the terms of a question (assumed to 
increase the familiarity of the question) was found to enhance speeded FOK judg-
ments without correspondingly raising the probability of recall or recognition of 
the answer (Reder, 1988; B. L. Schwartz & Metcalfe, 1992). Other studies support 
the view that FOK judgments are influenced by the overall accessibility of pertinent 
information regarding the solicited target (Koriat, 1993; Koriat & Levy-Sadot, 2001). 
The assumption is that even when recall fails, people may still access a variety of 
partial clues about the target, and these partial clues may produce the feeling that the 
target is stored in memory and will be recalled or recognized in the future.

Basic Differences Between Experience-Based and Information-Based Judgments

The foregoing brief review illustrates some of the basic differences between IB and EB 
metacognitive judgments. The first difference concerns the nature of the cues that are 
used as the basis of these judgments. IB judgments draw on the declarative content 
of domain-specific beliefs that are retrieved from long-term memory (e.g., “memory 
declines over time,” “I am not very good in geography”). In contrast, EB judgments 
rely on mnemonic cues that are devoid of declarative content. These cues derive from 
the very experience of learning, remembering, and deciding rather than from the con-
tent of thought. Hence, such cues as the fluency with which information is encoded or 
retrieved have been referred to as “structural” or “contentless” cues (Koriat & Levy-
Sadot, 1999) because they relate to the very quality of processing, that is, to the feed-
back that one obtains online from one’s own processing and performance.

The second difference concerns the quality of the underlying process. In the case 
of IB judgments, the inferential process is an explicit, deliberate process that yields an 
educated, reasoned assessment. In the case of EB judgments, in contrast, the process 
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that gives rise to a subjective feeling is implicit and largely unconscious: Various mne-
monic cues act en masse to give rise to a sheer intuitive feeling.

Third, the process that gives rise to IB judgments is a dedicated process that is initi-
ated and compiled ad hoc with the goal of producing a metacognitive judgment. In 
contrast, EB metacognitive judgments are by-products of the ordinary processes of 
learning, remembering, and thinking. Thus, when learners study a new item of infor-
mation, their immediate intention is normally to master that item rather than to mon-
itor the degree with which it is studied. However, when attempting to study the item, 
they also detect its encoding fluency, which then gives rise to the feeling of mastery 
(Koriat, Ma’ayan, et al., 2006). In a similar manner, when people attempt to retrieve 
an item from memory, their normal intention is that of remembering rather than of 
judging its ease of access. However, when retrieval fails, the accessibility of partial 
clues about the elusive item can serve to support FOK judgments (Koriat, 1993). Thus, 
the processes that give rise to EB judgments can be said to be parasitic on the normal 
cognitive operations and to arise as a fringe benefit from the performance of these 
operations.

Finally, the accuracy of IB judgments depends on the validity of the beliefs on which 
they rest. Inflated beliefs about one’s competence may lead to unwarranted overcon-
fidence (Metcalfe, 1998). The accuracy of EB judgments, in contrast, depends on the 
validity of the mnemonic cues utilized. Indeed, in paired-associate learning, delayed 
JOLs, when cued by the stimulus term, tend to be markedly more accurate in pre-
dicting recall than immediate JOLs (Dunlosky & Nelson, 1992; Nelson & Dunlosky, 
1991). Presumably, in making delayed JOLs, learners rely heavily on the accessibility 
of the target, which is an effective predictor of subsequent recall (Nelson, Narens, & 
Dunlosky, 2004). When JOLs are solicited immediately after study, the target is prac-
tically always retrievable, and hence its accessibility has little diagnostic value.

The Distinction Between Information-Based and Experience-
Based Judgments in Previous Research

We cite here only a couple of studies to illustrate the usefulness of the distinction 
between IB and EB metacognitive judgments. Several studies examined the question 
of how people know that they do not know the answer to a question. The results of 
Glucksberg and McCloskey (1981; see also Klin, Guzman, & Levine, 1997) suggest 
that lack of familiarity with the question normally serves as a basis for an EB “don’t 
know” response. When participants were told in an earlier phase of the experiment 
that the answer to particular questions is not known, this was found to increase the 
latency of a don’t know response to these questions when presented later, possibly 
because now the response tended to be based on information rather than on sheer 
subjective experience. Presumably, EB judgments are made faster and more auto-
matically than IB judgments.

The remaining examples concern JOLs made during study. Koriat and Bjork 
(2005) examined the illusion of competence that often arises in studying new infor-
mation. They proposed that this illusion derives in part from the inherent discrep-
ancy between the learning and testing conditions: On a typical memory test, people 
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are presented with a question and are asked to produce the answer, whereas in the 
corresponding learning condition both the question and the answer generally appear 
in conjunction. A failure to discount the answer during learning has the potential of 
creating a foresight bias — an unduly strong feeling of competence. This bias is par-
ticularly strong in paired-associate learning when the target (present during study) 
brings to the fore aspects of the cue that are less apparent when the cue is later pre-
sented alone (at test). For example, the pair baby–cradle (in Hebrew) tends to pro-
duce inflated JOLs during learning (Koriat & Bjork, 2006a) because the association 
in the backward direction (cradle–baby) is much stronger than that in the forward 
direction (baby–cradle): In a word association task, the likelihood of cradle eliciting 
baby as the first response is .88, whereas that of baby eliciting cradle is .00. However, 
participants estimated that 54% of the people who are presented with the word baby 
would be likely to respond with the word cradle as the first word that comes to mind 
(Koriat, Fiedler, & Bjork, 2006).

Koriat and Bjork (2006b) compared the effectiveness of two procedures in alleviat-
ing the foresight bias, a mnemonic-based procedure and a theory-based (or IB) pro-
cedure. The mnemonic-based procedure, which involved a repeated presentation of 
the same list, was based on previous findings suggesting that study–test experience, 
and particularly test experience, enhances learners’ sensitivity to mnemonic cues 
that are diagnostic of memory performance. The theory-based procedure, in con-
trast, induced participants to resort to theory-based judgments as a basis for JOLs. 
Both procedures proved effective in mending the foresight bias. Importantly, how-
ever, they yielded differential effects with regard to the transfer of improved monitor-
ing to the study of new items. Only the theory-based procedure exhibited transfer, as 
reflected in JOLs and self-regulation of study time. Thus, subjective experience can 
be educated through metacognitive training, but the effect of this training on the 
accuracy of EB judgments is item specific. In contrast, an effective theory that helps 
mend IB judgments can ensure generalization to new situations.

Another study that illustrates the importance of distinguishing between EB and IB 
judgments was based on the idea that EB JOLs should be insensitive to the anticipated 
retention interval because the processing fluency of an item at the time of encoding 
should not be affected by when testing is expected (Koriat et al., 2004). Indeed, JOLs 
were entirely indifferent to the expected retention interval, although actual recall 
exhibited a typical forgetting function. As a result, participants predicted about a 
50% recall after a week, whereas actual recall was less than 20%.

This result is surprising because forgetting is a central part of everyone’s naïve 
beliefs about memory. However, several manipulations that were intended to induce 
participants to apply their theory about forgetting failed to yield a forgetting curve 
for JOLs. The only procedures that were successful were when retention interval was 
manipulated within individuals and when recall predictions were framed in terms 
of forgetting rather than in terms of remembering. These and other results suggest 
that participants do not spontaneously apply their theories about memory in making 
JOLs. Rather, they can access their knowledge about forgetting only when theory-
based predictions are solicited and the notion of forgetting is accentuated.

Kornell and Bjork (2006) produced even more dramatic results in comparing 
subjective and objective learning curves. Participants were presented with one, two, 
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three, or four study–test cycles of a list of paired associates, and during the initial 
study cycle they were asked to predict their recall performance on the last test in the 
series. Although actual recall exhibited the typical learning curve, predicted learning 
curves were essentially flat. In a second experiment, participants made predictions 
for each of the tests during the initial study cycle. Despite the within-participant 
manipulation, predicted learning curves hardly increased with study cycle. These 
results underscore the idea that learners do not spontaneously apply their theories in 
making recall predictions.

The few studies described above demonstrate the usefulness of the distinction 
between IB and EB metacognitive judgments and bring to the fore the critical role 
that experience-driven processes play in influencing these judgments. Whereas the 
foregoing discussion focused on JOLs made during learning and on FOK judgments 
made during remembering, the rest of the chapter applies the distinction between IB-
driven and EB-driven processes to the analysis of retrospective subjective confidence. 
The results are intended to show that the two types of processes may sometimes yield 
diametrically opposed patterns of results. We conclude with several questions that 
deserve further research.

Information-Based	and	Experience-Based	Confidence	Judgments

In the experiments to be reported, we examined the distinction between EB and IB 
metacognitive judgments with regard to subjective confidence. Some discussions 
assume that confidence in the answer to a general information question is based on 
the weight of the evidence that is marshaled in favor of that answer relative to the 
evidence in support of the alternative answers (e.g., Griffin & Tversky, 1992; Koriat, 
Lichtenstein, & Fischhoff, 1980; McKenzie, 1997; Yates, Lee, Sieck, Choi, & Price, 
2002). These discussions would seem to stress information-driven processes. Other 
discussions, in contrast, focus on experience-driven processes, emphasizing the con-
tribution of mnemonic cues such as the ease with which the answer is retrieved or 
selected (Nelson & Narens, 1990). Indeed, confidence in an answer has been found to 
increase with the speed of reaching that answer. Furthermore, response latency has 
been found to be generally diagnostic of the correctness of the answer (e.g., Kelley & 
Lindsay, 1993; Koriat, Ma’ayan, et al., 2006; Robinson, Johnson, & Herndon, 1997).

In the experiments to be reported, we contrast the two hypothesized bases of 
confidence judgments, borrowing the ease-of-retrieval paradigm introduced by N. 
Schwarz et al. (1991; see N. Schwarz, 2004, for a review). In that paradigm, partici-
pants are required to retrieve many instances or few instances favoring a particular 
proposition and then make a judgment about that proposition. The requirement to 
list many instances is assumed to produce a conflict between two potential cues — the 
content of the information retrieved and the ease of retrieving it: Retrieving many 
instances provides stronger content-based evidence but is also associated with the 
experience of greater effort. In a large number of studies, the effects of ease of retrieval 
on judgment were found to win over the effects of content in affecting judgment (e.g., 
Aarts & Dijksterhuis, 1999; Haddock, 2002; Wänke & Bless, 2000; Wänke, Bohner, 
& Jurkowitsch, 1997; Winkielman, Schwarz, & Belli, 1998). For example, participants 
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who were asked to recall many past episodes demonstrating self-assertiveness later 
reported lower self-ratings of assertiveness than those who were asked to recall fewer 
such episodes, presumably because of the greater difficulty experienced in recalling 
many episodes (N. Schwarz et al., 1991).

In our experiments, we examined the relative contribution of informational con-
tent and ease of retrieval to confidence judgments by comparing two conditions that 
differed in report option: In both conditions, participants answered general knowl-
edge questions by choosing one of two alternative answers. They then listed reasons 
in support of that answer and finally indicated their confidence in that answer. In the 
free-report condition, participants listed as many reasons as they could, whereas in the 
forced-report condition they were asked to provide a specified number of reasons. In 
the free-report condition, we expected confidence to increase with number of reasons. 
This is because the strength of the supporting evidence can be assumed to increase 
with number of reasons retrieved and because in the free-report condition, we expect 
ease of retrieval to increase with the number of reasons listed. This expectation is 
based on the finding of Koriat (1993) with regard to FOK judgments. Koriat observed 
that the number of letters that people retrieved (spontaneously) about a memorized 
target correlated positively with the speed of retrieving the first reported letter, and 
that both number of letters and speed of retrieval contributed to FOK judgments.

In the forced-report condition of our experiments, in contrast, the retrieval of 
many reasons should be associated with a stronger experience of effort than the 
retrieval of few reasons. The effects of ease of retrieval are expected to counteract 
those of the content of the information retrieved to the extent of reversing the rela-
tionship between number of reasons and confidence.

Experiment 1

In Experiment 1, each forced-report participant was yoked to a participant in the free-
report condition and was required to provide the same number of reasons that the 
matched free-report participant had provided for each question. Report option was 
expected to moderate the effects of number of reasons on confidence judgments.

Method

Participants Eighty 11th- and 12th-grade high school students participated in the 
experiment as volunteers.

Materials and Procedure A set of 16 general knowledge questions in Hebrew, each 
with two alternative answers, was used. The questions covered a wide range of top-
ics (e.g., “How old was Abraham when his son Isaac was born? (a) 100, (b) 75”). All 
instructions and materials were compiled in booklets, each question appearing at the 
top of a separate page. Participants were instructed to choose an answer and then 
list reasons in support of their choice. For the free-report condition, the instruction, 
“Write down all supporting reasons you can think of:” appeared below the question, 
followed by five slots. For the forced-report condition, participants were asked to 
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provide for each question the exact number of reasons as their free-yoked partici-
pants gave to that question. The instruction was, “Write down X supporting reasons:” 
and the number of slots differed from one question to another accordingly. For both 
conditions, a 19-point confidence scale appeared at the bottom of each page, with one 
end (1) labeled, “There is a very low chance that the answer I chose is correct,” and the 
other (19) labeled, “There is a very high chance that the answer I chose is correct.”

There were 13 instances (of 618) in which free-report participants failed to provide 
any reason. In these cases, the yoked participants were required to give one reason 
for the respective items.

Results Table 1 shows the distribution of number of reasons for the free- and forced-
report conditions. The distribution is skewed: Free-report participants provided one 
reason in about 60% of the cases. In only 7% of the cases did participants provide 
three or more reasons.

Figure 1 presents mean confidence judgments as a function of number of sup-
porting reasons for each of the two conditions. For this figure, we treated three or 
more reasons as three reasons. A Condition × Number of Reasons analysis of vari-
ance (ANOVA) was conducted to evaluate the interaction suggested in this figure, 
using only 21 participants who provided one, two, and three reasons at least once. 
Because of the yoking procedure, we treated report option as a repeated factor, so that 
the effective number of “participants” was 21. The analysis yielded a nonsignificant 
effect for report option F(1, 40) = 1.35, MSE (mean square error) = 16.70, but signifi-
cant effects for number of reasons, F(2, 40) = 6.88, MSE = 8.87, p < .005, and for the 
interaction, F(2, 40) = 5.69, MSE = 5.71, p < .01. Separate one-way ANOVAs indicated 
that confidence increased significantly with number of reasons for the free-report 
condition (the means were 10.5, 13.4, and 14.5, respectively, for one, two, and three 
reasons, for the 21 participants), F(2, 40) = 11.89, MSE = 7.53, p < .0001, but not for 
the forced-report condition, F < 1.

Table 1  The Frequency Distribution of Number of Reasons across all Participants 
and Questions and the Number of Participants Who Reported each Number of 
Reasons for the Free-Report and Forced-Report Conditions (experiment 1)

Free Report

Number of Reasons
0 1 2 3 4 5

Number of observations 13 375 182 38 6 1
Number of participants  6  40  39 22 4 1

Forced Report

Number of Reasons
1 2 3 4 5

Number of observations 388 182 38 6 1
Number of participants  40  39 22 4 1
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Discussion As expected, report option moderated the effects of number of reasons 
on confidence. The free-report condition yielded the expected increase in confidence 
with number of reasons, whereas the forced-report yielded no such increase. The 
pattern observed for the forced-report condition suggests that the effects of ease-
of-retrieval counteracted those of the amount of supporting evidence but failed to 
reverse this effect. One possible reason for this failure is the yoking procedure used. 
We found that the questions differed reliably in the number of supportive reasons 
they elicited: When the free-report participants were divided randomly into two 
groups, mean number of reasons provided by one group to each question correlated 
.42 (p < .11) across the 16 questions with the number of reasons provided by the other 
group. Assuming that amount (number of reasons) and ease are correlated positively 
in the free-report condition (see Koriat, 1993), then the questions for which forced-
report participants were required to produce many reasons may not induce a suf-
ficiently strong experience of retrieval effort. If so, the item-by-item yoking feature 
of Experiment 1 underestimates the effects of ease of retrieval in the forced-report 
condition. To evaluate this possibility, in Experiment 2 we imposed a predetermined 
number of reasons on forced-report participants independent of the number of rea-
sons provided by the free-report participants. The number of reasons imposed in 
the forced-report condition was either 1 or 4. We speculated that perhaps retrieving 
two or three reasons would not produce a sufficiently strong feeling of difficulty that 
would reverse the impact of amount of evidence. Indeed, in previous studies that 
contrasted the effects of amount versus ease, the number of reasons (or statements) 
imposed in the many-reasons condition was sometimes 10 or more (e.g., Tormala, 
Petty, & Briñol, 2002; Wänke et al., 1997; Winkielman & Schwarz, 2001).
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Figure 1  Mean confidence as a function of number of reasons plotted separately for the 
forced-report and free-report conditions. Error bars represent + 1 standard error of the mean 
(SEM) (Experiment 1).
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Experiment 2

In Experiment 2, forced-report participants were required to list 1 reason for 8 of the 16 
questions and 4 reasons for the remaining questions. We ran twice as many free-report 
participants as forced-report participants to obtain a sufficient number of free-report 
participants who provided both one and four reasons. We hypothesized that if indeed 
amount and ease correlated positively in the case of the free-report condition, then the 
positive effect of number of reasons on confidence judgments in this condition should 
be stronger than the respective negative effect in the forced-report condition.

Method

Participants Sixty University of Haifa undergraduates (43 women and 17 men) par-
ticipated in the experiment. Participants were assigned randomly to the 2 conditions 
with the constraint that there were 40 participants in the free-report condition and 
20 in the forced-report condition.

Materials and Procedure The materials were the same as in Experiment 1. The 
instructions were similar with two exceptions. First, forced-report participants were 
asked to list either one or four reasons, with number of reasons alternating between 
questions, and the assignment of number of reasons to questions was counterbal-
anced across participants. The order of the questions was the same for all participants. 
Second, participants were specifically instructed that even when they were uncertain, 
they should avoid such reasons as “just a guess” or “it seems likely.”

Results For the free-report condition (see Table 2), confidence generally increased 
with number of reasons. Because the means for each category are based on different 
participants, we compared confidence judgments for 1 and 2 reasons using only 30 
participants who provided both 1 and 2 reasons. The respective means were 10.7 and 
13.7, t(29) = 5.74, p < .0001. There were only 10 participants who provided 1, 2, and 3 
reasons (the respective means were 8.5, 11.1, and 13.5), yielding F(2, 18) = 5.92, MSE 
= 10.62, p < .05.

Turning next to the free-forced comparison, only six participants gave both one 
and four reasons to some of the questions (see Table 2). Figure 2 (top panel) depicts 
mean confidence as a function of number of reasons for these participants as well as 
for the 20 forced-report participants. A two-way ANOVA on these means yielded F < 

Table 2  Mean Confidence as a Function of Number of Reasons for the Free-
Report Option and the Number of Observations and Participants on Which each 
Mean Was based (experiment 2)

Number of Reasons
1 2 3 4

Confidence 10.8 13.7 13.5 18.4
Number of observations 310 139 45 11
Number of participants with nonzero observations 40 30 11 6
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1 for report option, but number of reasons and the interaction were both significant, 
F(1, 24) = 21.07, MSE = 8.15, p < .0001, and F(1, 24) = 38.73, MSE = 8.15, p < .0001, 
respectively. For the free-report condition, confidence increased significantly from 
one reason to four reasons, t(5) = 3.63, p < .05, whereas for the forced-report condi-
tion, it decreased, t(19) = 2.16, p < .05.

To ascertain that the results for the free-report participants were not specific to 
the six participants included in the analysis, we enlarged the sample of free-report 
participants by combining one and two reasons, treating them as few reasons, and 
combining three and four reasons, treating them as many reasons. In this manner, 
we could include 13 free-report participants. Figure 2 (bottom panel) compares the 
results for these participants with those of the forced-report participants. A two-way 
ANOVA yielded F(1, 31) = 0.00, MSE = 21.03, ns (not significant), for report option, 
but again the effects of number of reasons and the interaction were significant, F(1, 
31) = 6.45, MSE = 8.31, p < .05, F(1, 31) = 19.71, MSE = 8.31, p < .0001, respectively. 
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Figure 2  Mean confidence as a function of number of reasons plotted separately for the 
forced-report and free-report conditions. The free-report means are for participants who 
gave both 1 and 4 reasons (top panel) and for participants who gave both few (1 or 2) and 
many (3 or more) reasons (bottom panel). Error bars represent + 1 standard error of the mean 
(SEM) (Experiment 2).
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Here again, confidence increased significantly with number of reasons for the free-
report participants, t(12) = 3.32, p < .01.

Figure 2 also suggests that, indeed, the positive effect of number of reasons on 
confidence in the free-report condition is stronger than the respective negative effect 
in the forced-report condition. The mean increase in confidence from one to four rea-
sons in the free-report condition (Figure 2, top panel) was significantly larger than 
the respective mean decrease in the forced-report condition, t(24) = 4.79, p < .0001. 
A similar pattern was observed for the results presented in the bottom panel of Fig-
ure 2, t(31) = 2.59, p < .05.

Discussion Experiment 2 yielded the expected crossover interaction: Confidence 
increased significantly with number of reasons under free reporting and decreased 
significantly under forced reporting. A comparison of these results with those of 
Experiment 1 supports our suggestion that the extent to which report option moder-
ates the effect of number of reasons on confidence depends on the experienced effort 
associated with listing many reasons under forced reporting.

The observation that confidence increased more strongly with number of rea-
sons in the free-report condition than it decreased in the forced-report condition 
is consistent with the idea that whereas amount and ease correlate negatively in the 
forced-report condition, they correlate positively in the free-report condition. This 
idea is explored in the next experiment.

Experiment 3

Experiment 3 attempted to obtain support for the hypothesized positive link between 
amount and ease in the free-report condition. Participants listed reasons in support 
of their answer, and the time to initiate report of the first reason was measured. We 
examined whether response latency was indeed shorter when more reasons rather 
than fewer reasons were produced.

Method Participants were 60 undergraduates (32 women). The materials and pro-
cedure were similar to those of the previous experiments except that the experiment 
was conducted on a personal computer. On each trial, the question and its two alter-
native answers appeared on the screen. Participants chose an answer by clicking on 
it with the mouse and then typed in as many supporting reasons as they could, one 
in each of five blank windows. The latency to type in the first reason — the interval 
between clicking the chosen answer and starting to type in the first reason — was 
recorded. After typing in reasons, participants rated their confidence on the 19-point 
scale, which appeared on the screen.

Results  Across all participants and questions, there were 418, 351, 148, 36, and 7 
instances in which participants provided 1, 2, 3, 4, and 5 reasons, respectively.

Figure 3 presents mean latency of providing the first reason. It can be seen that 
latency decreased monotonically with number of reasons, yielding a Spearman rank 
correlation of 1.00, p < .05. We compared the means of ease of retrieval for one or two 
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reasons versus three or more reasons. Of 42 participants for whom both means were 
available, 27 exhibited shorter latencies for the many-reasons than for the few-rea-
sons category, p < .05, by a binomial test. These results suggest that reasons are more 
easily retrieved the more of them are available for free reporting.

As in the previous experiments, confidence increased with the number of reasons 
provided (Figure 3). The rank order correlation (1.00) between confidence and num-
ber of reasons was significant at the .05 level. When the analysis was confined to 1, 
2, and 3 reasons, using only 39 participants who provided 1, 2, and 3 reasons, mean 
confidence judgments were 9.8, 12.2, and 13.5, respectively, F(2, 76) = 21.49, MSE = 
6.49, p < .0001.

We also examined whether ease of retrieval affected confidence judgments over 
and above the effects of number of reasons. This examination could be carried out 
only for the one-reason category for which there was a sufficient number of observa-
tions. Using 53 participants who provided 1 reason for at least 2 questions, confidence 
for slow (above-median) and fast (below-median) responses averaged 10.0 and 11.1, 
respectively, t(52) = 1.93, p < .06. Thus, the trend was in the expected direction: A 
faster retrieval of reasons was associated with higher confidence ratings even when 
the number of reasons was held constant.

Discussion The results of Experiment 3 exhibited two trends that are consistent with 
our expectations. First, ease of retrieval correlated positively with number of reasons; 
second, ease of retrieval appeared to enhance confidence even when the number of 
reasons was held constant. These results suggest that the positive correlation observed 
in all three experiments between number of reasons and confidence in the free-report 
condition may reflect the joint effects of amount and ease. This may explain in part 
why the positive effect of number of reasons on confidence was stronger in Experi-
ment 2 than the respective negative effect in the forced-report condition.
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Figure 3  Mean latency and confidence as a function of number of reasons. Error bars rep-
resent + 1 standard error of the mean (SEM) (Experiment 3).
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General Discussion

The results of this study are consistent with the distinction between IB and EB meta-
cognitive judgments. These results suggest that confidence judgments are affected con-
jointly by the content of declarative information retrieved from long-term memory and 
by the ease or effort with which that information is retrieved. When reasons in support 
of an answer are retrieved spontaneously, confidence increases with number of rea-
sons, possibly because of the increased supportive evidence as well as the greater ease of 
retrieval. In contrast, when number of reasons is experimentally imposed, the two cues 
conflict, and the greater effort required to retrieve many reasons may tip the balance, 
producing a negative relationship between number of reasons and confidence.

Studies using the ease-of-retrieval paradigm in social cognition (see N. Schwarz, 
2004) have stressed the idea that the two cues — amount and ease — exert conflict-
ing effects in the case of forced reporting. We showed that the two cues go hand in 
hand in the case of free reporting, consistent with Koriat’s (1993) observation in the 
context of FOK judgments.

We should note, however, that in Koriat’s accessibility model (Koriat, 1993) both 
amount and ease are conceived as nonanalytic mnemonic cues (see Kelley & Jacoby, 
1996): They were assumed to enhance immediate FOK regardless of the content and 
accuracy of the information retrieved and regardless of the compatibility between 
the various pieces of partial clues retrieved. According to Koriat (1998), only when 
the computation of FOK judgments becomes more deliberate does the content of the 
information enter into consideration so that additional clues may sometimes reduce 
rather than enhance FOK judgments (see also Vernon & Usher, 2003). This assump-
tion differs from that underlying the studies of the ease-of-retrieval paradigm, in 
which “amount” and “content” are used interchangeably to describe the strength 
of declarative arguments in favor of a particular judgment. This is understandable 
because in that paradigm participants are induced to selectively access arguments 
that have a specific valence (e.g., arguments in support of buying a certain car).

Nevertheless, because the accessibility model has been applied to confidence judg-
ments as well (e.g., Brewer, Sampaio, & Barlow, 2005; Swann & Gill, 1998), it is impor-
tant to inquire whether the sheer number of arguments retrieved might contribute 
to the immediate sense of confidence independent of the content of these arguments. 
If confidence is affected by accessibility, then three cues may act collaboratively to 
enhance confidence in the free-report condition: amount, ease (both as nonanalytic, 
mnemonic cues that feed into EB judgments), and content (as a cue for analytic, IB 
confidence judgments). All three cues may also be operative in the forced-report 
condition, except that now amount and ease would operate in opposite directions. 
These speculations deserve further investigation.

Concluding	Remarks

This chapter reviewed evidence demonstrating the usefulness of the distinction 
between IB and EB processes. This distinction has been applied to the study of JOLs, 
FOK, and confidence judgments, but its ramifications extend beyond the realm of 
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metacognitive judgments. Possibly, the analysis of the distinction between the two 
processes in metacognition can contribute to the refinement and specification of 
dual-process theories in general.

In concluding this chapter, we should mention several directions for future 
research. Throughout this chapter, we treated information-driven and experience-
driven processes as if they represent alternative routes to metacognitive judgments. 
Both processes, however, would seem to operate conjointly, contributing in different 
degrees to these judgments. The results that we presented on confidence judgments 
underscore the need to examine the complex interactions that exist between the 
two processes when they operate in tandem. Future work should examine in greater 
detail the dynamics of the interaction between these processes as it may vary between 
different conditions (e.g., free reporting vs. forced reporting) and across time (see 
Koriat, 1998; Vernon & Usher, 2003).

Research on social cognition suggests several additional directions in which the 
distinction between IB and EB metacognitive processes may be explored. In review-
ing the work on the effects of metacognitive experience on judgments, N. Schwarz 
(2004) emphasized the point that the effects of metacognitive experiences (e.g., the 
ease with which ideas come to mind) depend on the naïve theory of mental processes 
that people use in interpreting these experiences. Indeed, it has been observed that 
participants can be induced to discount the effects of mnemonic cues by attribut-
ing them to irrelevant sources (Jacoby & Whitehouse, 1989; N. Schwarz & Clore, 
1983; Strack, 1992). A question of interest is whether this is also true for the effects of 
mnemonic cues on metacognitive judgments such as JOLs and FOK. Can people be 
induced to discount the effects of cue familiarity and accessibility on FOK judgments 
by attributing these effects to a different source? Also, there has been increasing 
evidence suggesting that the naïve theories underlying the effects of metacognitive 
experiences are highly malleable to the extent that theories with opposite implica-
tions can be successfully induced (Unkelbach, 2006; Winkielman & Schwarz, 2001). 
Can learners be induced to apply a naïve theory that states that fluently processed 
items are less likely to be remembered than those requiring greater encoding effort 
(see Koriat, in press)? These are some of the questions that await further research.
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Memory Monitoring and the Delayed JOL Effect

Louis Narens, Thomas O. Nelson, and Petra Scheck

Introduction

Metacognition pertains to people’s self-monitoring and self-control of cognitive pro-
cesses. One of the most highly researched subareas of metacognition is people’s self-
monitoring of memory processing (Nelson, 1993). A major kind of self-monitoring of 
memory pertains to people’s judgments of personal learning after a study trial, which 
are called judgments of learning (JOLs).

The typical paradigm used to investigate JOLs requires the subject to make pre-
dictions of the likelihood of his or her eventual memory performance on each of 
the studied items, and sometime thereafter a final memory test occurs. Investigators’ 
interest is focused on the accuracy of the JOLs, as defined by the degree of relation-
ship between the predicted memory performance and the subsequently observed 
memory performance on the final test. Many experiments (e.g., Begg, Duft, Lalonde, 
Melnick, & Sanvito, 1989; Connor, Dunlosky, & Hertzog, 1997; Dunlosky & Nel-
son, 1992, 1994, 1997; Kelemen & Weaver, 1997; Nelson & Dunlosky, 1991; Nelson, 
Narens, & Dunlosky, 2004; Thiede & Dunlosky, 1994; Weaver & Kelemen, 1997) have 
replicated the robust effect that a relatively brief delay between study and JOLs for 
items produces a substantial increase in the accuracy of those JOLs for predicting 
eventual memory performance as compared to JOLs made immediately after study. 
This is called the delayed JOL effect.

Several kinds of theoretical mechanism have been suggested and evaluated in 
an attempt to explain the delayed JOL effect. These include “polarized judgments” 
(Weaver & Kelemen, 1997), the “monitoring-dual-memories” hypothesis (Nelson & 
Dunlosky, 1991), “retrieval fluency” (Benjamin & Bjork, 1996), “products-of-retrieval 
theory” (Schwartz, 1994), “self-fulfilling prophecy” (Spellman & Bjork, 1992), and 
“mnemonic cues concerning accessibility” (Koriat, 1997). Our goal here is not to 
review the literature about those mechanisms; a review of many of them can be found 
in the work of Schwartz (1994). Instead, we provide a mathematical model that gives 
considerable insight into what is needed to achieve the delayed JOL effect. Two of the 
explanations proposed in the literature — the monitoring-dual-memories (MDM) 
and the self-fulfilling prophecy (SFP) explanations — are examined in detail and 
evaluated through the mathematical model.

In general, it should be borne in mind that theoretical considerations involving 
the delayed JOL effect can be evaluated in many ways. We evaluate them in terms of 
their adequacy for explaining the delayed JOL effect observed in the study of Nelson 
and Dunlosky (1991) and related paradigms. We recognize that various proposed 
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mechanisms in the literature may be valid in other kinds of paradigms. However, the 
controversies in the literature involving the delayed JOL effect have centered around 
the experiment in Nelson and Dunlosky (1991) and their explanation for it.

Monitoring-Dual-Memories	Explanation

Nelson and Dunlosky’s (1991) Delayed JOL Effect

Nelson and Dunlosky (1991) used a single learning trial paired-associate task using 
unrelated concrete nouns (e.g., ocean–tree). The learning trial lasted for 8 seconds per 
item. The items were divided into blocks. For half of the items of a block, the subject 
was asked to give a JOL for an item immediately after the learning trial (immedi-
ate JOLs) and for the other half of the items of the block to give a JOL for an item 
approximately 30 seconds after the learning trial for it (delayed JOLs). Between the 
learning of a delayed JOL item and the elicitation of its JOL, the learning of other 
items or JOLs of other items occurred. A recall test was given for all the items of a 
given block before the next block was presented. Accuracy was then computed as a γ 
correlation between each person’s JOLs and subsequent test performance (details are 
provided in this chapter). Nelson and Dunlosky found that items in the immediate 
JOL condition had JOL accuracy of +.38, whereas items in the delayed JOL condition 
had JOL accuracy of +.90. Similar effects have been consistently obtained for paired-
associated items.

Nelson and Dunlosky (1991) presented a theoretical explanation for the delayed 
JOL effect. They called their explanation monitoring dual memories or MDM for 
short. Dunlosky and Nelson (1992) described MDM as follows:

One explanation for this pattern of finding is that when people assess the likelihood of 
eventual recall for recently studied information, they may simultaneously monitor both 
short-term and long-term memory. … This explanation suggests that for immediate JOLs, 
information about the stimulus–response pair in short-term memory adds noise or domi-
nates the monitoring (i.e., retrieval) of information in long-term memory. This reduces the 
accuracy of immediate JOLs because eventual recall will be based on information only in 
long-term memory. By contrast, delayed JOLs exceed the span of retrieval from short-term 
memory (i.e., less than 30 seconds, Peterson & Peterson, 1959) and thereby allow better inter-
rogation of long-term memory via the information contained therein, without noise from 
information about that item in short term memory. (p. 379)

Dunlosky and Nelson (1992) conducted the following experiment as partial con-
firmation of the MDM explanation. It was similar to that of Nelson and Dunlosky 
(1991) except for the following manipulation: The kind of cue for the immediate or 
delayed JOLs was of two types: (1) the stimulus from a stimulus–response item or (2) 
the full stimulus–response item (Nelson & Dunlosky, 1991, only used stimulus-alone 
cues). MDM suggests that one should expect to see the delayed JOL effect when JOLs 
are cued by the stimulus alone but should not see the effect when JOLs are cued by the 
stimulus–response pair. In fact, this is what was found:
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When the cue is the stimulus-alone, the delayed-JOL effect is extremely robust, but when the 
cue is the stimulus–response pair, the delayed-JOL effect is negligible. (Dunlosky & Nelson, 
1992, p. 378)

In terms of MDM, they give the following interpretation for the failure of the stim-
ulus–response cue to produce a delayed JOL effect:

In the case of the delayed JOLs cued by the stimulus–response pair, the stimulus–response 
may be attended to (e.g., entered into short-term memory and then retrieved) before the per-
son can retrieve the information from long-term memory about that item (see the latencies 
in Wescourt & Atkinson, 1973). This information from short-term memory about the item 
would produce the same kind of monitoring problems as those which occur in the case of 
immediate JOLs. (Dunlosky & Nelson, 1992, p. 379)

Theoretical	Assessment	of	the	MDM	Explanation

In this section, a theoretical model for the γ-accuracy of JOLs is given. The model 
expresses γ as a weighted sum of three other γ-accuracies, each corresponding to a 
different kind of evaluation. The MDM explanation is then evaluated in terms of the 
theoretical model. In a subsequent section, the theoretical model is used to evaluate 
the self-fulfilling prophesy (SFP) explanation.

We start by classifying a JOL in terms of the kind of information that is used in 
making the judgment. The classification is then used to sort dyads of to-be-learned 
items into three types, each yielding an informative measure of accuracy.

Judgments of Maintenance and Feeling of Knowing

An item is said to be recallable at time of judgment if and only if at the time of the 
JOL the item would have been recalled if a recall test were presented instead of a JOL. 
Items that are not recallable at time of judgment are called nonrecallable items at 
time of judgment.

Recallable items are defined counterfactually; therefore, whether an item is truly 
recallable at time of judgment is not observable. Thus, a theoretical assumption is 
needed to link recallable items to observable data for the notions of recallable (or 
nonrecallable) at time of judgment to have scientific import. For example, in an 
experiment we described here, a recall test for some items is given just before their 
JOL. If such an item is correctly recalled in this test, then it is deemed to be recall-
able at the time of the JOL, which occurs immediately after the recall test. Here, the 
linking theoretical assumption is that an item that is recalled at a time t is recallable 
at slightly later times. Other linking theoretical assumptions involving the recallabil-
ity/nonrecallabilty of items are given later.

A JOL of a recallable item at the time of the judgment is called a judgment of main-
tenance or JOM. We use the term maintenance in the same way as Bahrick and his 
coworkers (e.g., Bahrick, 1979; Bahrick & Hall, 1991) when they discussed “mainte-
nance of knowledge.” The key idea is that a currently recallable item must be main-
tained sufficiently long to be again recalled on a subsequent test of memory for that 
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item. A JOL of a nonrecallable item at the time of the judgment is called a feeling-of-
knowing (FOK) judgment. This nomenclature is consistent with the literature’s use 
of the term FOK (e.g., Hart, 1967; Nelson & Narens, 1994; Schwartz, 1994). Thus, the 
JOM is the person’s belief that he or she will maintain in memory (i.e., not forget) 
the retrieved target, and the FOK is the person’s belief about his or her subsequent 
memory performance on a currently nonretrieved item.

Decomposition of γ 

This section provides a precise description of JOL accuracy and a method of decom-
posing a γ accuracy measure into a weighted sum of accuracy measures. The decom-
position better accounts for how various cognitive processes influence the size of JOL 
accuracy than the accuracy measurement generally used in the metamemory litera-
ture (i.e., the Goodman-Kruskal γ statistic). The finer analysis provided by the decom-
position is used to evaluate theories of the delayed JOL effect. To describe rigorously 
this decomposition, several definitions and some technical notation are needed.

JOL accuracy is generally measured in terms of the Goodman-Kruskal gamma 
statistic, called here gamma and denoted by the symbol γ. Gamma is computed in 
terms of dyads of items. A dyad is just a pair of items {J, K}. {J, K} is said to be con-
cordant, if and only if eiher (i) the JOL rating is higher for Item J than Item K and on 
the final recall test, Item J is recalled but Item K is not recalled or (ii) the JOL rating is 
higher for Item K than Item J and on the final recall test, Item K is recalled but Item 
J is not recalled; {J, K} is said to be discordant if and only if either (i′) the JOL rating 
is higher for Item J than Item K and on the final recall test, Item J is not recalled but 
Item K is recalled or (ii′) the JOL rating is higher for Item K than Item J and on the 
final recall test, Item K is not recalled but Item J is recalled; and {J, K} is said to be tied 
if and only if the JOL rating is the same for Item J as for Item K or the recall outcome 
is the same for Item J as for Item K, or both. In the computation of γ, tied dyads are 
discarded. (See Gonzalez & Nelson, 1996, for the rationale for discarding ties.) The 
following equation computes γ:

 γ = (c − d)/(c + d) (1)

where c is the number of concordant dyads, and d is the number of discordant dyads. 
The maximum value of γ is +1.0 (when d = 0), and the chance value of γ is 0 (when c = 
d). Other properties of γ are well known in the literature (e.g., for reasons γ is prefer-
able to other measures of metacognitive accuracy, see Nelson, 1984; for mathematical 
properties of γ, see Gonzalez & Nelson, 1996, and Goodman & Kruskal, 1954, 1959).

Nelson, Narens, and Dunlosky (2004) developed a methodology for JOL research 
that decomposes JOL γ accuracy into three component measures of accuracy: main-
tenance, contrast, and FOK gammas. The methodology is called PRAM (prejudg-
ment recall and monitoring) because an additional recall test, called a pre-JOL recall 
attempt, is inserted just prior to each JOL. In PRAM, these component measures of 
JOL accuracy are observable. In the present chapter, similarly defined measures are 
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treated more theoretically and are generally unobservable. Nevertheless, it is argued 
that such measures are essential for evaluating theories of the delayed JOL effect.

In the following, let C and D be respectively the sets of concordant and discordant 
items of a JOL study yielding the JOL accuracy measure γ. Let S be a subset of C ∪ D. 
Then, by definition,

CS is the set of concordances in S.
DS is the set of discordances in S.
cS is the number of elements in CS.
dS is the number of elements in DS.

Then, the JOL γ accuracy of S, γS, is by definition

 
γS = (cS − dS)/(cS + dS).

The partitioning C ∪ D into appropriate sets of dyads S1 , … , Sk can provide con-
siderable insight into how γ is achieved because γ decomposes mathematically into a 
weighted sum of JOL accuracies γ1, …, γk; that is,

 γ = w1 · γ1 + … + wk · γk, (2)

where

 γ1, …, γk are, respectively, the JOL γ accuracies for S1, …, Sk.
wi is the proportion of items of C ∪ D that are in Si, i = 1, …, k.

For the purposes of analyzing the delayed-JOL effect, C ∪ D is partitioned into 
three sets, with each set defined in terms of an item’s state of retrievability at the time 
of its JOL.

For the computation of γ, JOMs and FOKs yield three kinds of dyads:

Maintenance dyads that compare JOM items (i.e., dyads composed of two JOM 
items).
FOK dyads that compare FOK items (i.e., dyads composed of two FOK items).
Contrast dyads that compare a JOM item with an FOK item (i.e., dyads composed of 
a JOM item and an FOK item).

These three kinds of dyads partition the set of dyads and yield the following decom-
position of JOL γ accuracy:

 γ = (c − d)/(c + d) = wm · γm + wf · γf + wc · γc , (3)

where
  c is the number of concordances.
  d is the number of discordances.
  wm, wf, and wc are, respectively, the proportions of dyads of C ∪ D that 

are maintenance, FOK, and contrast dyads.

  
γm, γf, and γc are, respectively, γ accuracy measures for the sets consisting 
of maintenance, FOK, and contrast dyads of C ∪ D.

•
•
•
•

•
•

•

•
•
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We view that the information participants use in making JOMs is fundamentally 
different from the information they use in making FOKs because JOM items are 
retrievable, and FOK items are not. As a result, we view JOMs and FOKs as different 
judgments, and therefore we consider maintenance, FOK, and contrast γs as accu-
racy measures for fundamentally different judgments. These three γ accuracies allow 
for a more penetrating analysis of metacognitive accuracy and a sharper evaluation 
of theories for the delayed JOL effect than is possible through the use of just the over-
all γ for JOL accuracy.

Mathematical	Model

Theoretical Assumptions

We argue that in the Nelson and Dunlosky (1991) paradigm the term wm · γm in Equa-
tion 3 dominates the size of γ for immediate JOLs, while the term wc · γc dominates the 
size of γ for delayed JOLs. To accomplish this, three theoretical assumptions linking 
JOL rating behavior to memory performance are made. As discussed next, the three 
assumptions are plausible for paradigms like that employed in Nelson and Dunlosky 
(1991). There is empirical support for two of the assumptions, and the third is made 
to simplify proofs and the form of a mathematical model that approximates delayed 
JOL accuracy. In the following, each of the assumptions is described, and if relevant, 
empirical support for the assumption is given.

The assumption of persistence of forgetting says that a target that is nonrecallable at 
a given time remains nonrecallable at later times and thus in particular is not recalled 
on the final recall test. Persistence of forgetting appears to hold very strongly in the 
situations that have been investigated using paired associates, even if it may not hold 
in some other kinds of situations (see Nelson, Gerler, & Narens, 1984). For instance, 
in the experiment described in Nelson et al. (2004), items that were not recalled on 
a test given 30 seconds after learning were given another recall test 2 minutes after 
learning. The median probability of an item being recalled 2 minutes after learning 
was 0.0. Other experiments on delayed JOLs have also confirmed this assumption. 
For instance, Kelemen and Weaver (1997, Table 3) reported that the mean percentage 
of correct final recall for items not recalled on an initial recall test (which occurred 
in place of, rather than adjacent to, each JOL) was 0% in 10 of the 14 conditions they 
examined. Across all 14 conditions that they examined, the mean was 3%, indicating 
that persistence of forgetting occurred for 97% of the items not recalled at the time 
the JOL would have occurred.

The assumption of superiority of JOMs says that people rate a JOM item higher than 
an FOK item. If the only data obtained from the subject are JOLs, then the empirical 
validity of this assumption cannot be assessed. Previous research by Shaughnessy 
and Zechmeister (1992) found that subjects inflated the magnitude of their JOLs for 
items recallable on an initial test and reduced the magnitude of their JOLs for non-
recallable items. It should be noted that while our research suggests the validity of 
superiority of JOMs for the vast majority of items in paradigms like that of Nelson 
and Dunlosky (1991), this assumption may not be valid for every item. Reasons for 
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failures include (1) the subject might retrieve a target that he or she believes may be 
incorrect (such that the “sought-after item” defined by the experimenter is different 
from the sought-after item defined by the subject), and (2) the subject may have a 
nonretrieved item on the tip of the tongue and may believe that it will subsequently 
become retrievable.

The assumption of no tied ratings says that people give each item a unique JOL rat-
ing. Although there are valid methods of data collection that produce such unique rat-
ings, they are rarely employed in JOL experiments for practical reasons. Instead, most 
JOL experiments use a fairly limited number of rating values for a much larger number 
of to-be-learned items, resulting in some ratings being tied. However, as discussed in 
the section on impact of tied ratings, the mathematical model given (which assumes 
no tied ratings) can be extended to accommodate tied ratings. When this is done, it 
is shown that the addition of tied ratings cannot lower delayed JOL accuracy but can 
raise it. Because of this, we view the assumption of no tied ratings to be a conservative 
assumption for explaining the delayed JOL effect, that is, we would expect a stronger 
delayed JOL effect if the data collection resulted in tied JOL ratings. Our use of the no 
tied ratings assumption is to simplify calculations of the mathematical model.

The above three theoretical assumptions yield the following mathematical model 
that provides the basis for our theoretical explanation for the delayed JOL effect:

Theorem 1
Suppose the above theoretical assumptions of persistence of forgetting, superiority of 
JOMs, and no tied ratings. Let M be the proportion of maintenance items, R be the 
proportion of items correctly recalled on the final test, and suppose 0 < R < 1. Then,

 γ = [(M − R)/(1 − R)] · γm + (1 − M)/(1 − R), (4)

where γ is the gamma for JOL accuracy, and γm is the gamma accuracy for the set 
of maintenance items. (For the proof of Theorem 1, contact Louis Narens or John 
Dunlosky.)

The decomposition of γ in Equation 3 yielded

 γ = wm · γm + wc · γc + wf · γf . 

The assumption of persistence of forgetting requires that both items of an FOK 
dyad are not recalled on the final test, and therefore all FOK dyads are tied. Thus, 
wf = 0 in the above equation. The assumption of superiority of JOMs requires that 
all maintenance items receive higher ratings than all FOK items, and this together 
with persistence of forgetting yields that all contrast dyads are concordances, thus 
yielding

 
γc = 1.

These facts are reflected in Equation 4 by the sum

 [(M − R)/(1 − R)] · γm + (1 − M)/(1 − R),
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which can be rewritten as

 [(M − R)/(1 − R)] · γm + [(1 − M)/(1 − R)] · 1 + 0 · γf ,

where in terms of the earlier notation, γc = 1, and w3 = 0.
Note that it follows from persistence of forgetting that M ≥ R. Also, note that the 

right side of Equation 4 approaches +1.0 as R approaches M, and thus because +1.0 is 
the highest value obtainable by γ, γ = +1.0 when R = M, and γ is near +1.0 when R is 
near M. Furthermore, as R monotonically declines from M to approach 0, the right 
side of Equation 4 monotonically declines to approach the value

 1 − M (1 − γm).

In providing theoretical analyses of the delayed JOL effect, the following empirically 
based assumption is often used without explicit reference:

The assumption of relative superiority of maintenance γs is used in the analyses 
of theoretical models of the delayed JOL effect. It says that immediate JOL accuracy 
is not larger than maintenance accuracy. Empirical support for this assumption is 
provided by the experiment in Nelson et al. (2004), which has an immediate JOL 
accuracy γi, of +.23 and maintenance accuracy γm of +.46. The relative superiority 
of maintenance γs allows us to use γi, which is observable in JOL paradigms, as a 
lower estimate of γm, which is not observable in almost all the JOL paradigms in the 
literature. We use this lower estimate of γm to illustrate that one can obtain in natural 
ways robust delayed JOL effects without assuming principles like MDM that require 
γm to be much larger than γi. It should be emphasized that our purpose in making the 
assumption of relative superiority of maintenance γs is to apply our theoretical model 
to the MDM explanation, which assumes a much stronger principle. We do consider 
the assumption to be valid in all JOL experiments. The point we make next is that 
even with this assumption — which is valid in some JOL experiments — the delayed 
JOL effect is likely to be due to processes different from the one given by the MDM 
explanation.

Application to the Monitoring-Dual-Memories Explanation

As a concrete example, consider the case where M = .6. We first consider the extreme 
case where γm = 0. Then, γ will be near +1.0 when final recall R is near .6, and γ will 
always be greater than

 1 − .6(1 − .0) = .4.

Next, consider the more plausible case of γm = .38, the value of immediate JOL 
accuracy in Nelson and Dunlosky (1991). Then, γ will be near +1.0 when final recall R 
is near .6, and γ will always be greater than

 1 − .6(1 − .38) = .63
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no matter when final recall takes place. This is already a large increase over imme-
diate JOL γ accuracy of .38. Next, consider in addition to γm = .38 that R = .46, the 
proportion of correctly recalled items in the final test in Nelson and Dunlosky (1991). 
Then, by Equation 4, γ = .84. Of course, if a reasonable number of maintenance dyads 
with tied JOL ranks were incorporated, this estimate of +.84 for γ could significantly 
increase. (The data collection method of Nelson & Dunlosky, 1991, which uses six 
rating levels, guarantees a reasonable number of such tied dyads.)

The above example shows that the principles of persistence of forgetting and superi-
ority of JOMs are sufficient to provide a plausible explanation of the delayed JOL effect: 
The effect occurs because from these assumptions it follows that, in Equation 3,

 wf = 0

that is, FOK dyads have negligible impact on the size of γ;

 γc = 1

and for reasonable choices of the delay and the time of recall, wc is much larger than wm.
With respect to the MDM hypothesis, Theorem 1 suggests that the vast majority of 

the increase in the delayed versus immediate γ accuracies that occurs in paradigms 
similar to Nelson and Dunlosky (1991) is likely to result from the impact of the con-
trast dyads. Such a result does not yield very much information about the mecha-
nisms underlying metamemory processing because it is primarily due to having the 
difference between M and R small (which is primarily a result of the experimenter’s 
selections of the difficulty of the items and the times for judgment and final recall) 
combined with the important fact that in such paradigms recallable items at time of 
JOL robustly receive higher JOL ratings than nonrecallable ones.

An important goal for metacognitive theory is understanding how judgments 
of recallable items in the study may differ for immediate and delayed JOLs. Dun-
losky and Nelson (1992) cued JOLs for items by either presenting an item’s stimu-
lus as the cue or an item’s stimulus and response as the cue. According to MDM, 
the presentation of both stimulus and response at time of an item’s delayed JOL will 
interfere with the retrievability of the item from long-term memory, producing less-
accurate judgments involving long-term memory than those JOLs cued by the stimu-
lus alone. However, it should also be noted that M = 1 for the set of items cued by 
stimulus–response because all such items are recallable at time of judgment. For such 
items, Equation 4 degenerates into

 γ = γm,

which is smaller than

 γ = (1 − w) · γm + w

when w ≠ 0, the latter being the case for the set of items cued by the stimulus alone because 
for such items M < 1. Dunlosky and Nelson (1992) reported the following finding:
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The two kinds of cues for delayed JOLs had different effects on JOL accuracy as opposed to 
recall. Namely, delayed JOLs cued by stimulus alone yielded much greater JOL accuracy than 
did delayed JOLs cued by the stimulus–response, whereas recall was somewhat greater for 
delayed JOLs cued by the stimulus–response pair than for delayed JOLs cued by the stimulus 
alone. (p. 379)

Thus, in this experiment, the stimulus–response condition when compared to the 
stimulus-alone condition not only produced a higher M, which by Equation 4 lowers 
delayed JOL accuracy, but also a higher R, which by Equation 4 raises JOL accuracy. 
The combination of these two opposing effects, with possibly a contribution of a low-
ering of γm in the stimulus–response condition, produced the observed lowering of 
JOL accuracy in the stimulus–response condition.

Self-Fulfilling	Prophecy	(SFP)	Explanation

Spellman and Bjork (1992) provided the following explanation for the delayed JOL effect:

One strategy for making a delayed JOL is to use the presented stimulus as a cue to try to recall 
the response item, and to base the JOL on whether recall is successful. Given the known effect 
of such retrieval practice, successful covert recall during the JOL task will in turn increase 
the likelihood that the subject will successfully recall that item on the later overt recall test… 
Thus, if delayed JOLs are based on the ability to recall the response, and final recall is also 
based on the ability to recall the response, it follows that delayed JOLs and final recall will 
necessarily be correlated. (p. 315)

Spellman and Bjork’s (1992) observation can be expressed in terms of the theory of 
JOL accuracy described by Theorem 1 as follows: Looking at Equation 4,

 γ= [(M − R)/(1 − R)] · γm + (1 − M)/(1 − R),

we see that as R approaches M, γ approaches 1. Spellman and Bjork’s explanation is 
that the delayed JOL judgment increases the strength of the maintenance items to an 
extent that at the time of the final test these items are more recallable than they would 
have otherwise been, thus producing a smaller difference between M and R. This is 
a mechanism that clearly could produce a delayed JOL effect. However, the above 
equation depends on both M and R. Thus, a modest — or even a large — increase in 
R alone is not enough to guarantee a large increase in γ; M must be selected in such 
a manner to capitalize on this increase. For example, using the right-hand side of the 
above equation and letting M = .75, R = .25, and γm = .38, we see that doubling the size 
R to .50 (i.e., increasing R by .25) will produce an increase in the right-hand part of 
the equation from .58 to .67 — not a substantial enough increase to produce a typical 
delayed JOL effect. However, for M = .90, R = .65, and γm = .38, increasing the size of 
R by 38% (i.e., increasing R by .25) will produce an increase from .55 to 1.0. Thus, the 
SFP hypothesis can at most only account for the part of the delayed JOL effect that is 
due to increased R.

The title of Spellman and Bjork’s (1992) article is, “When Predictions Create Real-
ity: Judgments of Learning May Alter What They Are Intended to Assess.” They sum-
marized this part of their theory as follows:
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In our view, Nelson and Dunlosky’s findings reflect a psychological analog of the Heisenberg 
Uncertainty Principle: Any effort to take a reading of a subject’s current state of knowledge 
may alter that state of knowledge. In this specific instance, when subjects measure their own 
degree of learning after a delay by making covert recall attempts, they alter their degree of 
learning. The delayed JOL, in effect, creates its own reality; in such happy circumstances, the 
accuracy of the measurement is assured. (p. 316)

We agree that making a delayed JOL can change the state of the judged item, and 
thus may not be a good evaluation of the initial learning. However, in this quotation, 
Spellman and Bjork appear to us to attach more importance to this observation than 
it deserves.

According to their explanation (Spellman & Bjork, 1992), one makes a JOL by 
attempting a covert recall of the item. In doing this, one does not affect the recallabil-
ity state of the item at the time of attempted recall but affects the recallability states of 
the item for later recall tests, particularly the final recall test. Thus, in particular, per-
sistence of forgetting is not affected for items nonrecalled at the time of the delayed 
JOL judgment regardless of how they are affected by the judgment; that is, persistence 
of forgetting is not affected by delayed JOLs. Similarly, items that are recallable are 
ranked higher than items that are nonrecallable, regardless of how they are affected 
by the judgment; that is, superiority of JOMs is not affected by delayed JOLs. The 
only thing that can influence JOL accuracy that is affected by a delayed JOL judg-
ment is possible changes in the strengths of recallable items for final recall. In some 
circumstances, this can have considerable impact (e.g., it can produce a large increase 
in final recall); in other circumstances, it can only have a small effect (e.g., when the 
delay between the times of an item’s delayed JOL and its final recall was selected by 
the experimenter in such a manner that only a small percentage of recallable items 
at the delayed judgment time are recalled at the final test). Also, the JOL accuracy for 
recallable items γm often makes an important contribution to overall JOL accuracy, 
and the SFP explanation is silent about how the “analog of Heisenberg’s uncertainty 
principle” affects the size of γm.

Experimental	Assessment	of	the	Mathematical	Model

An experiment presented in Nelson et al. (2004) allows us to assess the mathematical 
model described by Equation 4. The experiment closely matches the paradigm used 
by Nelson and Dunlosky (1991), except that a recall test was given to some items just 
prior to their JOLs. A delayed JOL effect was observed with immediate γ accuracy of 
+.23 and delayed γ accuracy of +.92.

The additional recall test given for some items just before judgment allowed for 
the empirical determination of the values of γ, M, R, and γm in Equation 4. With 
these values, we can then use the right-hand side of Equation 4 to approximate γ. The 
empirical values for the delayed items are

 M = .53, R = .49, and γm = .50
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Equation 4 with these values yields

 γ = .96 (theory)

whereas the data yield

 γ = .92 (experiment).

(4% of the items violated persistence of forgetting, producing a slightly lower γ than 
expected from the theory). Thus, in this case, the theoretical and experimental results 
for γ differ by .04 — a very small amount for a γ correlation above +.90.

Although in this experiment the γ accuracy of delayed maintenance items, +.50, 
was much higher than the γ accuracy of immediate maintenance items, +.21, the 
estimated contribution of maintenance dyads to delayed γ accuracy via Equation 4 
is minuscule because M = .53 was so close to R = .49, which by Equation 4 yields an 
estimated increase in γ due to maintenance dyads of less than +.02.

Equation 4 can be rewritten as

 (1 − w) · γm + w, (5)

where

 w = (1 − M)/(1 − R).

Equation 5 is determined by the two parameters γm and w. The MDM explanation 
provides a partial theory of γm, namely, γm is at least as large as the γ correlation for 
immediate JOL accuracy and larger than immediate JOL accuracy when JOLs are 
given after a sufficient delay from learning. It does not, however, have anything to 
say about w. In contrast, the SFP explanation provides a partial theory of w but has 
nothing to say about γm. Neither explanation explicitly states that the γ for contrast 
dyads γc should be near +1.0 (which allows the second term in Equation 5 to be 
written as w rather than w · γc), although this is an obvious add-on to both explana-
tions. Thus, the MDM and SFP explanations emphasize complementary aspects of 
the delayed effect. Neither individually nor together do they provide an adequate 
explanation for the delayed JOL effect presented in the Nelson and Dunlosky (1991) 
study because neither expresses the idea that the effect in that study is mostly driven 
by contrast dyads.

We believe it is likely that one can construct experimental circumstances in 
which the MDM explanation explains a delayed JOL effect finding, and one can con-
struct other circumstances for which the delayed JOL effect is explained by the SFP 
explanation. For the empirical study described in Nelson et al. (2004) and analyzed 
above, the MDM explanation fails to account for a significant part of the observed 
delayed JOL effect, whereas the SFP could account for a significant part of it; however, 
whether SFP accounts for the full effect cannot be determined by data collected for 
this experiment.
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Dynamic	Monitoring	Dual	Memories

Equation 4, reformulated as

 γ = (1 − w) γm + w · 1 (6)

expresses a law interrelating metamemory and memory processes. It is formulated 
for ideal situations captured by the hypotheses of Theorem 1. In Equation 6, w is com-
pletely determined by memory processes because it is completely determined by the 
number of items recallable at the delay between learning and JOL M and the number 
of items recallable at final recall R; that is,

 w = (1 − M)/(1 − R).

Thus, the contribution to JOL accuracy γ that is due to metamemory processing is 
completely contained in the terms 1 and γm. The 1 corresponds to the monitoring 
accuracy of contrast dyads. Because of the assumptions of Theorem 1, it is maximal 
and therefore constant. γm is maintenance accuracy, that is, the monitoring accuracy 
of the maintenance dyads. Because the monitoring accuracy for contrast dyads 1 is 
constant, it cannot play a role in accounting for changes in monitoring accuracy. 
Therefore, any change in monitoring accuracy is due to a change in maintenance 
accuracy γm, and thus any theories about increasing monitoring accuracy for situa-
tions covered by Theorem 1 are necessarily theories about γm. Unfortunately, as dis-
cussed, the standard data collection methods for JOL experiments do not permit an 
estimate of γm. In our view, this has led to some confusion in the literature about the 
impact of increased monitoring accuracy because researchers had to do their analy-
sis of increased monitoring accuracy in terms of γ. Because the value of w, which is 
detached from monitoring, has an impact on γ, this presents serious difficulties for 
viewing γ as a measure of monitoring accuracy. The following empirical study illus-
trates this point.

Nelson, Scheck, Dunlosky, and Narens (1999) presented preliminary results from a 
study in which 147 participants made JOLs for concrete noun–noun pairs after 0, 3, 6, 
9, or 30 seconds of filled time following the offset of study. One group of participants 
made a pre-JOL recall attempt just prior to each JOL, and the other group made JOLs 
not preceded by a recall attempt. Both groups made a final recall attempt at approxi-
mately 2 minutes after studying the items. The following analyses pertain only to the 
group who made prejudgment recall attempts prior to making JOLs for each item. In 
accordance with the above notation, M denotes percent of correctly recalled items on 
the pre-JOL recall test, and R denotes the percent of correctly recalled items on the 
final recall test.

For recall performance (Table 1), a one-way analysis of variance (ANOVA) showed 
that the mean M differed significantly depending on the delay between study and 
JOL, F(4, 348) = 445.55, p < .05. A series of t tests with Bonferonni correction showed 
a greater proportion correct pre-JOL recall after a delay of 3 as compared to 6 sec-
onds, t(87) = 21.63, p < .01, and for 6 as compared to 9 seconds, t(87) = 2.79, p < 
.01, but no difference in proportion correct pre-JOL recall between 9- and 30-second 
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delays, t(87) = 2.18, p < .01. The comparison between 0- and 3-second delays could 
not be made because the standard error of the difference was zero.

The mean R also differed significantly depending on the delay between study and 
JOL, F(4, 348) = 11.22, p < .05. A series of t tests with Bonferonni correction showed 
a smaller R after a delay of 3 as compared to 6 seconds, t(87) = 3.81, p < .01 but no 
difference in R between 6 and 9 seconds, t(87) = .61, p < .01, or 9 and 30 seconds, t(87) 
= 1.10, p < .01. Again, the comparison between 0 and 3 seconds could not be made 
because the standard error of the difference was zero.

Concerning the relationship between JOLs and final recall, the mean overall dif-
fered significantly depending on the delay between study and JOL, F(4, 288) = 18.68, 
p < .05. There was no significant difference in accuracy between JOLs made at a 0- 
versus 3-second delay, t(82) = 2.47, p < .01, at a 6- versus 9-second delay, t(79) = 1.94, p 
< .01, or at a 9- versus 30-second delay, t(80) = .40, p < .01, but there was a significant 
difference in accuracy between 3 and 6 seconds, t(78) = 2.80, p < .01. This indicates 
that a critical point in the difference in predictive accuracy between immediate and 
delayed JOLs occurs between 3 and 6 seconds. Interestingly, this point is also one at 
which differences were observed in pre-JOL recall and final recall.

The mean γm differed significantly depending on the delay between study and JOL, 
F(4, 216) = 3.26, p < .05. However, paired-sample t tests showed no significant differ-
ence made at a 0- versus 3-second delay, t(82) = 1.12, p > .01, at a 3- versus 6-second 
delay, t(73) = 1.17, p > .01, at a 6- versus 9-second delay, t(65) = .17, p > .01, or at a 9- 
versus 30-second delay, t(63) = 1.81, p > .01.

The mean γc did not differ significantly depending on the delay between study and 
JOL, F(4, 112) = 1.59, p > .10. The difference in γf across delay between study and JOL 
could not be computed because of the small number of observations. The empirical 
means and the theoretical based on M, R, and γm are given in Table 1.

Notice in Table 1 the nonmonotonic behavior of γm with respect to delay time. 
This, combined with the decrease in γm between the 3- and 30-second delays, is an 
empirical violation of the MDM theory. Notice that the empirical displays increasing 
monotonic behavior. (The difference of −.02 between the 30- and 9-second delays is 
not significant; the difference .15 between the 6- and 3-second delays is significant.) 
This, combined with the nonmonotonic behavior of γm, provides an empirical illus-
tration that one should not rely on increasing γ correlations between JOL and final 
recall for evaluation of the MDM theory.

Table 1  Results

Delay Between 
Study and JOL

Empirical Theoretical 
γM R γm γ

0 seconds .96 .22 .39 .42 .42
3 seconds .96 .22 .47 .58 .50
6 seconds .48 .29 .33 .73 .82
9 seconds .44 .28 .40 .81 .87
30 seconds .40 .30 .20 .79 .89
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In Table 1, the empirical γ are, except for the 3-second delay, less than the cor-
responding theoretical γs. This can only happen if there are violations of the math-
ematical model. No tied ratings is violated by the design of the experiment. But as 
discussed, this cannot lower an empirical γ if the other assumptions of the model 
hold. Thus, the discrepancy of having smaller empirical γs than theoretical ones is 
likely due to violations of persistence of forgetting or superiority of JOMs or both. 
This demonstrates one of the advantages of deriving the model’s mathematical equa-
tion from qualitative assumptions: When there is a discrepancy between the equation 
and data, one can often investigate the discrepancy qualitatively in terms of the quali-
tative assumptions that gave rise to the equation. Such an investigation was not car-
ried out for the preliminary investigation of the dynamic MDM data presented here.

Conclusions

Several explanations of the delayed-JOL effect described by Nelson and Dunlosky 
(1991) have been put forth in the literature. They all give plausible mechanisms for 
producing this effect but are deficient in various ways for accounting for it as observed 
by Nelson and Dunlosky. This chapter gives a mathematical model for the delayed 
JOL effect that is based on a theoretical classification of items at the time of JOL into 
recallable and nonrecallable items. The classification is then used to decompose JOL 
accuracy into the weighted sum

 γ = (1 − v − w) · γm + w · γc + v · γf , (7)

where γm, γc, and γf are, respectively, the γ accuracies for maintenance, contrast, and 
FOK items. Our analysis of the Nelson and Dunlosky paradigm suggests that for this 
paradigm v = 0 and γc = 1. (The mathematical model derives v = 0 from the theoretical 
assumption of persistence of forgetting, and γc = 1 from the assumptions of persis-
tence of forgetting and superiority JOMs. Cited empirical support was given for both 
assumptions.) This allows Equation 7 to be simplified to

 γ = (1 − w) · γm + w. (8)

The variables γm and w in Equation 8 are the foci of the MDM and SFP explana-
tions of the delayed JOL effect. MDM focuses on γm, whereas SFP focuses on w. Nei-
ther explanation provides an account for the other variable; that is, MDM is silent 
about the impact of w on delayed γ accuracy, and SFP is silent about the impact of γm. 
Such silences make both explanations incomplete.

In summary, these explanations have two major weaknesses: (1) They fail to inte-
grate their suggested mechanisms for increased accuracy with the structure of their 
measure of accuracy (in this case, the Goodman and Kruskal γ statistic); and (2) 
they fail to take into account other mechanisms that also increase γ and thus do not 
provide cogent arguments regarding why their proposed mechanisms account for the 
bulk of the delayed JOL effect. Accordingly, other mechanisms should be considered, 
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and importantly, they can be empirically evaluated using the decomposition of γ 
offered in this chapter.
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The Delayed JOL Effect with Very Long Delays:
Evidence From Flashbulb Memories

Charles A. Weaver III, J. Trent Terrell,  
Kevin S. Krug, and William L. Kelemen

Introduction

Judgments of learning (JOLs) made immediately after studying typically correlate 
modestly with future performance. If those judgments are made following a delay, 
however, the predictions of performance are remarkably accurate, a phenomenon 
referred to as the delayed judgment of learning (d-JOL) effect (Nelson & Dunlosky, 
1991). Delays between study and test, however, rarely last longer than a few minutes 
and usually involve simple paired-associate learning. We investigated very long-term 
JOLs using a flashbulb memory event, the destruction of the space shuttle Columbia in 
February 2003. Students answered seven typical questions concerning their personal 
circumstances of learning of the event 2 days, 9 days, or 1 month after the event and 
provided confidence judgments and JOLs at the same time. All were retested 3 months 
after the disaster. The γ correlations between JOLs and memory were slightly less than 
.50, higher than typical immediate JOLs but not as high as d-JOLs observed in the lab-
oratory. Correlations between confidence judgments and memory were considerably 
higher, especially if the initial report was delayed. To test whether “privileged access” 
was involved in these judgments, other individuals predicted long-term retention of 
the memories after reading subjects’ reports. Others’ predictions were slightly but 
significantly less accurate, indicating modest effects of privileged access in predict-
ing very long-term memories. We conclude that both mnemonic and metamnemonic 
processes (Koriat, 1997) are used in making these judgments of future recollection.

At the annual meeting of the Psychonomic Society in 2001, the first author had a 
conversation with Tom Nelson concerning new research on the d-JOL effect. At that 
time, Nelson and Dunlosky’s (1991) seminal paper had been out around 10 years and 
had generated a great deal of research, discussion, and disagreement. How was it that 
after this much time, with so much written and debated about this simple phenom-
enon, the disagreements persisted? Tom’s explanation, as was his style, was simple 
and to the point: “There’s a lot of variance to be explained.”

JOLs had been studied for some time (see Arbuckle & Cuddy, 1969, for an early 
example of similar judgments). In JOL paradigms, subjects are usually presented 
with a pair of words to study (say, elephant–sunburn) and are told that later they will 
be given the first word of the pair as a cue and will have to recall the second word 
— a simple paired-associate learning procedure. After study but before test, subjects 
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are asked to predict their future performance. They are given the cue (elephant) and 
asked to make a prediction of their ability to recall the target (sunburn, although 
the target is generally not present at time of JOL). If judgments are made immedi-
ately after studying an item, correlations between JOLs and memory performance are 
modest, with γ correlations usually about .50. Nelson and Dunlosky (1991), however, 
found remarkably accurate predictions of future performance (G = .90) when judg-
ments were delayed by a few minutes, something they called the d-JOL effect.

Nelson and Dunlosky (1991) initially proposed the monitoring-dual-memories 
(MDM) hypothesis to explain their results. They hypothesized that subjects make 
their predictions by performing a (covert) retrieval attempt: Given the cue, they 
simply tested themselves to see if they could recall the target. Successful retrieval 
of the target item produced a high JOL. With immediate JOLs, though, the target is 
probably still in short-term memory (STM), increasing the likelihood of successful 
retrieval (but also producing high JOLs). However, eventual recall of the target word 
requires retrieval from long-term memory (LTM). Therefore, JOLs that tap only LTM 
will be more accurate. As a result, retrieval from STM contaminates immediate JOLs 
but not delayed JOLs.

Nelson and Dunlosky’s (1991) explanation was very quickly challenged. Spellman 
and Bjork (1992, 1997) countered that the d-JOL effect was essentially an artifact, 
that the delayed judgments actually created the effect being observed: “[The] delayed-
JOL procedure used by Nelson and Dunlosky invited covert recall practice. Accord-
ingly, their findings can be explained by the simple assumption that people base 
delayed JOLs on an assessment of retrieval success, which, in turn, influences their 
retrieval success on the subsequent recall test” (Spellman & Bjork, 1992, p. 315). More 
recently, Kimball and Metcalfe (2003) offered a similar explanation. They proposed 
that delayed (and successful) retrieval attempts function like spaced rehearsal trials: 
Retrieved items get high JOLs but additional study. Unretrieved items get low JOLs 
and received no such additional study. When they re-presented word pairs following 
all JOLs, the d-JOL effect disappeared, consistent with their explanation.

Over the past 15 years, our lab has looked at a number of possible explanations 
for the d-JOL effect and found problems with all of them. Nelson and Dunlosky’s 
MDM hypothesis, for example, would not necessarily require long delays to produce 
the d-JOL effect. Essentially, anything that disrupted STM should result in high JOL 
accuracy. Kelemen and Weaver (1997) used brief but filled delays after studying word 
pairs. Rather than waiting 10 minutes, subjects were presented word pairs but then 
were immediately required to perform an STM distraction task, either the classic 
“counting by 7s” distraction task of Peterson and Peterson (1959) or the “G-word” task 
of Craik and Watkins (Craik & Watkins, 1973). Both produced improvements in JOL 
accuracy (Gs increased from about .30 to about .50), but despite clear evidence that 
the distraction tasks were effective, none produced the accuracy of Gs at longer delays 
(in our experiments, we observed Gs in delayed conditions of between .70 and .80).

A second potential source of the d-JOL effect was suggested by Schwartz (1994) (see 
also Dunlosky & Nelson, 1994). He observed that the distribution of JOLs changes 
over time. That is, subjects are more likely to use the middle range of the JOL scale 
immediately (producing an inverted U-shaped distribution), but gravitate toward the 
extremes at delays (a U-shaped distribution). Since γ correlations are computed by 
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comparing all possible pairs of observations, changes in the frequency with which 
JOLs occur can alter the observed correlations. Weaver and Kelemen (1997) tested 
this possibility by conducting a series of mathematical simulations. These simulations 
allowed us to manipulate independently two different factors that might contribute 
to different Gs. First, we can alter the pattern of JOL distributions, reflecting those 
observed in either immediate or delayed JOL conditions. We could also manipulate 
the metamemory functions (e.g., the conditional probability of successful retrieval 
given an observed JOL, as shown in calibration curves) observed in those two condi-
tions. Changes in metamemory functions accounted for roughly two thirds of the 
improvements in JOL accuracy at delays, demonstrating that these improvements 
were not simply artifacts of changes in JOL distributions.

A third potential explanation for the d-JOL effect was proposed by Dunlosky and 
Nelson (1997), what they called transfer-appropriate monitoring (TAM). This is simi-
lar to the well-known transfer-appropriate processing approach to memory (Lock-
hart, 2002; Morris, Bransford, & Franks, 1977; Roediger, 1990; Roediger, Gallo, & 
Geraci, 2002), in which memory benefits to the extent that the kind of processing 
required at retrieval is similar to that required at encoding. TAM proposes that pre-
diction or monitoring of future performance will be accurate to the extent that the 
conditions at time of prediction are similar to those at the time of test. According to 
TAM, delayed JOLs are more accurate because the conditions under which they are 
made mirror those at time of test. To test this, Dunlosky and Nelson moved from a 
cued-recall to a recognition test, and their evidence was inconsistent with the TAM 
hypothesis. However, the recognition test used by Dunlosky and Nelson was incom-
plete because the incorrect alternatives on the final test were not shown during the 
JOLs, and therefore TAM could not be entirely ruled out as a factor.

A stricter test of the TAM hypothesis of JOL accuracy was conducted by Weaver 
and Kelemen (2003). All subjects studied cue–target word pairs (such as elephant–
sunburn). Weaver and Kelemen manipulated the conditions in which JOLs were 
made as well as the nature of the memory test (cued recall vs. recognition). At the 
time of JOL, subjects were shown

 1. Cue alone (elephant–?)
 2. Cue plus target (elephant–sunburn)
 3. Cue alone with future cue–target distracters (elephant–?, elephant–diamond, ele-

phant–macaroni, etc.); this was like Condition 1, but the distracters that would be 
present at final test were also present during JOL

 4. Cue plus target with future distracters, with the correct answer unmarked; this was 
like Condition 2, but included the distracters that would be present at final test

 5. Cue plus target with future distracters, with the correct answer marked at time of JOL

TAM predicted judgments to be most accurate when JOL conditions match test 
conditions. Therefore, Condition 1 should have produced the most accurate predic-
tions for the cued-recall test as the match between prediction and test conditions was 
high. Conversely, Condition 4 should have produced the most accurate predictions 
for the recognition test, again because of the close match between prediction and 
test conditions. This did not occur. Instead, prediction accuracy was highest when 
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the answers were not presented (or at least not marked) at time of prediction. Failed 
retrieval attempts are particularly diagnostic of future performance (Dunlosky & 
Nelson, 1992; Kimball & Metcalfe, 2003; Koriat, Goldsmith, & Pansky, 2000; Nelson, 
Narens, & Dunlosky, 2004; Son, 2004), and presenting marked answers at time of 
judgment removes this rich source of information. Weaver and Kelemen concluded, 
“We see little evidence to support TAM as a viable account of metamemory accu-
racy” (p. 1064).

Our research, then, has cast doubt on at least three possible theoretical explana-
tions: MDM, shifts in the distributions of judgments over time, and TAM. Unfor-
tunately, we cannot provide a clear alternative explanation. In the remainder of this 
introduction, we discuss the phenomenon of flashbulb memories and how they may 
be able to contribute to the possible mechanisms underlying JOL accuracy.

Virtually all the research on the d-JOL effect has used paired associates of some 
sort. In addition, the “delays” used are seldom more than a few minutes long. Does 
the d-JOL effect extend to more complicated materials? For example, are similar pro-
cesses at work when students are preparing for an exam? Those of us who conduct 
metamemory research tend to tell our students that when preparing for an upcom-
ing exam, they should not test themselves immediately after studying. While this is 
not unreasonable (and frankly, probably right), d-JOL effects have not been entirely 
confirmed with complex materials (see, however, Maki, 1998; Thiede, Anderson, & 
Therriault, 2003; Thiede, Dunlosky, Griffin, & Wiley, 2005).

Likewise, when we are judging our memory in less-constrained situations, we often 
are more interested in predicting what we will remember in a week, a month, or a 
year. For example, Hall and Bahrick (1998) did show that judgments of very LTM can 
be quite accurate, although the material they studied was simple associates, which 
may be critical for finding such accurate long-term judgments. With more complex 
and rich memories, personal significance is likely to be a meaningful predictor. How-
ever, autobiographical memory research (Linton, 1982; Rubin, 1998; Wagenaar, 1986) 
suggests that we are not always capable of determining the significance of an event 
at the time of its occurrence, which would make judgments of future memorability 
difficult.1 Can we make predictions about the durability of a LTM of personally sig-
nificant events? To investigate this, we took advantage of a flashbulb memory event 
by asking individuals to make predictions about what they would (and would not) 
remember several months later.

Flashbulb	Memory

Flashbulb memories are ones for the personal circumstances surrounding a memorable 
event. In their now-classic paper, Brown and Kulik (1977) defined these as “memories 
for the circumstances in which one first learned of a very surprising and consequential 
(or emotionally arousing) event. … Almost everyone can remember, with an almost 
perceptual clarity, where he was when he heard, what he was doing at the time, who 
told him, what was the immediate aftermath, how he felt, and one or more totally 
idiosyncratic, and often trivial concomitants” (p.73). Flashbulb memories appear to be 
universal and are one of the more intuitively understood memory experiences; it is not 
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hard to imagine citizens of ancient Rome telling stories to their grandchildren about 
where they were when they got news that Julius Caesar had been assassinated.

At the risk of oversimplifying, flashbulb memory research has progressed through 
three phases: the phenomenological phase (1977–1988), the evaluation of special 
mechanisms phase (1988–1995), and the functional analysis phase (1996–present). 
During the first phase (1977–1988), the basic phenomenon of flashbulb memory was 
defined and explored (see Bohannon, 1988; Brown & Kulik, 1977; Neisser, 1982; Pil-
lemer, 1984; Pillemer, Koff, Rhinehart, & Rierdan, 1987; Reynolds & Takooshian, 
1988). While there was certainly some discussion and concern regarding possible 
problems with the accuracy or distortion of the memories, the emphasis was on the 
concept of flashbulb memory itself. The name was catchy, the explanation of “per-
fect memory forever” was tempting, and Brown and Kulik even drafted an obscure, 
speculative hypothetical brain mechanism to explain them: Livingston’s (1967) “now 
print!” hypothesis.

During the late 1980s and early 1990s (the evaluation of special mechanisms 
phase), the focus changed to one of healthy skepticism. McCloskey and colleagues 
(McCloskey, Wible, & Cohen, 1988) were among the first to do a prospective study on 
the accuracy of flashbulb memories. They had subjects complete an initial memory 
questionnaire within a few hours of the Challenger disaster in 1986. When subjects 
were retested 9 months later, McCloskey et al. were able to compare these reports 
with what subjects had written down previously. Although subjects’ memories were 
reasonably accurate, they clearly were not photograph-like. The later reports were 
subject to decay and distortion, just like all episodic memories. Similar studies fol-
lowed (Christianson, 1989; Loftus & Kaufman, 1993; Neisser & Harsh, 1992; Weaver, 
1993; Wright, 1993), until it became clear to most researchers that flashbulb memo-
ries were unique in their content but not necessarily in their production.

The current phase of flashbulb memory research, the functional analysis phase, 
is characterized by the use of flashbulb memories in the study of larger questions in 
memory research. For example, Tekcan found that flashbulb memories throughout 
the lifespan display Rubin’s reminiscence bump (Tekcan & Demir, 2002; Tekcan & 
Peynircioglu, 2002). In addition, flashbulb memories appear to go through a consoli-
dation-like process (Christianson & Engelberg, 1999; Niedzwienska, 2003; Weaver & 
Krug, 2004; Winningham, Hyman, & Dinnel, 2000) and appear to be almost a type 
of memory illusion. These recollections are characterized by the confidence we hold 
them with, not by their accuracy (Coluccia, Bianco, & Brandimonte, 2006; Hyman, 
1999; Neisser & Harsh, 1992; Talarico & Rubin, 2003; Weaver, 1993; Weaver & Krug, 
2004; Winningham et al., 2000; Wright, Gaskell, & Omuircheartaigh, 1997). Flash-
bulb memories have been used to help investigate traumatic memories such as those 
that might produce post-traumatic stress disorder (PTSD) (Berntsen & Rubin, 2006; 
Koss, Tromp, & Tharan, 1995; Nourkova, Bernstein, & Loftus, 2004; Tromp, Koss, 
Figueredo, & Tharan, 1995); to examine memory loss associated with Korsakoff’s 
syndrome, Alzheimer’s disease, and other disorders (Candel, Jelicic, Merckelbach, 
& Wester, 2003; Guilmette et al., 2004; Thompson et al., 2004); and to examine false 
or distorted memory (Finkenauer et al., 1998; Greenberg, 2004; Loftus & Kaufman, 
1993; Niedzwienska, 2003; Weaver, 1995).
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The present investigation falls squarely into the functional analysis phase: We used 
flashbulb memories to study the question of JOLs in very LTM. On Saturday, Febru-
ary 1, 2003, the space shuttle Columbia began reentry. Foam insulation had broken 
off during launch, damaging the leading edge of the left wing; this wing failed under 
the heat and stress of reentry, causing the shuttle’s catastrophic destruction. The 
disaster took place at an altitude of less than 50 miles and almost exactly above the 
campus of Baylor University in Waco, Texas, where all data were collected. In fact, 
many of us in Waco at the time recalled hearing a loud thunder-like boom at about 
9 AM, not knowing at the time the source of the noise. Although less dramatic than 
the Challenger explosion, there is little doubt the Columbia disaster was a significant, 
important event, especially to those in Central Texas.

Method

Two hundred and thirty five subjects were recruited from the Baylor University sub-
ject pool and were given course credit for their participation. One hundred twenty 
four completed a first survey 2 days following the disaster (although only 108 of these 
completed the follow-up questionnaire), 53 completed it 9 days later, and 74 com-
pleted it 30 days later. Ages ranged from 17 to 24, with the vast majority between 18 
and 22. Subjects were tested in groups, and all participants within a single group were 
assigned to the same delay condition.

Two days following the disaster, the first group of participants was asked to com-
plete a questionnaire similar to those used by Weaver (1993), Weaver and Krug (2004), 
and others, asking

 1. How did you hear about the news?
 2. What was the exact time?
 3. Where were you?
 4. What were you doing?
 5. Who were you with?
 6. What were you wearing?
 7. What were your first thoughts?

In addition, subjects were asked, “How certain are you that your answer is cor-
rect?” They provided this assessment of their subjective confidence in each answer, 
using a 0–100 scale. They were also asked to provide a JOL response to the question, 
“What is the likelihood that you will remember this detail about the destruction of 
the space shuttle Columbia in 3 months?” They answered using the same 0–100 scale. 
Those in the second and third groups followed an identical procedure, although they 
received the questionnaire 9 days or 30 days after the disaster, respectively.

All subjects were given a second identical questionnaire during the first week of 
May 2003, approximately 3 months after the event. They were not asked to make JOLs 
at this second interval, although they did provide a second confidence rating.
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Results

Self-reported memory scores were computed simply by assigning a 1 if the participant 
provided an answer and a 0 if the question was left blank or the participant could 
not remember. This shows respondents’ subjective impression of having a memory. 
They are reported for completeness but are not discussed. Memory consistency scores 
for each participant were computed by comparing later responses to responses given 
initially, scored using both strict and lenient criteria.2 To facilitate comparisons 
with confidence judgments and JOLs, mean “memory” and “consistency” scores are 
reported using a 0–100 scale (simply proportion correct times 100). To minimize 
problems of missing data, responses were not nested within subjects; each response 
was considered as a unit of analysis.3

Self-Reported Memory and Confidence Mean self-reported memory and con-
fidence scores, averaged over the seven flashbulb memory questions for the three 
groups, are shown in Table 1. Virtually all subjects recalled the information if they 
were asked within 9 days, although memory declined somewhat after 1- and 3-month 
intervals. Subjective confidence followed a similar pattern.

Memory Consistency To score consistency, we followed the system used by Chris-
tianson (1989), Weaver (1993), Weaver and Krug (Weaver & Krug, 2004), and others. 
Consistency was scored using both strict and lenient criteria. To be scored as cor-
rect according to the strict criteria, information provided on the later questionnaire 
must have been identical to that provided on the initial questionnaire. To be scored 
as correct on the lenient criteria, the same general information would need to be in 
both responses, but the details need not match. For example, a person may have said 
initially they were “with Bill and Trent” but at the 3-month interval recalled only 
“being with friends.” This response would be scored as correct using the lenient but 
not the strict criteria.

Memory consistency is shown in Figure 1. Delaying the time of initial report 
increased the consistency of the reported memories using both lenient and strict cri-
teria, Fs(2, 1,876) = 15.9 and 16.1, respectively, both ps < .05. Tukey’s HSD confirmed 
that reports taken initially were less consistent than reports delayed by 1 week or 1 
month, but that the latter two did not differ from each other. Mean JOLs did not dif-
fer from one another (ps > .05).

Table 1  Mean Self-Reported Memory and Confidence
Initial 3 Month

Time of Initial Report Memory Confidence JOL Memory Confidence
2 days 99 95 78 88 77
9 days 99 91 75 93 73
1 month 93 90 75 92 83
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Correlations Between Judgments of Learning, Confidence, and Memory Consis-
tency The γ correlations were computed across subjects and items in each of the 
three conditions, and the results are shown in Figure 2. (The analyses shown here use 
only data scored using the lenient criteria, although the pattern of results was identi-
cal using the strict criteria.) JOL accuracy increased slightly but significantly when 
the JOLs were delayed either 9 days or 1 month, F(2, 228) = 3.86, p < .05, although 
the last two delay conditions did not differ. When comparing initial confidence judg-
ments and memory consistency, correlations increased as delay increased, F(2, 227) = 
11.5, p < .05. Highest correlations were obtained when the initial report was delayed 
by a month, again suggesting that flashbulb memories go through a process of change 
and consolidation during the several weeks following a flashbulb event.
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Figure 1  Mean consistency using strict (S) and lenient (L) criteria as a function on time of 
initial memory assessment.
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Figure 2  The γ correlations between judgments of learning (JOLs) and initial confidence 
judgments with memory consistency (using lenient criteria).
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Discussion

The flashbulb memory data show a now-familiar pattern: The longer one waits before 
giving an initial memory report, the more likely later reports will be consistent. 
Although this seems paradoxical, it is not — delayed reports are not more likely to 
be accurate, just more likely to be consistent. Flashbulb memories appear to take 
between a week and a month to become stable; during that time, they are subject 
to postevent information, suggestion, source confusion, and so on, just like other 
episodic memories. Once they are formed, though, not only are they stable, they are 
also confidently held (see Coluccia et al., 2006; Talarico & Rubin, 2003; Weaver, 1993; 
Weaver & Krug, 2004; Wolters & Goudsmit, 2005).

We found small but significant increases in JOL accuracy when JOLs were delayed, 
although our effects were smaller than are typically seen in the laboratory. Of course, 
the “immediate” judgments obtained here were made at least 2 days after the actual 
event, hardly comparable to the “immediate” laboratory condition, usually made just 
a few seconds after study. Correlations between subjective confidence and memory 
consistency, on the other hand, did show systematic increases with longer delays. In 
fact, the γ correlation between confidence and memory when judgments were delayed 
by a month were nearly .70, comparing favorably to delayed JOLs observed with sim-
pler materials and shorter delays. The general principle — the longer one waits before 
judging the likelihood of future memory, the better — seems to hold, particularly if 
one looks at confidence judgments rather than JOLs.

This raises an interesting theoretical challenge for the “memory hypothesis” of 
Kimball and Metcalfe (2003). First, the memory hypothesis predicts that delayed 
JOLs function as covert retrieval attempts as well as distributed rehearsal, thus cre-
ating their own reality. However, memory at the initial assessment in our data was 
exceptionally high (see Table 1), meaning that there were few instances of highly 
diagnostic retrieval failures. Furthermore, because of the way γs are computed, items 
that are recalled at neither the initial nor the delayed assessments are excluded from 
the analyses. Thus, the items that drive γ are those that are recalled initially but for-
gotten later (see Nelson et al., 2004). Can subjects recall an item at the initial test, 
yet accurately predict that this same item will be forgotten later? If so, this would 
be evidence against the memory hypothesis. In fact, that is exactly what we found. 
Despite the fact that recall was nearly perfect at initial assessments — there were 
almost no memory failures — subjects were reasonably accurate at predicting which 
items would not be remembered at longer intervals.

What	Role	Does	Pri�ileged	Access	Play	in	Predicting	
the	Fate	of	Long-Term	Memories?

Does such a finding mean that people do have access to something like “memory 
strength”? One could imagine, for example, that metamemory judgments might be 
made by simply reading off the strength parameter in a model like Search of Asso-
ciative Memory (SAM) (Raaijmakers & Shiffrin, 1981). During discussions of these 
data following a conference presentation (T. O. Nelson, personal communication, 
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November 20, 2004), an interesting question arose: Does the ability to predict the later 
fate of long-term memories depend on “privileged access” to those memories? That is, 
can one reliably predict which memories will be retained over a certain interval just 
by examining the content of the memories, or are those holding the memories person-
ally better able to make this kind of assessment? Ruth’s Maki’s excellent chapter in 
this volume looks at the role of privileged access in several ways: by comparing indi-
viduals’ performance to their own predictions (standard metamemory procedure), by 
comparing performance to normative performance, and by comparing performance 
to predictions of other’s performance. Other researchers (Jameson, Nelson, Leonesio, 
& Narens, 1993; Matvey, Dunlosky, & Guttentag, 2001; Vesonder & Voss, 1985) have 
employed a learner-observer-judge paradigm, in which others may observe a learner’s 
study procedures (observers) or the items being studied (judges). Jameson et al. (1993) 
found observers made more accurate predictions of future performance than judges, 
but neither group was as accurate as the subjects themselves, a fairly typical result. 
Others, using similar procedures, also reported advantages for this with privileged 
access (see Hertzog, Kidder, Powell-Moman, & Dunlosky, 2002).

We were interested in a slightly different question. Rather than have an observer 
watch a subject learn new material, can one use the contents of a memory as a basis 
for prediction? One way to test this hypothesis would be to present the initial reports 
created by one subject, describing their memories of the Columbia explosion, to a dif-
ferent group of observers. These observers, then, are asked to predict the likelihood 
that those memories would be retained over a 3-month interval. The observer would 
have no information about the subject other than what is written in the flashbulb 
memory account.

We took a subset (total n = 110) of the questionnaires, pseudorandomly drawn from 
all of the three delay groups, and gave them to a completely different group of sub-
jects. (Five of the questionnaires initially selected included sparse or missing mem-
ory reports. They were eliminated and replaced with another report.) For each of the 
flashbulb memory questions, these naïve subjects were asked to predict the likelihood 
that the person who wrote down this information would still remember it 3 months 
later. This would allow us to determine whether the content of a memory gave clues to 
its memorability, say, in the length of the answer or the amount detail provided.

In doing so, we relied on Koriat’s (1997) distinction among intrinsic, extrinsic, and 
mnemonic factors in JOLs (see also Koriat, Sheffer, & Ma’ayan, 2002). Intrinsic cues 
refer to inherent characteristics of the items that suggest difficulty, such as the degree 
of relationship between paired associates. Extrinsic cues refer to the conditions at 
the time of learning (such as an increase or decrease in study time) or to changes in 
processing used at the time of learning. In contrast, mnemonic cues are subjective, 
internal cues (see Benjamin, Bjork, & Schwartz, 1998; Koriat & Ma’ayan, 2005) that 
suggest the degree to which information has been learned.

When judging long-term retention of their own flashbulb memories, individuals 
may rely on any or all of these. They may use mnemonic cues by judging how quickly 
the memory can be recalled (retrieval fluency) or evaluate the vividness or percep-
tual salience of the memory. Extrinsic factors would be used to estimate the effects 
of delays — knowing that 4 months would pass between the event and subsequent 
retrieval could be used to predict future performance. Finally, intrinsic cues could be 
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used if one were to judge overall memorability of types of information — knowing 
that people are more likely to remember who they were with on a given day than what 
they were wearing that same day, for example.

While any of these might be used to make predictions, not all of them require per-
sonal retrieval of the information. Mnemonic cues — like retrieval fluency — demand 
privileged access and thus could not be used by those simply reading others’ reports. 
Predicting a decline in memory accuracy over time or predicting that “what one was 
wearing” is more likely to be forgotten and, in contrast, requires no special access.

For each person’s memory, then, we had two different sets of yoked predictors: 
their own JOLs and JOLs made by a person who had just read their initial report. We 
compared these predictions looking first at resolution. We compared mean JOLs for 
correct and incorrect responses for both the person writing the memory (self) and 
one who just read it (others) in a 2 (person making the judgments, self or others) by 
2 (accurate vs. inaccurate memories) multivariate analysis of variance (MANOVA). 
These results are presented in Figure 3. Overall, mean JOLs made by others were sig-
nificantly lower than JOLs made by self, and mean JOL was higher for accurate than 
inaccurate memories, Fs > 12.4, ps < .05. Most importantly, though, there was no 
interaction between the two: JOLs for accurate memories were about 10 points higher 
for both self and other. Special access, then, is not required to discriminate memories 
that are more likely to be incorrect after 3 months.

A second way to compare self- and other predictions is to use relative calibration 
measures, usually measured by G (Nelson, 1984, 1996). Mean G (relating JOL and 
memory accuracy, lenient) using JOLs (self) was .44, while mean G for others’ JOL 
was slightly but significantly lower, .32 (p = .03). Calibration curves for self- and oth-
er’s JOLs, as well as confidence judgments, are shown in Figure 4. It should be noted 
here that while these results suggest underconfidence, this is entirely due to the fact 
that we used the lenient criteria to construct the calibration curves. For comparison, 
mean JOL for self using the strict criteria is shown on Figure 4.

General	Discussion

Our flashbulb memory results are consistent with recent flashbulb memory research. 
First, we add these results to the overwhelming consensus that flashbulb memories, 
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despite their name, are not photograph-like. They are not perfectly accurate or 
immune from forgetting and distortion. Furthermore, like Winningham et al. (2000) 
and Weaver and Krug (2004), we found strong evidence of initial changes in flashbulb 
memories, followed by stability. When we assessed memory of the Columbia disaster 
within 2 days of the event, we found significant changes in memories when retested 3 
months after the event. Even using the lenient scoring criteria, memories were incon-
sistent nearly one third of the time; using more strict criteria, fully three fourths of 
such memories were inconsistent. Although memories first measured 1 week or 1 
month after the event were not immune to forgetting and distortion, they were sig-
nificantly more consistent (although very likely they were no more accurate).

The more interesting questions revolve around the nature of very long-term JOLs. 
Our data show that individuals can make reliable predictions of LTMs for the dis-
tant (3-month) future, although these predictions are not perfect. Since virtually 
all memories were still accessible at the time of first JOL, subjects could not simply 
use retrieval success or failure as the basis for predictions — there were not enough 
retrieval failures to make this useful. Rather, subjects were able to distinguish, among 
memories that were currently retrieved, which of those would be more likely to be 
retrieved after a 3-month interval. A strictly memory-based explanation of the d-JOL 
effect (Kimball & Metcalfe, 2002) could not explain these results satisfactorily. On 
the other hand, predictions of future performance did become more accurate when 
initial assessment was delayed, thereby increasing the frequency of highly diagnostic 
retrieval failures — just as the memory hypothesis would predict.

Our data regarding the necessity of privileged access are inconclusive. On the 
one hand, the discrimination scores showed that those who read the contents of a 
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memory report were just as accurate in their predictions of future performance as 
those who actually experienced the events. Analysis of the relative calibration, on 
the other hand, suggests an advantage for privileged access. JOLs made by the people 
who experienced the event were slightly (although significantly) more accurate than 
those who only read about those accounts.

Based on those data, privileged access seems marginally necessary for predict-
ing future memory. The most accurate predictions of all (Gs of nearly .70), however, 
involved not JOLs but subjective confidence judgments, which are almost definition-
ally “mnemonic” in Koriat’s (1997) classification system. To keep the research paral-
lel, we briefly considered asking those who read our subjects’ memories to provide 
confidence judgments in addition to JOLs. The more we thought about it, the more 
absurd it sounded. It is one thing to ask, “How likely it is that the person who wrote 
this report will remember it 3 months from now?” but something else entirely to ask, 
“How confident do you think the person who wrote this report was at the time they 
wrote it?” The first judgment is unfamiliar, maybe, but understandable. The second 
strains comprehension.

Our data, then, support the notion that for all their apparent simplicity, JOLs 
require complex cognitive and metacognitive operations. Using present success or 
failure to predict future success or failure (the memory hypothesis) provides use-
ful information but cannot be used when all information is currently retrievable or 
when predicting future memory performance of others. In those situations, predict-
ing future performance appears to be a combination of experience- or theory-based 
judgments — How much will learning be influenced by restudy, or How quickly does 
memory decline over time? (Koriat, Bjork, Sheffer, & Bar, 2004; Koriat et al., 2002) 
— and experiential factors: How quickly was I able to retrieve that information, or 
How familiar did that item appear? (Benjamin et al., 1998; Koriat & Ma’ayan, 2005; 
Serra & Dunlosky, 2005; Son & Metcalfe, 2005). Tom Nelson was right when he said 
that the d-JOL effect would continue to be studied because there is a lot of variance to 
be explained. Implied in his message is the fact that no single explanation should be 
expected to account for it all. He was right, then, on both counts.

Notes

 1. One embarrassing example of this happened to the first author a few years ago, during 
the course of an office move. I came across some flashbulb memory questionnaires I had 
collected in 1993 after the United States launched a massive missile attack in January 
1993, at 2 years after the start of the Gulf War. Not only did I have no memory of hav-
ing collected those questionnaires, I didn’t have (and still don’t have) any memory of the 
event itself! The military attack that seemed to be significant at the time turned out not 
to be so personally relevant after all.

 2. In scoring responses, we might assume that the memory reported initially is accurate. 
This is a safe assumption when the first questionnaire is completed within a few days 
of the event in question, but less so when the initial report is delayed. In those cases, 
we are assessing the consistency of the report rather than the accuracy. Winningham 

RT62140.indb   167 4/24/08   9:28:49 AM



168	 Charles	A.	Wea�er	III,	J.	Trent	Terrell,	Ke�in	S.	Krug,	and	William	L.	Kelemen

et al. (2000) and Weaver and Krug (2004) both report greater long-term consistency 
if the initial report is delayed, suggesting that flashbulb memories proceed through a 
consolidation-like process during the first few weeks following a flashbulb event.

 3. This has no effect on mean values, of course, but eliminates the need to discard all of 
a subject’s responses if one value is missing. From an analysis standpoint, this adds 
potential within-subject error back to the residual sum of squared errors (SSE), slightly 
reducing the power of our test.
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Privileged Access for General Knowledge 
and Newly Learned Text Material

Ruth H. Maki

Introduction

Privileged access allows an individual to know about the idiosyncratic or personal 
contents of his or her own mind (Nelson, Leonesio, Landwehr, & Narens, 1986). The 
belief that individuals have privileged access to the contents of their minds under-
lies the study of metacognition. If individuals cannot access the contents of their 
minds either directly or indirectly, they cannot judge the level of their knowledge, 
their degree of learning, or the accuracy of their test performance. The research 
reported in the present chapter investigates privileged access with two types of mate-
rials: newly learned text material and general knowledge. In addition, privileged 
access was investigated both by using normative data as compared to individual data 
(Underwood, 1966; Nelson et al., 1986) and by comparing predictions about one’s 
own performance with predictions about the performance of others (Lovelace, 1984; 
Underwood, 1966; Vesonder & Voss, 1985).

Pri�ileged	Access

Nelson et al. (1986) directly addressed the question of privileged access by compar-
ing the accuracy of feelings of knowing (FOK) for individuals with the predictive 
accuracy of normative data. They asked whether individuals’ own judgments about 
future recognition of answers that they could not recall matched their recognition 
success better than average recognition scores or average judgments. If individuals 
have privileged access to the idiosyncratic aspects of their knowledge, then individual 
FOK judgments should predict individual recognition better than overall difficulty or 
average judgments. Although Nelson et al. found some evidence for privileged access, 
their study has some limitations by today’s standards because privileged access was 
studied only for answers that could not be recalled. Indeed, Nelson (1996) noted that 
the findings may be different with a full range of recallable and nonrecallable mate-
rials. The research reported in the present chapter expands on Nelson et al.’s (1986) 
paradigm to investigate privileged access for different types of materials, including 
correct and incorrect answers in the analysis.

Nelson et al. (1986) investigated the relationship between individuals’ perfor-
mance on general knowledge questions and several potential predictors, including 
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individuals’ own FOK judgments, normative FOK judgments, and normative item 
difficulty. The Nelson and Narens (1980) norms for the general knowledge questions 
were used to determine normative values. As is commonly done with FOK judg-
ments, participants made predictions of future performance following the inability 
to recall an answer, and then they took a memory test. Four different types of tests 
were used: four-alternative and eight-alternative forced-choice recognition, relearn-
ing, and identification of briefly flashed answers (perceptual identification).

Nelson et al. (1986) reasoned that if participants have privileged access to their 
memories, then their own FOK judgments should predict future performance better 
than either normative FOKs or normative question difficulty. For both recognition 
tasks and for relearning, individuals’ FOKs predicted individuals’ performance sig-
nificantly better than did normative FOKs. For the perceptual identification task, the 
trend was similar, but it was not significant. Nelson et al. concluded that individuals 
use idiosyncratic information related to the assessment of their own learning. This 
results in participants’ own predictions being more accurate for their performance 
than average predictions.

However, normative question difficulty produced a different pattern. In the two 
recognition groups, normative question difficulty predicted performance better than 
did individuals’ FOK judgments. In the relearning and perceptual identification 
groups, normative question difficulty and individual FOK judgments did not pro-
duce a statistically significant difference in prediction accuracy. Nelson et al. (1986) 
reported being somewhat surprised by the fact that normative difficulty was as good a 
predictor as individual FOKs in some tasks and better than individual FOKs in other 
tasks. In contrast, individual FOKs predicted performance better than normative 
FOKs, suggesting that idiosyncratic components of memory were used to improve 
prediction accuracy. Why, then, did the same idiosyncratic components about item 
difficulty not produce the same type of benefit when individuals’ prediction accu-
racy was compared to normative item difficulty? As mentioned, the FOK paradigm 
involves judgments only about nonrecallable material. Koriat (1993) argued that 
requiring judgments only for nonrecalled answers to questions gives information to 
participants about the correctness of their answers. To avoid this external source of 
information, he recommended that judgments be made on all items. We asked par-
ticipants to make judgments about all answers in the present experiment. Whether 
a full range of recallable and nonrecallable material would produce a stronger case 
for the superiority of individual judgments over normative difficulty is addressed in 
this chapter.

In the Nelson et al. (1986) data, the correlation between individuals’ FOKs and 
normative question difficulty was quite low, suggesting that individuals do not know 
what makes questions difficult in general. Furthermore, questions that were diffi-
cult in general were difficult for each individual, as evidenced by a high correlation 
between individual performance and normative item difficulty. Nelson et al. sug-
gested that underutilization of normative information may be a factor that makes 
FOKs only moderately accurate. They suggested that this tendency to ignore base rate 
information in FOK judgments may be another example of this more common error 
in judgment and decision making (Kahneman & Tversky, 1973).
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Calogero and Nelson (1992) asked whether exposure to base rate information 
would improve FOK accuracy. They also used the Nelson and Narens (1980) norms 
for general knowledge questions. Half of the participants were informed about the 
percentage of participants who correctly answered the question in the normative 
data, and half of the participants were not informed. Participants having base rate 
information produced higher relationships between their FOK judgments and recog-
nition accuracy than participants who did not have base rate information. However, 
strength of the relationship between individual FOKs and recognition was still about 
the same as that between normative question difficulty and individual recognition. 
That is, privileged access to one’s own knowledge did not produce higher accuracy 
than normative difficulty even when individuals had base rate information.

These results can be viewed in terms of Koriat’s (1997) cue utilization approach 
to judgments of learning (JOLs). Intrinsic factors include the characteristics of the 
materials, such as difficulty of test questions. Extrinsic factors involve the conditions 
of learning or the way in which learning material was encoded. Mnemonic factors 
relate to internal indicators for how well material has been learned. These include 
accessibility of information in memory and cue familiarity. Calogero and Nelson’s 
(1992) participants did not rely on intrinsic factors related to the difficulty of ques-
tions as much as they should have in making FOK judgments even when they were 
given specific information about the difficulty of the questions. With these general 
knowledge questions, participants probably could not rely on extrinsic factors related 
to the original learning of the information. They must have relied on mnemonic fac-
tors, such as the number of accessible facts related to the question (Koriat, 1993), but 
these did not relate to actual performance as strongly as the intrinsic factor of nor-
mative difficulty. Privileged access implies that individuals use individual mnemonic 
factors, and furthermore, it assumes that these factors are more accurate than the 
more normative intrinsic factors.

Other methods of manipulating the use of individuals’ privileged access to their 
own mental processes include using one individual’s ratings to predict another indi-
vidual’s performance (yoking) and having individuals predict others’ performances 
after watching them. An early study investigating the relationship among subjective 
predictions, normative item difficulty, and individual performance using both recall-
able and nonrecallable materials was conducted by Underwood (1966). He presented 
lists of trigrams (strings of three letters that were mostly nonwords) that he scaled 
according to actual performance in a learning task, participants’ expected perfor-
mance in a learning task, ratings of difficulty, and participants’ predictions about 
their own learning. Underwood found that Pearson r correlations of individual pre-
dictions and performance were lower than individual’s predictions and normative 
performance and also lower than normative predictions and normative performance. 
Although this suggests an absence of an idiosyncratic component in predicting per-
formance, Underwood also yoked participants by randomly pairing them and corre-
lating the ratings of one participant with the performance of another. This produced 
significant correlations, but these were lower than correlations produced by pairing 
ratings and performance of the same individuals. Thus, Underwood concluded that 
there is an idiosyncratic component to judging learning, but there is also a substan-
tial normative component.
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Lovelace (1984) also investigated the idiosyncratic and normative components 
of predictions of learning. He asked participants to predict future recall of paired 
associates. Following one study trial, Lovelace found a moderate correlation between 
normative judgments and normative recall. He used a yoking procedure to deter-
mine whether there was also an idiosyncratic component to individuals’ ratings that 
predicted their recall. Lovelace found that correlations linking ratings to recall were 
higher when both values came from the same individual than when one individu-
al’s ratings were correlated with another individual’s recall. Thus, like Underwood 
(1966), Lovelace concluded that there is both a normative component to JOLs and an 
idiosyncratic component.

Vesonder and Voss (1985) took a different tack to study the role of idiosyncratic 
information in predicting recall. They presented materials for learning, and individ-
uals predicted future recall performance. Predictions were made by the learners who 
later recalled, by other participants who observed and heard the learners’ responses, 
and by participants who observed the learners but could not hear their responses. 
Generally, the accuracy of predictions of performance was similar for participants 
who learned and recalled and for those who watched and heard recall. Those par-
ticipants who did not hear the recall predicted less well, especially on trials after the 
first. Vesonder and Voss interpreted these results as showing that the idiosyncratic 
component that facilitates predictions in multitrial recall is knowledge about perfor-
mance on the previous trial. This idiosyncratic component of metacognitive judg-
ments was small when items were not previously recalled.

A similar result was reported by Matvey, Dunlosky, and Guttentag (2001), who 
asked participants to make JOLs for the recall of response words in a paired-associate 
task. Learners generated targets with deleted letters to either rhymes (cave–s _ _ _) or 
category cues (animal–b _ _ _). Observers watched the learners generating responses, 
and judges, who were instructed about the learners’ conditions during learning, read 
the word pairs without deleted letters. Participants in all three groups made a JOL for 
each pair. Learners’ and observers’ JOLs were related equally to the speed with which 
learners generated targets, and this correlation was much larger than for judges who 
read the word pairs but did not have access to the learners’ generation latency. Both 
this study and that of Vesonder and Voss (1985) suggest that observers and learners 
rely on similar cues in making JOLs, and that the idiosyncratic component to such 
judgments is fairly small.

However, Jameson, Nelson, Leonesio, and Narens (1993) repeated Vesonder and 
Voss’s experiment with FOK judgments and general knowledge questions. Judgments 
were made only for nonrecalled answers to the questions, so the cue of whether an 
item was previously recalled was not available. Jameson et al. found that individuals 
predicted their own performance more accurately than other individuals did, even 
though only nonrecallable items were judged. Participants who heard the recall of 
learners used several cues in addition to normative difficulty of the questions, includ-
ing whether the recall failure was an omission or commission, the latency of the 
recall attempt, and the plausibility of the wrong answer as judged by how many par-
ticipants in the norming study selected it.
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Self-	�ersus	Other	Judgments

In addition to this cognitive literature on privileged access, there is a social psychol-
ogy literature in which judgments of self and others are compared. Generally, the 
results of these studies showed that individuals believe that others are more likely to 
have knowledge if they themselves have it. Nickerson, Baddeley, and Freeman (1987) 
used the Nelson and Narens (1980) general knowledge questions. Participants esti-
mated the percentage of college students who would get an answer correct, and then 
participants answered the question themselves. Nickerson et al. compared judgments 
for questions that participants answered correctly and incorrectly. Participants esti-
mated that more college students would answer correctly when they themselves 
answered correctly than when they answered wrong. Nickerson et al. interpreted 
their data as evidence for the false consensus effect (Ross, Greene, & House, 1977); 
that is, people assume that other individuals are more similar to themselves than they 
actually are.

Fussell and Krauss (1991) conducted a similar study in which New York City res-
idents identified landmarks in New York. When participants knew the name of a 
landmark, they gave higher estimates of the percentage of New York residents who 
knew the name than when they did not know the landmark. Fussell and Krauss sug-
gested that was either an example of the false consensus effect or selective sampling 
in that more knowledgeable participants may have friends who actually are more 
knowledgeable. At any rate, both this study and that of Nickerson et al. (1987) showed 
that one’s own knowledge affects judgments about others’ level of knowledge.

Allwood (1994) conducted a study that was similar to Nickerson et al.’s (1987) 
study with general knowledge questions except that they asked participants to answer 
the questions and to make confidence judgments both about their own answers and 
about the answers of another individual. Allwood found that participants’ judgments 
of others’ answers were higher and more overconfident than participants’ judgments 
of their own answers. Self-judgments were correlated with each participant’s perfor-
mance, and other judgments were correlated with that same performance. The cor-
relations were not significantly different for self- and other judgments. This suggests 
that self and other judgments were similar except that participants added a constant 
to each judgment when the target was another person rather than oneself.

Introduction	to	the	Experiment

Several questions about privileged access and ratings for oneself and others were 
investigated in the present experiment. In one portion of the experiment, partici-
pants predicted their performance on tests over newly studied text materials, and 
they judged their confidence in those test answers. In another portion of the experi-
ment, the same participants judged their confidence in answers to general knowledge 
questions. To extend Nelson et al.’s (1986) analysis of FOK ratings, correlations 
between individual performance and four predictors were compared. The predic-
tors were judgments about self, judgments about others, normative judgments, and 
normative performance. If participants have privileged access to their memories, 
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self-judgments should relate to individual performance better than other judgments, 
normative judgments, or normative performance.

The reverse side of this question asks if individuals have knowledge about norma-
tive difficulty and if they understand that the performance of other individuals will 
be equivalent to the normative values. If they understand this, then the relationship 
between confidence for others and normative difficulty should be higher than the 
relationship between confidence for self and normative difficulty. In contrast, similar 
relationships for self and others and normative difficulty would suggest that partici-
pants give confidence judgments for others that are too similar to confidence judg-
ments for themselves; that is, they show the false consensus effect.

Participants were also yoked so that one participant’s self and other judgments 
were correlated with another participant’s performance. If there is an idiosyncratic 
component to individual judgments, then judgments and performance for one indi-
vidual should produce higher correlations than judgments and performance for two 
different individuals. This should be especially true for self-judgments and less true 
for judgments about others.

Each of the analyses described was conducted with posttest confidence judgments 
for general knowledge questions and for predictions and posttest confidence judg-
ments for newly learned text. When participants made predictions or posttest confi-
dence judgments about newly learned text, they had the opportunity to use all three 
factors described by Koriat (1997), namely, intrinsic, extrinsic, and mnemonic fac-
tors. As with posttest confidence judgments for general knowledge questions, they 
could use intrinsic factors related to difficulty of texts and questions, and they could 
use mnemonic factors related to accessibility of information. In addition, they could 
use extrinsic factors related to reading speed, rereading, and amount of attention 
devoted to reading each text. Because these extrinsic factors can be used in making 
judgments about text but not in judgments about general knowledge questions, idio-
syncratic factors may play more of a role in text judgments than in judgments about 
general knowledge.

To investigate this, individuals read texts and answered questions about them. 
They made prediction judgments for themselves and others after reading the texts 
and after taking the tests over the texts. This procedure allowed the examination of 
idiosyncratic components in predictions and confidence judgments about a complex 
learning task. Text difficulty was varied to determine whether idiosyncratic compo-
nents of judgments are more or less evident with more difficult texts.

Method

Design Participants were randomly assigned to difficult text or revised text groups. 
All participants read and made judgments about texts, and they made posttest 
confidence judgments about general knowledge questions. Half of the participants 
did the general knowledge task before the text judgment task, and the other half 
of the participants participated in the reverse order. All participants made posttest 
confidence judgments both for themselves and for other students after answering 
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general knowledge questions. For the text task, within-subject variables were judg-
ments about self versus other students and prediction versus posttest estimates of 
performance.

Participants A total of 137 participants who were volunteers from the general psy-
chology participant pool at Texas Tech University were tested. Of these, 69 were ran-
domly assigned to the revised text group, and the other 68 were randomly assigned to 
the difficult text group. An additional 89 participants from the same participant pool 
in an earlier academic year provided the normative data. All participants received 
partial course credit for participating.

Materials For the general knowledge test, 25 general information multiple-choice 
questions that we created were used rather than the more dated Nelson and Narens 
(1980) normed questions. These questions, which were developed for an earlier study, 
each had four alternatives (Chavez, 2002). In that earlier study, percent correct ranged 
from 6% to 87%, with a mean of 49% correct. Examples of easy, moderate, and dif-
ficult general knowledge questions are shown in Appendix A.

The six difficult texts were the same texts used by Rawson, Dunlosky, and Thiede 
(2000) in their Experiment 1. These were taken from practice tests for the Graduate 
Record Examination (GRE; Branson, Selub, & Solomon, 1987). Rawson et al. used 
one short practice text, and two were used in the present study. The second practice 
text was obtained by shortening a text developed by Glenberg and Epstein (1987). 
This text has produced low performance in our laboratory. Practice texts contained 
about 75 words each.

For the revised (easier) texts, each difficult text and practice text was modified 
to improve readability. Low-frequency words were replaced with high-frequency 
words. Long, complex sentences were broken into simpler, shorter sentences with-
out embedded clauses. Passive sentences were changed into active sentences. Two of 
the principled revision rules described by Britton and Gülgöz (1991) to be effective 
in improving text recall were also used. The same term for the same concept was 
used throughout the text, and anaphoric references (e.g., “it”) were replaced with the 
referenced concept. An example of a difficult and revised practice text is shown in 
Appendix B.

The average length of the difficult texts was 478 words (358 to 601), and the aver-
age length of the revised texts was 441 words (347 to 604). Difficult texts had about 
24 words per sentence, and revised texts had about 14 words per sentence. The mean 
Flesch Reading Ease measure for the difficult texts was 37.5 (range = 19.1 to 49.4), and 
the mean Flesch score for the revised texts was 50.9 (range = 42.2 to 59.5). The Flesch-
Kincaid grade levels for difficult and revised texts were 11.7 (range = 10.9 to 12.0) and 
9.8 (range = 7.6 to 12.0), respectively.

Six multiple-choice test questions with five alternatives were used for each text. In 
the difficult text condition, these were the same questions as those used by Rawson et 
al. (2000). Half of the test questions tapped details, and half tapped more conceptual 
material. In the revised text condition, the questions were the same except that words 
and phrases that were changed in the texts were also changed in the questions. There 
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were two practice questions for each of the two practice texts. The practice questions 
for one of the hard and revised practice texts are shown in Appendix C.

Procedure

Participants came to the laboratory for a session lasting 1 hour. Materials were pre-
sented on a computer monitor located in an individual cubicle. Inquisit (2002) was 
used to control presentation of the stimuli and to collect data. All participants par-
ticipated in both the general knowledge and the text portions of the experiment. Half 
did the general knowledge portion first, and half did the text portion first.

For the general knowledge portion of the experiment, the 25 questions were ran-
domized individually for each participant. Each question was presented on the com-
puter monitor along with the four alternatives. Participants selected an answer and 
then they responded to the following query: “Judge your confidence in the answer 
that you just gave. 25% means you’re just guessing; 100% means that you’re 100% 
sure your answer was correct. Move the pointer to the number corresponding to your 
confidence and click the mouse button.” The confidence scale was 25% (guessing), 
40%, 55%, 70%, 85%, and 100% (very sure). After responding for themselves, par-
ticipants were asked to respond to the following: “Judge how well you think other 
people answered the question that you just answered. 25% means that 25% of other 
students would get the question correct. 100% means that all other students would 
get the question correct. Move the pointer to the percent of other students and click 
the mouse button.” The same percentages were given beneath the other query as were 
used beneath the self-query. Except for the judgments for others that were not given, 
the procedure was exactly the same for the normative participants in an earlier study 
who answered the questions and gave their confidence.

In the two text conditions, participants first read each practice text. Sentences 
were presented on the computer monitor one at a time, and participants pressed the 
space bar for the next sentence in the text to appear on the screen. After reading 
both practice texts, participants predicted their performance by responding to the 
following query: “How likely are you to be able to answer six test questions correctly 
over the text material in about 20 minutes? Move the pointer to the number corre-
sponding to the number of questions you think you’ll answer correctly and press the 
mouse button.” The scale was “1 correct, 2 correct, 3 correct, 4 correct, 5 correct, and 
6 correct.” After responding for themselves, participants were asked to respond to the 
following: “How many test questions do you think other people will get correct out of 
six? Move the pointer to the number you think other people will get correct and press 
the mouse button.” The same scale of different numbers correct was used beneath the 
other query. Participants were given feedback on their answers for the practice texts, 
so their posttest confidence was not assessed.

After participants read and responded to the two practice texts, they read either 
the six difficult texts or the six revised texts, depending on the condition to which 
they were assigned. Texts were presented in a random order for each participant. 
After participants had read all six texts, they made predictions for themselves and for 
others for each of the six texts in response to the title of each text. The queries and the 
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alternatives for each prediction were the same as for the practice texts. Next, partici-
pants answered six multiple-choice questions per text. The texts were questioned in 
random order. After answering the questions for a text, participants indicated their 
confidence in their answer and then indicated the likelihood that other college stu-
dents would get the question correct. The two queries were as follows: “How many 
of the six test questions do you think you answered correctly for this text passage? 
Respond in terms of the number you think you got correct. Move the pointer to the 
number corresponding to your percent correct and click the mouse button.” “How 
many of the test questions do you think other people answered correctly out of six? 
Move the pointer to the number you think other people got correct and press the 
mouse button.” The scale beneath each query ranged from 1 correct to 6 correct. 
After completing both the general knowledge and the text portions of the experi-
ment, participants were debriefed and awarded credit for participation.

Results

Normative Data For the general knowledge questions, the data from 89 individu-
als from the same participant pool who had participated in an earlier study were 
used to determine normative confidence judgment percentages and normative per-
formance for each of the 25 questions. These same participants also read either the 
difficult or the revised texts used in the present experiment. In addition, they made 
prediction judgments, answered the multiple-choice questions, and made posttest 
confidence judgments. Mean percent correct, predictions, and confidence judgments 
for the 45 participants in the difficult text condition were used as the normative data 
in that condition, and mean percent correct, predictions, and confidence judgments 
for the 44 participants in the revised text condition were used as normative data for 
the revised texts.

Predictions and Postdictions of Individual Performance The first analysis used 
data from the general knowledge questions to determine how closely individual 
performance was related to posttest confidence judgments and to normative perfor-
mance. Following Nelson’s (1984) recommendation, nonparametric γ correlations1 
were calculated between judgments and test performance. For general knowledge 
questions, four γs were calculated for each individual. Each γ related a participant’s 
score on each question (correct or incorrect, 0 or 1) to other measures: self-confidence 
percentage, other confidence percentage, normative confidence percentage, and nor-
mative percentage correct. These mean γs are shown in the top row of Table 1.

A 4 (type of γ) by 2 (text difficulty condition) mixed-design analysis of variance 
(ANOVA) was used to analyze these γs. Pairs of γs were compared in three planned 
comparisons: self versus other, self versus normative confidence, and self versus nor-
mative percentage correct. Text condition (which was not relevant to this specific 
analysis) produced no significant effects, Fs(1, 132) ≤ 1.45, MSE (mean square error) 
= .048, p > .05.2 Overall, type of γ produced a significant main effect, F(3, 396) = 
65.02, MSE = .033, ηp

2 = .330.3 The γs relating self-confidence to individual perfor-
mance were significantly higher than γs relating confidence for others to individual 
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performance, F(1, 132) = 27.53, MSE = .029, ηp
2 = .173. The γs relating self-confidence 

to performance were also significantly higher than γs relating normative judgments 
to performance, F(1, 132) = 119.35, MSE = .060, ηp

2 = .475. However, γs relating self-
confidence to performance were significantly lower than γs relating normative ques-
tion difficulty to performance, F(1, 132) = 5.62, MSE = .085, ηp

2 = .041.
This pattern of data for confidence judgments on general knowledge questions con-

ceptually replicates the pattern found by Nelson et al. (1986) with FOK judgments. 
This was true even though their participants made judgments only for nonrecall-
able answers, and the present participants made judgments for all questions. Norma-
tive question difficulty predicted individual performance better than did individual 
predictions. However, normative confidence judgments did not predict performance 
as well as individual confidence judgments. In addition, predictions about oneself 
matched individual performance better than did predictions about other individu-
als. Thus, there was an idiosyncratic component to self-confidence judgments, but 
this component was not more effective at predicting individual performance than 
normative question difficulty.

Next γs for prediction judgments for difficult and revised texts were analyzed in a 
2 (text difficulty) by 4 (type of γ) mixed-design ANOVA. The mean γs are presented in 
the middle rows of Table 1. There was no significant effect of text difficulty, F < 1, but 
type of γ produced a significant main effect, F(3, 342) = 3.48, MSE = .146, ηp

2 = .030. 
The γs relating self-predictions to individual performance (M = .406) were signifi-
cantly higher than γs relating predictions about others to individual performance (M 
= .245), F(1, 114)4 = 9.22, MSE = .328, ηp

2 = .075. However, γs relating self-judgments 
to individual performance (M = .406) did not differ significantly from γs relating 
normative predictions to individual performance (M = .338), F(1, 114) = 1.90, MSE 
= .287, or from γs relating normative question difficulty to individual performance 
(M = .336), F(1, 114) = 1.97, MSE = .292. Thus, normative values of predictions and 
performance predicted individual performance as well as did individual predictions. 

Table 1  Mean Intrasubject γ Correlations Relating Individual Performance to 
Individual Judgments, Judgments for Others, Normative Judgments, and Normative 
Item Difficulty for the General Knowledge and Text Conditions (With Standard 
errors of the Mean in Parentheses)

Self-Judgments– 
Performance

Other Judgments– 
Performance

Normative Judgments– 
Performance

Normative Difficulty– 
Performance

General 
knowledge

.488 (.024) .411 (.026) .257 (.018) .548 (.017)

Difficult text 
predictions

.402 (.070) .234 (.068) .349 (.055) .250 (.050)

Revised text 
predictions

.411 (.073) .256 (.072) .326 (.058) .422 (.053)

Difficult text 
confidence

.496 (.053) .356 (.060) .290 (.053) .242 (.050)

Revised text 
confidence

.538 (.055) .291 (.061) .307 (.054) .447 (.051)
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These effects did not interact with text difficulty, Fs(1, 114) ≤ 2.62, MSE = .292, so 
statistically they were similar for revised and difficult texts.

Table 1 also shows the mean γs relating individual performance and posttest con-
fidence judgments. These data were also analyzed in a 2 (text difficulty) by 4 (type of 
γ) mixed-design ANOVA. Text condition interacted with type of γ, F(3, 363) = 3.14, 
MSE = .125, ηp

2 = .025, so the planned comparisons were conducted separately for the 
difficult and revised texts. For the difficult texts, individual confidence judgments 
matched performance better than did confidence judgment for others, F(1, 62) = 8.19, 
MSE = .151, ηp

2 = .117. Individual confidence judgments also matched performance 
better than did normative confidence, F(1, 62) = 8.02, MSE = .335, ηp

2 = .115, and indi-
vidual confidence matched performance better than normative question difficulty, 
F(1, 62) = 10.85, MSE = .374, ηp

2 = .149. Thus, unlike posttest confidence judgments 
for general knowledge questions, individual posttest confidence judgments for texts 
matched individual performance better than did normative difficulty. This may be 
because semantic knowledge as tapped by the general knowledge questions across 
participants was reasonably consistent, but learning from the texts may have been 
more variable across participants.

The pattern for the revised texts was similar to that found with posttest confi-
dence judgments for general knowledge questions. Individual confidence judgments 
matched individual performance better than did confidence judgments for others, 
F(1, 59) = 14.32, MSE = .256, ηp

2 = .107. Individual confidence judgments matched 
individual performance better than normative confidence judgments, F(1, 59) = 17.71, 
MSE = .182, ηp

2 = .231, but individual confidence judgments did not match individual 
performance better than normative question difficulty, F(1, 59) = 2.65, MSE = .190.

Self versus Other Predictions The false consensus effect (Ross et al., 1977) suggests 
that individuals think that their own performance is more similar to the performance 
of others than it actually is. Supporting this idea, mean individual γ correlations 
between the judgments made for self and others were high in all conditions, .89 for 
general knowledge confidence, .81 for text predictions, and .70 for text confidence 
judgments. However, the correlation for text confidence judgments was significantly 
lower than the correlation for general knowledge confidence, t(120) = 4.22, SEM = 
.044, suggesting more of an idiosyncratic component in the text confidence judg-
ments than in the general knowledge confidence judgments.

Although the correlations between judgments for self and others were fairly high 
in all conditions, self-judgments matched individual performance better than other 
judgments for general knowledge questions as well as for text predictions and posttest 
confidence judgments. To judge others’ performance accurately, participants would 
need to judge mean performance. To see how well they did this, individual and other 
judgments were each correlated with normative performance. These mean correla-
tions for general knowledge confidence and for text predictions and posttest confi-
dence are shown in Table 2. Each type of judgment was analyzed in a 2 (text difficulty) 
by 2 (self–other) mixed-design ANOVA. Text difficulty was a dummy variable in the 
general knowledge ANOVA. Self- and other confidence judgments matched norma-
tive performance equally with general knowledge questions, F(1, 132) = 1.45, MSE 
= .048. For predictions over text material, self and other predictions also matched 
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normative performance equally, F < 1, and this did not depend on text condition, F < 
1 for the interaction. For confidence judgments on text-related questions, self-judg-
ments matched normative performance better than did judgments about others, F(1, 
118) = 9.55, MSE = .102, ηp

2 = .075. This did not interact with text condition, F < 1. 
In no case were participants able to predict normative performance better when they 
made judgments about others than when they made judgments about themselves. 
Still, self- and other judgments were different in that self-judgments predicted indi-
vidual performance better than other judgments in all conditions.

Higher overall γs for self than for others suggests that participants used some idio-
syncratic knowledge when they judged themselves that they discounted when they 
judged others. Although they may have been trying to estimate mean performance 
when they judged others, the preceding analysis indicates that this was not success-
ful. Participants may have simply used the middle of the scale more for others than 
for themselves. If so, then judgments about the self should include more extreme 
judgments than judgments about other individuals.

To test this for the general knowledge task, the percentage of judgments at the lower 
extremes (25% and 40%) and at the upper extremes (85% and 100%) were computed. 
When self was judged, 75.07% of the judgments were extreme, but only 58.86% of the 
judgments were extreme when others were judged. A 2 (text condition) by 2 (self vs. 
other) mixed-design ANOVA showed that this more extreme use of the scale with 
self- than other judgments was significant, F(1, 129) = 132.74, MSE = 126.45, ηp

2 = 
.507.

For text, the percentage of predictions that were below 50% (judgments of 1 or 2 
correct out of 6) or above 67.67% (judgments of 5 or 6 correct out of 6) was deter-
mined for self and other. These were analyzed in a 2 (text difficulty) by 2 (self vs. 
other) mixed-design ANOVA. The only significant effect was that there were more 
extreme judgments for self (M = 44.78%) than for others (M = 33.35%), F(1, 135) = 
20.47, MSE =436.80, ηp

2 = .132. No other effects were significant in the ANOVA, all Fs 
< 1. Posttest confidence judgments showed a similar pattern. The percentage of judg-
ments that were below 50% and above 67.67% for self was 46.84, and the percentage 
for others was 33.82. This effect was significant in a 2 × 2 mixed ANOVA, F(1, 135) = 
23.16, MSE =501.36, ηp

2 = .146. Other effects were not significant, Fs < 1. Both of these 
analyses support the hypothesis that γs for self were higher than γs for others at least 

Table 2  Mean Intrasubject γ Correlations Relating Normative Performance to 
Individual Judgments and Judgments for Others in the General Knowledge and Text 
Conditions (With Standard errors of the Mean in Parentheses)

Self-Judgments–Normative 
Performance

Other Judgments–Normative 
Performance

General knowledge .207 (.013) .190 (.015)
Difficult text predictions .364 (.057) .355 (.061)
Revised text predictions .341 (.055) .296 (.059)
Difficult text confidence .455 (.047) .318 (.053)
Revised text confidence .321 (.048) .203 (.054)
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partly because participants gave more extreme judgments for themselves and more 
midrange judgments for others.

Yoked Judgments and Performance Another method of determining whether 
judgments are based on privileged access to idiosyncratic knowledge is to yoke indi-
viduals so that one individual’s judgments are used to predict another individual’s 
performance (Lovelace, 1984; Underwood, 1966). Evidence for an idiosyncratic com-
ponent of judgments would be stronger relationships between individuals’ judgments 
and their own performance than between their judgments and the performance of 
the yoked participant. This difference should be larger for self-judgments than for 
other judgments if participants are able to discount idiosyncratic effects when mak-
ing other judgments. To seek such evidence for the general knowledge task, partici-
pants were rank ordered according to their overall general knowledge performance. 
Then, each pair of individuals with similar levels of performance was yoked. The 
confidence judgments across questions of one pair member were correlated with per-
formance of the other pair member and vice versa.

The mean individual and yoked γ correlations for self- and other judgments are 
shown in Table 3.5 These data were analyzed in a 2 (text difficulty) by 2 (individual vs. 
yoked) by 2 (self vs. other) mixed-design ANOVA. For general knowledge questions, 
individual correlations were higher than yoked correlations, F(1, 131) = 76.39, MSE 
= .015, ηp

2 = .368. The only other significant effect in the analysis was the interaction 
between self–other and yoking, F(1, 131) = 7.56, MSE = .015, ηp

2 = .055. As can be seen 
in Table 3, the difference between individual correlations and yoked correlations was 
greater when self as compared to other was judged. However, the stronger correlation 
in the individual condition than in the yoked condition was significant both for self, 
F(1, 131) = 80.90, MSE = .073, ηp

2 = .382, and for other, F(1, 131) = 55.77, MSE = .068, 
ηp

2 = .299. Thus, there was an idiosyncratic component to posttest confidence judg-
ments for general knowledge questions both when individuals were judging them-
selves and when they were judging others.

A similar analysis was conducted for predictions and posttest confidence judg-
ments for text. Similarity in overall text performance was used to pair individuals. 
The predictions for one pair member were used to predict the performance of the 
other pair member and vice versa. Mean γ correlations are shown in Table 3. The 2 
(text difficulty) by 2 (individual vs. yoked) by 2 (self vs. other) mixed-design ANOVA 

Table 3  Mean γs Relating Judgments to Performance for Individual and Yoked 
Participants (With the Standard error of the Mean in Parentheses)

Self-Judgments Other Judgments
Individual Yoked Individual Yoked

General knowledge .485 (.024) .188 (.028) .408 (.026) .169 (.026)
Difficult text predictions .402 (.069) .310 (.069) .234 (.068) .256 (.070)
Revised text predictions .433 (.074) .336 (.074) .273 (.073) .289 (.075)
Difficult text confidence .496 (.053) .319 (.067) .356 (.060) .243 (.073)
Revised text confidence .538 (.055) .279 (.068) .291 (.061) .236 (.075)
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showed no significant difference between individual and yoked correlations, F < 1, 
for predictions. The interaction between yoking and self–other was marginally sig-
nificant, F(1, 112) = 3.20, MSE = .113, ηp

2 = .028, p = .076. The difference between 
individual and yoked γs tended to be greater in the self condition than in the other 
condition, but neither of these effects was significant, F(1, 127) = 1.65, MSE = .267 
for self, and F < 1 for other. Although the pattern of means suggested that there is 
an idiosyncratic component to predictions, there was not enough statistical power to 
produce a difference between individual and yoked predictions.

To identify an idiosyncratic component for posttest confidence judgments for 
texts, the same pairs of individuals described were yoked. The confidence judgments 
for one pair member were used to predict the other pair member’s performance and 
vice versa. Mean γ correlations for individuals and yoked pairs are shown at the bot-
tom of Table 3. Overall, individual correlations were higher than correlations for 
yoked pairs, F(1, 121) = 7.50, MSE = .150, ηp

2 = .118. However, there was a marginally 
significant interaction of yoking with self–other, F(1, 121) = 3.67, MSE = .150, ηp

2 = 
.029, p = .058 For confidence judgments about oneself, individual judgments matched 
performance better than did yoked judgments, F(1, 131) = 11.81, MSE = .234, ηp

2 = 
.083, but individual and yoked γs were not significantly different for other judgments, 
F(1, 123) = 1.60, MSE = .290. This pattern shows a fairly strong idiosyncratic compo-
nent for posttest confidence judgments on text material learned in the experiment.

Discussion

The study described in this chapter was designed to extend Nelson et al.’s (1986) find-
ing that individuals have privileged access to their memories when making FOK 
judgments. Nelson et al. found that individual FOK judgments matched individual 
recognition performance better than normative FOK judgments, showing that idio-
syncratic aspects of memory boosted FOK accuracy. However, Nelson et al. also found 
that normative question difficulty predicted individual performance better than 
individual FOKs. This suggested that idiosyncratic aspects of question difficulty were 
not more predictive of individual performance than normative difficulty. Thus, the 
conclusion from normative judgments was that individuals have privileged access, 
but the conclusion from normative question difficulty was that privileged access pro-
duces less accurate judgments than mean question difficulty. The FOK paradigm uses 
judgments only for nonrecalled answers, so conclusions about privileged access may 
be weaker than when privileged access includes the likelihood of item recall. In the 
present chapter, privileged access was investigated with general knowledge questions 
and with newly learned text material. The entire range of recallable and nonrecall-
able questions was judged. In addition, judgments about oneself and judgments about 
others were compared.

Posttest confidence judgments for general knowledge questions showed the same 
pattern as that found by Nelson et al. (1986) with FOKs for nonrecalled answers. 
Individual confidence judgments predicted individual performance better than 
normative judgments. However, normative question difficulty predicted individual 
performance better than did individual judgments. Thus, the conclusion with a full 
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range of recallable and nonrecallable answers is the same as Nelson et al.’s conclusion 
with FOKs. When individual judgments are compared to normative judgments, indi-
viduals show privileged access. However, when individual judgments are compared 
to normative question difficulty, privileged access is not seen. Privileged access was 
also evident with the yoking procedure. Predictions about one’s own performance 
were more accurate than predictions about another individual’s performance, and 
this was more true for self-judgments than for judgments about others.

The conclusions with newly learned text, however, were somewhat different. 
Although the mean γs were highest for self-judgments predicting individual perfor-
mance, there was no statistical difference between these γs and γs relating normative 
judgments and normative question difficulty to individual performance. The analysis 
with yoked participants also showed a mean difference in favor of self-judgments 
relating more strongly to individual performance than yoked judgments, but the dif-
ference was not significant for text predictions. These effects may have resulted from 
too little statistical power for predictions, or they may have resulted from reliance on 
different factors in predicting text performance than in judging answers to general 
knowledge questions.

In predicting future performance for text, individuals could have used all three of 
Koriat’s (1997) factors. Predictions could have been based on intrinsic factors related 
to text difficulty; extrinsic factors related to reading speed, rereading, and attention 
allocated to reading; and mnemonic factors related to the accessibility of text material. 
Because normative predictions related as well to performance as individual predic-
tions, participants apparently relied on common intrinsic factors that make texts diffi-
cult for all readers and not on the more idiosyncratic extrinsic and mnemonic factors.

Posttest confidence judgments about answers to questions covering newly learned 
text produced mixed results. With difficult texts, there was strong evidence for privi-
leged access. Self-confidence judgments predicted performance more accurately than 
either normative confidence judgments or normative question difficulty. Apparently, 
participants were able to use idiosyncratic aspects of their learning to judge which 
multiple-choice questions they had answered correctly and which they had answered 
incorrectly. With revised texts, however, individual judgments matched performance 
better than normative judgments, but normative question difficulty and individual 
judgments matched individual performance about equally well. For both revised and 
difficult texts, however, posttest confidence judgments matched individual perfor-
mance better than they matched the yoked participant’s performance.

Individual posttest confidence judgments matched individual performance bet-
ter than normative posttest confidence judgments for general knowledge questions 
and for revised and difficult texts. Thus, like Nelson et al. (1986), participants had 
privileged access to their knowledge that was more accurate than normative judg-
ments. However, the situation with respect to normative question difficulty was 
mixed. Like Nelson et al., normative question difficulty predicted performance on 
general knowledge questions better than did individual judgments. With newly 
learned revised text, individual judgments were about equivalent in prediction accu-
racy relative to normative question difficulty. With newly learned difficult text, how-
ever, individual judgments predicted individual performance better than normative 
question difficulty.
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This pattern of results with posttest confidence judgments may represent differ-
ential emphasis on the three types of cues for JOLs described by Koriat (1997). With 
general knowledge questions, participants probably relied on mnemonic factors 
related to the accessibility of answers (Koriat, 1993) in making confidence judgments. 
However, the intrinsic factors related to normative difficulty were better predictors 
of their actual performance. For revised texts, participants may have added extrinsic 
factors related to their learning to mnemonic factors, and this resulted in judgments 
that were as accurate as normative question difficulty. For difficult texts, the more 
idiosyncratic extrinsic and mnemonic factors may have played a greater role in per-
formance so that reliance on these factors produced higher relationships with indi-
vidual performance than did normative question difficulty.

In all cases, self-judgments predicted individual performance better than did 
judgments about others. However, self- and other judgments were correlated fairly 
highly, suggesting that individuals made judgments about others that were similar 
to the judgments they made about themselves. Participants apparently believed that 
others knew what they did, providing evidence for the false consensus effect (Ross et 
al., 1977). Self- and other judgments were less well correlated for text than for general 
knowledge, again suggesting that judgments about new learning from text have a 
greater idiosyncratic component than judgments about general knowledge.

Judgments about others matched individual performance less well than did judg-
ments about self, suggesting that judgments about others had less of an idiosyncratic 
component than did judgments about self. Although this suggested that other judg-
ments may match mean normative performance better than self-judgments, this was 
not the case for general knowledge questions, predictions about text, or posttest judg-
ments about text. In fact, posttest judgments for text for self matched mean norma-
tive performance better than did posttest judgments for others. However, judgments 
about self were more extreme than were judgments about others in each condition. 
Participants used the middle of the scale more for others than for themselves, but this 
restricted judgment range did not match their performance, which like judgments 
for self, was more variable. Unlike Underwood (1966), who reported that participants 
were good at judging item difficulty, participants in this study did not include enough 
variance in those judgments. Judgments about themselves were more variable and 
matched individual performance better.

Nelson (1996) argued that the empirical study of privileged access would help 
both philosophers and psychologists to understand consciousness better. We asked 
whether individuals have privileged access to their knowledge using different types 
of materials and judgments. The answer to the question concerning privileged access 
is dependent on the task and type of judgment. As is often the case in empirical 
studies of cognition, an unqualified answer is not possible. People do seem to have 
privileged access after they have answered a question, although this access may not 
produce judgments that are more accurate than normative difficulty. Participants 
showed less evidence for privileged access when they made predictions about future 
performance over text. Rather than accessing information about their own learning 
from text, participants may have used common intrinsic factors related to the dif-
ficulty of the texts.
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Whether such a qualified answer provides insight into the philosophical issue of 
privileged access is a question best left to philosophers. However, Tom Nelson made a 
huge contribution to the field of cognition by showing that issues that have interested 
philosophers for centuries could be studied empirically (Nelson, 1996). Nelson’s con-
tributions were methodological (Nelson, 1984), theoretical (Nelson & Narens, 1990), 
and empirical (Nelson & Dunlosky, 1991). His work was crucial in making the field of 
metacognition an integral part of the broader field of cognitive psychology.
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Appendix A: Examples of General 
Knowledge Questions

Normative Proportions
Question Correct Answera Correct Confidence

What constellation is the North Star in? Little Dipper .06 .58
The Transvaal is in what continent? Africa .16 .38
What color was Moby Dick? White .46 .63
What country other than Israel borders 
the Dead Sea?

Jordan .40 .46

What nation created the Statue of Liberty? France .86 .82
What disease was called the Black Death? Bubonic Plague .91 .81

a General knowledge questions were presented as four-alternative multiple-choice questions.
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Appendix B: Practice Texts

Hard	Text:	Global	Temperature	and	Flooding6 

Scientific investigators of global climate change have warned that there will occur 
substantial rises in worldwide sea levels if there is a rise of several degrees in global 
temperature. The projected increase in worldwide temperature is based on the obser-
vation that both individual and corporate use of carbon dioxide-producing com-
bustible fuels has been on the rise since the middle of the last century. The carbon 
dioxide is delivered into the earth’s atmosphere where it acts somewhat like the glass 
in a greenhouse, retaining radiant energy. The carbon dioxide absorbs infrared heat 
radiation from the earth instead of allowing it to escape into space. Trapping the 
infrared heat radiation in the air leads to rising temperature. Even a rise of a few 
degrees of global temperature may cause melting of the polar icecaps and consider-
able increases in the height of oceans.

Re�ised	Text:	Global	Temperature	and	Flooding

Scientists who study change in the world’s climate warn that sea levels will increase 
if the temperature increases throughout the world. An increase of several degrees 
in temperature would make the sea levels go up quite a lot. The scientists expect 
worldwide temperature to increase because people and companies use fuels that 
make carbon dioxide. The amount of carbon dioxide released by these fuels has been 
increasing since the middle 1800s. When carbon dioxide is released into the air, it 
acts like the glass in a greenhouse. The carbon dioxide traps heat near the surface of 
the earth. Carbon dioxide stops the heat from escaping into space. Because the heat 
can’t escape, the temperature of the earth is rising. If the world’s temperature goes up 
only a few degrees, the polar icecaps will melt. This will cause a large increase in the 
height of the oceans.
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Appendix C: Test Questions for Practice Texts

Questions	for	Hard	Texts

Global Temperature and Flooding

The projected increase in worldwide temperature is based on what observation?

 *A) both individual and corporate use of carbon dioxide-producing combustible fuels 
has been increasing.

 B) trapping of infrared radiation in the air is decreasing.
 C) heat radiation is more likely to be trapped in the earth as sea levels rise.
 D) carbon dioxide has been decreasing in the earth’s atmosphere.
 E) more greenhouses have been built, increasing the amount of carbon dioxide trapped 

in the atmosphere.

Global Temperature and Flooding

How would carbon dioxide cause a rise in global temperature?

 *A) by absorbing and retaining infrared heat radiation coming from the earth into the 
atmosphere.

 B) by reflecting infrared heat energy back to the earth once it had come into contact 
with the atmosphere.

 C) the rise would come directly from heat being emitted from individual and corporate 
use of carbon dioxide-producing fuels.

 D) by intensifying the heat potential from the sun’s rays when they collide with carbon 
dioxide gases in the atmosphere.

 E) by facilitating the movement of radiation into space.

Questions	for	Re�ised	Text

Global Temperature and Flooding [Revised]

The projected increase in worldwide temperature is based on what observation?

 A) individuals and companies have been using more fuels that produce carbon 
dioxide 

 B) the amount of heat trapped near the earth is decreasing
 C) the amount of carbon dioxide in the earth’s atmosphere has been decreasing
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 *D) heat is more likely to be trapped by the sea as sea levels rise
 E) more greenhouses have been built, increasing the amount of carbon dioxide trapped 

in the atmosphere

Global Temperature and Flooding [Revised]

How could carbon dioxide cause a rise in global temperature?

 *A) by keeping heat close to the earth’s surface rather than letting it escape into space
 B) by reflecting heat energy back to the earth once it has escaped into space
 C) the temperature increase would come directly from heat being given off from the 

use of carbon dioxide-producing fuels
 D) by strengthening the heat from the sun’s rays when the rays collide with carbon 

dioxide gases in the atmosphere
 E) by facilitating the movement of the heat into space

*Denotes the correct response. The order of the alternatives was randomized for each participant.

Notes

 1 The γ correlations are nonparametric correlations. They range from −1.0 for a perfect 
negative relationship to +1.0 for a perfect positive relationship. Nelson (1984) argued that 
γ is the best measure for assessing accuracy of judgments in metacognitive studies.

 2 The level of significance used in all statistical tests if p < .05.
 3 ηp2 is partial eta squared. It is the ratio of the sum of squares effect to sum of squares 

effect plus sum of squares error for the effect.
 4 The degrees of freedom differ for γs depending on how many participants gave judg-

ments that varied across the units judged. The γ is indeterminate if participants give the 
same value to all of the units.

 5 The mean γ correlations and the df are different in this analysis from the earlier analysis 
of individual judgments predicting individual performance because both members of 
a yoked pair had to be eliminated if one member of the pair gave the same judgment to 
all general knowledge items or all texts.

 6 The hard practice text was a short version of a text used by Glenberg and Epstein 
(1987).
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Feeling-of-Knowing Accuracy and 
Recollective Experience

R. Jacob Leonesio

Introduction

Recollections of particular episodes from an individual’s past are referred to as per-
sonal memories (Brewer, 1986, 1988).1 Key features of personal memories seem to 
be that they (1) are specific, (2) involve the self, and (3) are accompanied by a strong 
experience of recognition that the phenomenal experience on which they are based 
actually occurred. These kinds of memories constitute the “minutiae of memory,” 
and those that survive may be especially linked to more permanent autobiographical 
memory knowledge structures (Conway, 2002).

Studies in which personal memories are externally verified by objective criteria are 
rare (see Weaver, Terrell, Koreg, & Keleman, this volume). The central focus of this 
investigation was to explore possible bases for feeling-of-knowing (FOK) judgments 
and the accuracy of these bases for verified personal memories.

Feeling	of	Knowing

The feeling of knowing (FOK) refers to a specific kind of metamemory judgment made 
on items that are below the threshold of recall. FOK judgments are therefore made 
on the subset of items that were incorrectly recalled, as determined by a previously 
administered recall test. Participants are typically instructed that the FOK refers to 
the likelihood that a participant will be able to recognize the correct answer among 
several alternatives. It is possible to evaluate the accuracy of participants’ FOK judg-
ments by administering a criterion test after the judgments have been made and cal-
culating a nonparametric measure of association (e.g., Goodman-Kruskal γ) between 
the FOK judgments and the criterion test (Nelson, 1984, 1987; Nelson & Narens, 
1980). Although the criterion test has typically been a recognition test, other criterion 
tests have also been used. For example, FOK judgments have been positively related to 
perceptual identification and to savings during relearning (Nelson, Gerler, & Narens, 
1984) as well as to several other memory tests (for a listing, see Nelson, 1988).

Naturally occurring FOK experiences (Gruneberg, Smith, & Winfrow, 1973) as 
well as FOK experiences for specific item domains have been investigated. Items 
tested have included the meaning of words (Eysenck, 1979); the names of entertainers 
(Read & Bruce, 1982); word definitions (Yaniv & Meyer, 1987); general information 
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facts (Hart, 1965; Nelson & Narens, 1980); previously learned trigrams (Blake, 1973); 
sentences (Shimamura & Squire, 1986); and various paired associates (Hart, 1967; 
Leonesio & Nelson, 1990; Nelson, Leonesio, Shimamura, Landwehr, & Narens, 1982). 
For normal participants, correlations between FOK judgments and various criterion 
tests have typically been found to be significantly above chance for all items tested 
except for subsequent performance on unsolved insight problems (Metcalfe, 1986). 
In Metcalfe’s study, the answers to the problems were not stored in the participants’ 
memory but rather were inferred from their progress toward a solution. The difference 
between stored versus nonstored items may be a factor that affects FOK accuracy.

In the organizational schema proposed by Nelson et al. (1984), theoretical mecha-
nisms that might underlie FOK judgments have been classified as either trace-access 
mechanisms or inferential mechanisms. Trace-access mechanisms referred to knowl-
edge only about the answer and included incorrect recall, partial recall, and sub-
threshold memory strength. Inferential mechanisms referred to other factors and 
included general knowledge, motivation, episodic information, and cue recognition. 
Nelson et al.’s organizational schema was based on the analysis of general informa-
tion questions, which measured participants’ FOK for specific semantic information 
(e.g., What is the name of the brightest star in the sky excluding the sun? Answer: 
Sirius). The present study measured participants’ FOK for a subtype of episodic infor-
mation (i.e., personal autobiographic) and required a different organizing schema, 
so that mechanisms based solely on inference could be distinguished from those 
including remembrance of the answer or the cue. In the present schema, underlying 
mechanisms for FOK judgments that involved recognition or recall for either the 
answer or the cue are referred to as mechanisms based on remembrance, whereas 
mechanisms that rely on intuition for either the answer or the cue or on logical analy-
sis of the context in light of the participant’s accumulated knowledge are referred to 
as either intuitive or inferential mechanisms, respectively. The key distinction made 
is between a participant’s FOK based on memory contents that are reexperienced 
and are therefore directly monitorable (remembrance) and those for which there is 
no experience of remembrance and so can only be monitored indirectly or not at all 
(inference or intuition).

Whether FOK judgments are based primarily on inference/intuition or primarily 
on remembrance would be expected to vary with the type of item studied. For exam-
ple, Gruneberg et al. (1973) preselected items that participants knew to be in memory 
but that were unable to be recalled at the time. It would be expected that participants 
would have remembrances for these items because they were able to freely recall the 
questions without any external cueing, and they remembered having access to the 
items in the past. It would therefore be expected that FOK judgments for these items 
would be largely based on these remembrances. This is in contrast with the items 
described in this section that were used by Metcalfe (1986) that appeared conducive 
to FOK judgments based primarily on inference.

A distinction between inference and remembrance as different bases for FOK 
judgments is akin to the distinction between plausibility and direct retrieval as dif-
ferent strategies for answering questions (Reder, 1987). However, because FOK judg-
ments are made only on nonrecalled items, “direct retrieval” can be only partially 
successful; that is, only part of the relevant material can be retrieved (e.g., episodic 
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information, cue information, or part of the answer). An important difference, how-
ever, between the present conceptualization and that of Reder (1987) is that in the 
present conceptualization remembrance refers to recollective experience (Gardiner, 
1988; Gardiner & Java, 1990; Tulving, 1985), which might be conceived as a kind of 
mental product, whereas direct retrieval as described by Reder (1987) is conceived as 
a strategy. Under the assumption that on a deep level all cognitive and metacogni-
tive judgments are inferred, the essential distinction between the terms inference and 
remembrance is that whereas inference is based on our general knowledge and con-
textual cues alone, remembrance is mediated by the monitoring of a specific memory 
or memory attribute that was encoded at or near the time of the sought-after infor-
mation. If only the general context is accessible, then inference processes must be 
solely relied on. If, however, the participant remembers having learned the answer 
or any part of the answer, then the participant’s judgment will include these specific 
remembrance components in addition to any inferential components. This implies 
that recognition of the specific memory context (e.g., memory for the cue statement 
or for the specific learning situation) can provide a basis for FOK judgments. This is 
consistent with FOKs based on cue familiarity (Schwartz & Metcalfe, 1992). It is also 
analogous to participants’ reported basis of self-paced “source identification” judg-
ments (Johnson, Kahan, & Raye, 1984). Here, participants reported that they used 
related supporting memories as a basis for discriminating dream events that they had 
reported from those told to them by their partners.

Recollecti�e	Experience

Tulving (1985) described relationships between awareness and memory. He postu-
lated that a certain type of awareness that he called “autonoetic” was necessary for 
remembering personally experienced events. We are usually aware of our memories 
as memories, but is it our state of autonoetic awareness that distinguishes remember-
ing from perceiving, thinking, imagining, and dreaming, or is it by intention and 
attribution that we make this distinction? Admittedly, our state of awareness must 
include a self-knowing capability to distinguish remembering from other kinds of 
awareness (e.g., imagination, dreaming, or perception), but to conceive of this capa-
bility as only a “state of mind” does not seem particularly informative. How might 
such an autonoetic state explain our failures to make such distinctions, such as situa-
tions in which we fail to distinguish remembering from thinking (Schooler, Clark, & 
Loftus, 1988) or from imagining (Johnson, 1988; Johnson & Raye, 1981)? Perhaps it is 
our evaluation of recollective experience that provides a key basis for making a wide 
variety of metacognitive judgments. If this is the case, then the term autonoetic con-
sciousness might usefully be conceptualized as an integration of a specific memory 
trace with its spatial and temporal context and our personal identity (cf. Kihlstrom, 
1981; Kihlstrom & Cantor, 1984).

At the heart of this proposed relationship between autonoetic awareness and 
metamemory judgments is James’s (1890) emphasis on the phenomenal experience 
of remembrance, that is, our awareness of remembering. James (1890) characterized 
memory as
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The knowledge of an event, or fact, of which meantime we have not been thinking, with the 
additional consciousness that we have thought or experienced it before. ... It must be dated in 
my past. In other words, I must think that I directly experienced its occurrence. It must have 
that “warmth and intimacy” which were so often spoken of in the chapter on the self, as char-
acterizing all experiences “appropriated” by the thinker as his own. (pp. 648, 650)

This characterization of memory is very similar to Brewer’s (1986, 1988) description 
of personal memories presented in the introduction. That is, they are easily imagined 
mental occurrences accompanied by a phenomenal sense of having occurred before. 
James attributed this “phenomenal sense” to the memory’s “contiguous associates” 
and to its close association to the self of the rememberer. Recollective experience and 
what is now called source identification is central to this formulation of memory. The 
rememberer (1) recalls a piece of information and (2) attributes this information to a 
previously remembered experience.

Viewed from this perspective, the awareness that our explicit memories are indeed 
memories is as much a metamemory process as it is an object-level memory process. 
Our sense of recollective experience might then be conceived as a synergistic inter-
action between memory and metamemory processes. FOK judgments and perhaps 
other metacognitive judgments might depend heavily on our sense of recollective 
experience. Recollective experience in turn may involve a combination of object-
level recall, the recall or reconstruction of contextual details and their plausibility, 
together with the application of metacognitive decision processes that integrate all 
accessible information during the moments of memory retrieval.

To obtain data relevant to these notions, personal memories were gathered, from a 
participant’s own awake and dreamed experiences, over a period of three consecutive 
days. These items were interspersed with items gathered from matched individuals to 
create a pool of items for each participant that had a large variation in source of ori-
gin (i.e., self/other, awake/dream). Participants were given a free-recall test followed 
by a cued-recall test. FOK judgments were later made on a subset of their incor-
rectly answered cued-recall items. FOK accuracy, participants’ self-reported bases of 
their FOK judgments, and the relationship of their FOK judgments (and their accu-
racy) to participants’ self-reported recollective experience were evaluated. Consistent 
with conceptions of metamemory that emphasize the importance of “accessibility” 
(e.g., Koriat, 1993, 1994, 1995), it was hypothesized that FOK judgments for personal 
memories would largely be based on accessible memory experiences (e.g., remem-
brance for the cue statement and partial answer recall), and that the accuracy of these 
judgments would increase with the degree of reported recollective experience. Infer-
ential and intuitive processes should be utilized more often for personal memories 
that are relatively faded (e.g., the self-dream items compared to the self-awake items) 
or nonexistent (e.g., other-dream or other-awake items).
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Method

Participants

The participants were 34 University of Washington undergraduate students who reported 
recalling at least two dreams per night. They received one psychology course credit (or if 
they preferred, extra credit toward their psychology course grade) for participating.

Experience Sampling Procedure

Dream Reports Participants wore a foam mask in which an infrared movement 
detector was embedded. This REM (rapid eye movement) -sensing mask was con-
nected to a circuit that counted participants’ eye movements. The mask, timing, and 
component coordinating circuitry were designed and built by Ray Horvitz (Fairhaven 
College). The circuitry included a modified prototype of the DreamLight donated 
by Dr. Stephen LaBerge (Stanford University). REM sleep was defined as the occur-
rence of at least four eye movements for each of three consecutive 30-second inter-
vals (hereinafter referred to as the REM criterion). A programmable timer activated 
the apparatus 2 hours after bedtime to allow time for the participant to fall asleep. 
The occurrence of the REM criterion triggered the activation of an acoustic alarm. 
Dream reports were recorded immediately after awakening from REM sleep for the 
three consecutive nights that followed participants’ awake reports.

Awake Reports Participants picked three 90-minute periods during each of three 
consecutive days when it was possible for their experience to be sampled. The exper-
imenter programmed a watch to beep at a time unknown to the participant dur-
ing each of the nine 90-minute periods. The watch face was painted over with black 
acrylic paint so that participants could not access the preprogrammed times. When 
the watch beeped, the participant recorded (on a microcassette) his or her experience 
(including perceptions, thoughts, feelings, and behaviors) that occurred during the 
10 minutes prior to the sound of the beeper.

Testing Procedure

Two weeks after the last experimental night, each participant was brought into the lab-
oratory and was administered the memory and metamemory tests described next.

Free Recall Each participant was instructed to write down everything that he or 
she could remember saying into the tape recorder over the three consecutive days 
of the experiment. They were instructed to label each statement that they recalled as 
either a dream or an awake experience.

Cued Recall A list of cue statements was constructed in the following manner: 
Transcribed awake and dream reports were printed and separated into idea units 
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by two research assistants. An idea unit consisted of each unique verb together with 
its object and associated modifiers. Each cue statement consisted of six consecutive 
idea units with one key word omitted. Participants of the same gender who were run 
within 4 days of one another were matched for the purpose of providing cues for the 
other-awake and other-dream conditions.

Each participant was given a randomly selected list of statements that contained 
an equal number of statements from each of the four categories (self-awake, self-
dream, other awake, and other dream). The total number of statements presented 
to each participant varied between 32 and 64 (depending on the amount of autobio-
graphic material collected). The order of the cue statements was random for each pair 
of participants. Each pair of participants received the same list of cue statements. 
Each participant was given a list of cue statements and a response form. The partici-
pant read each statement and filled in his or her best guess regarding the deleted word 
in each statement. Recall confidence and source-of-origin judgments were also made 
(data not presented).

Recollective Experience Next, the participant indicated the amount of the cue 
statement (0% to 100%) that they remembered or recognized as having been previ-
ously reported or experienced.

Feeling of Knowing The item category (self-awake, self-dream, other awake, other 
dream) that contained the fewest incorrectly recalled items set the maximum num-
ber of items tested from each of the four categories for the FOK stage. Participants 
categorized the likelihood of recognizing each of the tested incorrectly recalled items 
as a pure guess or low, medium, or high FOK. Next, the participant indicated the 
basis of his or her FOK for every item given an FOK rating greater than a pure guess. 
This was accomplished in the following manner: Each participant divided 100 per-
centage points between four experimenter-defined bases and one or more partici-
pant-defined bases for all above-chance FOK judgments. Each of the following bases 
was explained to the participant, both verbally and in writing:

Remembrance for the Cue Statement. How much of your judgment was based on your 
recognizing that the event or the report of the event into the tape recorder was for-
merly experienced?

Partial Recall of an Answer. How much of your judgment was based on your recalling 
something about the answer, for example, its meaning, or what it looked, sounded, or 
felt like? Any recalled aspect of an answer, whether it is general or specific, abstract 
or concrete, semantic or syntactic, may constitute partial recall of an answer.

Inference of an Answer. How much of your judgment was based on your logically infer-
ring what the answer was from the context of the statement or from the test as a 
whole or from your general knowledge or from knowledge of yourself or of others.

Intuition. How much of your judgment was based on a feeling that you knew the answer 
without knowing the reason why you knew?

___________. How much of your judgment was based on some other component? 
You can specify this component by writing it in the blank labeled “specify.” If you 
wish to specify more than one component, write it below your other responses on 
the same line as the word specify.
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Next, the participant ranked the items within each of the four categories (cf. Shi-
mamura & Squire, 1986).

Recognition One week after FOK judgments were made, each participant was 
given a seven-alternative forced-choice recognition test on the previously judged 
(FOK) items. The delay was necessary to allow time for the experimenter to construct 
and coordinate sets of unique distracters for participants’ incorrectly recalled items. 
Identical distracters were used for items presented to participant pairs.

Results	and	Discussion

Object-Level Memory

Free Recall Results from the free-recall test showed that participants could accu-
rately recall, in the absence of any additional cues, only 9% (95% confidence limit = 
.02) of their reported dream experience and 10% (95% confidence limit = .02) of their 
reported awake experience after a delay of 2 weeks. This is probably a realistic esti-
mate of participants’ free-recall ability for their actual experience because the experi-
ences were not self-sampled. It is, if anything, a generous estimate because reporting 
the experience would serve to strengthen the memory for that experience. This result 
is consistent with data obtained by Brewer (1988) for time-cued thought experiences 
(i.e., it is halfway between his 1-week and 4-week retention estimates). It is somewhat 
startling to realize just how quickly the bulk of our day-to-day experience is forgotten 
(in the absence of richer retrieval cues).

We may not especially notice how much we forget because we usually do not sys-
tematically test the accuracy of our memory for everyday experience. We remember 
the general gist of an experience and fill in the rest with appropriate schemata-driven 
assumptions (Neisser, 1981). In this study, it seemed quite easy for participants to for-
get whole experiences. Whole experiences that shift below the threshold of free recall 
would be difficult to notice because they leave no accessible clues of their existence. In 
the absence of a particular recall need (e.g., a friend’s query or the recovery of a mis-
placed object), we seem content with the memory experiences that remain accessible.

Cued Recall The percentage correct cued recall for the self-awake and self-dream 
conditions were 56% and 40%, respectively. The correct guessing rates of the other-
awake and other-dream conditions were 14%, and 15%, respectively. Participants 
were more accurate in responding to their own statements than to the statements of 
others (t[99] = 16.36, p < .05), and they were able to recall more key details from their 
awake statements than from their dream statements (t[99] = 5.33, p < .05). There was 
no difference in the response accuracy for the awake versus the dream statements of 
others (t[99] = 0.33, p > .05). These results indicate that when participants were given 
relatively rich cues, they were able to recall about half of the selected details from 
their own awake experience after a 2-week retention interval.

RT62140.indb   201 4/24/08   9:28:55 AM



202	 R.	Jacob	Leonesio

Metamemory

Reported Bases of FOK Judgments A primary focus of this study was to investi-
gate the distribution of participants’ reported basis for their FOK judgments and to 
relate recollective experience to FOK accuracy. Figure 1 shows the relative percent-
ages of participants’ reported cue utilization for their FOK judgments for the four 
kinds of items for low-, medium-, and high-FOK judgments. Reported differences 
were significant by sign tests, p < .05, two tailed. For self-generated awake items (left 
column), the higher participants’ FOK, the more likely it was reported to be based on 
cue remembrance and the less likely it was reported to be based on either inference or 
intuition. Subjects reported using more cue remembrance for high-FOK judgments 
than for low-FOK judgments (15, 1, N = 16). The difference in cue remembrance 
between the low- and the medium-FOK judgments was not significant (6, 4, N = 12), 
however, there was a significant increase in reported cue remembrance between the 
medium- and the high-FOK judgments (18, 3, N = 24).

For participants’ dreams (third column), cue remembrance was believed to be uti-
lized more for medium-FOK judgments than for low-FOK judgments (13, 3, N = 21), 
more for high-FOK judgments than for medium-FOK judgments (11, 0, N = 23), and 
more for high-FOK judgments than low-FOK judgments (11, 1, N = 16). Participants 
therefore reported basing their FOK judgments on their remembrance for the cue 
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Figure 1  Relative percentages of subjects’ reported cue utilization of high-, medium-, and low-
feeling-of-knowing (FOK) judgments for self-awake and other-awake reported experience.
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statement, which is what one would expect if they were monitoring recollective expe-
rience to determine the relative FOK for a previously nonrecalled item.

One might have expected that reported partial-recall utilization would have 
increased systematically with the strength of participants’ FOK because of its the-
oretical association with the tip-of-the-tongue state. Figure 1 shows, however, that 
participants did not believe that partial recall increased with FOK strength. None of 
these comparisons was significant for either the self-awake or the self-dream items. 
These findings disconfirm the notion that high FOKs for autobiographic details are 
primarily based on broad aspects of partial recall and support the hypothesis that 
high FOKs for these items are primarily due to monitoring the recollective experi-
ence of the context in which the details are embedded.

Comparisons between subjects’ reported cue utilization between self-awake and 
self-dream items were not significant, except for a greater reliance on intuition 
reported for self-dream items than for self-awake items for low-FOK judgments (10, 
0, N = 13).

Differences in types of cue utilization for comparisons among the low-, medium-, 
and high-FOK judgments were not significant within either the other-awake items or 
within the other-dream items. Medium- and high-FOK judgments were rarely made 
for other participants’ items: For medium FOK other awake, N = 12; for high-FOK 
other awake, N = 6; for medium-FOK other dream, N = 4; for high-FOK other dream, 
N = 3.

These results support the view that the bases of FOK judgments are multidimen-
sional (Koriat, 1993; Leonesio & Nelson, 1990). It goes beyond previous work in that 
it measures several specific cues that participants report using. Furthermore, partici-
pants report relying on different cues for different kinds of items and report different 
cues for lower compared to higher FOKs. Remembrance for the cue statement and 
partial recall of the answer were especially important for participants’ higher FOK 
judgments of their own memories, with the former emerging as participants’ domi-
nant reported basis.

Predictive Validity of Reported Bases of Feeling-of-Knowing Judgments It was 
possible to evaluate the extent to which participants’ reported reliance on each of the 
aforementioned cues predicted both their FOK judgments and their subsequent rec-
ognition performance. This was accomplished by computing γ correlations between 
the proportional use of each cue and FOK rank and the proportional use of each cue 
and recognition performance for all items combined (i.e., self-awake, other awake, 
self-dream, other dream). This analysis showed that these reported judgments had suf-
ficient predictive validity to significantly predict participants’ judged FOK. Remem-
brance for the cue statement and partial recall of the answer predicted higher FOKs (γ 
= .59 and .24, respectively, p < .05), and inference and intuition predicted lower FOKs 
(γ = −.41 and −.50, respectively, p < .05). This confirms the pattern of results across 
low-, medium-, and high-FOK judgments displayed in Figure 1 and further confirms 
that participants actually used the strategies they reported. More importantly, these 
reported strategies also predicted recognition performance. Remembrance for the cue 
statement and partial recall of the answer significantly predicted correct recognition 
(γ = .24 and .26, respectively, p < .05, two tailed), whereas inference and intuition 
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significantly predicted incorrect recognition (γ = −.19 and −.31, respectively, p < 
.05). This is what would be expected if these cues were valid predictors of memory 
knowledge.

This predictive validity (of subsequent recognition performance) did not hold up 
when item types were analyzed separately. When the self-awake and the self-dream 
items were analyzed by themselves, none of these reported bases significantly pre-
dicted recognition performance (even though reported strategy use was nearly always 
a significant predictor of FOK). This suggests that participants’ strategies were inef-
fective for these items, which is supported by the FOK accuracy data presented next.

FOK Accuracy Although FOK accuracy (i.e., FOK and recognition γ) was signifi-
cantly above chance for the awake items (.32) and for the dream items (.19), it was 
not significantly above chance for the other-awake (−.10), other-dream (.05), self-
awake (.04), or self-dream (.03) items taken separately. The FOK accuracy data were 
therefore analyzed separately for individuals reporting low recollective experience 
and individuals reporting high recollective experience (median split). If recollective 
experience moderates FOK accuracy, then individuals reporting higher recollective 
experience should have greater FOK accuracy than individuals reporting lower recol-
lective experience.

In contrast to participants with lower recollective experience, Figure 2 shows that 
participants higher in recollective experience demonstrated above-chance FOK accu-
racy for all of the item types except others’ items and their own awake items. These 
results support the hypothesis that FOK accuracy is related to individual differences 
in the degree of recollective experience.

Accurate FOK was not expected for others’ items (regardless of individual differ-
ences in the degree of recollective experience) because these judgments were largely 
based on error-prone inferential processes. Although self-awake FOK accuracy was 
in the predicted direction for individuals reporting high recollective experience, it 
was not significantly above chance (contrary to expectation). That is, even partici-
pants high in recollective experience had difficulty making accurate FOK judgments 
for these items. This result would occur if the variance in recollective experience or in 
memory strength among the self-awake items was low. This would be consistent with 
earlier research that varied the memory strength of items on which FOK judgments 
were made (Nelson et al., 1982).

To further assess possible effects that the degree of recollective experience might 
have on FOK judgments and on FOK accuracy, γ correlations were computed to 
access the predictive validity of recollective experience. Table 1 shows the mean γ 
correlations between recollective experience and FOK judgments and between recol-
lective experience and recognition performance for the different item types.

It can be seen that although recollective experience predicted participants’ FOK 
rank regardless of participants’ overall level of recollective experience (Table 1, 
columns 1 and 3), recollective experience predicted recognition performance more 
strongly for the participants with higher recollective experience (Table 1, columns 2 
and 4). For participants reporting lower recollective experience, recollective experi-
ence only weakly predicted recognition for all items combined, whereas for partici-
pants reporting higher recollective experience, it strongly predicted recognition. For 
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participants reporting higher recollective experience, recollective experience moder-
ately predicted recognition for the combined set of self-generated items and for the 
self-dream items, but recollective experience did not significantly predict recogni-
tion performance for self-awake items. It is especially noteworthy that participants’ 
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Figure 2  Mean γ correlations between participants’ feeling-of-knowing (FOK) judgments 
and recognition performance for other-generated awake, other-generated dream, self-gener-
ated awake, self-generated dream, all awake, and all dream items. Results are shown separately 
for individuals reporting low recollective experience and for individuals reporting high recol-
lective experience. *Indicates that gamma is above chance expectation, p < .05, two tailed.

Table 1  Mean γ Correlations for all Items Combined (i.e., Other awake, Other 
Dream, Self-awake, Self-Dream), Self-Generated Items (i.e., Self-awake, Self-
Dream), Self-awake Items, and Self-Dream Items between Recollective experience 
and Feeling-of-Knowing (FOK) Rank and Recollective experience and Recognition 
Performance for Participants with a lower or a Higher Degree of Recollective 
experience (Median Split)

Recollective Experience
Lower Higher

FOK Rank Recognition FOK Rank Recognition
All .71a .23a .72a .75a

(.11) (.23, 17) (.38) (.24, 17)
Self-generated .42a .03 .55a .43a

(.16) (.26, 17) (.12) (.14, 14)
Self-awake .04 −.14 .48a .19

(.23) (.33, 16) (.35) (.47, 12)
Self-dream .53a −.02 .55a .43a

(.22) (.38, 10) (.22) (.25, 12)
Confidence limit (95%) is in parentheses below each entry. N is equal for each of the two corre-

sponding correlations and follows the second confidence limit.
a Indicates that the correlation exceeds chance expectation.
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recollective experience possessed predictive validity for items selected from partici-
pants’ own experience only for participants with higher overall recollective experi-
ence. It is also noteworthy that for the one item set for which participants having 
greater recollective experience failed to demonstrate above-chance FOK accuracy (i.e., 
self-awake items) the degree of recollective experience lacked predictive validity.

General	Discussion

Metacognitive judgments are introspective evaluations. They are based on our obser-
vations of our own mental contents and states. The judgments that participants made 
in this experiment required them to judge the likelihood that they could give a correct 
response to questions about their own and others’ personal experience. An important 
aspect of this research was that the accuracy of participants’ introspections was not 
taken for granted but was instead evaluated (Nelson, 1996). This was the case not 
only for participants’ (1) FOK judgments (validated by FOK recognition γs), but also 
for their (2) reported bases of FOK judgments (validated by proportion-of-reported-
cue-utilization and FOK rank γs as well as proportion-of-reported-cue-utilization 
and recognition γs) and for their (3) degree of recollective experience judgments 
(validated by recollective-experience and FOK rank and recollective-experience and 
recognition γs).

The second kind of metajudgments (i.e., the reported-bases-of-FOK judgments) 
were similar to the introspective judgments investigated by Nisbett and Wilson 
(1977) and Nisbett and Ross (1980) in that participants were asked, in essence, to 
introspect about the “causes” of their previous judgments. Causal judgments are 
especially prone to error because we cannot directly monitor (i.e., access) the mental 
processes that cause our behavior. There is no guarantee that the mental models that 
participants construct to explain their behavior correspond to the actual mechanisms 
causing their behavior (Johnson-Laird, 1983). On the other hand, participants who 
are actively engaged in an experimental task might have better insight into how they 
are performing the task than nonparticipants (including the experimenter). In form-
ing theories about the bases of FOK judgments, the systematic collection of partici-
pants’ causal introspections about their FOK judgments is one potentially important 
source of information, especially when these causal introspections are made dur-
ing or immediately after a judgment task (because participants’ observations are less 
subject to forgetting and distortion). Furthermore, if a relationship is found between 
participants’ causal introspections and their original FOK judgments (as was the case 
here), then new and theoretically relevant information will have been gained.

The third kind of metajudgments gathered requested only that participants report 
the degree of recollective experience that they presently experienced for each cue state-
ment. This kind of introspective judgment was similar to the introspective judgments 
reviewed by Ericsson and Simon (1980). These kinds of judgments were expected to 
be less subject to error because participants were not required to make any causal 
inferences or to construct models to explain their behavior. These last judgments 
might therefore be expected to be particularly useful, especially since participants’ 
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metamemory judgments were significantly related to their degree of recollective expe-
rience for the cue, and these judgments also predicted recognition performance.

In addition, participants having high recollective experience for their cue state-
ments were able to accurately predict recognition performance for their own items 
across awake and dream items and for the dream items alone. For these same par-
ticipants, but not for participants with lower recollective experience, their degree of 
recollective experience generally correlated moderately with degree of FOK and with 
recognition performance. Recall that for the total set of items, for participants with a 
higher degree of recollective experience, the correlation between recollective experi-
ence and recognition performance was .75 (Table 1, all). By comparison, for this same 
item set, participants’ FOK judgments correlated only .37 (n = 17, confidence limit 
=.16) with recognition performance. This suggests that participants might be able to 
improve their FOK accuracy by relying more heavily on their recollective experience 
as a basis for their FOK judgments.

These results demonstrate that recollective experience for the cue statement is a 
cue that is utilized by participants. This cue is especially useful for individuals who 
report a high degree of recollective experience because these individuals have the 
highest FOK accuracy. This finding is consistent with the notion that assessing FOK 
depends on information that is accessible to the participant (Koriat, 1994; Schwartz 
& Metcalf, 1992). For these kinds of materials (i.e., reported autobiographic items) 
and for the retention interval tested, both high recollective experience and heteroge-
neously sampled experiences (in terms of memory strength or recollective experience) 
predicted FOK accuracy. FOK accuracy remained indistinguishable from chance for 
the most homogeneous self-generated items (i.e., self-awake), whereas FOK accu-
racy was higher for the most heterogeneous items. Heterogeneity would be higher 
for items sampled across the self–other dimension than for items sampled across the 
awake–dream dimension. The former pool of items contained both experienced and 
nonexperienced items, whereas the latter pool of items contained only previously 
experienced items. Dream items would be more heterogeneous than awake items 
because an appreciable number of reported dream experiences were later forgotten, 
resulting in a pool of remembered and nonremembered cues. This was supported 
by a subsequent analysis that found that after the 2-week retention interval, 21% of 
participants’ previously reported dream cue statements were no longer recognized 
(compared to only 2% of their awake cue statements).

A relationship between FOK accuracy and item heterogeneity was previously found 
for paired-associate items by Nelson et al. (1982). In that study, item heterogeneity 
was manipulated by varying the degree of learning. It was found that the FOK recog-
nition γ correlation for items learned to a criterion of one correct response was −.02, 
to a criterion of two correct responses was −.03, and to four correct responses was .31. 
The FOK recognition γ for all items combined was .17. Item heterogeneity was high 
for the combined item set (because they were composed of different degrees of learn-
ing). Item heterogeneity was also high for items learned to four correct responses 
because overlearning amplifies the effect of interitem heterogeneity (Leonesio & Nel-
son, 1982).

Future studies might include measures of recollective experience and might 
manipulate either the heterogeneity of items or participants’ recollective experience 
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to observe how these variables affect FOK accuracy and the accuracy of other 
metamemory judgments. Jameson, Narens, Goldfarb, and Nelson (1990) found that 
participants’ FOK for general information questions was not affected by near-thresh-
old presentation of the answers even though these presentations reliably increased 
recall. A possible explanation of participants’ inability to monitor the increase in 
memory strength caused by near-threshold presentations is that there was no recol-
lective experience for the briefly presented answers.

Note

 1. Although personal memories meet the definition of episodic memory as first defined 
by Tulving (1972), he and many other researchers have categorized nonautobiographic 
memories as examples of episodic memory. The term episodic memory has come to 
mean any kind of declarative verbal memory that is not strictly semantic. For example, 
memory for a list of words learned in a verbal learning experiment would qualify as 
episodic. Knowledge of a list of words in itself is not personal or autobiographical. If an 
experimenter is concerned with the words alone and not with the connection between 
the words and the phenomenal experience of the participant (i.e., the self), the mem-
ory data obtained are not appropriately categorized as personal, although it would be 
episodic.
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Metacognitive Guessing Strategies 
in Source Monitoring

William H. Batchelder and Ece Batchelder

Introduction

The purpose of this chapter is to formulate and present evidence for a theoretical 
approach to metacognitive guessing strategies in source-monitoring experiments. 
Source monitoring is a type of recognition memory by which one not only has to 
remember if they have experienced an event in the past but also is required to rec-
ognize something about the circumstances under which they encountered the event. 
An everyday example of source monitoring would be if somebody asked you if you 
had learned about a particular fact about politics, and if so, whether you heard it on a 
news program or read it in a daily paper. Another example would be when you have a 
headache and think that you should take a couple of aspirin. Later in the day, you see 
the aspirin bottle and wonder if you actually took the aspirin or just thought that you 
took them (e.g., R. E. Anderson, 1984). This example falls into the subarea of source 
monitoring called reality monitoring (Johnson & Raye, 1981), by which one has to dif-
ferentiate memories of actions taken in the world from thoughts in one’s mind.

In experimental studies of source monitoring (e.g., Bray & Batchelder, 1972; Hintz-
man, Block, & Inskeep, 1972; Johnson, Hashtroudi, & Lindsay, 1993), participants are 
exposed to a study list of items from two or more sources, such as words spoken in 
a male or a female voice or words that are written, spoken, or depicted by pictures. 
After that, the participants are presented with a test list of old studied items from the 
various sources mixed with new distracters. The required response to an item on the 
test list is usually first to indicate whether the item was on the study list and, if so, to 
indicate its source.

When participants have an incomplete memory about a tested item in source 
monitoring, they are motivated to bias their responses to optimize the accuracy of 
their guesses. Selecting a strategy for responding when memory is incomplete neces-
sarily involves metacognitive evaluation. The key assumption explored in this chap-
ter is that when participants are tested on items in a source-monitoring experiment, 
they utilize metacognitive inferences derived from monitoring their own experimen-
tally induced memory processes as well as extraexperimental experiences and beliefs. 
These inferences often can be used as a basis for optimizing performance on memory 
tests; however, when extraexperimental beliefs and experiences are contradicted by 
the design of the experiment, accuracy may even suffer. The focus of the chapter is 
on explicating the key assumption in the context of mathematical models of source 
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monitoring. The assumption is formulated within a Bayesian framework in a general 
enough way that it can serve as a heuristic to suggest how response bias parameters 
may be calibrated in any type of recognition memory model.

While our approach is quite general, the actual examples presented involve models 
that fit into the category of multinomial processing tree (MPT) models. MPT models 
have been developed for many experimental paradigms in the social and behavioral 
sciences, including ones for recognition memory (Batchelder & Riefer, 1999). Since 
the original MPT models of source monitoring by Batchelder and Riefer (1990), vari-
ations on these models have become popular as a way to disentangle and separately 
measure latent cognitive processes in a variety of source-monitoring experiments 
(these are reviewed in Batchelder & Riefer, 1999, 2007). MPT models that have been 
developed for source monitoring are a form of discrete state threshold models (e.g., 
Batchelder, 2002). It is true that discrete state models for some recognition memory 
paradigms are not in favor among many researchers today, and instead theorists are 
attracted to more complex models such as those that are specified in terms of the 
theory of signal detection (e.g., Macmillan & Creelman, 2005), hypothetical feature 
vectors (e.g., McClelland & Chappell, 1998; Shiffrin & Steyvers, 1997), or neural net-
works (e.g., Sikström, 2001). Even in the area of source monitoring, some theorists 
have argued that other approaches based on the theory of signal detection are better 
than discrete state models in fitting data (e.g., Banks, 2000; Slotnick, Dodson, Klein, 
& Shimamura, 2000).

In our view, there is no “correct model” of source monitoring, and any particular 
model is at most an approximation to the underlying cognitive activity behind per-
formance. We think that models in this area should be viewed more as measurement 
tools than correct theories (e.g., Batchelder, 1998), and as such they are viable to the 
extent that they provide valid and useful interpretations of the data. As with any par-
ticular type of model, sometimes discrete state models succeed on this metric, and at 
other times they do not. We say more about the theory/measurement distinction in 
the conclusion to this chapter.

This chapter is organized in four main sections. First, a brief review of recognition 
memory experiments and theories in general is presented along with some formal 
notation. Many of these theories emphasize that source monitoring is a basic under-
lying process in all recognition memory experiments because when participants 
are confronted with an item on test trials, they are required to discriminate experi-
mentally induced sources affecting their memory of the item from various everyday, 
extraexperimental sources. While this first section is not extensive, it is designed to 
serve as a reference source for many of the key articles in this area. The second section 
of the chapter develops a Bayesian approach to formulate theoretical assumptions 
about metacognitive guessing strategies. These assumptions are formulated as two 
metacognitive heuristics, and they are used to suggest a basis for several phenomena 
in simple old/new recognition memory. In the third section, the source-monitor-
ing paradigm is formalized, and a general MPT model is presented that combines 
the properties of the models of Batchelder and Riefer (1990) and Bayen, Murname, 
and Erdfelder (1996). Then, the general assumptions about metacognitive guessing 
are used to derive some formal propositions about response bias calibration in the 
model, and some supporting data are presented. In the final section, the MPT model 
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is extended to include the possibility of making inferences about source memory 
derived from extraexperimental sources such as experience in the social world. In 
one application, some preliminary results of source-monitoring experiments involv-
ing ties in a social network are presented.

Re�iew	of	Recognition	Memory

Recognition Memory Experiments

Most experiments in recognition memory involve a sequence of trials of two types. 
First study items (words, pictures, etc.) are presented for the subject to remember, and 
after the study trials, test items are presented that require a recognition response.1 
In this chapter, the focus is on study–test paradigms, although the ideas we develop 
are intended to apply as well in other recognition memory paradigms. The response 
on a test trial can be dichotomous, for example. “yes” or “no” in a simple old/new 
recognition memory experiment indicating whether the participant “believes” that a 
tested item was on the study list. More complex recognition experiments, such as the 
source-monitoring paradigm (discussed in the introduction) or the process dissocia-
tion paradigm (e.g., Jacoby, 1991) involve two or more types of studied items, each 
corresponding to a unique “correct” response category.

It is easy to develop formal notation that covers most study–test recognition mem-
ory experiments. The participant is tested on a set of N items, S = {s1, s2, …, sN}. These 
items include one or more classes of old studied items along with one or more classes 
of new, distracter items.2 There are K possible response classes, R = {r1, r2, …, rK}, and it 
is assumed that each of the tested items has a unique correct response class defined by 
the experimental instructions and study trials. This assumption can be represented 
by a function f from S to R, where for any item sn ∈ S, f(sn) ∈ R is the correct response 
for sn. We denote by Ck the set of all items with correct response rk. Suppose there are 
I participants in the experiment, each exposed to the same types of experimentally 
designed items.3 Then, the data from the participants can be represented in an I × N 
× K three-way array:

 D = (xink)IxNxK , (1)

where

 
x

i r
ink

k=
   if participant  responds  to it1 eem 

     otherwise                      
sn

0                  


  

In many recognition memory experiments, participants are asked to supplement 
their response to an item with a confidence rating on an ordinal scale indicating the 
degree to which they believe that their response is accurate (cf. Macmillan & Creel-
man, 2005), and often response times are recorded as well. In addition, other behav-
ioral measures may be collected, such as second chance responses (e.g., Van Zandt 

 .
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& Maldonado-Molina, 2004); “remember/know” judgments to recognized items 
(e.g., Tulving, 1985); speeded responses (e.g., Johnson, Kounios, & Reeder, 1994); 
metacognitive responses like judgments of learning (JOLs) (e.g., Benjamin, Bjork, & 
Schwartz, 1998); and event-related brain potentials (e.g., Curran, DeBuse, & Leynes, 
2007). Recognition memory experiments have become quite complex as cognitive 
theorists strive to design paradigms that reveal new empirical phenomena and dif-
ferentiate various theories and models. Some of the sources of complexity involve 
experimentally controlled similarity structure among the items (e.g., Clark & Gron-
lund, 1996); varying the number of item repetitions and item study time within a list 
(e.g., Hintzman, Curran, & Oppy, 1992); experimental operations that are designed 
to create receiver operator characteristic (ROC) curves in which memory param-
eters are assumed to be invariant while guessing parameters vary (e.g., Macmillan & 
Creelman, 2005); and various priming manipulations (e.g., Lewandowsky, 1986).

Recognition Memory Models

Despite the considerable effort spanning over 50 years on the part of many psycholo-
gists, no generally accepted correct theory of recognition memory has emerged, and 
new models and new theories are still arriving on the scene (many of these were 
discussed by Dennis, & Humphreys, 2001; Diana, Reder, Arndt, & Park, 2006; Dunn, 
2004; and Heathcote, 2003). The theories divide on the issue of whether recogni-
tion decisions are made on the basis of a single process, usually called familiarity, or 
instead two processes. Most two-process theories assume that there is a familiarity 
process like the single-process theories, but in addition there is a process that may 
result in specific item recollection. Single-process theories evolved from applications 
motivated by the theory of auditory signal detection (e.g., Egan, 1958; Green & Swets, 
1966). The application of signal detection theory to old/new recognition judgments 
postulates that the familiarity of a tested item is a continuous random variable, for 
which there is a different probability distribution (usually assumed to be a normal 
distribution) of familiarity for each type of tested item. Basically, the presentation 
of an item in the study list tends to boost its familiarity; however, all items have 
a certain amount of familiarity based on other experimental manipulations, such 
as priming or extraexperimental sources such as word frequency or recent usage. 
Decisions are based on a one-dimensional decision axis that is often referred to as a 
familiarity axis, although some theorists regard it as a likelihood ratio axis (e.g., Mor-
rell, Gaitan, & Wixted, 2002) as it is in the original theory of auditory signal detec-
tion, for which each point corresponds to the ratio of the likelihood of the observed 
point given an old item divided by its likelihood given a new item. The decision to 
respond yes or no to a test item depends on whether the value is above or below a 
response bias threshold on the decision axis. The location of this threshold is treated 
as a participant-controlled biasing process that depends on memory monitoring of 
general properties of the experiment, such as item memorability, the base rate of old 
to new items, and other experimental or extraexperimental sources. There are also 
several single-process models based on ideas from the theory of signal detection for 
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more complex recognition memory paradigms (e.g., Banks, 2000; Hilford, Glanzer, 
Kim, & DeCarlo, 2002; Macmillan & Creelman, 2005).

Dual-process theories of recognition memory were proposed in the early 1970s 
(e.g., Atkinson & Juola, 1974); however, contemporary dual-process models of old/
new recognition memory have evolved from the ideas of Mandler (1980), which were 
initially formulated into a model by Jacoby (1991) (see Yonelinas, 2002, for a review). 
These models assume that correct recognition performance can occur in one of two 
ways. First, there is explicit memory of aspects of the studied item that are sufficiently 
strong to cause specific item recollection; second, if item recollection fails, then there 
is another process based on how “familiar” the item seems. As with single-process 
theories, familiarity can arise from both experimental and extraexperimental sources. 
The first two-process model by Jacoby (1991) was a simple MPT threshold model, and 
later more elaborate two-process MPT models were developed as well (e.g., Buchner, 
Erdfelder, & Vaterrodt-Plunnecke, 1995). One source of evidence for the dual-process 
formulation is the ability to experimentally dissociate the two processes, by which 
an experimental manipulation results in variation in one of the processes without 
affecting the other (e.g., Gardiner & Richardson-Klavehn, 2000). Another source of 
support for a dual-process assumption comes from the ability of subjects to make 
reliable remember/know judgments for items that receive a yes response on the test. 
Nevertheless, there are efforts to reconcile these results with single-process theory 
based on ideas from signal detection theory (e.g., Dunn, 2004).

Several single-process models of the simple old/new recognition memory para-
digm (e.g., Shiffrin & Steyvers, 1997; Sikström, 2001; McClelland & Chappell, 1998) 
postulated model specifications considerably more complex than simple variants on 
the theory of signal detection. They were designed to fit demanding patterns of data, 
some of which were generated by the advocates of dual-process theorists. To handle 
the variety of experimental findings with a single-process assumption, the models 
have postulated very detailed item representations involving hypothetical feature 
vectors and a variety of computational mechanisms.4 As with the case for single-
process models of recognition memory, dual-process models have begun to invest in 
elaborate computational specifications (e.g., Diana et al., 2006; Reder et al., 2000).

Metacognitive Inference Assumptions

The participants in most recognition memory experiments are college students com-
plying with psychology course requirements. It is our view that a recognition memory 
experiment can be viewed productively as a complex “game” between the experi-
menter and a participant. The setting for such a game is an artificial environment 
designed by the experimenter, who is attempting to create conditions in which the 
participant’s memory for a tested item is imperfect in controllable ways. In the game, 
the participant is attempting to optimize performance in some sense on a tested item 
given knowledge from monitoring the nature of their memory of the item along with 
online evaluation of the properties of the experiment as well as extraexperimental 
beliefs and experience. This optimization process requires the participant to make 
inferences based on these sources of knowledge and to design productive response 
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biasing or guessing strategies from these inferences. Because response bias is an 
essential component of a recognition memory paradigm, all formal cognitive mod-
els of recognition memory have parameters and processes for response bias. Some 
of the models postulate explicit inferential processes and optimal biasing strategies, 
whereas others treat biasing as a “nuisance process”5 that is required to complete the 
model and allow conclusions about memory to be made.

The goal of this chapter is not to add yet another completely specified recogni-
tion memory model to the large population of current models. Instead, the goal is to 
explore the role of metacognitive inference processes in biasing responses to items 
when memory is imperfect. We use a Bayesian approach (e.g., Gill, 2002) to suggest 
how these inferences may be utilized to make response decisions given imperfect 
memory, and in particular we show how Bayes theorem may be used to derive the 
probability that a certain response is the correct one given one’s memory state for an 
item and general knowledge of the study and testing sequence. The approach we take 
is in the spirit of J. R. Anderson’s (1990) adaptive analysis of human memory as well 
as the study of simple human judgmental heuristics by Gigerenzer, Todd, and the 
ABC Research Group (1999). A Bayesian development similar to ours was presented 
by Benjamin, Bjork, and Hirshman (1998) for the role of subjective item fluency in 
old/new recognition memory, and Bayesian formulations have been a part of several 
completely specified models of recognition memory (e.g., McClelland & Chappell, 
1998; Reder et al., 2000; Shiffrin & Steyvers, 1997). In our view, it is possible to make 
progress in analyzing these inferential processes at a very general metatheoretic level 
without committing to any completely specified model.

Formal Metatheoretic Representations

Most recognition memory models suppose that when a test item is presented, it can 
be characterized as being in one of a set of “memory states.” Any particular model 
defines the set of all possible memory states M with each state designed to represent 
a possible state of memory of an item at the time of its test. Some of these states 
arise from study events involving old items, and others arise from extraexperimental 
sources. States may be as simple as detect or nondetect states or very complicated state 
descriptions such as patterns of activations in a neural network (e.g., Sikström, 2001). 
In the case of discrete state models such as the various types of threshold models (e.g., 
Batchelder, 2002), there are only a small number of possible memory states; however, 
for many models such as those based in signal detection theory, the set of possible 
memory states is infinite. It is a feature of most models of recognition memory that 
the memory states of a model contain all the specific information about the state of 
memory of the tested item that is available for selecting a response, although most 
models assume that the response probability distribution conditional on a particular 
memory state may depend on other factors that are independent of the memory state 
for the tested item. Some of these factors are guessing biases or response thresholds 
that may be calibrated by global or online knowledge of the composition of the study 
and test lists (e.g., Brown, Steyvers, & Hemmer, 2007), inferences about the relative 
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difficulty of remembering different classes of items on the study list, and inferences 
from extraexperimental beliefs and experiences.

It is now possible to state the essential problem setting for this chapter. Given that 
a tested item is in memory state m ∈ M of some model, what is the optimal response 
or most likely correct response to make? There are other senses of optimality that 
might be important, such as maximizing expected utility if there were differential 
payoffs associated with responses that are hits, false alarms, misses, and correct rejec-
tions, (e.g., Green & Swets, 1966), but we do not incorporate them in this chapter. 
The solution to the problem of optimizing performance in any particular recognition 
memory setting would be relevant to a participant’s response selection process, espe-
cially if he or she could monitor their own memory states and make metacognitive 
inferences about which types of items are likely to give rise to any given memory 
state. The optimality problem is posed formally as a computation using Bayes theo-
rem in probability theory. For many recognition models, the formal computations 
implied by our analysis can be carried out in principle; however, in other cases we 
explore performance optimization to suggest informal metacognitive heuristics for 
response selection.

The notation developed earlier can be used to formalize the problem of perfor-
mance optimization. First, the set of tested items needs to be partitioned into correct 
response classes by defining Ck = {sn|f(sn) = rk, n = 1, …, N}, for k = 1, …, K.  Thus, Ck 
denotes the set of all items that have rk as the correct response. Suppose a particu-
lar item is tested, and it gives rise to memory state m ∈ M. To set up the Bayesian 
computation, it is desirable to define several events; namely, sn* is the event that sn is 
presented for test, m* is the event of being in memory state m, and

 
C sk

S C
n

n k

* *=
∈
U

 

is the event that the tested item is one of the items in Ck. The optimality problem 
could be solved directly if the values of Pr(Ck*|m*) were known for all k = 1, 2, …, 
K. The solution would be to pick the response rk̂  that corresponds to the most likely 
response class, where

 
ˆ argmax {Pr( )}.* *k C mk

K
k= =1  (2)

Even if one does not have access to direct knowledge of the probability distribu-
tion of the response classes given the memory state, it may still be possible to solve 
the optimality problem by employing Bayes theorem from probability theory. Bayes 
theorem states that if A and B are two events with nonzero probability, then

 
Pr( | ) Pr( | )Pr( )

Pr( )
.A B B A A

B
=

 (3)

Equation 3 can be applied to the optimality problem by noting first that
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 Pr( ) Pr( ).* * * *C m s mk n
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Next, substituting the events sn* and m* into Equation 3 yields
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Finally, Equations 4 and 5 can be combined to yield
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If the various terms on the right-hand side of Equation 6 were known, the terms on 
the left-hand side could be calculated, and the optimal response would be obtained 
from solving Equation 2. In fact, the optimization can be accomplished without 

knowledge of Pr(m*) since k̂  that solves Equation 2 is also the k̂  that maximizes the 
expression

 

Pr( )Pr( ).* * *m s sn n

s Cn k∈

∑
 

To show best how the Bayesian reformulation of the optimization problem is use-
ful, consider the simple case where all sn*∈Ck* are equally likely and equally likely to 
lead to any particular memory state. This case corresponds to most applications of 
recognition memory models involving homogeneous items, and it leads to a compu-
tational simplification of Equation 6 given by

 Pr( )
Pr( )Pr( )

Pr( )
.* *

* * *

*C m
m C C

mk
k k

=  (7)

In Equation 7, the terms Pr(Ck*) can be interpreted as the base rate of items with 
correct response rk, that is, the likelihood of Ck* without the evidence given by 
m*. These base rates may be known at least approximately by the participant from 
experimental instructions, logical inference, or experience with early test trials. The 
base rates may be contrasted with the terms Pr(Ck*|m*), which in Bayesian terms 
can be referred to as posteriori probabilities of the item classes given the evidence 
provided by the memory state. The other terms needed to maximize the posterior 
probabilities are the Pr(m*|Ck*), which may be interpreted as the likelihood of the 
memory state given the item class.

In the derivation of Equation 7, it was assumed that the set of possible memory 
states M is given, and of course that is an assumption that is tenable only if there is 
some explicit memory model behind the supposed game between the experimenter 
and the participants. As stated, there is no generally accepted memory theory for 
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recognition memory, so one could get different analyses of optimal behavior for dif-
ferent models. Assuming a particular model, exact computations in Equation 7 are 
possible only in hypothetical situations or in ones involving artificial intelligence. In 
the case of the participants, the terms might be inferred approximately by metacog-
nitive awareness of the properties of their memory system as well as extraexperimen-
tal beliefs. For example, participants may have experienced various things about the 
study and test items that occurred during the experiment as well as in everyday life, 
and they may be aware of the effects on memory of such variables as item confus-
ability (e.g., Benjamin & Bawa, 2004), item repetition (e.g., Koriat, Sheffer, & Ma’ayan, 
2002), and the forgetting interval from study to test (e.g., Koriat, Bjork, Sheffer, & Bar, 
2004). Also we see in the next two sections examples in which participants have false 
beliefs that could lead to incorrect evaluations of the terms in Equation 7, leading to 
suboptimal performance. From our point of view, in addition to specifying a formal 
computation, Equation 7 also suggests the following two heuristics that participants 
might use in recognition memory experiments and theorists can use to evaluate their 
models and anticipate experimental phenomena:

Heuristic 1 (Cause)
Given an imperfect state of item memory, consider how likely it is that the memory state 
would arise from various classes of items that one is encountering in the experiment. 
Tend to bias responses toward the classes that make the memory state most likely.

Heuristic 2 (Base Rate)
Estimate the relative proportions of items in the various item classes during test tri-
als. Tend to bias responses to the more likely item classes.

There are various ways that participants, memory theorists, or machine algo-
rithms might implement the computations implied by these two heuristics, but they 
are all facets of using a Bayesian approach to the optimization problem as exhibited 
in Equation 7. The next two main sections of the chapter show how the two heuristics 
make predictions in the context of an explicit model of source monitoring applied 
to specific experiments, but first we take up the simple old/new recognition memory 
paradigm to get a flavor of how these heuristics work.

Application	to	Old/New	Recognition	Memory

In the simplest old/new recognition memory paradigm discussed, the participants 
study a list of items drawn from a larger item pool, with the items roughly homoge-
neous in difficulty, and then the participants are tested with some of the old studied 
items and some unstudied distracter items drawn from the same pool. They are sup-
pose to respond yes (ry) to old items and no (rn) to new items, so the data structure in 
Equation 1 is an I × N × 2 array, where there are N1 old items and N2 = N − N1 new 
items. Thus, there are two correct classes of items, old items Cy, and new items Cn. 
Typically, data from an experimental group in old/new recognition are aggregated 
over participants and items within the two classes6 and presented as a hit rate (HR) 
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(proportion of yes responses to items in Cy) and a false alarm rate (FAR) (proportion 
of yes responses to items in Cn).

If a tested item is in memory state m ∈ M, it follows from Equation 7 that the opti-
mal response is ry if and only if7

 Pr( )
Pr( )Pr( )

[ Pr( )]
.* *

* * *

*m C
m C C

Cy
n n

n
≥

−1
 (8)

Equation 8 uses the fact that in the case of two response classes,

 Pr(Cy*) + Pr(Cn*) = 1. 

In this case, one can compute a so-called Bayes factor (Gill, 2002) as a measure of the 
relative strength of the two responses given by
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where values of the Bayes factor above one favor response ry over rn. If the base rates of 
old and new items are equal, as they often are in old/new recognition memory experi-
ments, Equation 9 implies the simple rule that one should respond yes to an item if 
and only if it is more likely that the item’s memory state arose from an old item than 
a new item.

Benjamin, Bjork, and Hirshman (1998) developed a Bayes factor in the form of 
Equation 9; memory states were assumed to be values on a hypothetical one-dimen-
sional scale of “fluency.” They described an experiment by Jacoby and Whitehouse 
(1989) in which the fluency of both old studied items and new distracters was some-
times enhanced by either rapid subthreshold or slower suprathreshold presentation 
of an item immediately before its test. One result was that the FAR (saying old to a 
new distracter) was larger for the subthreshold than the suprathreshold condition. 
They attributed this finding to the relative ability of the participants to discrimi-
nate the source of the boost in fluency due to the manipulations. Benjamin, Bjork, 
and Hirshman (1998) were able to decompose the terms in their Bayes factor based 
on fluency into terms that reflect extraexperimental sources, study list sources, and 
experimental sources other than study. They were able to account for the data in 
Jacoby and Whitehouse’s (1989) experiment by showing that if the participant could 
discriminate the source of the extrastudy fluency enhancement, as they would in the 
suprathreshold presentations, then it could be discounted in the Bayes factor. More 
generally, they argued that if participants’ recognition responses are based on fluency, 
then in addition to direct fluency estimation, they must be able to factor in informa-
tion about the nature of the study list, the base rates, and explicit recollections from 
the study episode. Thus, their theory is very close to the general theory proposed here 
based on Bayesian formulations and our two heuristics that derive from it.
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There is a frequently observed phenomenon in old/new recognition memory called 
the mirror effect (e.g., Glanzer & Adams, 1985, 1990). Basically, the mirror effect is a 
relationship among HR and FAR across two experimental conditions in an old/new 
recognition memory experiment. The mirror effect occurs when one of the two con-
ditions produces a higher HR coupled with a lower FAR than the other condition. 
For example, low-frequency words have a higher HR than high-frequency words, and 
words repeated several times during study have a higher HR than words presented 
just once. In both of these cases and many others, the mirror effect reliably occurs. 
All recent theories of old/new recognition memory that were cited have made the 
mirror effect one of the main phenomena of interest, and there are now many differ-
ent types of explanations for the mirror effect, with focus on when it does and does 
not occur (e.g., Cary & Reder, 2003; Glanzer, Adams, Iverson, & Kim, 1993; Sikström, 
2001; Stretch & Wixted, 1998).

The basic mirror effect is quite consistent with our general heuristics for recogni-
tion memory responses presented earlier (e.g., Benjamin, 2003). To see this, consider 
the very simple double high-threshold model of Figure 1 presented as an MPT model 
(e.g., Macmillan & Creelman, 2005, chapter 4). Most researchers regard the double 
high-threshold model as an incorrect way to analyze old/new recognition data, but it 
was selected among several possibilities because it is related to the source-monitor-
ing model of Bayen et al. (1996) discussed in the next section. The model assumes 
that old items either can be detected as old or, if they are not so detected, then a bias 

Old Items

New Items

DO 

DN (1-DN)

g

g

(1-DO)

(1-g)

(1-g)

rn

ry

rn

ry

ry

rn

Figure 1  The double high-threshold model for old/new recognition memory in multino-
mial processing tree (MPT) form. DO is the probability that an old item is detected as old, DN 
is the probability that a new item is detected as new, and g is the probability that an unde-
tected item is biased into the old category.
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process g determines the response. The threshold for detecting old items DO is said to 
be high because new items are not detected as old. An interesting feature of the model 
is that new items can be detected as new, also with a high threshold DN. Most cur-
rent memory theories suppose that new items are judged as new because of a lack of 
something like familiarity or fluency; although the possibility of detecting new items 
as new based on metacognitive knowledge was also discussed in several articles (e.g., 
Strack & Forster, 1998).

In terms of the model in Figure 1,

 HR = DO + (1 – DO)g (10)

and

 FAR = (1 – DN)g . (11)

Suppose there are two conditions in an experiment, and let DiO, DiN, and gi  be the 
threshold for old items, the threshold for new items, and the guessing bias, respec-
tively, for condition i, i = 1, 2. Suppose Condition 1 has a higher old item detection rate 
than Condition 2, so D1O > D2O. Knowing this, participants might reason in accord 
with Heuristic 1 and set the bias g for items that are not detected as old or new to be 
low, or at least lower than comparable participants in Condition 2, and this suggests 
the restriction g1 < g2. One metacognitive way that this might happen was proposed 
by Greene (1996). Greene assumed a signal detection theory of old/new recognition 
memory in which the subjects expect that there are about as many old as new items 
on the test series, and to achieve equal frequencies of yes and no responses, they 
lower their criterion for yes responses in the harder memory condition, resulting in a 
higher HR and a lower FAR in the easier condition. Greene’s assumption is in accord 
with both of our heuristics, and in the context of the double high-threshold model in 
Figure 1 would lead to lowering the guessing rate for the easier condition. To see this, 
the proportion of ry responses for the double high-threshold model is given by

 Pr(ry) = Pr(Cy*)[DO + (1 – DO)g] + [1 – PrCy*)](1 – DN)g . (12)

If Pr(Cy*) = .5 and we set Pr(ry) = .5 in Equation 12, we can solve for the bias  in terms 
of the detection rates that satisfy the rule suggested by Greene. The result is

 g D
D D

O

O N
= −

− + −
( )

[( ) ( )]
,1

1 1  (13)

and other things equal, Equation 13 is monotonically decreasing in increasing DO.
Despite lowering the guessing bias in the easier condition, a mirror effect may 

or may not occur in the double high-threshold model. Assuming that the guessing 
probability has not been lowered too much so that HR1 > HR2, the key to occur-
rence of the mirror effect depends on the relationship between the two groups on 
their ability to detect new items as new. From Equation 11, it will occur if and only 
if (1 – D1N)g1 < (1 –D2N)g2, and even assuming g1 < g2, the mirror effect could fail if 
D2N was sufficiently larger than D1N. In an experiment in which old item detection 
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was increased by presentation frequency during study, one would expect the detec-
tion of new items as new would be about equal between the groups, so the mirror 
effect would occur, and indeed it does in such an experiment. In the case of higher 
extraexperimental word frequency, one might even expect that high-frequency words 
would be harder to detect as new than would low-frequency words because of higher 
familiarity or fluency. In this case, D1N > D2N, and again it is easy to see that a mir-
ror effect would occur even if the bias remained constant between groups. On the 
other hand, there are cases for which a mirror effect does not occur; for example, in 
a mixed list of high- and low-frequency words, the detectability of high-frequency 
words was increased relative to low-frequency words during study by repetitions (e.g., 
Sikström, 2001). This would result in a higher HR for high-frequency words, and even 
if the guessing bias is suitably adjusted to be lower by Equation 13 to reflect this, the 
inability to detect high-frequency distracters as new might keep the FAR for high-
frequency words above that for low-frequency words.

Our discussion of the mirror effect in the context of the double high-threshold 
model is not intended to represent a new theory of this phenomenon. Instead, we 
wanted to illustrate how our metacognitive heuristics could be used in the context 
of a specific model to explain an important experimental phenomenon in the simple 
old/new recognition memory paradigm. Next, we turn to the more complex source-
monitoring paradigm, which has several levels of response bias that participants 
must handle productively.

Analysis	of	Biases	in	Source	Monitoring

Data Structure

Most source-monitoring experiments in the literature present study lists of items 
from two sources, C1 and C2, and subjects are tested on a series of old studied items 
and new distracters. When an item is presented for test, the participant has three 
response options, r1 for old C1, r2 for old C2, and r3 for new distracters. After math-
ematical models for two sources by Batchelder and Riefer (1990) first appeared, 
variations on their model began to appear, and some of these were for designs involv-
ing three or more sources because such designs offer more degrees of freedom in 
specifying a model (e.g., Batchelder, Hu, & Riefer, 1994; Bayen et al., 1996; Klauer & 
Wegener, 1998; Meiser & Bröder, 2002; Riefer, Hu, & Batchelder, 1994). The analysis 
of data in these designs was facilitated by a general algorithm for conducting the 
statistical analysis of MPT models by Hu and Batchelder (1994), and soon thereafter 
the algorithm was employed into generally available software described in Hu and 
Phillips (1999).

This section adopts the general case of K ≥ 2 sources, where the study list is made 
up of sets of items from each source. These sets are labeled C1, C2, …, CK; in addition, 
CK+1 denotes the set (source) of new distracters that appears along with the study sets 
on the test. Corresponding to these K + 1 classes of items are corresponding cor-
rect responses rk, k = 1, 2, …, K + 1. If the items in each source set are assumed to be 
approximately homogeneous (equally memorable), then it is reasonable to pool data 
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for each participant over items within a source. Therefore, if I participants are run in 
such an experiment, the data structure in Equation 1 becomes the three-way array 
given by D = (xink)Ix(K+1)x(K+1), where xink is the number of responses to items in class Cn 
that were assigned to response rk by participant i, i = 1, …, I; n = 1, …, (K + 1); k = 1, 
…, (K + 1). It is convenient to derive from D a set of I two-way arrays, one for each 
participant, given by

 Di = (xink)(K+1)x(K+1). (14)

In most published applications of MPT models for source monitoring, each Di is 
assumed to arise from a product multinomial structure (cf. W. E. Batchelder & Riefer, 
1990), where the rows of Di are regarded as observations from independent multino-
mial distributions each with K + 1 response categories. This assumption is consistent 
with the effort to have homogeneous items from each source; however, the indepen-
dence assumption both within and between rows is a convenient assumption that 
is rarely addressed in any of the many experiments in recognition memory.8 Often, 
participants as well as items within a source are assumed to be homogeneous, and in 
such cases the data are aggregated over participants and items, yielding a (K + 1) × 
(K + 1) aggregated count matrix given by

 
D D=

=

∑ i

i

I

1

.
 

The assumption of participant homogeneity is a strong one, and it has begun to be 
challenged in the literature; Smith and Batchelder (in press) provided statistical tests 
for item or participant homogeneity. In cases that participants are not homogeneous, 
either participants are analyzed separately or the cognitive model should be supple-
mented with random effects assumptions on participants (e.g., Batchelder & Riefer, 
2007; Klauer, 2006; Lee & Webb, 2005: Rouder & Lu, 2005; Smith & Batchelder, 2005). 
Recognition memory researchers should be aware that if there are participant or item 
inhomogeneities in an experiment, any group-level phenomena based on aggregated 
data may well be an artifact of averaging.

A	Multinomial	Processing	Tree	Model	of	Source	Monitoring

In this section, the two metacognitive heuristics are applied to an MPT model 
that combines features of the source-monitoring models of Batchelder and Riefer 
(1990) and Bayen et al. (1996). Both of these models were initially developed for a 
two-source experiment, and both have been used to analyze data in many source-
monitoring experiments. In the case of K = 2 sources, the product multinomial struc-
ture in Equation 14 has only six degrees of freedom (two for each row), so there is a 
restriction on a modeler that, to identify the parameters (uniquely measure them 
from data), at most six free parameters can be specified in constructing the model. 
To meet the restriction imposed by the data structure, Batchelder and Riefer (1990) 
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specified their model by making a single “high-threshold” assumption that new dis-
tracter items are never “detected” as old or as new items, and responses to them are 
based entirely on bias processes. Their high-threshold assumption was criticized on 
theoretical grounds by Kinchla (1994), and Batchelder, Riefer, and Hu (1994) replied 
by suggesting that in many cases their assumption can serve as a useful approxima-
tion that allows one to measure separately the underlying memory and biasing pro-
cesses in source monitoring.

Bayen et al. (1996) developed a source-monitoring model based on a double high-
threshold assumption, where new distracters could be detected as such (see Figure 1). 
Generally, double high-threshold models of recognition memory are regarded as bet-
ter approximations to the underlying probabilistic processes in recognition memory 
than single high-threshold models (e.g., Macmillan & Creelman, 2005, chapter 4). 
However, to meet the restriction on the number of identifiable parameters in a two-
source experiment, the model of Bayen et al. requires the strong restriction that the 
probability of detecting a new item as new has the same value as the detection prob-
ability for one or both of the old item sources.

The MPT model for K ≥ 2 sources that is presented next has both of the earlier 
MPT threshold models of source monitoring as special cases. In source-monitoring 
studies in which the main purpose is to measure the underlying reasons why groups 
differ, we recommend conducting the experiment with three or more sources. The 
model is represented as a processing tree in Figure 2. The top tree in Figure 2 con-
siders the case in which an item from any one of the K old sources k is presented for 
test, k = 1, 2, …, K. With probability Dk, the item is detected as being old, and with 
probability (1 − Dk), it is not so detected. Further, if the item is detected as old, then 
dk is the conditional probability that the source of the item is discriminated (remem-
bered). Thus, with probability Dkdk, the item from an old source is both detected and 
discriminated, and the correct response rk is given. With probability Dk(1 – dk), an 
old item is detected, but the source is not discriminated, and the participant chooses 
a response from a response bias distribution over the K sources, with aj = Pr(rj) ≥ 0 
and

 

aj

j

K

=

∑ =
1

1.

 

Finally, with probability (1 – Dk) the item is not detected as old, and it is neverthe-
less biased to be one of the K old sources with probability b, and with probability (1 
− b) response r(K+1) corresponding to the new distracter item class is made. If a non-
detected item is biased to be one of the sources, then the choice is governed by bias 
probabilities gj = Pr(rj) ≥ 0, where
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If the tested item is a new item in C(K+1), then the tree at the bottom of Figure 2 
applies. With probability D(K+1), the item is detected as new and the correct response 
r(K+1) is made, and with probability (1 – D(K+1)), it is not detected as new. In the latter 
case, the remaining branches of the tree are the same as in the case of a nondetected 
item from any of the K old sources.

From the tree in Figure 2, it is possible to derive equations for the probability dis-
tribution over the K + 1 response classes for each of the K + 1 classes of items. For 
example, a correct response to an item from old source k can occur in three ways in 
the top tree in Figure 2, and these combine to yield

 Pr(rk|Ck*) = Dkdk + Dk(1 – dk)ak + (1 – Dk)bgk,

for k = 1, 2, … , K. On the other hand, an incorrect old source response to an old item 
can occur in two ways in the top tree, and they combine to yield

(a1,a2,...,aK)

Source k

rk

dk

Dk (1-Dk)

(g1,g2,...,gK) 

(1-dk) b (1-b) 

r(K+1)

New Items

(g1,g2,...,gK)

r(K+1)

r(K+1)

D(K+1)

b (1-b)

(1-D(K+1))

Figure 2  The general source-monitoring model for K sources in multinomial processing 
tree (MPT) form. Top tree is for old items, and the bottom tree is for new distracters. Dk is the 
probability of detecting an item from source k as old, D(K+1) is the probability of detecting a 
distracter as new, dk is the probability of discriminating the source of an item detected from 
source k, b is the probability of biasing a nondetected item is from one of the old sources, aj is 
the probability a detected but nondiscriminated item is biased into source j, gj is the probabil-
ity of a nondetected item that is biased into the old sources is biased to source j, j = 1, …, K.
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 Pr(rj|Ck*) = Dk(1 – dk)aj + (1 – Dk)bgj , 

for 1 ≤ k, j ≤ K, k ≠ j. Finally, a correct response to a new item can occur in two ways, 
and its probability is given from the lower tree in Figure 2 by

 Pr(r(K+1)|C*(K+1) = D(K+1) + (1 – D(K+1)(1 – b).

The other response probabilities can be calculated in a similar fashion. The model 
in Figure 2 has K + 1 detection parameters (the Ds), K discrimination parameters (the 
ds), and 2K – 1 bias parameters (b, K − 1 aj, and K − 1 gj), 4K parameters in all, and the 
product multinomial structure has K(K + 1) df, namely, K for each of the K + 1 stimu-
lus classes. So, as long as K ≥ 3, there are as many degrees of freedom as parameters.9

Applying	the	Metacogniti�e	Heuristics

For the model in Figure 2, there are a total of K + 4 possible memory states that can 
arise. These include K + 1 memory states for which the optimal response is clear, 
namely, K memory states corresponding to detected and discriminated items from 
the K old sources and an additional one for new items that are detected as new. The 
other three memory states are characterized by states that involve imperfect memory, 
and to select an optimal response, various bias processes must be calibrated. First, 
there is the case for which an item was not detected as either old or new; in this case, 
one must decide whether to attribute it to one of the K old sources anyway. Denote 
this state by m1, and parameter b is set to handle this situation. Second, there is the 
state for which an undetected item has been biased to be one of the old K sources 
(with probability b), and one of them must be selected for the response. Denote this 
state by m2, and in this case, the old source is selected from the probability distri-
bution given by <gj>K

j=1. Finally, there is the case for which an item was detected as 
old but the source was not discriminated. Denote this state by m3, and in this case, 
the bias distribution represented by <aj>K

j=1 applies. We use the Bayesian approach in 
Equation 7 to compute the optimal response from the model in Figure 2 for each of 
these three imperfect memory states.

First, consider the decision to attribute an undetected item in state m1 to one of the 
old sources, which has probability b in the model. From Equation 7 and noting that
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In most source-monitoring experiments, the base rate of items in each of the K + 1 
classes is equal, although in cases of K > 2, some experimenters match the number of 
old and new items, distributing the old items evenly over the K sources. If we assume 
that the base rates of the K + 1 classes are equal, the most likely class of the item is Ck, 
where from Equation 2

 ˆ argmin [ ]k Dk
K

k= =
+
1
1 . (16)

In other words, the most likely class is the class for which detection has the least 
probability. From a strictly optimal standpoint, the model should set b = 1 if k ∈ {1, 
2, …, K} and b = 0 if k = K + 1.

There are good psychological reasons to suspect that participants would not behave 
in this optimal way even if they had full knowledge of their detection probabilities. 
For one, many studies of human decision making have revealed suboptimal decision-
making strategies that are characteristic of human decision makers even if they are 
informed about the relevant information (e.g., Tversky & Kahneman, 1974). Perhaps 
the case that is most applicable to the current situation is the phenomenon of proba-
bility matching (e.g., Estes, 1964): Instead of the optimal strategy of always predicting 
the more probable of two alternatives in a series of Bernoulli trials, participants tend 
to use the information in a suboptimal way by matching their response probabilities 
to the objective probabilities. This way of using base rate information is consistent 
with tendencies noted in old/new recognition memory to set biases so that the pro-
portion of responses in various classes tends to match the objective proportions. This 
approach is also consistent with a number of psychological theories of categorization 
that assume items are assigned to categories with probabilities determined by the 
relative evidence of each category rather than by selecting the category with the most 
evidence with probability one (e.g., Nosofsky, 1990). Perhaps the safest conclusion to 
draw from our two heuristics is that participants who can monitor their own detec-
tion probabilities of old items and distracters will tend to bias undetected items into 
the old source categories to the extent that they are successful in detecting new items 
and to the extent that the base rate of old items is large.

In the case of memory state m2, an item is not detected as old but is biased into the 
old sources. Clearly, in this case the optimal response to pick is the one associated 
with the old source with the smallest detection probability. While we do not expect 
to observe optimal response selection based on the arguments given, it is reasonable 
to predict from Equation 16 that the rank order of the estimated guessing biases gk 
for nondetected old items from different sources would match the rank order of the 
estimated nondetect probabilities (1 − Dk).

This prediction was confirmed in studies of source monitoring involving the “gen-
eration effect” (e.g., Slamecka & Graf, 1978), in which the two sources consist of acts 
the participant did and acts that another did. For example, Voss, Vesonder, Post, and 
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Ney (1987) ran yoked pairs of participants in a source-monitoring study. First, both 
members of the pair were exposed to a long list of words on a study list. Subsequently, 
they took turns alternating recalls of as many words as they could until neither part-
ner could recall any more words. Finally, they were given a K = 2 source-monitoring 
task in which the experimenter presented words in three categories: words recalled 
by self, words recalled by other, and words not recalled by either (these were treated 
as the distracters). Voss et al. (1987) found, as expected, that self-generated words 
were detected better than words recalled by other; however, using conventional oper-
ational measures of source memory, they did not find an expected difference between 
self-generated words and other generated words on source discrimination ability. The 
researchers suggested that a bias for participants to attribute nondetected words to 
the other person might have masked the expected source-monitoring difference. This 
bias is consistent with the metacognitive inference that one would better remember 
words that they recalled than words that another person recalled, essentially the heu-
ristic, “One of us did it, but I can’t remember who did it, so it must have been you.”

In a subsequent study, Riefer et al. (1994) used their source-monitoring model 
(Batchelder & Riefer, 1990) to show that the data of Voss et al. (1987) could not in 
principle differentiate the hypothesis of equal source memory for self and other from 
the possibility of a bias to attribute nondetected words to other. Riefer et al. (1994) 
conducted a new K = 3 source-monitoring experiment by making unrecalled words 
a third source and adding new distracter words. They found reliable detection D and 
source discrimination d advantages of self over other as well as reliable biases for 
attributing nondetected items to other over self. Table 1 reports estimated values 
of the nondetection rates (1 − D) and corresponding guessing biases g for all three 
sources. In fact, the three g parameters were ordered exactly as predicted by the opti-
mal response rule in Equation 16, that is, the higher the detection probability for 
a source, the lower the nondetection guessing probability. These estimates reveal a 
phenomenon in source monitoring that follows from Heuristic 1 to bias items with 
weak memory states toward the categories of items that have poorer memorability. 
This result is similar to the mirror effect, for which items with the higher HRs have 
the lower FAR.

In another study, Durso and Johnson (1980) presented items visually either as 
words or pictures (where the word corresponding to the picture was obvious) in a 
source-monitoring study with K = 2 sources. They expected to find a source memory 

Table 1  Comparison of estimates of the Memory and bias Parameters in 
experiment 1 of Riefer et al. (1994)

Source Recalled by Self Recalled by Other Not Recalled
(1 – D) .05 .08 .29
g .03 .19 .78
D(1 – d) .28 .41 .16
a .30 .46 .24

Note: D is the detection parameter for a source, d is the source discrimination parameter, g is the 
guessing probability for a source when the item is nondetected, and a is the guessing probability for a 
detected item when the source is not discriminated.
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advantage for pictures following many other experimental paradigms comparing the 
memory for words and pictures in which a “picture superiority effect” was found 
(e.g., Nelson, Reed, & Walling, 1976). They used conventional operational definitions 
of source memory to conclude that there was a picture superiority effect. Batchelder, 
Hu, and Riefer (1994) argued that it was not possible using the conventional measure 
to separate a response bias favoring pictures from a source memory advantage of 
pictures in the Durso and Johnson (1980) study because there were only two sources, 
so they replicated the study by adding a third source, namely, spoken words (Riefer 
et al., 1994). A version of the model in Figure 2 was applied to the new data, and they 
discovered that the detection and discrimination probability for pictures was higher 
for visual words than pictures, confirming the original expectations of Durso and 
Johnson. Of interest was the fact shown in Table 2 that the estimate of the guessing 
biases g for undetected picture items was the smallest, and the detection probability 
for that class was the highest. This is in accord with that expected from Equation 16. 
Thus, this result as well as those found in the previous study supports the predic-
tion of an inverse relationship between the detectability of a source and the tendency 
to bias items toward that source. There is one reversal of this prediction in Table 2 
because the lowest detectability is for visual words and the estimate of the guessing 
probability for undetected visual words is the middle of the guessing estimates rather 
than being the highest value.

In a series of experiments, Meiser, Sattler, and von Hecker (2007) conducted source-
monitoring studies in which they controlled the item detection rates by experimental 
manipulations, for instance, of frequency and study time. Their study used K = 4 
sources with the sources constructed by varying two factors, each having two levels 
(e.g., items in red or green on either the left or the right side of the screen). Meiser and 
Bröder (2002) developed an MPT source-monitoring model for this paradigm (basi-
cally a natural extension of the model in Figure 2 for sources created by crossing the 
two factors) that has several levels of guessing parameters depending on the various 
imperfect memory states that might occur (the model was also used in a related study 
by Riefer, Chien, & Reimer, 2007). The studies of Meiser and coresearchers strongly 
supported the heuristics that participants bias their guesses to nondetected items 
toward the sources that have lowest detection rates. In one of their experiments, they 
manipulated the participants’ belief about the relative detectability of the sources 
even when prior studies established that there were no differences in detectability. 

Table 2  Comparison of Memory and bias Parameters in experiment 2 of Riefer et 
al. (1994)

Source Pictures Visual Words Spoken Words
(1 – D) .09 .28 .22
g .16 .34 .50
D(1 – d) .13 .38 .25
a .22 .41 .37

Note: D is the detection parameter for a source, d is the source discrimination parameter, g is the 
guessing probability for a source when the item is nondetected, and a is the guessing probability for a 
detected item when the source is not discriminated.
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Analysis of their data revealed no differences in detection rates, as expected, and the 
bias parameter was higher for the source that the participants believed was the harder 
one to detect; that is, the belief manipulation had the expected effect.

The third imperfect memory state in the model in Figure 2 is m3, for which an item 
is detected as an old one, but its source is not discriminated. From Equation 7, the 
probability that the correct source is Ck given memory state m3 is given by
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Assuming that the base rates are equal, it is easy to see from Equation 17 that the 
optimal response is rk̂ , where

 ˆ argmax { ( ) , ,..., }k D d k Kk
K

k k= − ==1 1 1 2 . (18)

Equation 17 is interesting in that it trades off high detection rates with low dis-
crimination rates in such a way that the source with the highest probability of detec-
tion but not discrimination is the one that should be selected for optimal responding. 
Tables 1 and 2 report these values for the two experiments by Riefer et al. (1994) we 
discussed. In both cases, the rank order of the estimated biases for detected but not 
discriminated items is exactly the order predicted by Equation 17. Of particular inter-
est in the model is the possibility that the two classes of guessing biases in the model 
may not be ordered in the same way. This is likely to happen when high detection 
probabilities are coupled with moderate discrimination probabilities, and in Table 1 
there is a noticeable reversal in estimated biases for the self-recalled words and the 
unrecalled words, illustrating the ‘it had to be you’ phenomenon discussed earlier. 

Metacogniti�e	Inferences	From	Social	Beliefs	in	Source	Monitoring

Thus far, we have considered how various experimental factors within a source-mon-
itoring experiment, such as relative differences in source memory and base rates of 
distracters, should affect the setting of bias parameters to optimize performance. In 
this section, we consider cases for which extraexperimental social beliefs can affect 
the bias parameters. For example, if one remembered reading a news story about 
politics but failed to remember the source, the political content of the story on a lib-
eral/conservative dimension might be used to make a reasonable guess regarding the 
source. For another example, suppose one were asked whether two particular people 
in a social network had a friendly relationship. Absent direct knowledge, indirect 
knowledge about the positive and negative relationships of each of these two people 
with others in the social network might influence the response. Stahl (2006) provided 
a review of applications of MPT models in the area of social psychology, and versions 
of the source-monitoring model in Figure 2 are seen in many of these applications.
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Klauer and Wegener (1998) conducted source-monitoring experiments to better 
understand the origin of social stereotyping in the so-called “Who said what?” para-
digm (e.g., Taylor, Fiske, Etcoff, & Ruderman, 1978). In the original version of this 
paradigm, participants are exposed to a study series of statements from each of a set 
of speakers along with an attribution of the group affiliation of the speaker. Then, on 
test trials old statements are presented to the participant, who is required to assign 
each of the statements to one of the speakers. The speakers come from two distinct 
groups (e.g., African American persons and Caucasian persons or pro-life or pro-
choice speakers about abortion), and the main purpose of the experiment is to assess 
whether there is social stereotyping (bias) in the misattributions of speakers to state-
ments. Klauer and Wegener (1998) reviewed 50 studies of the “Who said what?” para-
digm, and they argued that there was a need in these studies to disentangle different 
memory processes from bias processes, and to accomplish this they added distracter 
items and applied an MPT model to a source-monitoring version of the paradigm.

The test items for the model are a series of statements, some of which were made by 
various speakers during the study phase and others are new distracters. The speakers 
come from two distinctive groups, and these groups are considered as the sources, 
so that coupled with the distracters, there are three categories of test items. Because 
there are multiple speakers within a group, it is possible to classify responses to old 
items into one of four categories: (1) correctly attributed to the speaker, (2) attrib-
uted to the wrong speaker in the correct group, (3) attributed to a speaker in the 
wrong group, and (4) classified as a new distracter. In the case of distracters, all but 
the first response category are possible. In total, there are eight degrees of freedom 
in the resulting product multinomial structure, and that allowed the researchers to 
define more parameters than for the usual K = 2 source-monitoring study. The model 
Klauer and Wegener created can be viewed as related to the one in Figure 2 with K = 
2, except in the case of detected old items that are not discriminated [with probability 
Dk(1 – dk) for statements from a person in group k], there is an additional parameter 
for the possibility that the correct group of the speaker is discriminated even if the 
speaker is not. In that case, the guesses are confined to the correct group, with equal 
probability of attribution to each speaker in the group.

Klauer and Wegener (1998) validated their model in a series of between-group 
experiments in which each experiment varied a factor that should have an effect on 
the value of a specific parameter and no strong effects on the others. They were suc-
cessful in dissociating all of the processes in their model, therefore achieving their 
goal of providing a model-based method of disentangling confounded processes in 
the “Who said what?” paradigm. One of their validation studies involved a simple 
manipulation of the number of new distracters relative to the number of old items. In 
that study, the probability of attributing an undetected item to one of the old sources 
(the parameter b in Figure 2) was decreased by increasing the number of new dis-
tracters, and none of the other parameters differed significantly due to this manipu-
lation. This is a direct indication of the importance of Heuristic 2 in showing the role 
of base rate in the setting of guessing parameters in the model. Subsequently, Klauer 
and his colleagues used the model to address a variety of issues in this paradigm, 
such as the effect of statement content on bias (Klauer & Wegener, 1999); the role of 
small group size in promoting stereotyping (Klauer, Wegener, & Ehrenberg, 2002); 
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the role of cognitive load in increasing stereotyping (Klauer & Ehrenberg, 2005); and 
the impact of social expectancies on stereotyping (Ehrenberg & Klauer, 2005).

Another area involving social inference that was examined with a source-mon-
itoring paradigm was the phenomenon of “illusory correlation” (e.g., Hamilton & 
Gifford, 1976). In this paradigm, there are two distinct groups of people, and the 
experimenter presents items consisting of a person’s name, the person’s group mem-
bership, and a single positive (admirable) or negative behavioral act that the person 
did. Each person is named just once, and the experimenter presents more statements 
about members of one group than the other. There are more positive than negative 
statements presented in both groups, but the ratio of positive to negative behavioral 
acts is the same for both groups. The experimental finding was that the group with 
the fewer statements receives lower evaluative ratings, more than expected misattri-
butions of negative behaviors, and a higher frequency estimate of negative behaviors 
than the group with more statements. This phenomenon is called illusory correlation 
because participants respond as though there is a correlation between the incidence 
of negative behaviors and the minority group, and this finding is taken by some 
researchers as indication of a source of the cause of discrimination toward minority 
groups. Early explanations of the phenomenon were based on the notion that atten-
tion and memory storage and retrieval factors would be enhanced for negative behav-
ioral acts in the minority group because they are very infrequent.

Klauer and Meiser (2000) argued that it is difficult to disentangle memory fac-
tors and response bias processes in the standard illusory correlation paradigm. For 
this reason, they created an MPT model of a source-monitoring version of the para-
digm. Basically, they added to the test trials new distracter statements that were not 
presented to the participants. During the test phase, the participants were exposed 
to five types of items, positive and negative items from the majority and minority 
groups as well as new distracters. The participants’ job was to classify each item as 
from the majority group, from the minority group, or a new distracter. In essence, 
their model was a K = 2 version of the model in Figure 2, except that there were 
five rather than three types of items as described. The extra classes of items lead 
to 10 rather than 6 degrees of freedom in the product multinomial structure, and 
this allowed the researchers to estimate different detection, discrimination, and bias 
parameters for each class of items.

In one study, Klauer and Meiser (2000) varied the number of new distracters, and 
they found that this manipulation only affected the estimate of the parameter b. This 
was a result that contributed to validating the model since the proportion of dis-
tracters should only affect the bias to attribute an undetected item to one of the old 
sources. Klauer and Meiser (2000) also found that negative statements were better 
detected as old than positive statements. The most interesting finding, however, was 
that bias processes (the ak and gk in Figure 2) and not memory differences (the Dk and 
dk) were behind the tendency to attribute negative behaviors to the minority group. In 
particular, they found that detected and not discriminated negative items as well as 
nondetected negative items were attributed more than positive items to the minority 
group. Further studies (e.g., Meiser & Hewstone, 2001) have reinforced the view that 
the illusory correlation is due to biasing phenomena rather than memory differences 
between items from the majority and minority groups. These studies provide strong 
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arguments for using models to disentangle and separately measure confounded pro-
cesses in complex memory paradigms.

In a series of four experiments, we studied social memory using the source-moni-
toring paradigm (E. Batchelder & Batchelder, 2005). Research in social (relational) 
perception and cognition has a long history. In both laboratory experiments and 
fieldwork, researchers have shown that people have a tendency to perceive and cogni-
tively represent social ties as symmetric, transitive, and balanced (e.g., DeSoto, 1960; 
Freeman, 1992; Kumbasar, Romney, & Batchelder, 1994; Newcomb, 1961; Picek, Sher-
man, & Shiffrin, 1975). One of our goals was to examine and measure this tendency 
toward balance. To pursue this, a social network structure was formulated as a signed 
graph in which nodes represent actors embedded in the network, and signed edges 
(lines connecting nodes with positive or negative signs attached to them) represent 
relations (ties) between pairs of actors, the sign indicating the nature of the relation 
(friendly or unfriendly). The concept of balance was introduced by Heider (1946) 
and later formulated by Cartwright and Harary (1956) and Davis (1967) using signed 
graphs. A signed graph is “balanced” if its nodes can be partitioned into two subsets 
in such a way that all ties within each subset are positive and all ties between sub-
sets are negative. In case the positive tie represents “friends” and the negative one 
“enemies,” the balance concept supports the informal social heuristics, “A friend of a 
friend is a friend,” and “An enemy of an enemy is a friend.”

In each of 4 experiments, 2 groups of participants read a short story describing a 
subset of the 15 dyadic relations (some positive and some negative) within a network 
of 6 people. In each experiment, the two groups were set up to have corresponding 
numbers of positive and negative ties reported in the story, but in one group the 
ties were consistent with a balanced social structure, and in the other they were not. 
The signed graphs in Figure 3 are balanced and unbalanced versions of the social 
structure used in the story in Experiment 2. In the balanced structure, satisfying 
balance theory are two subsets, ABCDF, and E. The edges present in the graphs were 
described in the story, the solid line as a friendly (positive) relation, and the dashed 
line as an unfriendly (negative) relation. The story did not mention anything about 
the missing edges (e.g., the relation between actors A and D was not specified). Three 
of the experiments had four positive ties and two negative ties in the story, and the 
fourth experiment had three ties of each type presented in the story.

A A

B

CF 

DD

E B

C

E

F 
Balanced Exp. II Unbalanced Exp. II 

Figure 3  Two social networks, each with six actors; a solid line between two actors indi-
cates a positive relationship, a dotted line indicates a negative relationship, and no line leaves 
the status of the relationship unknown.
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In the test phase, participants were first asked to recall, for each of the 15 dyadic 
relations, whether the relationship was presented in the story. Then, they were asked 
to identify the nature of the detected relationship, whether it was friendly (positive) or 
unfriendly (negative). For the relationships that were not detected (new), the partici-
pants were asked to “guess” the nature of the relationship (positive or negative) based 
on all the dyadic information given in the story. To follow up on the structure given 
in the left side of Figure 3, a participant in the balanced group, when asked to report 
(guess) the relational tie between A and D, would be expected to report a positive tie 
under the balance hypothesis since this type of tie would push the structure toward 
balance. In this manner and using the same heuristic, the missing ties would be “filled 
in” with BD as positive, BE and CE as negative, and so on. Note that in the unbal-
anced structure, it is not possible to fill in all the missing ties using the same strategy 
leading to a balanced structure. Studies have shown that people, when presented with 
a similar problem, tend to make errors in the direction of balance (DeSoto, 1960; 
Freeman, 1992). For example, in Figure 3, if the sign of the BF tie in the unbalanced 
structure is “switched” to positive, then the structure can be balanced.

The study–test sequence was repeated twice in each of the four experiments, and 
this created eight cases for which balanced and unbalanced groups could be com-
pared. This design is a K = 2 source-monitoring design in which old positive ties and 
old negative ties were the two sources, and the unpresented dyads were the distract-
ers. Since the participants must attribute a positive or a negative tie to the dyads they 
did not detect as old, the product multinomial structure has an additional category, 
so there are a total of nine rather than six degrees of freedom open to the modeler. 
The extra degrees of freedom allowed the addition of two ‘inference parameters’ to 
the model, one for detected but not discriminated old items and the other for new 
items in the model in Figure 2. There were three main purposes in doing the experi-
ments: (1) to see if there were differences between the memorability of positive and 
negative ties, (2) to see if overall memory for balanced social structures was higher 
than for unbalanced ones, and (3) to see if participants could make metacognitive 
inferences about the attribution of unremembered or unpresented ties in the direc-
tion of balance. In addition, the experiments allowed us to see if the bias parameters 
reflected metacognitive Heuristics 1 and 2 derived from the Bayesian formulation.

In four experiments, we found that negative ties in the story had significantly 
higher detection D and discrimination d parameters than old positive ties. Perhaps 
this was due to the fact that negative relations in a group of actors are salient both in 
a fictional story and in real life, perhaps because they are relatively rare and play a 
differentially more important role than positive ties in understanding and predicting 
the structure of a group. In fact, a related difference in favor of the memorability of 
negative behavioral acts of group members over positive acts was found in Klauer and 
Meiser’s (2000) source-monitoring studies of illusory correlation.

There was evidence for a memory advantage of balanced stories from ones that 
were not balanced. For example, over 16 comparisons of the estimates of the 2 detec-
tion probabilities between balanced and unbalanced groups, the balanced group’s 
detection parameter was larger in 12 cases, smaller in 3 cases, and tied in 1 case (p < 
.05, sign test). In 16 comparisons of the estimates of the discrimination parameter d, 
the balanced group had the larger value in 12 of 16 cases (p < .05, sign test). Despite 
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the overall significant differences in comparisons across experiments, the magnitude 
of the difference in many of the cases was quite small.

Examining the bias parameters, we found that in the first three experiments, with 
four positive ties and two negative ties in the story, guessing probabilities for positive 
ties were always larger than .50; further, they clustered around the value of .67, which 
represents probability-matching behavior as discussed in this chapter. This result is 
consistent with the base rate heuristic, and similar to the mirror effect, since the 
detection and discrimination parameters are higher for negative ties but the relation-
ship reverses for the guessing probabilities. Another result in all experiments was 
that on the second reading in which performance was better, the probability of clas-
sifying a new dyad as an old one, essentially a false alarm measured by b in Figure 2, 
decreased. Again, this result can be viewed as a version of the mirror effect.

The addition of the inference parameters improved the fit over the source moni-
toring without inference parameters, but this was highly significant only in one of 
the four experiments. The lack of strong inference effects may have been due in part 
to memory factors and inadequate attention paid to global structural features when 
“filling in” missing ties or recalling existing ones. Instead, strategies focusing on 
local structures might be employed more frequently (e.g., when guessing the AD tie, 
focusing on A’s reported ties and D’s reported ties only rather than considering the 
group as a whole) than those that use the balance heuristic for the entire structure. 
Also, participants might be more successful in employing this strategy when there is 
more information available (i.e., inference might be effective when two of the three 
ties within a triad are known and only one tie has to be filled in, rather than when 
more than one dyadic tie has to be filled in). To investigate this further, we examined 
the participants’ reported triads for both balanced and unbalanced structures. There 
were 20 triads in both structures; in the balanced structure condition and using the 
balance heuristic, any new tie can be specified in such a way that it makes all its tri-
adic relations balanced, whereas in the unbalanced structure condition only those 
triads with two dyadic ties mentioned in the story can be “completed” as balanced 
using the same heuristic (e.g., BFE is balanced if BE is positive). We classified all tri-
ads that could be classified in this way as balanced or unbalanced. The data revealed 
that in both the balanced and the unbalanced conditions there was a significant ten-
dency to bias new ties toward balance.

Conclusion

In the first part of the chapter, we reviewed recognition memory paradigms and mod-
els, and it was shown that each involves source monitoring in the sense that correct 
responding requires participants to be able to discriminate experimental and extra-
experimental sources of the memory state of a tested item. We argued that recogni-
tion memory experiments can be viewed as a game between the experimenter and a 
participant, with the participant attempting to optimize performance given imper-
fect item memory that has been engineered in various ways by the experimenter. The 
optimization process involves a participant’s effort to use metacognitive inferences to 
bias response selection toward the most likely response class of the tested item. These 
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inferences are drawn from metacognitive knowledge obtained from monitoring 
one’s own memory state for a tested item along with knowledge and beliefs acquired 
from other experimental and extraexperimental sources. It was shown that Bayes 
theorem was the key to bringing these factors together. In particular, Equation 7 was 
used to calculate the probability that a response class is correct given a particular 
memory state, from knowledge of the likelihood of reaching that memory state from 
each type of item along with its base rate on the test. The Bayesian formulation sug-
gests two heuristics that a participant can use to play the game: Heuristic 1 is to bias 
responses toward classes likely to have caused the memory state, and Heuristic 2 is to 
bias responses to classes that occur frequently in the test sequence. These heuristics 
are used along with a simple double high-threshold MPT model to suggest a basis for 
the well-studied mirror effect in old/new recognition memory in which groups with 
high HRs tend to have low FARs.

In the last two main sections of the chapter, we showed how the general MPT model 
for source monitoring in Figure 2 could be used as a measurement tool to show that 
metacognitive knowledge has predictable effects in source-monitoring experiments. 
In particular, the two heuristics that we derived from the Bayesian formulation were 
consistent with the effect on estimated bias parameters of a number of experimen-
tal manipulations. For example, in the cases of the picture superiority effect and 
the generation effect, a phenomenon similar to the mirror effect occurred in which 
nondetected items were biased toward the sources with low detection probabilities. 
In the case of detected items with a source that was not discriminated, biasing was 
explained by Equation 17, which was derived for the MPT source-monitoring model 
directly from the Bayesian formulation in Equation 7. These findings were strongly 
supported in a series of experiments by Meiser et al. (2007) in a source-monitoring 
design involving sources defined by factorial combinations of attributes. All these 
studies revealed that the tendency to bias a response toward a particular source is 
often inversely correlated with the source’s memory strength, and this means that to 
measure memory effects in source monitoring it is important to use a valid model to 
disentangle latent memory and biasing factors from manifest responses.

The importance of separating memory factors and biasing factors turned out to 
be particularly important in three applications of the source-monitoring paradigm 
to understand the role of social perceptions in memory. The first application was to 
the “Who said what?” paradigm. In this paradigm, it was well established that errors 
in attributing a statement to a person often result in misattributions to a person in 
the same social category; however, until the development and application of Klauer 
and Wegener’s (1998) MPT model of source monitoring, there was no way to disen-
tangle and separately measure the roles of memory and biasing processes. The sec-
ond application was the development of an MPT model of source monitoring for the 
phenomenon of illusory correlation. After validating their MPT model, Klauer and 
Meiser (2000) showed that the effect was due to different response biases rather than 
memory processes as many theorists had thought.

The final application was to our experiments on the memory for friendship ties in 
a social network. Previous studies had shown that participants tend to fill in miss-
ing ties in accord with structural balance; however, these studies were not designed 
to separate the relative roles of response bias and memory in this phenomenon. We 
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designed an MPT model that allowed for an inference process, and we showed that 
both detection and source discrimination were better for balanced than for unbal-
anced social structures. In addition, participants had a tendency toward balance 
when filling in missing (either nondetected or new) ties.

Throughout the chapter, we stressed the importance of using recognition memory 
models as measurement tools. In our view, it is an unproductive if not impossible 
task to discern the “correct” model of source monitoring from a series of behav-
ioral experiments no matter how clever and complex. Instead, we view recognition 
memory models as ways to measure latent factors that underlie manifest response 
processes. Viewed in this way, it is important not only to show the model can fit 
data but to validate the model before it is used for measurement in any particu-
lar research paradigm. The validation process involves conducting experiments in 
which standard manipulations of experimental factors have different and predictable 
experimental effects on each of the model’s parameters. It is the ability of validation 
experiments to dissociate the parameters of a model that makes it eligible to be a 
measurement tool. If an experimental variation in a recognition memory paradigm 
comes along with data that a model cannot account for, a frequent happening in the 
history of recognition memory models, our strategy is not to invent more hypotheti-
cal mechanisms to account for the new data. Instead, our recommendation would 
be to be careful not to use the model to measure latent processes in experiments 
that might involve that variation. We believe that successful measurement in science 
involves both pragmatic approximation and standardized conditions for applicabil-
ity. It is certainly true that, in the case of natural sciences like physics and chemistry, 
there is deep and generally accepted theory behind various successful measurement 
methods. However, in the area of recognition memory we doubt that it is possible to 
find such theory, at least based on experiments like the current models are based on 
involving standard behavioral measures.
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Notes

 1. Most recognition memory paradigms are of the study–test variety in which the study 
list appears before the test list; however, in a continuous recognition memory paradigm 
(e.g., Shepard & Teghtsoonian, 1961), each trial is both a study and a test trial. The sub-
ject is presented with a series of items that mix old items appearing at various lags since 
last study with items appearing for the first time.

 2. In some recognition experiments, the “same” physical item is tested several times at 
various stages of the experiment, and in such cases it is necessary in the representation 
that it appear as several different members of S, each differentiated by the trial number 
of its test.
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 3. It is usual that the actual items on the study and test lists vary over participants, but 
they are selected at random from larger item pools of various types that are assumed to 
be homogeneous on the relevant factors affecting recognition performance.

 4. Indeed, in our view many current models of recognition memory are overly invested 
in specifications of complex and arbitrary hypothetical processes that are motivated 
more by the desire to fit data patterns than to understand human memory. While fit-
ting data cannot be faulted in itself, most of the applications of these models to data 
have made strong and untested statistical assumptions about the data, namely, that the 
observations for a participant arise from independent random variables, that data can 
be aggregated over homogeneous participants, that items within a given type are homo-
geneous, and that a fixed set of model parameters can account for the aggregated data 
(see Batchelder & Riefer, 2007; Rouder & Lu, 2005; and Smith & Batchelder, in press, for 
some discussion concerning these statistical assumptions).

 5. A nuisance parameter or process is a technical term in statistical modeling that refers to 
aspects of the specification of the model that are not of direct interest but are necessary 
to complete the description of the probability distributions of the model.

 6. See footnote 3. In this case, if participants are not homogeneous, HRs and FARs are 
still valid estimates of the means of these quantities over participants. However, if they 
are inserted into a formula for estimating parameters of a recognition memory model, 
for example, d′ and β of the signal detection theory, these nonlinear transforms can 
produce estimates that depart significantly from the mean of parameter estimates taken 
over participants. This is especially true if there are correlations between the measures 
on a participant-by-participant basis.

 7. Equation 8 assigns ties in the maximum to the yes response for convenience. Such ties 
are usually improbable or have zero probabilities in specified models.

 8. For models of list memory experiments, the assumption of independence of the 
responses of a participant over a series of test trials is rarely addressed by modelers. 
This omission in the memory literature stands in strong contrast to the modeling of 
absolute judgment (e.g., Staddon, King, & Lockhead, 1980) and choice response time 
(e.g., Thornton & Gilden, 2005; Wagenmakers, Farrell, & Ratcliff, 2004), for which there 
is a well-recognized autocorrelation structure across a series of trials.

 9. Actually, for K = 3 sources not all parameters can be identified. Basically, if the param-
eter b is set to a particular value, the rest of the parameters can be identified. If one has 
data in the three-source case, one can achieve identification in several ways, such as by 
equating the new item detection parameter D4 to any of the other detection parameters, 
equating the two guessing parameter vectors, or by investigating the model for selected 
values of the parameter b.
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Implicit Memory Tests:
Techniques for Reducing Conscious Intrusion

Colin M. MacLeod

Introduction

The universally acknowledged point of origin for empirical research on memory is the 
classic treatise of Ebbinghaus (1885/1964). Being first, he had to develop materials to 
be learned and remembered — the now-famous nonsense syllables. But, he also had 
to develop a way to probe his own memory, and this contribution is less often high-
lighted. The paradigm that he created was the method of relearning. He measured how 
many trials it required on a first occasion for him to learn a set of materials to a fixed 
criterion and then noted the reduction in number of trials to relearn that set of materi-
als on a second occasion after some retention interval. That reduction was evidence of 
residual information in memory, or savings, for the originally learned material.

The relearning/savings paradigm was the only tool that Ebbinghaus (1885/1964) 
used to study his memory. Intriguingly, his paradigm did not rely on conscious recol-
lection at all: Savings can and does occur even when the subject has no recollection 
of the targeted item from the originally learned material. Ebbinghaus was quite cog-
nizant of this feature of his memory measure, saying at the outset that, “Most of the 
experiences remain concealed from consciousness and yet produce an effect which is 
significant and which authenticates their previous existence” (p. 2). He had created a 
test of memory that does not rely on conscious remembering almost a century before 
the use of such tests would return to center stage in the study of memory.

In the intervening 100 years, the emphasis of virtually all research on memory 
was on tests that do require awareness that remembering is occurring (see Bower, 
2000). Dominant among these have been recall and recognition: In each case, the 
task is to consciously bridge the present to some past learning episode. It was not 
until the 1980s (see Graf & Schacter, 1985) that this distinction between tests that do 
require conscious remembering (explicit tests) and those that do not (implicit tests) 
was expressly made, and the comparison of the two types of test became the sub-
ject of intensive investigation. We now know a vast amount about a wide variety 
of implicit tests of memory (for reviews, see Bowers & Marsolek, 2003; Roediger & 
Geraci, 2005; Roediger & McDermott, 1993), and our understanding of memory has 
benefited greatly from examining memory implicitly. It is certainly the case that our 
day-to-day functioning relies much more heavily on unconscious than on conscious 
uses of memory. Of course, it is the conscious probing of memory of which we are 
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aware, which probably leads us to overestimate the proportion of memory use that is 
conscious — a metamemory error in its own right.

The	Problem	of	Conscious	Intrusion	in	Implicit	Memory	Tests

Framed in the way just described, the explicit/implicit contrast may sound quite 
straightforward: You simply need to inform (an explicit test) or not inform (an 
implicit test) subjects that their memory is being tested. In fact, though, separating 
these two uses of memory is considerably more complicated than might first appear. 
There is one overriding reason why this is the case: the problem of conscious intru-
sion. A thumbnail sketch of the problem goes like this. You choose some nominally 
implicit test, such as one of the first to be used as these tests began to be studied in the 
1980s: word fragment completion (Tulving, Schacter, & Stark, 1982; cf. Warrington 
& Weiskrantz, 1970). Here, having earlier studied a list of words, the subject is given 
a series of partially obliterated words, such as d-n-sa--, and is asked to complete each 
of them with a word. The probability of successful completion (dinosaur) is greater 
for studied words than for unstudied words, despite no instruction to make reference 
to the studied words. This advantage for studied words is called priming and is seen 
as evidence of the expression of implicit memory processes.

But what assurance do we have that implicit memory processes are (solely) respon-
sible for the observed priming? Faced with such a difficult problem-solving task, the 
astute subject may well reason that the recently studied list could provide assistance in 
completing the fragments. Efforts to consciously retrieve studied words might ensue, 
perhaps not immediately and perhaps not for all test fragments, but any such con-
scious retrieval would constitute an instance of conscious intrusion. In the absence of 
any index of when such retrieval had occurred, we would be at a loss to know whether 
an observed advantage for studied over unstudied words was truly priming of an 
implicit nature. This is particularly problematic when a manipulation that improves 
performance on an explicit memory test also improves performance on an implicit 
test in that, if conscious retrieval were occurring during the nominally implicit test, 
this correlated improvement is precisely what would be expected. But it is actually a 
problem any time that conscious retrieval could be occurring.

The goal of this chapter is to examine ways to deal with the problem of conscious 
intrusion on implicit memory tests. To measure what we want to measure — what 
we think we are measuring — it is crucial to minimize the probability of conscious 
intrusion on implicit tests. By now, a quite wide variety of strategies for optimizing 
the “implicitness” of implicit tests has been offered. In this chapter, these strategies 
are described and their relative utility and success are evaluated. Table 1 presents the 
set of research strategies to be considered here.

Before discussing the measurement issues, it would be remiss not to consider the 
theoretical and applied issues. Implicit memory, whether viewed as a unique mem-
ory system or as an isolable processing mode in a unified memory, is an important 
theoretical idea, one that has dramatically changed our conception of memory. It is 
now quite uncontroversial to say that we use memory without consciousness much or 
even most of the time, yet this certainly was not the case even 25 years ago. Indeed, 
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the concept has had an impact on all areas of psychology, notably clinical and social 
psychology. It has been a leading topic in bringing consciousness front and center 
in the discipline, and it has deep implications for the understanding and even the 
possible rehabilitation of memory disorders (see, e.g., Glisky & Schacter, 1987, 1988; 
Glisky, Schacter, & Tulving, 1986). Given the sweeping influence of implicit memory, 
we want to be able to measure it well, and it is to that goal that the rest of this chapter 
is dedicated.

Test	Amnesic	Indi�iduals

From the beginning of research on implicit memory, evidence deriving from the 
study of individuals with organic amnesias has played a crucial role. Indeed, looking 
far back, Claparède (1907; see Nicolas, 1996, for a translation) even demonstrated the 
presence of unconscious memory in a Korsakoff patient using Ebbinghaus’s relearn-
ing/savings technique and noted that this preserved unconscious memory was appar-
ent despite the patient’s almost total failure in conscious memory, whether by recall 
or by recognition. This nicely presaged the work of the most recent quarter century.

Taking the earlier work of Warrington and Weiskrantz (1970, 1974) as the point 
of departure, Graf, Squire, and Mandler (1984; see also Graf, Shimamura, & Squire, 
1985) demonstrated that amnesic individuals showed quite normal priming on a 
visual implicit word completion test (e.g., “Say the first word that comes to mind 
that begins with def”) while showing a dramatic deficit on an explicit recall or rec-
ognition test. Schacter, Church, and Treadwell (1994) showed similar preservation 
on an auditory test of implicit memory in the face of explicit memory loss. Jacoby 
and Witherspoon (1982) reported an analogous finding: Amnesic subjects exhibited 
the same bias toward the studied meaning of a homonym (e.g., reed vs. read) as did 
normal subjects on their implicit homonym spelling test, despite the amnesic sub-
jects showing very poor explicit recognition of the words as having been studied. 
Corresponding results were reported for the preservation of skill memory (Musen, 
Shimamura, & Squire, 1990; Musen & Squire, 1991).

If the explicit memory of an amnesic subject is effectively inaccessible, then it 
seems axiomatic that the performance of that subject on an implicit test cannot be 

Table 1  Strategies for Minimizing Conscious Intrusion in Implicit Memory Tests
1. Test amnesic individuals.
2. Obtain a (double) dissociation.
3. Equate retrieval cues and vary only task instructions (retrieval intentionality).
4. Disguise the test via diversionary instructions or items.
5. Ensure absence of awareness during testing.
6. Minimize the value of conscious recollection.
7. Measure processes, not tasks (process dissociation procedure).
8. Use speeded tests that do not require problem solving.
9. Employ relearning and savings techniques.
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contaminated by conscious recollection. This logic has led to the frequent reports of 
intact (or even just reliable) implicit memory in amnesic individuals being treated 
as the definitive corroboration that there can be “pure” implicit priming, and that 
the loss of explicit memory in amnesic individuals is independent of their preserved 
implicit memory, such that the two expressions of memory must rely on different 
neural circuitry. But, sometimes implicit memory does suffer in amnesic subjects 
(e.g., Jernigan & Ostergaard, 1993). As well, there is ongoing debate in the literature 
regarding whether amnesic individuals learn new associations as well as normal indi-
viduals do. Some reports — beginning with the groundbreaking study of Graf and 
Schacter (1985) — suggested that they do (e.g., Gabrieli, Keane, Zarella, & Poldrack, 
1997; see also Goshen-Gottstein, Moscovitch, & Melo, 2000). Others questioned the 
generality of this claim (Paller & Mayes, 1994; Rajaram & Coslett, 2000), arguing that 
learning of new associations is impaired in amnesic individuals. The resolution may 
have come from Gooding, Mayes, and van Eijk (2000), whose meta-analysis indicated 
that amnesic individuals show intact implicit memory for new associations involving 
familiar but not novel materials, and that the structures damaged in amnesia may be 
essential for handling novelty.

The evidence derived from the study of amnesic individuals is quite compellingly 
in favor of distinct implicit and explicit memory processes (or perhaps systems, but 
that debate is beyond the scope of this chapter; see Moscovitch, Vriezen, & Goshen-
Gottstein, 1993, for a review). It is persuasive evidence, but it is nonetheless limited. 
Not every task has been or could be investigated in the context of amnesia, and the 
amnesias that individuals suffer certainly are not all the same. Also, it is not always 
the case that implicit memory is entirely preserved when explicit memory is deci-
mated, making the contrast more complicated. Thus, as compelling as the amnesia 
evidence is, we cannot rely on it as providing complete assurance that all nominally 
implicit tasks are completely implicit. Indeed, even if a given test were to appear fully 
implicit in one study, a small change in procedure or materials or the like could over-
turn this in another study.

Finally, of course, there is the predicament that we cannot await an amnesia-based 
certification of every conclusion that we wish to draw about implicit memory based 
on research with nonamnesic individuals. Cases of amnesia are too rare for that. 
Moreover, the extent of damage to cognitive processes outside memory is often not 
known, making the comparability of amnesic individuals to nonamnesic individuals 
more complicated.

Obtain	a	(Double)	Dissociation

In behavioral studies as in neuropsychological studies, a powerful argument for dis-
tinct processes is the identification of a task dissociation, the more so if it forms half 
of a double dissociation (see Dunn & Kirsner, 2003; Shallice, 1988). If a manipulation 
affects performance on one task (T1) but not on another task (T2), that is a single dis-
sociation; the pattern just described of intact implicit but sharply diminished explicit 
memory in amnesia represents a single dissociation. If a second manipulation has 
the opposite effect (i.e., it affects performance on T2 but not on T1), that is a second 
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single dissociation, and the co-occurrence of these two opposite single dissociations 
constitutes a double dissociation. Under such circumstances, it is generally seen as 
extremely difficult to argue that performance on one task mediates performance on 
the other, given their opposite directions of effect.

A good illustration of a double dissociation in behavioral data involving implicit 
and explicit memory was provided by Jacoby (1983b). Subjects read isolated words 
or generated them from antonym cues during study. On an explicit recognition test, 
the generated words were remembered much better than the read words (the familiar 
generation effect; Slamecka & Graf, 1978). But, on an implicit perceptual identifica-
tion test, in which masked words had to be identified, the words read at study were 
better identified than those generated at study. Although this pattern is not entirely 
general (see Masson & MacLeod, 1992), it is a particularly striking example because 
it is not just that each task is affected by one level of encoding while the other is not, 
but that the effects on the two tasks are actually opposite to each other. Dunn and 
Kirsner (1988), Shallice (1988), and others have distinguished this “crossed” double 
dissociation from the basic “uncrossed” double dissociation described in the pre-
ceding paragraph. There are many examples of double dissociations in the cognitive 
literature (e.g., Gabrieli et al., 1995). How could priming on the implicit task be the 
covert result of contamination by conscious recollection when conscious recollection 
would have produced the opposite pattern?

Dunn and Kirsner (1988, 2003) argued that, despite their widespread use and 
plausibility, the logic behind dissociations is not unassailable. Single dissociations 
can reflect a single process with a level of function that is not apparent in a given task. 
They extended this analysis to both types of double dissociation as well, concluding 
that, “In summary, functional dissociation, whether single or double, is not logically 
inconsistent with the single-process model. By varying the transformation relating 
process function to task performance while retaining a monotonic mapping, it is 
possible to derive single-process accounts that are consistent with all kinds of dis-
sociation” (1988, p. 96). Add to this the problem that implicit memory tests are often 
considerably less reliable indices than are explicit memory tests (Buchner & Brandt, 
2003; Buchner & Wippich, 2000), and the problem becomes a complex one, especially 
given that it is most often the explicit test that shows an effect and the implicit test 
that does not.

Van Orden, Pennington, and Stone (2001) took a different tack — questioning the 
logic of underlying modularity that they saw as fundamental to the logic of dissocia-
tion — in reaching a similarly skeptical conclusion about dissociations. This is related 
to Reingold’s (2003) argument that the tasks that give rise to a (double) dissociation 
may not be as comparable as the often strongly made contrast assumes: Frequently 
in memory experiments, the cues available on the implicit and explicit tasks differ 
considerably (see the discussion concerning the retrieval intentionality criterion), the 
response measurement is dissimilar, and the role of response bias is not or cannot be 
equated. Reingold also pointed out the too-often-overlooked problem that a different 
class of processes (e.g., retrieval vs. decision) may be affected in two tasks that appear 
to dissociate. To the extent that tasks are difficult to compare directly, the interpreta-
tion of a dissociation becomes less straightforward.
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A recent issue of Cortex featured a target paper by Dunn and Kirsner (2003) and a 
series of reactions by other researchers. In broad summary, the contributors agreed 
that dissociations are not definitive but also for the most part agreed with Baddeley 
(2003), who saw dissociations as useful statistical tools in that they can place quite 
strong constraints on our process theories. Dissociations force us to think about the 
underlying processes and, in the case of dissociations between implicit and explicit 
memory tests, do sometimes provide comfort that conscious intrusion is not a salient 
factor in implicit test performance because such intrusion would have worked against 
the observed effect.

Equate	Retrie�al	Cues	and	Intentionality

The fact that the retrieval cues on the implicit and explicit memory tests are so often 
very different is itself a quite fundamental problem. Contrast explicit recognition, for 
which the entire studied word is (re)presented, to implicit fragment completion, for 
which only some of the letters of the studied word are shown, as was the case in Tulv-
ing et al. (1982). Or, compare explicit recognition, for which the test items are fully 
exposed, to perceptual identification, for which the mask sharply limits perceptual 
analysis, as was the case in Jacoby (1983b). Not only are there stimulus differences, 
but also those stimulus differences bring into play different processes — decision 
making in the case of recognition and visual problem solving in the case of fragment 
completion and perceptual identification, as illustrations. Such comparisons are not 
straightforward and direct.

It was with this problem in mind that Schacter, Bowers, and Booker (1989) put 
forward the retrieval intentionality criterion, invoking this logic: “If the external cues 
are held constant on two tasks and only the retrieval instructions are varied, then 
differential effects of an experimental manipulation on performance of the two tasks 
can be attributed to differences in the intentional versus unintentional retrieval pro-
cesses that are used in task performance” (p. 53).

Graf and Mandler (1984) reported just such a comparison. They gave subjects 
three-letter word stems as retrieval cues under two sets of instructions: implicit (stem 
completion: produce the first word that comes to mind) and explicit (stem-cued 
recall: produce a studied word). Their results revealed a dissociation: Semantic pro-
cessing at study resulted in a substantial advantage over nonsemantic processing on 
the explicit test (a levels-of-processing effect; cf. Craik & Lockhart, 1972) but had no 
effect on the implicit test. Given the identical stem cues on the two tests and only a 
difference in instruction, this study fits the retrieval intentionality criterion. Numer-
ous other examples exist (e.g., Richardson-Klavehn & Gardiner, 1996; Roediger, Wel-
don, Stadler, & Riegler, 1992).

If possible, having identical stimuli presented on the explicit and implicit tests 
certainly is preferable because this eliminates one task difference. Results can also 
be impressive, as in Java’s (1994) finding of a double dissociation when only instruc-
tions differed between otherwise identical implicit and explicit tests. But using iden-
tical stimuli is not a perfect solution, either. As Reingold (2003) argued, although 
the problems of cue difference and response measure difference are solved by the 
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retrieval intentionality criterion, the problem of bias differences in the two types of 
test remains. So, there must be a higher goal — to equate the tests on as many ele-
ments as possible. Butler and Berry (2001, p. 194) pointed out that equating the stim-
uli alone “does not solve the more intractable issue of phenomenological awareness,” 
citing the findings of Richardson-Klavehn, Clarke, and Gardiner (1999), who showed 
that performance on a nominally implicit test was driven exclusively by an uninten-
tional retrieval strategy (see also Seamon, McKenna, & Binder, 1998).

Finally, of course, the proximal stimulus on which the subject operates may not 
coincide with the distal stimulus actually presented and may well differ between the 
explicit and implicit tasks. It must also be noted that requiring strict adherence to 
the retrieval intentionality criterion would rule out many conceivable and poten-
tially informative variations in test format, in particular for implicit tests. Critically, 
it remains possible that subjects could still opt to engage in conscious recollection on 
the nominally implicit test, the implicit instructional set notwithstanding.

Disguise	the	Test	�ia	Di�ersionary	Instructions	or	Items

Closely related to the preceding strategy is another one, one that was prevalent early 
in the effort to compare implicit and explicit memory tests and to identify the pro-
cesses underlying them. Researchers attempted to disguise the fact that their implicit 
tasks were actually memory tests (see Schacter, 1987, p. 510). One approach was to use 
incidental study, the goal being to conceal the study–test relation, thereby preventing 
subjects from realizing, first, that there had in fact been a study phase and, second, 
that the test was actually a test. Thus, for example, Jacoby (1983a) represented his 
study phase for a list of words as a measure of reading speed, what he called a “cover 
task.” However, Greene (1986; see also Bowers & Schacter, 1990) demonstrated that 
incidental versus intentional learning instructions really did not matter with respect 
to priming on an implicit test.

A more frequently used approach has been not to try to conceal the study–test 
relation but rather to disguise that the implicit test is actually a memory test. Some-
times, this has been done using diversionary instructions. Thus, Bowers and Schacter 
(1990) recruited subjects for a “study of picture and word perception.” MacLeod 
(1989a) informed subjects that an implicit word fragment completion test was part 
of the research of a colleague, and that it was not the promised memory test. Others 
represented the implicit test as a “filler task” before the memory test. To avoid con-
certed efforts at retrieval, it was also quite common to emphasize quick responding, 
and to highlight that what was sought as a response was “the first word that came to 
mind” (see Schacter & Graf, 1986). Careful consideration of the task instructions is 
always important in cognitive psychology; nowhere is this more true than in the case 
of implicit tests of memory.

More often, the test has been disguised by the inclusion of diversionary distracters. 
Schacter and Graf (1986) constructed a set of filler items for their implicit test “to dis-
guise the fact that the completion test included previously studied pairs” (p. 434). In a 
concerted attack on this approach, Challis and Roediger (1993; see also Jacoby, 1983a) 
systematically varied from 0% to 100% the ratio of studied to unstudied items on a 
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word fragment completion test. One would expect the implicit nature of the test to be 
better hidden when there were fewer studied items on the test (or less study–test over-
lap; see Fujita, 1994), but variation in the studied-to-unstudied ratio had no effect on 
priming. Although this outcome can be seen as good news for the assumption that the 
test was implicit, it also suggests that such diversionary tactics may not be effective.

A related approach that might occur to an investigator would be to bury the stud-
ied material in some kind of larger context, for example, to put the critical words 
in sentences or passages. This would reduce the isolation of the items and make 
conscious retrieval less tempting and presumably less successful. Relatively early 
studies showed, however, that this tactic resulted in substantially reduced priming 
(e.g., MacLeod, 1989b; Oliphant, 1983). Of course, this could be in part because such 
contextual embedding foiled subsequent efforts to consciously retrieve the studied 
items. More likely, though, it is because the integration of the critical items into con-
text makes them less distinctive and accessible for subsequent, usually perceptual, 
implicit tests (for more on distinctiveness, see Hunt & Worthen, 2006).

Ensure	Absence	of	Awareness	During	Testing

It would seem logical that if a subject were unaware that his or her memory was being 
tested, then conscious intrusion should be unlikely: Why use memory strategically 
if you do not even know that it is being interrogated? This logic has been used with 
some success in conjunction with perceptual implicit tests. Thus, priming on such 
tests has been obtained even when subjects report no awareness that the implicit test 
is in fact a test (i.e., that it is related to the preceding study phase). Following study 
and test, Bowers and Schacter (1990) had subjects respond to a series of questions 
that first generally and then more pointedly probed whether they had made the con-
nection between study and test. They then separated their subjects into those who 
were test aware versus those who were not. Both subsets showed reliable priming, 
but consistent with their confession that they were aware of the test, test-aware sub-
jects showed more priming on semantically encoded relative to structurally encoded 
items, whereas this was not the case for test-unaware subjects. Using awareness ques-
tions and the remember/know procedure, Java (1994) showed that even when subjects 
became aware that some test items were studied, they still showed a dissociative pat-
tern on the implicit and explicit tests for the items that they were not aware of having 
studied. She essentially evaluated awareness on an individual item basis, which is 
unusual: Typical awareness indices follow the entire test so as not to disrupt it.

Indices of awareness often do show, however, that subjects had at least some aware-
ness of studied items reappearing on the test by the end of the test (see, e.g., Richard-
son-Klavehn, Lee, Joubran, & Bjork, 1994). The difficulty is in knowing when they 
became aware and how much this awareness influenced their performance. Were 
only a couple of items affected, or were most affected? Did this start early in the test 
or only later? The problem is that a stringent criterion that required elimination of 
all data for which there was any hint of postexperiment awareness would eliminate 
much of the literature. Furthermore, this only results in the elimination of data for 
which subjects remember and report being aware: It must be kept in mind that on 
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such posttest awareness evaluations there is always the possibility of subjects forget-
ting the degree of their earlier awareness, or of subjects reporting no awareness when 
in fact they were aware. Awareness measures certainly do tell us, though, that sub-
jects can be quite exquisitely tuned to the study–test relation despite our best efforts 
to prevent (and to measure) such tuning.

Minimize	the	Value	of	Conscious	Recollection

Data elimination because of reported awareness is a problem with respect to many 
studies using perceptual implicit tests, but it is especially problematic in the case of 
conceptual implicit tests. Thus, using a general knowledge test, Thapar and Greene 
(1994) found that all of their subjects were aware of the study–test connection, and 
that they were aware very soon after beginning the test. When Mulligan and Hart-
man (1996) required subjects to produce category members, more than 90% of their 
subjects indicated awareness of the study–test relation. This represents a very serious 
concern in the case of implicit conceptual tests, particularly given the frequently coin-
ciding influences of conceptual processing on conceptual explicit and implicit tests. 
Are the effects the same because these two types of tests, when functioning as intended, 
respond similarly or because the implicit tests are being (heavily) contaminated?

The logic of conceptual implicit tests typically requires that a meaningful probe 
be used to elicit the studied target, whether the probe be for general knowledge (e.g., 
having studied “Jacques Plante” and subsequently being asked “Which NHL goalie 
won the most Vezina trophies?”) or category exemplar generation (having studied 
“hockey” and subsequently being given the probe “Name sports”). The problem is 
that such probes require a quite demanding retrieval involving extended search 
thereby inviting conscious recollection, perhaps particularly when the answer does 
not spring immediately to mind. And, of course, retrieval probability is good when 
information has been encoded semantically, increasing the likelihood of success.

What is required is a task that makes conscious retrieval of little value. Hourihan 
and MacLeod (2007) have proposed and tested an alternative form of conceptual 
implicit test. The task is a modified version of implicit word association (e.g., Vaidya et 
al., 1997) in which ordinarily the subject must produce the first associate that comes 
to mind to a probe word (e.g., the subject might produce the studied word “saddle” 
with heightened probability in response to the probe word “horse”). The problem is, 
once again, the need to produce a studied word in response to a new probe: Subjects 
could try to consciously retrieve the studied item. Hourihan and MacLeod simply 
switched from probing with a new word to elicit the studied target to probing with 
the studied target to elicit a new word — any new word. This rendered conscious 
recollection useless.

Because subjects would produce a response on every trial, Hourihan and MacLeod 
(2007) switched from an accuracy measure to a latency measure, measuring time to 
produce the associate on the reasonable assumption that associates should be pro-
duced faster to primed items than to unprimed items, especially when encoding had 
been conceptual. To determine the contribution of repetition priming for the probe, 
given that it was studied, they included a separate block of trials in which subjects 
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were timed while they simply read the probes aloud. Even when repetition prim-
ing was subtracted out of associative priming, there was still substantial conceptual 
priming remaining, and that conceptual priming benefited from prior conceptual 
processing but not from prior nonconceptual processing. It seems very unlikely that 
such priming could result from conscious recollection.

Probably the Hourihan and MacLeod (2007) technique is not “pure,” either, and 
subsequent research will reveal its difficulties. But, the main message is that we need 
to develop paradigms that help to reduce the utility of and contribution of conscious 
recollection, on the “ounce of prevention is worth a pound of cure” platform. Mak-
ing the studied information the probe instead of the target is just one of the possible 
ways to do so.

Measure	Processes,	Not	Tasks	(Process	Dissociation	Procedure)

Calling a test implicit or explicit suggests that the test is only implicit or only explicit 
— that it involves only unconscious or only conscious processes. Indeed, this some-
times seems to be the assumption underlying contrasts in the literature between 
these two categories of tests. Yet, the very recognition that a nominally implicit test 
might be contaminated by conscious recollection makes clear that such task purity 
is highly questionable. Jacoby (1991, 1997) brought this assumption of purity under 
close scrutiny with the introduction of his process dissociation procedure (PDP). He 
argued that all processing involves both automatic and intentional influences, and 
crucially, that there is no existing way to completely isolate these two processing ele-
ments in individual tasks. His emphasis on processes, not tasks, is absolutely correct. 
As a solution, he offered a novel and intriguing approach to separating processes.

In Jacoby’s initial — and prototypical — PDP experiment (Jacoby, 1991, Experi-
ment 3), subjects studied two lists. In List A, the words were studied in one of two 
ways: as anagrams to be solved or as printed words to be read aloud, with all items 
presented visually. In List B, all words were presented auditorily. There were two 
groups tested under different instructions. In the inclusion group, subjects were to 
respond “old” to any previously studied item from either list. In the exclusion group, 
subjects were to respond “old” only to words heard in List B, excluding the anagram 
and read words from List A. Conscious processing could then be estimated by sub-
tracting performance in the exclusion condition from that in the inclusion condi-
tion: C = E − I. Automatic processing could be estimated by the equation A = E/(1 − 
C). (In a dual-process model of recognition [Yonelinas, 2002], conscious processing 
is equated with recollection, and automatic processing is equated with familiarity.) 
Jacoby carefully noted that two key assumptions underlie this approach: The auto-
matic and conscious processes are independent, and the two processes do not change 
as a function of instruction.

Using the PDP procedure, Jacoby (1991) demonstrated that dividing attention at 
test produced a decrement in performance that was largely restricted to conscious 
processing with little influence on automatic processing. This opened the floodgates 
for studies using this new approach to separate processes within task, rather than 
between tasks. Thus, for example, Jacoby, Toth, and Yonelinas (1993) used PDP to 
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show that automatic influences on an explicit stem-cued recall test were very sensi-
tive to perceptual manipulations that had little effect on the conscious influences 
but not to attentional manipulations that strongly affected the conscious influences. 
There are by now at least 200 published articles using the PDP method, representing 
domains of study as diverse as decision making (Ferreira, Garcia-Marques, Sherman, 
& Sherman, 2006) and depression (Jermann, Van der Linden, Adam, Ceschi, & Per-
roud, 2005).

From the perspective of minimizing conscious recollection in implicit memory 
tests, the PDP method seems ideal: Separating conscious from unconscious processes 
is its raison d’être. And, indeed it has been put to widespread and revealing use in the 
service of this goal. But, it is not the last word, and critics have expressed concerns 
with its major assumptions. Thus, among others, Graf and Komatsu (1994) and Cur-
ran and Hintzman (1997) questioned whether automatic and conscious processes 
are ever truly independent (see Jacoby, Yonelinas, & Jennings, 1997, for a defense of 
the independence assumption, and Hirshman, 1998, for more on the logic of testing 
this assumption). Dodson and Johnson (1996) argued that the influence of familiar-
ity is not fully automatic, and that recollection is not all or none, which they saw as 
conflicting with core assumptions of the PDP approach. So, the method is not iron 
clad, but it has been and continues to be very valuable in focusing research on the 
fundamental processes rather than the tasks. Moreover, the introduction of exclusion 
instructions as a technique has by itself been important (see, e.g., Merikle, Joordens, 
& Stolz, 1995).

Use	Speeded	Tests	That	Do	Not	Require	Problem	Sol�ing

What would lead a subject to invoke conscious recollection during an implicit test? 
Certainly, awareness of the study–test relation could promote this strategy, but even 
such awareness might not precipitate recollection if the implicit test is easy enough. 
As it happens, though, many implicit tests are not at all easy, requiring solution of dif-
ficult fragments (e.g., Tulving et al., 1982), or identification under distinctly subopti-
mal perceptual conditions (e.g., Jacoby, 1983a). Faced with such demanding tasks, for 
which success is quite limited, subjects may resort to trying to remember the studied 
material, thereby converting the nominally implicit test into an explicit test. This 
situation suggests that one way to limit conscious recollection would be to make the 
subject’s task on the implicit test as easy as possible. Why would one use conscious 
recollection when it is actually easier not to do so?

Possibly the word-based task that requires the least problem solving is speeded 
reading (also known as naming or pronunciation; see Scarborough, Cortese, & Scar-
borough, 1977), which makes it an interesting candidate as a possible implicit test. 
All the subject need do is say a common single word aloud into a microphone, so it is 
difficult to imagine that conscious recollection would seem like a worthwhile strategy. 
MacLeod (1996) showed that subjects were faster to read aloud words that they had 
studied than words that they had not studied, and this pattern has since been observed 
in several other studies (MacDonald & MacLeod, 1998; MacLeod & Daniels, 2000; 
MacLeod & Masson, 2000). In particular, MacLeod and Masson (2000) conducted a 
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series of experiments exploring priming in speeded reading and observed patterns 
similar to another well benchmarked implicit test: masked word identification (see 
Masson & MacLeod, 1992). Speeded reading also showed the familiar modality effect 
in implicit memory, with more priming for words studied visually than auditorily, 
given the visual presentation of the test items. Moreover, there were no alterations in 
the data pattern when an effort was made to encourage conscious recollection by alter-
nating speeded reading trials and recognition trials, despite improved explicit memory 
on the recognition test relative to when the entire recognition test followed the entire 
speeded reading test. The overall conclusion was that speeded reading is a good mea-
sure of repetition priming, likely not very contaminated by conscious recollection.

In a series of studies, Horton and his colleagues (Horton, Wilson, & Evans, 2001; 
Horton, Wilson, Vonk, Kirby, & Nielsen, 2005; Vonk & Horton, 2006; Wilson & Hor-
ton, 2002) have made a more concerted effort to examine response time as a measure of 
automatic retrieval. They began (Horton et al., 2001) by comparing a speeded implicit 
task with two other “bracketing” conditions; all tests used word stems as cues. In the 
speeded implicit test, conscious recollection was discouraged both by having a long 
initial set of stems that were all unstudied and by instructions to respond as quickly 
as possible with the first word that came to mind. One of the other conditions was 
otherwise identical to the implicit test but was explicit, requiring conscious retrieval 
of studied items. The final condition provided a baseline in that it did not permit con-
scious retrieval because all test cues were new. Their core idea was that if the implicit 
test involved conscious retrieval, then latencies on the implicit test should be longer 
than those on the “all-new” test for which conscious retrieval was not possible, and 
more like the latencies on the explicit test, for which conscious retrieval was required. 
In fact, response time data indicated no slowing relative to baseline for the implicit 
test, evidence that conscious retrieval was not occurring.

From there, Wilson and Horton (2002), Horton et al. (2005), and Vonk and Hor-
ton (2006) went on to contrast their speeded method to the PDP (Jacoby, 1991) and 
argued from their experiments that the PDP underestimated automatic retrieval, 
whereas the speeded measure provided an accurate estimate. Indeed, Vonk and Hor-
ton summarized by saying that the speeded measure represents “a purely automatic 
retrieval strategy” (p. 505). Although claims for the purity of any measure are sus-
pect, and the speeded measure may not suit every situation, the consistent evidence 
across the studies by Horton and colleagues does point to this approach as valuable. 
If it is possible to measure speeded responding in a situation that does not require 
much in the way of problem solving, this method holds considerable promise for at 
least minimizing the intrusion of conscious recollection.

Employ	Relearning	and	Sa�ings	Techniques

At the beginning of this chapter, the classic work of Ebbinghaus (1885/1964) was 
described, including his savings technique for studying memory (for more on this, 
see Nelson, 1985; Slamecka, 1985a, 1985b). In closing the discussion of how to handle 
contamination of implicit tests by conscious recollection, it seems fitting to return to 
Ebbinghaus’s approach. The relearning/savings method was rarely used in research 
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on human learning and memory after Ebbinghaus, with the occasional notable 
exception (e.g., Bunch, 1941). This limited use may stem in part from the demands 
of the procedure, often including extensive original learning together with a delayed 
retention test requiring a second session. But, Thomas O. Nelson (1971b) revived 
the technique, modifying it to optimize the procedure. Nelson then proceeded to 
employ relearning/savings in a series of studies that explored the residue in memory 
for information that could not be consciously remembered (see Nelson, 1971a, 1978; 
Nelson, Fehling, & Moore-Glascock, 1979; Nelson & Rothbart, 1972; Nelson & Vin-
ing, 1978).

Nelson’s version of the relearning/savings paradigm involved a series of stages. 
During original learning, subjects intentionally learned a series of number–noun 
paired associates, typically to the stringent criterion of errorless performance on 
the entire list. After a retention interval of 1 or more weeks, they returned to take 
part in the remaining phases. First, they were tested for their ability to consciously 
remember the original pairs, permitting division of the items into a forgotten and 
a remembered set. Subjects next completed a single learning trial in which Nelson 
contrasted relearning of pairs that were either identical to original learning or related 
in some way (e.g., acoustically, Nelson & Rothbart, 1972; semantically, Nelson et al., 
1979) to the baseline learning of unrelated new pairs on the subsequent test. To the 
extent that pairs shown to be forgotten on the pre-relearning test were relearned bet-
ter than baseline unrelated pairs, there was evidence of savings. That savings was 
seen as necessarily unconscious given that an immediately preceding test failed to 
show conscious recollection of the target items.

The relearning/savings paradigm is therefore an implicit one. From the standpoint 
of the intrusion of conscious recollection, its advantage is that inability to consciously 
recollect the target information is demonstrated prior to relearning either by recall 
(e.g., MacLeod, 1976; Nelson, 1971b) or by recognition (MacLeod, 1988; Nelson, 
1978). Thus, conscious recollection appears not to be the basis for relearning. Indeed, 
MacLeod (1976) pushed this analysis a step farther by including a post-relearning 
measure of whether relearned items had reinstated the originally learned items: Did 
relearning work by making what had been unconscious become conscious (i.e., by 
reminding)? Examination of only the items forgotten on the initial test after the 
retention interval showed that there was reliable savings for these items even when 
subjects could not recall the originally learned items after relearning.

Despite the difficulty of conducting relearning/savings studies, this method would 
appear to be worthy of further use and exploration in the context of the problem of 
conscious recollection contaminating implicit tests.1 Using this method, we can be 
considerably more certain of what subjects remember consciously prior to an implicit 
test. At the very least, although likely also not a perfect solution to the problem, this 
tool is one that should be considered more often in trying to rule out contamina-
tion of implicit tests, thereby adding to the arsenal of methods considered in this 
chapter.
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The	Big	Picture

There are no doubt other ways that we might try to address the problem of conscious 
processes and content intruding on what are intended to be unconscious measures.1 
A notable possibility not addressed here is to augment cognitive studies of memory 
with various forms of brain imaging that may be able to reveal when there is activ-
ity in regions associated with conscious processing, especially on tasks intended to 
be unconscious. But, the goal here has been to cover the major approaches that have 
been and currently are used to minimize conscious intrusion and to illustrate their 
advantages and disadvantages. Jacoby (1991) was certainly right in noting that pro-
cess-pure tests are impossible, so we must try to develop ways to deal with the prob-
lems that this creates.

New strategies and paradigms will emerge, but at this juncture, just as it is hard 
to imagine a process-pure task, it is hard to imagine a process-pure solution. The 
optimal strategy, as always in experimental research, is a combination of replication 
and convergence. New measures must be put to stringent test, and their relations to 
existing measures must be better established than is often the case. When an interest-
ing pattern is observed on a nominally implicit test, it is then appropriate to bring to 
bear some of the methods described here to enhance the likelihood that the pattern is 
indeed occurring implicitly, without the intrusion of conscious recollection. Perhaps 
it is in their very nature that subtle changes in implicit paradigms can produce quite 
dramatic changes. For that reason, these tests must be examined thoroughly and 
used with care.
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Note

 1. In considering contamination of implicit tests, it may also be important to discriminate 
the intrusion of conscious retrieval from the intrusion of conscious content. Testing 
amnesic individuals, using the process dissociation procedure, and using relearning 
and savings paradigms all seem to reduce the likelihood of conscious content intrud-
ing. The other techniques described here seem more aimed at reducing the likelihood 
of a conscious retrieval strategy being applied. This distinction between process and 
content warrants further consideration as we develop our methods and theories relat-
ing to implicit memory.
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Investigating Metacognitive Control 
in a Global Memory Framework

Kenneth J. Malmberg

Introduction

How does one learn? How does one remember? These are the broad questions that the 
Nelson and Narens (1990) research program addressed. Of course, they were not the 
first to ask these questions, but they did approach these questions in a novel way.

The Nelson and Narens approach to understanding learning and memory can be 
viewed as an extension of Atkinson and Shiffrin’s (1968) proposal that memory con-
sists of a set of memory structures and control processes. The memory structures are 
assumed to be used to support the performance of all learning and memory tasks, 
whereas control processes (e.g., rehearsal) are assumed to be strategically used to 
perform particular tasks. Many researchers have sought to understand the nature 
of the structural aspects of learning and memory, and this has led to several formal 
models. Nelson and Narens, on the other hand, organized the prevalent measures 
and developed a framework that describes how the structural aspects of memory are 
monitored and controlled. It is a testament to the empirical richness of the Nelson 
and Narens metamemory framework that those modern researchers who investi-
gate metamemory do so largely independently of those who investigate the struc-
tural aspects of memory (and vice versa). In this chapter, I consider how these two 
approaches to understanding learning and memory might be jointly used to build 
better models of learning and memory.

Retrie�al	and	Matching	in	Memory

Global theories of memory attempt to explain a large number of memory phenomena 
with just a few central assumptions. They often describe remembering as an inter-
action between retrieval cues and memory. That is, memory is queried by probing 
it with a set of information that represents the nominal stimulus and the result of 
the probe depends on the nature of the information in the retrieval cue. Typically 
it is assumed that memory traces are activated or accessible to the extent that they 
contain information that is similar to the contents of the retrieval cue and to the 
extent that they are well encoded.

Most theories of episodic memory propose that two types of processes access 
the information stored in memory (e.g., Gillund & Shiffrin, 1984; Hintzman, 1987; 
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Humphreys, Bain, & Pike, 1989; Murdock, 1993; Shiffrin & Steyvers, 1997). I refer to 
these as retrieval and global-matching processes, and they produce qualitatively dif-
ferent types of information (cf. Humphreys et al., 1989). A retrieval process provides 
information about the contents of a memory trace, while a global-matching process 
provides information about the familiarity of a retrieval cue. The latter process is 
referred to as global matching because the retrieval cue is compared to the contents of 
a large number of (perhaps all) traces in memory. Thus, familiarity is assumed to be 
a positive function of the similarity between these memory traces and the retrieval 
cue.

For instance, let us assume that one has studied a pair of words: trout and pint. If 
subsequently presented with trout, one might probe memory with the orthographic, 
phonologic, and semantic information associated with it. The probability of then 
retrieving pint would be a positive function of how well encoded trout and pint were 
during study. In addition, having been presented with trout, one almost certainly 
would have some sense that it was recently encountered (i.e., it seems familiar) inde-
pendently of the ability to retrieve pint, and the longer trout was studied or the more 
times trout was studied, the better encoded it would be and hence the more familiar 
it would seem.

Accordingly, free or cued recall tasks are generally assumed to involve a retrieval 
process, while recognition tasks are often assumed to involve a global-matching pro-
cess (Gillund & Shiffrin, 1984; Hintzman, 1987; Humphreys et al., 1989; Malmberg, 
Zeelenberg, & Shiffrin, 2004; Murdock, 1993; Shiffrin & Steyvers, 1997). In some the-
ories of recognition memory, output from the global-matching process (e.g., famil-
iarity) serves as the input to a decision mechanism that is modeled by a version of 
signal detection theory to produce a response. Other theories of recognition assume 
that recognition is based on the operation of both retrieval and a global-matching 
process (e.g., Atkinson & Juola, 1973; Malmberg, Holden, & Shiffrin, 2004; Mandler, 
1980; Reder et al., 2000; see Clark, 1998; Mandler, 1991; Yonelinas, 2002, for reviews). 
A major topic of research has been to empirically test these two models of recogni-
tion. Less attention has been given to what role, if any, familiarity plays in free or 
cued recall, although I discuss some relevant findings here. One reason for this com-
parative lack of interest by memory researchers is that familiarity alone is insufficient 
for successfully performing a recall task; recall demands a response that names an 
item, and the matching process does not produce items as output. A second reason 
concerns the limited scope of many memory theories.

Search	Permission	and	Familiarity

Memory control processes generally produce the input for the retrieval process, and 
they make use of the output from the retrieval process to govern the completion 
of a memory task. With several exceptions (e.g., Atkinson & Shiffrin, 1968; Malm-
berg & Xu, 2007; Raaijmakers & Shiffrin, 1981), memory control processes have not 
been modeled in great detail. Consideration of a range of possible control processes 
provides a rich field of possibilities for the use of familiarity in recall.1 For example, 
Diller, Nobel, and Shiffrin (2001) assumed in their REM model of cued recall that the 
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amount of time subjects are willing to search memory is a positive function of the 
familiarity of the retrieval cue.

Does familiarity affect the amount of time one is willing to search memory in a 
cued recall task? Convergent empirical support for the hypothesis that the familiarity 
produced by the retrieval cue is used to control memory search comes from several 
investigations of metacognitive feeling-of-knowing judgments (Koriat, 1993; Met-
calfe, 1993; Reder, 1987; Schwartz & Metcalfe,1992; also see Glucksberg & McClos-
key, 1981). For instance, some have proposed that the length of a search is based on a 
chain of events beginning with memory access (Nelson & Narens, 1990; Reder, 1987). 
A feeling-of-knowing judgment is made when retrieval fails, and additional attempts 
to remember are likely when feeling-of-knowing judgments are positive (Nelson & 
Narens, 1990). Several investigators have proposed that feeling-of-knowing judg-
ments are informed, at least in part, by the familiarity produced by the retrieval cue 
(Koriat, 1993; Metcalfe, 1993; Nelson, Gerler, & Narens, 1984; Reder 1987).

Schwartz and Metcalfe (1992) and Metcalfe, Schwartz, and Joaquim (1993) con-
firmed a straightforward prediction of this hypothesis: Directly priming a cue pro-
duces greater feeling-of-knowing judgments. Nelson et al. (1984) reported a positive 
correlation between feeling-of-knowing judgments and the length of a search for 
answers to general knowledge questions. Reder (1987) reported longer search times 
in response to primed normatively difficult general knowledge questions but shorter 
search times in response to primed normatively easy questions (Reder, 1987, Experi-
ment 6). Thus, there is some evidence that cue familiarity does inform the decision of 
when to terminate a search of semantic memory. It remains, however, an open ques-
tion regarding whether the familiarity of the retrieval cue affects the length of search 
for episodic memory tasks, like paired-associate cued recall, and whether there are 
any empirical limitations to such a model.

Hypotheses	and	Predictions

Here, I report the results of four paired-associate cued recall experiments. Pairs of 
words were studied, and one word was presented as a cue to recall the other word at 
test. The responses were divided into two categories for the present analyses: correct 
responses and “don’t know” responses. The interests here are how cue familiarity 
affects the willingness to search memory (or length of search) and how this might 
affect recall performance. The first interest is inherently a metamemory issue, and the 
latter is primarily a structural memory issue.

To address these issues, I measured both the accuracy and the latency of cued 
recall performance. The latencies of correct responses do not provide a good indica-
tor of maximum search time because a search may have continued longer if not for 
the retrieval of an item deemed worthy of reporting (cf. Gillund & Shiffrin, 1984; 
Nelson & Narens, 1990; Raaijmakers & Shiffrin, 1981). Rather, the amount of time 
subjects were willing to search memory is assumed to be indicated by the latency of 
the don’t know responses (cf. Glucksberg & McCloskey, 1981; Reder, 1987). Generally 
speaking, if familiarity is a factor that positively affects the decision to search, the 
average don’t know latency for cues that produce a high degree of familiarity should 
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be longer than the average don’t know latency for cues that produce a low degree of 
familiarity. There are, however, several specific hypotheses to consider concerning 
the effect of familiarity on cued recall performance.

Null Hypothesis

The output of the global-matching process has no significant effect on the decision 
of when to terminate a search, and the familiarity manipulation does not produce 
interference. If the null hypothesis is correct, the familiarity manipulation should not 
have a significant effect on the mean proportions of a correct response or on the mean 
response latencies for either correct or don’t know responses. For example, Diller et 
al.’s (2001) REM model does not predict a list-strength effect for cued recall (Shiffrin 
& Steyvers, 1997; also see Ratcliff, Clark, & Shiffrin, 1990, for the relevant findings 
concerning list-strength effects for cued recall). Thus, storing relatively strong mem-
ory traces does not interfere with retrieval of relatively weak traces.

Effective-Search Hypothesis

The output of the global-matching process affects the decision of when to terminate 
a search, additional retrieval attempts increase the chance of success, and either 
the familiarity manipulation does not produce interference or the additional time 
spent searching improves recall to a greater extent than interference harms recall. 
The effective-search hypothesis assumes the additional time spent searching memory 
will increase the probability of success either because subsequent retrieval attempts 
with the same set of cues are independent or because cues are changed on subsequent 
attempts, producing additional opportunities to find an effective retrieval cue (cf. 
Diller et al., 2001). If the effective-search hypothesis is correct, don’t know latencies 
should be longer for cues that produce a relatively high degree of familiarity, and the 
additional time spent searching memory should produce higher probabilities of cor-
rect responses.

There are two possible scenarios involving the latencies of the correct responses 
that are consistent with the effective-search hypothesis. One is that relatively familiar 
cues produce longer average latencies for correct responses because some of the extra 
searches will result in the retrieval of the target. Another result that is consistent 
with the effective-search hypothesis is that cue familiarity may have a countervail-
ing effect on the time course of retrieval by producing some relatively fast correct 
responses in addition to some relatively slow correct responses. That is, the average 
latency for the earliest correct responses may be shorter for functionally stronger 
than for functionally weaker cue–target pairs. If so, an increase in correct recall may 
be observed even though the latencies of correct responses appear to be independent 
of the familiarity of the cue.
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Ineffective-Search Hypothesis

The output of the matching process affects the decision of when to terminate a search, 
additional retrieval attempts do not increase the chance of success, and the familiar-
ity manipulation does not produce interference (see preceding section). If the inef-
fective-search hypothesis is correct, don’t know latencies should be longer for cues 
that evoke a relatively high degree of familiarity. In addition, the longer time spent 
searching memory should have no significant effect on either the probabilities or 
latencies of correct responses because the extra searches are being carried out with 
ineffective retrieval cues. For example, access to memory is direct in many compos-
ite memory models (e.g., TODAM2, Murdock, 1993; the matrix model, Humphreys 
et al., 1989). For this reason, repeatedly probing with the same retrieval cue would 
not increase the probability of correct recall because the state of memory does not 
change. If, however, subjects vary the contents of the retrieval cue from one probe to 
the next, then additional probes may produce an increase in the likelihood of suc-
cessful retrieval.

Even in a separate-trace global memory model like SAM or REM, in which multi-
ple searches are carried out and different traces may be retrieved due to the stochastic 
nature of retrieval, additional searches may not necessarily produce a large increase 
in the probability of correct recall if subjects do not change retrieval cues from one 
probe to the next. Why might subjects be reluctant to change retrieval cues? In cued 
recall, the task is to remember the word that was paired with the experimenter-pro-
vided cue at study. One variant of the ineffective-search hypothesis assumes that 
additional memory probes use the same ineffective retrieval cues as earlier probes 
and that probing memory with the same ineffective retrieval cue produces the same 
result (Gillund & Shiffrin, 1984; Raaijmakers & Shiffrin, 1981). It would make little 
sense from the subject’s point of view to abandon the experimenter-provided retrieval 
cue given the nature of the task.

Interference Hypotheses

The familiarity manipulations may produce interference that makes it more difficult 
to retrieve the target item from memory. Interference is often thought of as a form of 
response competition that occurs when two or more possible responses are associ-
ated with, and produced by, the information in the retrieval cue (see M. C. Anderson 
& Neely, 1998, for a review). On this basis, interference is expected to produce longer 
latencies for correct responses because resolving the competition between responses 
takes time (cf. Anderson, 1981; Goebel & Lewandowsky, 1991) and lower propor-
tions of correct responses because sometimes the incorrect item that is producing 
the interference will be chosen. However, interference will not affect the latencies of 
don’t know responses.
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Experiment	1

An extra-list direct-priming procedure was used to manipulate the familiarity of the 
cues (Metcalfe et al., 1993). Subjects carried out a series of word fragment completion 
trials prior to the presentation of the paired-associate study list. Half of the words 
designated to be cues at test appeared during the word fragment completion trials 
(primed cues), and the remaining cues only appeared on the study list (unprimed 
cues). If familiarity is a factor influencing the length of search and to the extent that 
the episodic traces stored during the priming phase take part in the global-matching 
process, then the latencies of don’t know responses to the primed cues will be longer 
than those in response to the unprimed cues.

Method

Subjects, Design, and Materials Forty-six introductory psychology students par-
ticipated in exchange for course credit. A single within-subject factor, primed versus 
unprimed cue, was varied. Eighty words were randomly drawn for each subject from 
a pool of 100 words used for word fragment completion tasks by Rajaram and Roedi-
ger (1993). Forty paired associates were formed for each subject by randomly pairing 
two words, and one of the words from each pair was randomly selected to be a cue 
at test.

For each subject, 20 paired associates were randomly assigned to the primed con-
dition, and the remaining 20 pairs were assigned to the unprimed condition. Priming 
was operationally defined as the presentation of cues prior to study during word frag-
ment completion trials. The 20 words serving as cues in the primed condition were 
decomposed into word fragments by removing one letter such that each fragment 
could be completed to form exactly one word.

The dependent variables of interest were the latencies and probabilities of correct 
and don’t know responses. Latencies of correct responses were measured from the 
time the cue appeared on the monitor to the time the subject entered the first letter of 
a response. Don’t know latencies were measured from the time the cue appeared on 
the monitor to the time the subject pressed a key signaling he or she did not remem-
ber the target item. With a single exception, the frequencies of incorrect responses 
were too low to enable meaningful data analyses. Therefore, with the one exception, 
these data are not discussed further.

Procedure The experiment was conducted on personal computers in individual 
subject booths. Subjects were first given standard instructions about the cued recall 
phase of the experiment and were told that they had as long as they wanted to try to 
remember the target response. They were also told that if they could not remember 
the word paired with the cue, they could end the current trial at any time and move 
on to the next trial by entering a don’t know response.

After receiving instructions for the cued recall portion of the experiment, subjects 
were given instructions for the word fragment completion task. They were told that the 
purpose of the word fragment completion task was to become familiar with entering 
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responses using the computer keyboard. On each priming trial, a word fragment was 
displayed in the center of the computer monitor. After the letter that correctly com-
pleted the word fragment was entered by the subject, the next priming trial began.

After finishing the word fragment completion trials, subjects were reminded of the 
cued recall instructions. During the learning phase of the experiment, paired associ-
ates were presented side by side in the center of a computer monitor for 5 seconds. On 
completion of the study phase, subjects performed a distracter task lasting at least 30 
seconds. The distracter task consisted of adding 10 random digits that were presented 1 
at a time at a rate of 1 every 3 seconds. Cued recall testing followed the distracter task.

On each cued-recall trial, one word from a studied pair was displayed in the center of 
the monitor. Below the cue, a prompt was displayed where subjects would type in their 
response to the cue. When subjects thought they knew the word that had been paired 
with the cue, they typed the word on the computer keyboard and pressed “Enter.” 
When subjects thought they did not know the answer, they pressed the question mark 
key on the keyboard. As soon as either response was made by the subject, the next test 
trial began. The same procedure was used in the remaining three experiments.

Results and Discussion

The standard of significance is .05, and the statistical analyses of the latencies were 
performed on the log-transformed latencies of the correct and don’t know responses 
to control for outliers (Ratcliff, 1993). It was not possible to guarantee that each subject 
would produce every possible type of response in every condition of the experiment; 
thus, the degrees of freedom that are reported may vary from condition to condition.

The mean proportions and latencies of the various responses are reported in 
Table 1. The don’t know latencies for primed cues were significantly greater than for 
unprimed cues [t(44) = 2.16]. Priming did not significantly affect the proportion of 
don’t know responses [t(45) = .65]. Priming the cue did not have a statistically signifi-
cant effect on the proportion of correct responses [t(45) = .20] or on their latencies 
[t(43) = .11].

Longer don’t know latencies for primed cues suggest that the familiarity produced 
by the retrieval cue affected the search permission control process. The failure to 
observe statistically reliable effects of priming on either the proportion or latency of 

Table 1  Mean Proportions and latencies of Correct Responses and Don’t Know 
Responses for experiment 1

Response Type
Correct Responses Don’t Knows

Priming Condition Proportion Latency (s.) Proportion Latency (s.)
Primed cue .42 3.8 .45 7.1
Unprimed cue .42 3.5 .47 6.1

Note: The proportions of correct and don’t know responses do not sum to 1.0 because commission 
errors were sometimes made.
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correct responses indicates that interference did not differentially affect the priming 
conditions and is inconsistent with the effective-search hypothesis. The pattern of 
data is consistent with the ineffective-search hypothesis. Subjects conducted longer 
searches in response to the relatively familiar cues, but the extra searches did not 
produce successful recall.

Experiment	2

The semantic similarity of retrieval cues was used in Experiment 2 to manipulate 
familiarity. For some cue–target pairs (A–C), a related cue–target pair was studied 
(A′–D). I refer to these as similar cues. The cues of the remaining cue–target pairs 
were chosen randomly, and hence they are only incidentally similar to the rest of 
words comprising the study list. I refer to these as dissimilar, nonsimilar, or randomly 
similar cues. Assume that similar cues have more semantic features in common than 
nonsimilar cues (Estes, 1994; Hintzman, 1987). According to global-matching the-
ories of recognition, the level of familiarity produced by matching a retrieval cue 
against the contents of memory is a positive function of the similarity between the 
retrieval cue and the memory set (Clark & Gronlund, 1996). Dissimilar cues will only 
tend to match their own trace stored during study. However, similar cues not only 
will match their own trace, but also will partially match the memory trace corre-
sponding to the study trial with the semantically similar cue. Thus, global-matching 
models predict that the similar cues will elicit higher levels of familiarity than non-
similar cues (Hintzman, Caulton, & Levitin, 1994). If familiarity positively affects the 
length of search, then the don’t know latencies for similar cues will be longer than for 
dissimilar cues.

Method

Forty-three students from introductory psychology courses participated in the exper-
iment in exchange for course credit. A single-factor (semantically similar versus non-
similar cues) within-subject design was used. Semantic similarity was operationally 
defined as two exemplars from the same semantic category according to the Battig 
and Montague (1969) norms. Sixty paired associates were randomly formed for each 
subject. Half of the cues were semantically similar to other cues, and half were not. 
For each subject, 60 target words were randomly assigned to the 60 cues.

Results and Discussion

Four subjects’ data were not included in the statistical analysis because of failure 
to understand the instructions or computer malfunction. The mean proportion and 
latencies of the different responses are presented in Table 2. Subjects searched longer 
in response to similar cues than to nonsimilar cues [t(38) = 2.67]. In addition, sub-
jects made significantly fewer don’t know responses to similar cues [t(38) = 2.56]. The 
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similarity of the cue did not significantly affect the proportions [t(38) = .70] or the 
latencies of correct responses [t(36) = .98]. Higher levels of familiarity were associated 
with longer searches, and the additional searches did not produce successful retriev-
als. In fact, cue similarity increased the number of incorrect responses at the expense 
(i.e., commission errors) of the don’t know responses but had no effect on the correct 
responses. Thus, the additional time spent searching did not improve the accuracy of 
cued recall; in fact, it was correlated with a lower level of accuracy.

Experiment	3

In Experiment 3, the familiarity produced by the retrieval cue was manipulated by 
controlling the amount of time the cue was available for study during the learning 
phase of the experiment. This was accomplished using an offset study design (see 
Benjamin, 2005); conditions in which the cue and target appear together for t sec-
onds are compared with conditions in which a t-second pairing of the cue and target 
was preceded by an s-second presentation of the cue alone. Increasing the amount 
of time that a cue is studied should increase its familiarity. The design is shown in 
Figure 1.

 ------- 5.0 s.-------    -- 2.5 s.-

-- 2.5 s. -

Experiment 2 

Offset Pairs 

Short Pairs

---- Cue Only -----    -- Pair -

 ------- 5.0 s.-------    -- 2.5 s. -

-- 2.5 s.  -

Experiment 1:

Offset Pairs 

Short Pairs

Long 

---- Cue Only -----    ------- Pair ------

-------- 7.5 s.-------

Figure 1  Pair types that were used in the design of Experiment 1 versus 2.

Table 2  Mean Proportions and latencies of Correct Responses and Don’t Know 
Responses for experiment 2

Response Type
Correct Responses Don’t Knows

Priming Condition Proportion Latency (s.) Proportion Latency (s.)
Similar cue .21 3.5 .62 5.5
Dissimilar cue .20 3.7 .68 4.8

Note: The proportions of correct and don’t know responses do not sum to 1.0 because commission 
errors were sometimes made.
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For the “short pairs,” the cue and target appeared simultaneously and remained on 
screen together for 2.5 seconds. For the “long pairs,” the cue and target also appeared 
simultaneously and remained on screen together for 7.5 seconds. For the “offset 
pairs,” the cue appeared on the screen alone for 5 seconds. after which it was joined 
by the target, and the pair remained onscreen together for an additional 2.5 seconds. 
Thus, the offset cues were presented for the same amount of time as the long cues, 
but the offset cues and targets were presented as a pair for the same amount of time 
as the short pairs.

If cues that evoke higher levels of familiarity produce longer search times, don’t 
know should be longer for offset and long pairs than for short pairs because the off-
set and long cues should be more strongly encoded. The effective-search hypothesis 
predicts that the additional time searching will increase the proportion of correct 
responses in these conditions. The ineffective-search hypothesis predicts that the 
additional time spent searching will not increase the proportion of correct responses. 
The interference hypothesis predicts that the proportion of correct responses will be 
greater in the short than in the offset and long conditions.

Method

Subjects, Design, and Materials Sixty volunteers from introductory psychology 
courses participated in exchange for course credit. For each subject, 90 nouns with 
normative frequencies between 20 and 50 per million were randomly selected from 
the Kucera and Francis (1967) pool of words used in Experiment 1 and formed into 
45 pairs. Pair type was the single within-subject factor manipulated at three levels: 
short, long, and offset. For each subject, 15 pairs were randomly selected to serve in 
each condition, and one word from each pair was randomly selected for each subject 
to serve as the cue.

Cues were presented simultaneously with the target in both the short and long 
study conditions. Short pairs were studied for 2.5 seconds, and long pairs were stud-
ied for 7.5 seconds. Offset cues were presented 5.0 seconds prior to the presenta-
tion of the target, after which the cue and the target were studied for 2.5 seconds 
together. Study order was completely randomized for each subject to control for lag. 
The dependent variables of interest were the latencies and probabilities of correct and 
don’t know responses.

Results and Discussion

The mean latencies and response probabilities are presented in Table 3. The pair-type 
manipulation had a significant effect on both the latencies [F(2, 114) = 3.70] and the 
proportion [F(2, 118) = 7.04] of don’t know responses. Subjects searched longer with 
offset [t(57) = 2.41] and long cues [t(57) = 2.60] than with short cues, but the don’t 
know latencies for the offset and long cues did not differ significantly [t(57) = .29]. 
Thus, subjects searched longer to relatively familiar cues.
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Subjects made significantly fewer don’t know responses in the offset [t(59) = 2.19] 
and long conditions [t(59) = 3.68] than in the short condition. The proportions of 
don’t know responses for the offset and long cues did not differ significantly [t(57) 
= .33]. The difference in proportions of don’t know responses is complemented by 
a difference in the proportion of correct responses [F(2,118) = 4.10] but not on their 
latencies [F(2,114) = 1.49]. The proportion of correct responses for short pairs was 
significantly less than for long [t(59) = 2.70] and offset pairs [t(59) = 2.20], and the last 
two conditions did not differ significantly [t(59) = .70]. The longer subjects searched 
memory, the greater the proportion of correct responses and the lower the propor-
tion of don’t know responses.

The finding that don’t know latencies for long and offset pairs were greater than 
for short pairs provides evidence that the search permission control process was posi-
tively affected by the familiarity of the retrieval cue. These longer latencies to respond 
don’t know were also associated with increased proportions of correct responses, 
which suggests that the willingness to spend additional time searching was some-
what effective. The fact that the latencies of correct responses did not differ signifi-
cantly suggests that increasing the strength with which the cue is encoded decreases 
the amount of time it takes to access at least some traces in memory, offsetting the 
increased amount of time associated with retrieving other traces from memory.

Experiment	4

In the prior experiments, the familiarity manipulation produced longer memory 
searches. Experiment 4 examined the question, in an a priori manner, of whether 
the use of familiarity to control search time can be strategically overridden when the 
subject has reason to believe that familiarity may not be a reliable indicator of memo-
rability. It was identical to Experiment 3 with the exception that the long pairs were 
eliminated in Experiment 4, leaving only the short and offset pairs.

In Experiment 3, the link between increases in familiarity and study time was 
salient, but the presence of the long pairs gave subjects reason to believe that famil-
iarity was a reliable indicator of target memorability. Eliminating the long pairs may 
lead subjects to disregard familiarity as an indicator of memorability because sub-
jects note the amount of time studying the cue is not correlated with the amount of 

Table 3  Mean Proportions and latencies for Correct and Don’t Know Responses 
for experiment 3

Response Type
Correct Responses Don’t Know Responses

Pair Type Proportion Latency (s.) Proportion Latency (s.)
Short .32 3.3 .60 4.2
Offset .37 3.1 .53 4.9
Long .39 3.0 .53 5.0

Note: The proportions of correct and don’t know responses do not sum to 1.0 because commission 
errors were sometimes made.
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time studying the pair. That is, in Experiment 4, the reason why some cues produced 
higher levels of familiarity than others is salient, but there is also reason to believe 
that familiarity is not a reliable indicator of the memorability of the target. On these 
assumptions, removing the long cues in Experiment 4 should result in equivalent 
don’t know latencies for short and offset pairs. As a result, the proportion correct for 
the short and offset pairs should also be equivalent.

Method

Subjects, Design, and Materials Thirty-four volunteers from introductory psychol-
ogy courses participated in exchange for course credit. A single within-subject factor 
(short pairs vs. offset pairs) was manipulated in the paired-associate cued recall pro-
cedure used in the previous experiments. For each subject, 80 words were randomly 
drawn from the same pool of words used in Experiment 3 and randomly formed into 
40 paired associates for each subject. One of the items from each pair was randomly 
selected to be a cue at test, and the other member of the pair served as the target for 
the cue. Pairs were randomly divided between the short and offset conditions for 
each subject. Each short pair of words was studied together for 2.5 seconds. The offset 
cues appeared on the computer screen for 5 seconds prior to the presentation of the 
target, after which the cue and the target were studied together for 2.5 seconds.

Results and Discussion

The mean latencies and response probabilities are presented in Table 4. The results are 
easy to describe: The amount of time the cue was studied did not have a significant 
effect on any of the dependent measures. The importance of these null results can 
best be understood in comparison with the results of Experiment 3. The sole differ-
ence between Experiments 3 and 4 was the presence of long pairs during the learning 
phase of Experiment 3, and the absence of these long pairs had two important con-
sequences. The familiarity of the cue did not affect how long subjects were willing to 
search memory, and hence the proportion of correct responses was the same for the 
short and the offset conditions. Apparently, subjects judged that the additional time 
spent studying the cues in the offset condition relative to the short condition would 

Table 4  Mean Proportions and latencies for Correct and Don’t Know Responses 
for experiment 4

Response Type
Correct Responses Don’t Know Responses

Pair Type Proportion Latency (s.) Proportion Latency (s.)
Short .33 3.1 .56 4.2
Offset .35 3.3 .54 4.2

Note: The proportions of correct and don’t know responses do not sum to 1.0 because commission 
errors were sometimes made.
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help them remember the targets, and hence length of search was based on something 
other than cue familiarity.

I hypothesized that familiarity would be overridden in Experiment 4 for two 
reasons. First, the source of the familiarity was salient because they knew they had 
studied the cue by itself during the time it appeared by itself in the offset condi-
tion. Second, subjects believed the familiarity was not a good indicator of memora-
bility because the time spent studying the pairs together was the same regardless of 
how long they studied the cue. One might have expected that improving the encod-
ing of the cues by increasing the amount of time that they were studied would have 
improved memory in the offset condition regardless of whether subjects were willing 
to search longer. However, during the time when the cue was presented by itself in the 
offset condition it might not have been encoded in a manner that strengthened the 
cue–target association. For instance, the representations of the cue and the cue–tar-
get association may have been stored in separate traces (Murdock, 1993), and without 
additional search time, access to the associative trace was not improved.

General	Discussion

Other Factors That Might Influence Length of Search

As a package, the results of these experiments suggest that cue familiarity can affect 
but does not always affect the amount of time one is willing to search memory. When 
the familiarity of the cue is thought to be correlated with the memorability of the 
target, relatively familiar cues can produce longer average length of searches and bet-
ter recall performance. On the other hand, Experiment 2 showed that even when the 
additional time spent searching produced lower accuracy due to interference, cue 
familiarity positively affected the length of search. Last, when the familiarity of the 
cue was not thought to be correlated with the memorability of the target, it appeared 
to play little or no role in determining the length of search.

The final conclusion begs the question: When cue familiarity is not affecting 
length of search, what is affecting the length of search? It is, of course, quite possible 
that feeling-of-knowing judgments are at times influenced by factors other than cue 
familiarity. In fact, a large number of variables have been posited to possibly affect 
feeling-of-knowing judgments (Nelson et al., 1984).

Koriat (1993) made the general distinction between information provided by an 
internal monitor and trace accessibility. The internal monitor is assumed to provide 
information about the presence versus the absence of an item in memory based on 
processes that are independent of those used to access memory when performing a 
recall task, whereas information produced by structural retrieval processes provides 
clues to the subject regarding how accessible an item is. Without further specification 
of the nature of the internal monitor, this assumption concerning the basis of feeling-
of-knowing judgments is rather unsatisfactory on a metatheoretical basis, and it has 
been said to be rejected on empirical grounds (Koriat, 1993). Indeed, Koriat preferred 
the hypothesis that the by-products of unsuccessful retrieval attempts influence feel-
ing-of-knowing judgments. Namely, the amount and intensity of the information 
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retrieved from memory are the basis for feeling-of-knowing judgments, and these 
constructs map nicely onto the global memory framework that assumes that retrieval 
processes produce information about specific items in memory, and global-matching 
processes produce information about an item’s familiarity (cf. Hintzman, 1987).

This particular trace accessibility hypothesis comes up short, however, when 
applied to the present results. First, it is unclear why the extra-list cue-priming 
manipulation used in Experiment 1 would enhance the amount of target information 
retrieved. Second, the results of Experiment 3 might be explained by assuming that 
the intensity of the information retrieved from memory only corresponded to that 
information associated with the cue (i.e., cue familiarity), and that only the intensity 
of the information retrieved from memory was used to guide length of search. If one 
assumes that accessibility of the target trace is what governs length of search, then 
one would have expected longer average length of searches in the long-pair condition 
relative to the offset-pair condition since the targets were studied much longer in 
the long-pair condition and hence more information about them should have been 
accessible. Moreover, this cue familiarity version of the trace accessibility hypothesis 
cannot explain why eliminating the long pairs from the study list, as was done in 
Experiment 4, produced similar search durations for relatively familiar and unfamil-
iar cues.

It appears that length of search, at least at times, can be influenced by factors 
that have little to do with how accessible items are. For instance, given the results of 
Experiment 3, we would have expected for recall to be better in the offset condition 
of Experiment 4 if subjects had been willing to search longer. Nelson et al. (1984) dis-
cussed several other factors that could affect feeling-of-knowing judgments and per-
haps length of search. They made a distinction between trace access mechanisms and 
inferential mechanisms. According to Nelson et al., “trace-access mechanisms share 
the characteristic that the person is presumed to have access to nonrecalled item dur-
ing feeling of knowing judgments,” (295) whereas for inferential mechanisms “the 
feeling of knowing does not monitor the nonrecalled target item.” (297) Nelson et al. 
assigned a large number of possible mechanisms to one or the other classes that could 
give rise to a feeling-of-knowing judgment. For instance, the retrieval of different 
types of partial information was classified as a trace access mechanism, whereas cue 
familiarity was classified as an inferential mechanism.

Several other trace access and inferential mechanisms were discussed by Nelson 
et al. (1984), but given the current state of the science of structural memory theory, 
some of the distinctions between trace access and inferential mechanisms are a bit 
blurry. For instance, producing cue familiarity involves access to the contents of trace 
representing the cue, even if those contents are not available to the subject. More gen-
erally, one might define a trace access mechanism as one that provides information 
about a particular aspect of an item in memory, whereas an inferential mechanism 
provides information that is not specific to any particular item. The latter type of 
information could be used to affect the length of search for a particular cue based on 
what is known or believed about the typical item or class of items. Such a conceptual-
ization of trace access is more consistent with Koriat’s (1993) model while preserving 
Nelson et al.’s (1984) notion of the possibility that other factors can affect feelings of 
knowing or length of search.
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In the present case, for instance, it seems plausible that subjects learned some-
thing about the nature of the study list as a whole in addition to the individual word 
pairs that comprised it. That is, in Experiment 3 subjects might have noticed that cue 
strength was positively (if not perfectly) correlated with target strength, whereas in 
Experiment 4 they were independent of each other. When combined with a heuristic 
that states that the familiarity of the cue is a valid predictor of successful recall only 
when it is positively correlated with strength with which the target is encoded, sub-
jects may choose to utilize cue familiarity as a determinant of length of search.

On the Accuracy of Feeling-of-Knowing Judgments

In addition to the factors that affect feeling-of-knowing judgments and length of 
search, a critical question has to do with why feeling-of-knowing judgments are 
only moderately predictive of subsequent criterial testing performance (cf. Nelson & 
Narens, 1990). Koriat (1993) proposed that trace access mechanisms might provide 
information that leads to either correct or incorrect feeling-of-knowing judgments. 
Because subjects have no direct way of assessing the validity of the information 
retrieved from memory, feeling-of-knowing judgments can be misleading. On the 
other hand, memory strength or familiarity has no direct influence on feeling-of-
knowing judgments but is simply assumed to be correlated with the amount of par-
tial information that is retrieved about the target such that increases in memory 
strength produce more correct partial information and less incorrect partial infor-
mation, leading to a positive correlation between feeling-of-knowing judgments and 
recognition performance.

The assumption that memory strength and the retrieval of partial information 
are correlated is called into question by factors that have opposite effects on recogni-
tion and recall, such as word frequency (Gillund & Shiffrin, 1984). In addition, two 
findings from Experiments 1 and 2 call into question the assumption that familiar-
ity does not have a direct effect on feeling-of-knowing judgments. In Experiment 1, 
some of the cues used in the cued recall phase were presented prior to the study list 
as a part of a word fragment completion task. Later, when cued recall was tested, 
subjects were willing to search longer when cued with a previously primed word. In 
Experiment 2, the study list consisted of some cues that were only randomly similar 
to the other cues on the study list, whereas the remaining cues were semantic asso-
ciates of another cue on the study list. Because familiarity is assumed to be a posi-
tive function of the similarity between a retrieval cue and the contents of memory 
(i.e., the target trace and the traces of other studied items) semantically similar cues 
should have seemed more familiar at test than randomly similar cues. The finding 
that semantically similar cues produced longer average lengths of search confirmed 
these assumptions. While these findings are consistent with a cue familiarity hypoth-
esis, it is difficult within a global memory framework to explain why these operations 
would have led to increases in the amount of partial target information retrieved.

Here, I propose that the relatively moderate correlations between feeling-of-know-
ing judgments and recognition accuracy might be the result of at least three factors. 
First, methodological factors can negatively affect feeling-of-knowing judgments. 

RT62140.indb   279 4/24/08   9:29:24 AM



280	 Kenneth	J.	Malmberg

Typically, feeling-of-knowing judgments are only obtained after unsuccessful 
attempts to recall. However, subjects presumably had access to the types of informa-
tion used to make feeling-of-knowing judgments even when recall was successful. In 
these cases, one would expect that the feeling-of-knowing judgments are much better 
predictors of recognition performance.

Second, feeling-of-knowing judgments based on inferential mechanisms might be 
misleading, or the heuristic used might not be valid. For instance, one might expect 
that feeling-of-knowing judgments made in the offset condition in Experiment 2 
would be less predictive of recognition than those made in the same condition of 
Experiment 1. Confirmation of this rather speculative hypothesis must wait for fur-
ther experimentation.

Last, the accuracy of feeling-of-knowing judgments might be negatively influenced 
by cue familiarity. As mentioned in the introduction to this chapter, structural theo-
ries of memory typically assume that a global-matching process is responsible for 
producing a sense of familiarity associated with the nominal cue. The global-match-
ing assumption assumes that the retrieval cue is compared to many traces in memory 
in addition to the target trace. This produces a somewhat noisy result as the spurious 
matches or mismatches influence the familiarity that results from memory access. 
To the extent that spurious matches provide misleading levels of cue familiarity, one 
expects that feeling-of-knowing judgments are inaccurate predictors of subsequent 
recognition performance.

Conclusions

This endeavor was relatively unusual because it acknowledged the contributions of 
both structural and metamemory research by combining them in a single project that 
investigated the controlled use of human memory. There remain many issues to inves-
tigate concerning the interaction of structural and metamemory processes, and I hope 
that this research provides a reasonable example of how they might be addressed.

The present experiments were jointly motivated by common assumptions made 
by structural memory and metamemory theories. I was particularly intrigued by the 
possibility of gathering relevant observations that could help extend extant memory 
models to the temporal dynamics associated with retrieval, an issue that is usually 
ignored for sake of simplicity. I was also intrigued by the possibility of constraining 
several hypotheses concerning length of search made in the metamemory literature 
by several well-supported assumptions made by structural memory models. Based 
on these assumptions, the present results supported the notion that cue familiarity 
can affect how long one is willing to search memory, but only when cue familiarity is 
not attributed to spurious factors. In addition, the length of search appears to be only 
incidentally related to its effectiveness.
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Note

 1. Although the use of familiarity in recall has not been widely examined, it has not been 
ignored. Some composite storage memory models like composite holographic associa-
tive recall model (CHARM) (Eich, 1982) and theory of distributed associative memory 
(TODAM) (Murdock, 1982) posit that a matching process is involved in a postretrieval 
deblurring process that is used to eliminate noise from the retrieved content in cued 
recall (see Goebel & Lewandowsky, 1991; and Snodgrass, 1987, for critiques). The noisy 
output is matched against a lexicon of possible responses, and the highest match is cho-
sen as the response. In search of associative memory (SAM) and retrieving effectively 
from memory (REM) (Diller, Nobel, & Shiffrin, 2001; Gillund & Shiffrin, 1984; Raaij-
makers & Shiffrin, 1981), sampling probability for recall is based on the similarity of the 
retrieval cues and traces relative to the normalized to global-match strength.
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Tales from the Crypt … omnesia

Timothy J. Perfect and Louisa J. Stark

Introduction

Consider the problems facing a research student trying to think of a novel experi-
ment to test a theoretical idea that forms the core of her doctoral thesis. Given the 
limitations of time and energy, it is likely that the student is working in constrained 
circumstances. She probably has not read everything she should have and is unlikely 
to have understood everything she has read. Unless she is particularly assiduous, she 
will not have made notes on everything she has read or discussed with her adviser, 
and it is certain that she will not have perfect recall for the material to which she has 
been exposed. Nevertheless, our hypothetical student is determined to excel, and as 
the midnight oil burns away, she suddenly has a creative insight, and the next experi-
ment comes to her in a flash. Eureka! The next day she proudly presents her idea to 
her adviser, convinced that suitable praise will be lavished on her.

Now imagine her disappointment when the adviser (wise and all-knowing as this 
hypothetical adviser is) tells her that it is an excellent idea. So good in fact, that it 
was published by John Doe 5 years ago. Worse, the adviser told them to go and read 
Doe’s work 3 months ago, or perhaps worse yet, the adviser is John Doe. The student’s 
apparent flash of creative genius was in fact a memory but was not experienced as 
such. In fact, the student appears to have unconsciously plagiarized the prior event, 
mistaking something old for something new. She thought someone else’s idea was her 
new idea, a rather disturbing metacognitive error.

Informal discussion with colleagues indicates that such experiences are not 
uncommon. It is not just struggling students who make such errors; the literature 
contains a number of anecdotal accounts of how famous academics have unwittingly 
plagiarized others. Freud’s “discovery” that everyone starts life initially bisexual was 
in fact a plagiarized idea. His colleague Fliess had suggested this to him 2 years ear-
lier. Freud initially denied that Fliess had told him this, claiming the idea as his own, 
before later recollecting the original exchange and acknowledging his plagiarism 
(Taylor, 1965). Skinner (1983), in a review of his own experience as an older academic, 
acknowledged that a dispiriting experience of his later life had been to generate seem-
ingly novel and insightful ideas, only to discover that they were old ideas that he had 
published many years before. In the creative industries, there are numerous cases in 
which successful prosecutions have been based on the notion of unconscious plagia-
rism. Perhaps the most famous case is that of George Harrison, who was found guilty 
of copyright infringement (i.e., plagiarism) of the Chiffons’ hit “He’s So Fine” with his 
own song “My Sweet Lord” (Bright Tunes Music Corp v. Harrisongs Music Ltd., 1976). 
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The court ruled that he had not intentionally plagiarized the song but had copied 
what was in his unconscious mind (Self, 1993) and so found him guilty.

In the hypothetical scenario, the student confused a memory for the act of creativ-
ity. Another case of plagiarism is when two (or more) people claim to be the source of 
an original idea. That is, the people concerned acknowledge that the idea is a memory, 
but they dispute whose memory it is. Examples of such errors might be two scientists 
arguing over which of them was responsible for a particular discovery, spouses argu-
ing over whose idea it was to take a holiday in Mexico, or siblings arguing over which 
of them had given the cat a haircut when they were 4 years old. In each case, the 
partners may remember the event, but each remembers it differently and claims the 
memory as their own. Assuming that they both did not have the same experience, 
one has plagiarized the other.

In this chapter, we explore some metacognitive aspects of unconscious plagiarism 
errors. In the first section, we review the original laboratory studies of unconscious 
plagiarism, detailing the methodology by which unconscious plagiarism has been 
studied and outlining the factors that influence the rate of unconscious plagiarism 
that is observed in laboratory tasks. In the appendix, we tabulate the results of the 
major studies we discuss to enable the reader to get a feel for the overall pattern of 
findings in the literature. We introduce some of our work exploring how the way 
people think about ideas can influence the likelihood of plagiarizing. In the final sec-
tion, we review the issue of the degree to which people believe that a plagiarized idea 
is their own, presenting new data on this topic.

The	Brown	and	Murphy	(1989)	Paradigm

The first laboratory research on unconscious plagiarism was conducted by Brown and 
Murphy (1989), and their paradigm has come to dominate the field, so we describe it 
in detail here. Their first two studies involved a three-stage paradigm, beginning with 
a group problem-solving session. In groups of four, each participant was asked in 
turn to orally generate a member of a semantic category (e.g., fruits) without repeat-
ing an answer given previously. In this manner, the group generated 16 items for each 
of 4 conceptual categories. Following this initial generation phase, participants were 
later asked to recall the items that they had originally generated to each category cue 
(the recall-own task) and finally to generate four completely new members of the 
category that no one had previously generated (the generate-new task).

Brown and Murphy (1989) reported plagiarized errors in all stages of the experi-
ment. That is, during the generation phase, 3.4% of generated items were repetitions 
of an idea generated earlier in the sequence of responses. During the recall-own 
phase, 7.3% of items were claimed as memories when in fact they had been gener-
ated by someone else, and during the generate-new phase, 8.6% of items purported 
to be new were in fact repetitions of previously presented ideas. Analysis across all 
tasks revealed that the overwhelming majority of people plagiarized. When plagia-
rism errors did occur, they tended to be higher-frequency items, and they were more 
likely to have been an idea generated by the member of the group that preceded the 
plagiarizer during the generation phase. In Experiment 2, two additional factors were 
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manipulated, and a measure of confidence was taken. We return to the confidence 
data later, but for now, the two factors of interest were the nature of the categories used 
to cue generation, with semantic categories contrasted with orthographic categories 
(e.g., words beginning with be). The second factor was the extent to which members 
of the group initially generated answers to the same category cue at the same time. In 
the whole condition, which replicated the first experiment, all participants generated 
members of each category at the same time, until 16 items had been produced, and 
then all moved on to the next category cue. In contrast, the quarter condition had the 
group generate four items from a category before moving on to the next category. This 
was cycled through four times to obtain the same number of exemplars. The single 
condition completely intermixed the four categories and had each participant give an 
answer to a different cue on each trial in randomized order. In the control condition, 
each participant generated exemplars to a different category. As before, plagiarism 
was observed in all three phases of the experiments (generation phase, 8.8%; recall-
own phase, 10.3%; generate-new phase, 14.0%). For the generation phase, there was a 
main effect of group, with participants in the single condition more likely to repeat 
a response already given than in the other conditions, but these errors did not differ 
across category type. For the recall-own phase, there was no effect of group, but pla-
giarism errors were more likely for the orthographic category cues. Neither factor was 
significant for the analysis of plagiarism errors in the generate-new phase.

In the final experiment, participants were tested individually, with the other group 
members replaced by cue cards with (semantic) category members on them. Partici-
pants were required to read through these cards, interjecting their own responses to 
the cue every fourth item. Testing proceeded as before. Again, participants repeated 
previously seen items during generation (3.9%), recalled visually presented items as 
having been generated by themselves (3.9%), and generated old items when asked to 
think of new exemplars (9.8%).

While the Brown and Murphy (1989) paradigm has proven enormously influential 
and has been taken up by a number of subsequent researchers, it is worth considering 
whether the evidence above truly constitutes evidence that unconscious plagiarism 
has been captured in the laboratory. We consider three potential critiques: (1) base 
rate, (2) plagiarism or output-monitoring error, and (3) confidence.

What Is the Appropriate Base Rate?

Brown and Murphy (1989) spent a good deal of time discussing the appropriate rate 
of repetition errors one would expect to see in the recall-own and generate-new 
phases of the experiment in the absence of unconscious plagiarism. However, it is 
worth dwelling for a moment on what exactly is meant by the claim that particular 
errors are caused by unconscious plagiarism. In the generate-new phase, unconscious 
plagiarism for previously studied items occurs because those items have residual acti-
vation from the study phase that increases the likelihood of item selection for output, 
while insufficiently strong for the participants to classify the item as old. In essence, 
this reduces unconscious plagiarism in the generate-new task to a form of implicit 
memory, under exclusion instructions (e.g., Jacoby, 1996). That is, participants are 
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instructed to generate items to a cue, excluding any that are recollected as having 
been experienced in the previous session. However, with a restricted set of possible 
responses, such as types of fruit, there is always the possibility that people will repro-
duce an old item by chance in the absence of any implicit memory for the old item. 
The question then is whether the rate of repeated responses (e.g., 8.6% in Experiment 
1) reflects implicit memory or chance.

To estimate the likelihood of repetitions by chance, Brown and Murphy (1989) 
used the likelihood of self-repetition on a recall attempt or in a semantic generation 
task. On the basis of a brief review of the literature, they argued that the likelihood 
of self-repetition was on the order of 1.6%. That is, when attempting to produce a 
list of items to demand, participants accidentally repeat themselves on 1.6% of occa-
sions. Brown and Murphy (1989) argued that rates of repetition errors higher than 
this represent an influence of the generation phase and hence are evidence of uncon-
scious plagiarism. However, as others have argued (e.g., Tenpenny, Keriazakos, Lew, 
& Phelan, 1998) this rate may be an underestimate because self-generated items are 
particularly strong in memory relative to other-generated items. While weaker mem-
ory may result in unconscious plagiarism due to partial activation of an old memory, 
it also raises the likelihood of duplication of previous responses by chance. To under-
stand why, think of a truly naïve participant who is asked to generate fruits in the 
generate-new phase having not been part of the study phase. In the absence of any 
memory, the participant is most likely to generate more frequent category members 
(apple, banana) and thus reproduce responses given previously. Brown and Murphy 
(1989) acknowledged this point since they reported that a control group who, having 
not been exposed to the initial generation phase, produced 17.5% “plagiarisms” by 
chance at test. But, crucially, this is not unconscious plagiarism since it is not mis-
taking a memory for a new idea. The question is whether the 8.6% of occasions that 
participants repeated old ideas (in Experiment 1) represents plagiarism or less-than-
perfect memory for the original episode. Put another way, perfect memory for the 
generation phase should lead to no repetitions of old ideas, and no memory for the 
past leads to 17.5% repetitions by chance. How then is the rate of 8.6% repetitions to 
be interpreted? To support the case that this is unconscious plagiarism, one must rule 
out the possibility that it represents chance performance associated with forgetting 
half the original event.

Fortunately, in subsequent research the focus moved away from absolute levels of 
unconscious plagiarism to relative levels of such errors across experimental condi-
tions. If these changes are uncorrelated with absolute levels of performance on the 
recall task, this enables us to draw firmer conclusions about evidence for unconscious 
plagiarism. That is, given the same level of memory for the past event, the same oppor-
tunities for chance repetitions should be observed. However, if recall performance is 
inversely correlated with plagiarism rate, the problem of differential effects of guess-
ing remains. Examples of this include demonstrations that plagiarism increases with 
delay (Bredart, Lampinen, & Defeldre, 2003; Brown & Halliday, 1991; Marsh & Bower, 
1993; Marsh, Landau, & Hicks, 1996; Marsh, Ward, & Landau, 1999) or with poorer 
initial encoding (Macrae, Bodenhausen, & Calvini, 1999). A situation that would 
overcome this potential criticism is if observed plagiarism rates exceed chance levels 
of repetition. For instance, if Brown and Murphy (1989) had reported an unconscious 
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plagiarism rate of 50%, this would clearly have exceeded the 17.5% repetition rate 
seen by chance and so would have constituted strong evidence of plagiarism. While 
subsequent studies have reported levels of plagiarism higher than 17.5% (e.g., Stark & 
Perfect, 2006, in press), we are not aware of any study that has explicitly contrasted 
unconscious plagiarism rates with a no-study control group. If levels of recall vary 
across conditions, this might be a worthwhile procedural innovation to adopt in the 
future, although it will require careful implementation. The instructions to the con-
trol group would have to be carefully worded. Instructions to generate four fruits is 
likely to produce high base levels of repetitions, whereas instructions to generate four 
fruits that were unlikely to have been thought of by four other people may produce a 
different set of responses, with lower repetition levels. It is the latter that more closely 
mimics the instructions given to participants in the generate-new phase.

All the foregoing applies to plagiarism in the generate-new task, but what about 
the recall-own task? In the recall-own task, the unconscious plagiarism account is 
that the item is regarded as old, but participants confuse the source of the oldness to 
themselves. This is a different kind of error compared to the mistaken duplication of 
a previous response when attempting to be novel, and yet the same base rate of 1.6% 
was used by Brown and Murphy (1989) to establish that the observed plagiarism rate 
was reliable. This appears rather an arbitrary figure since it was not derived from the 
source-monitoring literature. On the one hand, it could reasonably be argued that no 
intrusions should occur in a recall task since participants are free to report what they 
wish, and so any intrusion represents a plagiarism error. However, because partici-
pants were instructed to write down four responses to each category cue at test, there 
is a strong implication that they were encouraged to reduce their report criterion, and 
in so doing they reproduced ideas previously generated by others. However, they did 
so with very low confidence (see the discussion of confidence), so again it is hard to 
argue that this represents strong evidence for unconscious plagiarism because par-
ticipants may not have believed that these items were originally their own.

An additional interpretational difficulty with data from the recall-own task is that 
participants not only err by plagiarizing old ideas. Sometimes, participants claimed 
that other people generated ideas that they had in fact generated themselves (i.e., 
reverse plagiarism). Plus, they also attributed source to entirely new items, either to 
others or to themselves (the “it had to be you” and “it had to be me” effects; Bink, 
Marsh & Hicks, 1999; Hoffman, 1997). But, because these items are entirely new 
within the context of the experiment, partial activation as a result of experimental 
exposure cannot be the basis for the attribution to self for the “it had to be me” ideas. 
Of course, random variation in strength, perhaps due to extraexperimental exposure, 
could explain such errors, but such variation would be expected for all ideas, includ-
ing those generated initially. Consequently, rates of “it had to be me” errors for new 
items provide an alternate baseline against which to evaluate plagiarism for old items. 
Brown and Murphy (1989) made this comparison in each of four data sets in their 
article. Two showed higher rates of unconscious plagiarism than “it had to be me” 
errors (Experiments 1 and 2, semantic task), one showed no difference (Experiment 
2, orthographic task), and one showed the reverse effect (Experiment 3). In addi-
tion, they reported the degree of confidence in the two forms of error. Experiment 
2 showed that people were just as confident in the ownership of new ideas as they 
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were plagiarized ideas, while Experiment 3 showed people were more confident in 
the ownership of new ideas. Collectively, these data do not provide compelling evi-
dence that people routinely mistake prior exposure for a strong sense of ownership of 
an idea within this paradigm.

Plagiarism or Output-Monitoring Error?

One possibility, not acknowledged by Brown and Murphy (1989) but discussed in the 
follow-up study by Brown and Halliday (1991), is that plagiarism errors in this para-
digm represent items that participants had intended to say but had been usurped by 
another group member, most likely the person speaking directly before them. Recent 
work by Parks (Parks, 1997; Parks & Strohman, 2005) supported this interpretation. 
They manipulated intention to speak in a mock debate paradigm and showed that 
intending to make a debating point but being prevented from doing so led people to 
later believe that they had in fact said the key phrase. This interpretation is also con-
sistent with Landau and Marsh’s (1997) observation that attempting to guess one’s 
(computer) partner’s responses inflated the rate of subsequent plagiarism. So, it is 
possible in the Brown and Murphy paradigm that participants are not so much pla-
giarizing others’ efforts as misremembering that they were beaten to the punch in 
saying a particular exemplar. People may have misremembered the intention to say 
“pineapple” with actually having said it.

A critic might argue that this is a trivial point because participants are still pla-
giarizing others who originally presented the idea. However, at the time the person 
originally thought of the idea, it was novel (within the context of the experiment), 
and so the plagiarism charge is less easy to press. More important, though, is the 
fact that this criticism potentially undermines the whole paradigm as a model for 
real-world cases of plagiarism because the causal mechanism of intention to speak 
an idea requires that the plagiarizer and the victim be planning responses concur-
rently. In real-world cases, this is never the case: If the Chiffons’ hit had not been in 
the public domain before George Harrison wrote his song, he would have had no case 
to answer.

Confidence

George Harrison was so convinced in the originality of his composition that he was 
prepared to release it as a single and then defend its originality in court. Similarly, 
Freud was willing to jeopardize his friendship with Fliess over the ownership of the 
idea of original bisexuality. Real-world plagiarists then can be convinced that an idea 
is their own. By contrast, however, participants in Brown and Murphy’s (1989) original 
studies did not seem quite so confident in their plagiarized responses. Confidence was 
only measured in the final two studies, but in both, confidence was lower for plagia-
rized items than correctly recalled items or correctly generated new items. In one case, 
100% of plagiarized items in the recall-own task of Experiment 3 were given the lowest 
possible confidence rating. Thus, participants may have mistakenly reproduced others’ 
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ideas in the experiment, but they did not seem very convinced that the idea was origi-
nally theirs. We return to the issue of belief in the final section of this chapter.

Because one of our motivations is to understand real-world plagiarism, one point 
is worth dwelling on before we continue the review of previous research using this 
paradigm. Brown and Murphy (1989) provided two operationalizations of uncon-
scious plagiarism: errors in the generate-new task and in the recall-own task. Which 
provides the better model for real-world plagiarism? We believe that the answer is 
actually a mixture of the two. Although the generate-new task seems to capture best 
the intention to be creative in the face of past experience, reflection soon reveals that 
this is only a superficial resemblance to what happens in real life. Unlike our experi-
ments, the real world is a messy, uncontrolled environment in which people ruminate, 
recollect, and mentally rehearse their past. Previous events and ideas are rehearsed 
and revamped so that they are fit for future purpose. So, while George Harrison’s 
original error may have been in strumming an old tune when attempting to write a 
new one (a generate-new failure), his final belief that the tune was his is unlikely to 
have been fixed at that point in time. No doubt, part of his subsequent belief stemmed 
from recalling the many occasions in which he developed the work rather than his 
previous encounters with the Chiffons’ hit. Thus, while he was trying to generate a 
new product, his belief in the ownership of that product was based in part on recall.

De�elopments	of	the	Unconscious	Plagiarism	Paradigm

On the basis of their data, Brown and Murphy (1989) argued that their paradigm pro-
vides a robust methodology for measuring unconscious plagiarism and suggested a 
number of potential ways in which researchers could follow-up their initial findings. 
Although we are less convinced about the original methodology, the paradigm has 
been widely adopted. Fortunately, many of these subsequent studies have addressed 
some of the problems with the original demonstration of unconscious plagiarism.

Brown and Halliday (1991) extended the work of Brown and Murphy (1989) in two 
key ways. First, they demonstrated that introducing a delay between generation and 
test phases substantially increased unconscious plagiarism; in the recall-own phase, 
the increase was from 4.3% to 13.1%, and in the generate-new phase, the increase 
was from 6.7% to 13.3%. Several subsequent studies have confirmed the inflation in 
plagiarism following a delay (Bredart et al., 2003; Landau & Marsh, 1997; Marsh & 
Bower, 1993; Marsh & Landau, 1995; Marsh, Landau, & Hicks, 1996; Marsh, Ward, & 
Landau, 1999). Plus, Brown and Halliday (1991) included a source recognition condi-
tion that replaced the recall-own and generate-new phases for a separate group of par-
ticipants. In this task, participants were presented with a series of category exemplars 
and were asked to indicate whether they had been previously generated by themselves 
(own ideas), by someone else (other’s ideas), or were entirely new. They found that, 
with immediate testing, only 2.1% of old ideas were called new, while 4.8% of old 
ideas were associated with the wrong source. However, 1 week later, 6.1% of old ideas 
were called new, but 19.4% of old items were associated with the wrong source. Thus, 
these data suggest that memory for source is forgotten more rapidly than memory 
for the item itself, in line with other research on source memory (Schacter, Harbluk, 
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& McLachlan, 1984), and they strongly refute an explanation for differential levels of 
plagiarism due to differential guessing based on no memory for the item. However, 
the study did not report whether the source memory errors were more likely to result 
in more plagiarism (other’s ideas being claimed as own on a source recognition test) 
or less (own ideas being claimed as other’s on the source recognition test).

Marsh and Bower (1993) found the same effects of delay on plagiarism rates in 
their study, which used a different initial task and social setting. Their participants 
engaged individually with a computer partner in four games of a version of the game 
Boggle. In each game, players saw a 4 × 4 grid of letters and had to type in words 
that could be completed from adjacent letters in the grid. They alternated with the 
computer in generating such words, which had been programmed to generate words 
in a normative fashion. Either immediately afterward or 1 week later, participants 
attempted to recall their own Boggle solutions and generate new solutions to the task. 
Like Brown and Halliday (1991), Marsh and Bower (1993) found that a delay sig-
nificantly increased plagiarism in both a recall-own task (immediate, 7.5%; delayed, 
31.8%) and the generate-new task (immediate, 17.5%; delayed, 28.1%). Thus, plagia-
rism was not restricted to tasks in which groups of participants attempted to generate 
answers to a single cue. In a second experiment, Marsh and Bower (1993) added an 
evaluative judgment to the generation phase of the Boggle game. After each genera-
tion (by the computer or by the participant), the participant was prompted to either 
judge whether the word had more than four letters (shallow encoding) or was associ-
ated with something positive (deep encoding) in a between-subject design. For the 
recall-own task, this encoding manipulation had no impact on plagiarism (shallow 
encoding, 25.4%; deep encoding, 20.7%). However, for the generate-new task, par-
ticipants were much more likely to plagiarize the computer’s solutions that had been 
subject to shallow encoding (19.1%) than those subject to deep encoding (8.2%). In a 
follow-up study, Marsh and Bower used the same source recognition task as had been 
used by Brown and Halliday (1991) and found that 16.5% of the computer’s ideas were 
attributed to the self. This source error (“it had to be me”) occurred about the same 
as the rate at which participants judged their own solutions as having been originally 
generated by the computer (“it had to be you,” 14.7%). When participants mistakenly 
claimed a new solution was old, they were more likely to say it came from the com-
puter (23.2%) than themselves (14.0%), that is, an “it had to be you” effect (Hoffman, 
1997; Johnson & Raye, 1981).

An outcome of the work of Marsh and Bower (1993) was a two-threshold model 
that was tested more formally by Marsh and Landau (1995) (see also Marsh & Hicks, 
1998; Hicks & Marsh, 1999). A schematic representation of this model is shown in 
Figure 1. This is essentially a strength-based signal detection model, with self-gener-
ated memories having higher average strength than items generated by others, which 
in turn are more active than new ideas. To simulate plagiarism in the recall-own and 
generate-new tasks, it was assumed that two thresholds pertain at test. The lower 
threshold distinguishes between old ideas and new ideas. A higher threshold distin-
guishes between self-generated ideas and other ideas. Thus, at test, if an idea passes 
the higher threshold, it is deemed to have been self-generated. If an idea falls below 
this threshold but above the lower threshold, it is deemed to have been other gener-
ated. Within this framework, it is easy to explain dissociations between generate-new 
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and recall-own plagiarism. Generating old items in a generate-new task is driven by 
the relative strength of the other-generated distribution and the placement of the 
lower threshold. More errors will be seen if the lower threshold is raised or if the 
other-generated ideas are relatively weak. In contrast, plagiarism in the recall-own 
phase is influenced by the placement of the higher threshold and by having stronger 
other-generated ideas.

Marsh and Landau (1995) provided support for the claim that new ideas and other-
generated and self-generated ideas differ in strength by means of a lexical decision 
task added to the paradigm. Participants made lexical decision judgments for words 
that had appeared in the generation phase (self or other) or were new, and partici-
pants were faster to judge self-generated words than other-generated words, which in 
turn were judged faster than new words. Moreover, other-generated words that were 
later plagiarized were recognized faster than other-generated words that were not 
later plagiarized, consistent with the view that these ideas represent the stronger end 
of the other-generated distribution and are likely to cross the higher threshold.

Since the pioneering research by Alan Brown, Richard Marsh, and their col-
leagues, the basic paradigm has been modified in a number of ways to determine the 
conditions under which plagiarism is more or less likely, and this evidence in turn 
has been used to inform theorizing about the causes of unconscious plagiarism. In 
the next section, we give a brief overview of this work, classified under a number of 
loose headings.

Who Plagiarizes Whom?

To date, there has been remarkably little work on who is more likely to unconsciously 
plagiarize or who is likely to be plagiarized. The original studies demonstrated that 
in a group setting, a person is more likely to plagiarize the person who speaks before 
he or she speaks, although this effect was not replicated in a study in which the order 
of generation was randomized (Linna & Gülgöz, 1994). Whether this effect (and non-
replication) is due to momentary inattention as people contemplate their upcoming 
turn in generation or the effects of speech planning remains uncertain.

New Old Self

New
Items

Other
Generated

Items

Self
Generated

Items

Response
Criteria

Figure 1  A schematic representation of the Marsh and Bower (1993) strength model of 
unconscious plagiarism.
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Macrae et al. (1999) manipulated the similarity of members of the group who ini-
tially generated responses to orthographic cues by having either same-gender dyads 
or mixed-gender dyads. Those in the same-sex dyad showed higher subsequent pla-
giarism rates in a recall-own task, but there was no effect of group membership on 
plagiarism in the generate-new task. Thus, participants were more likely to recall 
as their own the ideas from a partner who was more similar to them (i.e. the same 
sex) than dissimilar to them. However, the similarity of the group members had no 
impact on the generate-new phase because all that is required to prevent plagiarism is 
a sense of familiarity. The propensity to plagiarize from members of the same sex was 
replicated in a real-world study by Defeldre (2005a) using a self-report questionnaire 
about occasions when people had discovered themselves unconsciously plagiarizing 
in everyday life. However, because of the self-report nature of the plagiarism errors 
in this study, it is hard to establish whether such discovered plagiarisms represented 
occasions on which people thought they were being truly novel or thought they were 
remembering one of their own former ideas. Interestingly, Landau and Marsh (1997) 
reported a pattern that is at odds with the idea that partner similarity drives plagia-
rism rate. They compared rates of plagiarism on a Boggle task when a person played 
with a computer partner or a human partner. Like Macrae et al., they found no impact 
of the kind of partner on plagiarism in the generate-new task. However, for the recall-
own task, participants were more likely to plagiarize the computer than their human 
partner. Landau and Marsh (1997) argued that this is because the human partner 
leads to more differentiated memories, but the source-similarity argument favored 
by Macrae et al. (1999) would have predicted the reverse pattern.

Macrae et al. (1999) also studied the effect of the presence or absence of the partner 
at final test and found that people were more likely to plagiarize their partner in the 
recall-own phase if the partner were absent at test than if present. The presence or 
absence of the partner had no such effect on rates of plagiarism in the generate-new 
phase. Macrae et al. argued that the presence of the partner made source more salient 
at final test and thereby reduced plagiarism, although they acknowledged that fear of 
social sanctions might have caused people to change their report criteria.

In a laboratory study using an orthographic generation task, Defeldre (2005b) 
examined the rate of plagiarism in younger and older adults using the rationale 
that because older adults have a documented source-monitoring deficit, they should 
show higher rates of plagiarism in a recall-own task. One week after the generation 
task, participants attempted to recall their own answers. While older adults recalled 
slightly fewer of the original ideas, there was no evidence of the expected increase 
in recall-own plagiarism, although older adults did intrude new items (i.e., items 
never generated in Phase 1) at twice the rate of their younger counterparts. More 
recently, McCabe, Smith, and Parks (2007) used the standard laboratory paradigm 
to explore the propensity of older adults to plagiarize. Unlike Defeldre, they did find 
that older adults were more likely than their younger counterparts to plagiarize, 
both in a generate-new task (Experiments 1 and 2) and in a recall-own task (Experi-
ment 2). Moreover, they found that generate-new plagiarism errors were predicted 
by measures of episodic recall and working memory capacity, and that once these 
factors were controlled for, no variance was associated with age. Because they only 
tested recall-own plagiarism in one study, they did not attempt a similar analysis for 
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such errors. This is a pity given the theoretical claims about the differential basis for 
generate-new and recall-own plagiarism. Clearly, given the different results shown 
by the two aging studies and the novel regression approach taken by McCabe et al. 
(2007), age-related change in unconscious plagiarism is an area worthy of further 
exploration.

In Which Tasks Does Plagiarism Occur?

A number of authors have striven to expand the range of tasks for which plagiarism 
can be generated, beyond semantic and orthographic category generation and Boggle 
task solutions. Defeldre’s (2005a) survey of everyday plagiarism errors found that 
plagiarism can indeed be experienced in a range of domains, from the anticipated 
attempts at creativity in the domains of literature and music, to more prosaic activi-
ties such as thinking of a nickname, thinking of new games for scouts, and inventing 
a cocktail. In the laboratory, researchers have shown plagiarism both in extended 
verbal tasks and in pictorial tasks.

The extended verbal tasks used are ones in which participants hear or generate 
solutions to problems such as ways to reduce traffic accidents rather than generating 
members of semantic categories. Marsh et al. (1997) used this initial task to explore 
rates of unconscious plagiarism in subsequent generate-new and source recognition 
tasks. Across four experiments testing generate-new plagiarism, participants reliably 
reproduced old solutions to the problems when attempting to generate new solutions 
between 6.3% and 24.5% of the time. However, when re-presented with a mixture 
of old and new ideas and asked to judge the source, participants attributed other’s 
ideas to themselves (i.e., plagiarized on a source-monitoring test) on less than 2% 
of occasions. We return to this issue in the final section, where we discuss belief in 
plagiarized errors. Similarly, Bink et al. (1999) demonstrated that participants plagia-
rized previously heard solutions to problems when attempting to generate new ones. 
Interestingly, participants were more likely to plagiarize credible sources of solutions 
to traffic problems (town planners) than less-credible sources (undergraduates), even 
though the ideas were identical. More recently, we (Stark & Perfect, 2006, 2007, 2008; 
Stark, Perfect, & Newstead, 2005) have shown plagiarism in both generate-new and 
recall-own tasks following an initial generation of alternate uses for common objects, 
such as a brick or a paperclip.

A modified version of the Brown and Murphy (1989) paradigm involves exposing 
participants to “example” solutions to problems rather than being involved in a gen-
eration phase. This procedure has been adopted in a series of studies looking at pla-
giarism in the attempted production of novel pictures. For instance, in a study when 
participants were asked to draw space creatures from their wildest imaginations, they 
tended to conform to more earthly stereotypes such as having standard body shapes, 
two eyes, one mouth, and so forth (Ward, 1994). Marsh, Landau, and Hicks (1996) gave 
participants three exemplars of space creatures that all contained antennae, a tail, and 
four legs. Despite instructions to avoid basing answers on the exemplars, participants’ 
attempted new creations were more likely to contain these key features than those of a 
control group given the same instructions but who had not seen the examples.
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What Encoding Factors Influence Plagiarism Rates?

Because the Brown and Murphy (1989) paradigm necessarily begins with a genera-
tion phase in which idea ownership is established, it is perhaps not surprising that 
encoding factors have been little explored. Only two studies have been reported in 
which the quality of the initial encoding was related to the subsequent propensity to 
plagiarize. The first was that of Marsh and Bower (1993), as discussed, who reported 
that shallow encoding led to more generate-new plagiarism than deeper encoding but 
had no impact on recall-own plagiarism. Macrae et al. (1999) investigated the dis-
tracting effects of a radio playing during the generation task. Distraction at encoding 
had no impact on plagiarism in a generate-new task but reliably increased the pro-
pensity to falsely recall a partner’s answers as theirs compared to the no-distraction 
control. Thus, regarding the two tasks, Marsh and Bower found encoding quality to 
predict plagiarism in the generate-new task but not the recall-own task, while Macrae 
et al. found the reverse.

Marsh and Bower (1993) interpreted their data in terms of a strength model. They 
argued that stronger representations in memory, due to deeper encoding, were more 
likely than weaker ones to cross the threshold of partial activation and so be pla-
giarized in the generate-new task. However, to explain why no similar increase in 
recall-own plagiarism occurred requires some additional assumptions. One, which 
the authors argued for, is that the strengthening effects of deeper encoding would be 
greater for self-generated ideas. Given the known benefits of generation, this seems 
unlikely; unfortunately, Marsh and Bower did not provide the correct recall data to 
support (or refute) their claim. In any case, without a concomitant change in report 
threshold, which Marsh and Bower did not argue for, it is hard to see why deeper 
encoding should not lead to more correct recall and more plagiarism, in their model, 
since any increase in strength to partner-generated ideas should cause more items to 
cross the higher threshold as well as the lower one. Indeed, a problem with a simple 
strength model is that generate-new plagiarism errors occur when one threshold is 
crossed, but another is not. Judicious placement of thresholds can explain why deeper 
processing leads to more plagiarism (more items cross the lower threshold) or less 
(more items cross the higher threshold). Without other data to constrain the model, 
clear predictions about the impact of memory strength on generate-new plagiarism 
are not always possible.

Macrae et al. (1999) argued that their data speak to a source-monitoring account 
of unconscious plagiarism in which both stronger and weaker items at encoding 
have sufficient strength to make an undifferentiated judgment of oldness and hence 
to reject the items in a generate-new task. However, they argued that distraction at 
encoding leads to memory representations that are qualitatively poorer and so less 
informative regarding the source of the event. Still, they did not specify what the 
nature of this information might be beyond the ability to differentiate between stored 
memories. However, why greater differentiation should affect only source judgments 
(the high threshold in the strength model) and not old/new recognition (the low 
threshold) is unclear.
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Which Factors During the Retention Interval Influence Plagiarism Rates?

We (Perfect & Stark, in press; Stark & Perfect, 2006, 2007, 2008; Stark et al., 2005) have 
been exploring the effects of different kinds of mental activity during the retention inter-
val between the initial generation phase and the subsequent generate-new and recall-own 
phases of the Brown and Murphy (1989) paradigm. Our rationale for expanding the three-
stage paradigm into a four-stage one was that real-world plagiarists are unlikely to have 
thought about the idea they come to plagiarize only on a single occasion. George Harrison 
is unlikely to have conceived of the final version of “My Sweet Lord” in a single sitting. 
Rather, it is more likely that he worked on it extensively, perhaps trying different rhythms 
or tempos, different keys, different arrangements, and so forth, as well as working on the 
basic tune and lyrics to his song over an extended period. Could it be that this extended 
mental work is what led Harrison to be so convinced that the original idea was his own 
and to deny the influence of the Chiffons’ hit? After all, his memory for the more recent 
effort would be much clearer than his memory for the original song, so this could provide 
a plausible basis for ownership of the finished piece.

Rather than have our undergraduate volunteers try to create novel songs, we decided 
to use a modified version of the Brown and Murphy (1989) paradigm in which the 
original generation task involved finding alternate uses for common objects, such as 
paperclips or shoes (Christensen, Guilford, Merrifield, & Wilson, 1960). In all other 
respects, our generation phase matched the standard paradigm, as did our subsequent 
recall-own and generate-new phases 1 week later. The key manipulation was an addi-
tional phase in which participants were invited to think about the ideas again (Stark 
et al., 2005). A within-subject design was used in which participants were asked to 
think about previously generated ideas in one of three ways, which were contrasted 
with a final control condition. Each condition utilized a quarter of the ideas — one 
from each group member for each object. One quarter of previously generated ideas 
were re-presented, with no instructions on how they should be processed. A further 
quarter were re-presented, and participants were asked to rate how easy it was to 
form an image of the idea in use and to rate the effectiveness of the idea (imagery 
elaboration). The next quarter of the ideas were re-presented with the instruction that 
participants try to think of three ways of improving the idea (generative elaboration). 
All these re-presented ideas were contrasted with control ideas that had previously 
been generated but were not included in this additional phase.

Our interest was in the effects of these different forms of elaboration on the subse-
quent rates of plagiarism in the generate-new and recall-own tasks. Fortunately, the 
results across a number of replications and minor variants of the paradigm have been 
remarkably consistent, so the data from Stark et al.’s (2005) Experiment 1 can serve 
as illustration. For the generate-new task, both imagery elaboration and generative 
elaboration reduce the likelihood of subsequent plagiarism relative to control. Simple 
re-presentation of the ideas had no impact on this measure.

For successful recall of participants’ own ideas, imagery and generation also had 
the same effect, increasing successful recall relative to control. Re-presentation also 
led to higher levels of recall than control. These data, together with the generate-
new data, led to a simple interpretation of the effects of elaboration in the additional 
phase of our experiment. Both imagery elaboration and generative elaboration led 
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to stronger representations of the original ideas, and so consequently better correct 
recall, and lower levels of plagiarized intrusions in the generate-new phase.

However, performance on the recall-own phase revealed a substantially different 
pattern. Relative to control, neither re-presentation nor imagery increased the likeli-
hood that participants subsequently appropriated someone else’s idea as their own. 
However, those ideas that were subject to improvement were subsequently plagia-
rized much more often than control. How much more depends on how one measures 
plagiarism rate. One can take an input-bound measure and reason that, because of 
the design, participants had equal likelihood of plagiarizing each kind of item when 
attempting to recall their own ideas. The fact that participants plagiarized an average 
of 0.53 control ideas, 0.63 re-presented ideas, 0.55 imagined ideas, and 1.7 improved 
ideas suggests that they plagiarized generatively improved ideas roughly three times 
as often as the other ideas. However, one can take an output-bound measure and 
ask what proportion of ideas produced when attempting to recall are plagiarized. 
Because recall was unequal across conditions, this produces a different pattern. 
For control, 28.6% of recalled ideas were plagiarized. Recall of re-presented ideas 
included 22.0% that were plagiarized, and recall of imagined ideas included 17.3% 
that were plagiarized. However, when attempting to recall improved ideas, 41.3% of 
ideas were plagiarized, thus showing roughly twice the rates seen in other conditions. 
Thus, whichever measure one takes, this is both a substantial level of plagiarism and 
a substantial effect across conditions.

This pattern was subsequently replicated in Experiment 2 of the same article and 
has been replicated many times since (Stark & Perfect, 2006, 2008; Perfect & Stark, in 
press). Across this series of studies, we have shown that the effect is revealed both in 
recall-own measures and with a source-monitoring measure, and the effect is magni-
fied by repeating the improvement phase in the interval or by further delaying the 
final test phase. However, neither repeating the imagery elaboration nor forming an 
image of an idea that has been improved by someone else have an impact on subse-
quent plagiarism.

This within-subject design has much to commend it. Because the focus is on rela-
tive levels of unconscious plagiarism across conditions, it is not subject to the previ-
ous arguments about chance levels of reproduction of old ideas. Even if one were to 
accept that all the reproductions of old ideas in the control condition reflect chance, 
one cannot make the same argument about the higher rate that is seen in the idea 
improvement condition. In addition, because memory performance is matched across 
imagery and idea improvement conditions, again one cannot explain away the dif-
ference in plagiarism rates on the recall-own task as a function of different absolute 
memory strength. This in turn is helpful in determining what kinds of information 
are used by individuals in deciding on the source of previously experienced ideas 
when attempting to recall their own ideas.

Because the data from this series of experiments firmly refute a simple strength-
based account of unconscious plagiarism in the recall-own task, we have argued that 
there are two avenues worthy of future exploration. These can broadly be classed as 
a memory content-based account and a memory process-based account. The mem-
ory process account is essentially an extension of the source-monitoring framework 
(Johnson, 1988; Johnson, Hashtroudi, & Lindsay, 1993; Johnson & Raye, 1981). That 
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framework argues that people attribute the source of a mental event by reference to 
different qualitative aspects, such as perceptual detail, emotional detail, and records 
of cognitive operations. In these terms, people plagiarize improved ideas because the 
act of improvement produces mental events that resemble those that are produced by 
generation. Because both initial generation and subsequent improvement involve the 
task of generating elements, we have argued (Stark & Perfect, 2006; Stark et al., 2005) 
that it is this generative element that causes the confusion over source.

However, we have also acknowledged that there is a memory content account that 
cannot yet be ruled out. It may be that when attempting to generate improvements 
to an idea, people do so in an idiosyncratic manner. So, perhaps they may be asked 
to improve someone else’s idea of using a shoe as a flowerpot. In so doing, they may 
bring to mind the idea of decorating the shoe, waterproofing it, and placing it on 
a shoe box as a stand. But, perhaps when they do this, it is their shoe that they are 
decorating and their choice of colors with which they mentally decorate it, and in 
their house they mentally imagine it placed on its stand. Perhaps it is these personal 
details that are later misremembered as evidence that the original idea of using a 
shoe as a flowerpot was their own. Unfortunately, at time of writing, we are unable to 
distinguish between these two potential accounts of the generative elaboration effect, 
although our efforts are ongoing (Perfect & Stark, in press).

Because we are discussing a potential memory content account, it is worth spend-
ing a moment discussing an issue that always arises when we discuss these data with 
colleagues. They, legitimately, ask whether recalling an improved idea is plagiarism 
if the content of the idea is different. We have two answers. First, our experimental 
instructions are very clear. We ask participants to recall the original ideas, and it is 
these ideas that they do recall, and these ideas that they plagiarize. In the source-
monitoring version, it is the original version of the ideas that they misattribute to 
themselves. Thus, experimentally, we feel that we are on strong ground in saying 
that it is plagiarism. From an applied perspective, the issue is less black and white 
because in some areas one person’s plagiarism is another’s homage. However, legally, 
the courts are concerned about the underlying similarity of two ideas rather than 
the surface form. It is not possible to change the lyrics, add a brass section and some 
backing vocals, and claim authorship of an entirely new song. If “Your Way” is too 
close to “My Way,” you have plagiarized.

Which Factors at Test Influence Plagiarism Rates?

A recurrent theme throughout this discussion is the pattern of findings with the 
recall-own and generate-new test formats. However, some studies have used other 
manipulations at test, and other test formats, to explore the practical and theoretical 
basis of unconscious plagiarism errors. One such study was by Marsh et al. (1997), 
who explored a range of factors across four experiments that utilized the problem-
solving task at generation. One week later, participants returned to be tested on their 
memory for the previous session. In Experiment 1, participants asked to generate 
new ideas plagiarized at a rate of 21%. However, a group who were presented with 
previous statements and asked to judge the source only plagiarized (claimed someone 
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else’s idea as their own) on 0.8% of occasions. This discrepancy between performance 
in a generate-new task and a source-monitoring task was replicated across three sub-
sequent studies. In addition, Experiment 2 showed lower rates of plagiarism on the 
generate-new task if participants were reminded of the original source of the ideas 
by means of a response sheet that encouraged them to think back to the source of the 
original events (7.8%) than a control group (21.2%). Experiment 3 showed that requir-
ing rapid responses on the generate-new task increased plagiarism (24.5%) relative to 
control (11.5%). Experiment 4 manipulated two factors. One was the degree to which 
the instructions stressed the need to avoid plagiarism. Lenient instructions (equating 
to those used in the previous experiments) led to higher rates of plagiarism (16.1%) 
than stricter instructions (8.3%). The other factor was group versus individual test-
ing, although this was confounded with oral versus written responding. They found 
higher rates of plagiarism in the generate-new task for the group (15.7%) than the 
individual testing (8.7%), which is the opposite effect (albeit with a different task) to 
that reported by Macrae et al. (1999), who found less plagiarism with group testing on 
a recall-own task and no effect of group on the generate-new task.

In contrast to the effects of the different test factors (speed, instructions, group vs. 
individual testing) on the rates of plagiarism in the generate-new task, there were no 
reliable effects of these manipulations in the source recognition test formats. Plagia-
rism errors on the source-monitoring task were numerically lower than such errors in 
the generate-new task in every case and reliably lower on five of eight comparisons.

In Landau, Marsh, and Parsons’ (2000) study, participants initially read solutions 
to the problem of how to reduce traffic accidents. Half the (bilingual) participants 
were asked to translate each idea, while the remainder just read them. Subsequently, 
both participant groups were asked to generate new ideas. Following this, participants 
were re-presented with each of the original ideas and asked to rate how long they had 
known that idea. Landau et al. found a dissociation across these two tasks. Translat-
ing the ideas significantly reduced the likelihood of plagiarizing it in the generate-new 
task (5%) compared to the read-only condition (15%). However, the reverse effect was 
apparent for the length-of-knowing rating; translating the ideas led people to believe 
that they had known the idea for longer than if they had merely read the idea.

Belief	in	Plagiarism

In this final section, we return to the issue of the degree to which participants truly 
believe that a plagiarized idea is their own. One measure of the success, or otherwise, 
of the laboratory model of unconscious plagiarism is the extent to which we can 
explain how people can come to be utterly convinced that a memory is a novel cre-
ation or that an event happened to them when it happened to someone else.

At least two criteria need to be met for the laboratory paradigm to be successful 
in explaining the behavior of people like George Harrison. First, we ought to have 
a paradigm in which participants plagiarize with confidence. That is, participants 
really should believe that they thought of using a shoe as a flowerpot rather than hav-
ing a vague feeling about the idea and giving that as a response to fill up a response 
sheet. The second criterion is that plagiarism should be evident under different test 
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conditions. In particular, plagiarism should be evident both when people attempt to 
generate new ideas (or recall their own ones) and when people are asked explicitly 
to judge the source of a previous idea. It is one thing for someone to pick out some 
notes on a guitar and think they are being original; it is another thing entirely to go 
to court, having been confronted with the original hit record, and still to claim that 
the second tune is original. Thus, we see this metacognitive element of belief in the 
ownership of the memory as a core element of unconscious plagiarism. With this in 
mind, the minimal requirement in the laboratory equivalent then should be a pro-
pensity to plagiarize, whether measured by a generative task (recall-own/generate-
new) or a recognition task for source. However, as we discuss, the literature on the 
issue of belief in plagiarism is neither extensive nor compelling.

Brown and Murphy (1989) included a measure of confidence in their second and 
third experiments, albeit in the slightly idiosyncratic form of a 3-point scale from 
positive, through somewhat sure, to guess. This scale was replicated in the study by 
Marsh and Bower (1993), using the Boggle task with a computer partner, as described. 
For illustrative purposes, the proportion of each confidence level associated with 
recall-own plagiarism is reproduced in Table 1 for these two studies, although other 
studies measuring confidence could have been used in their place because they show 
largely the same pattern. Several points are noteworthy. First is the degree of concur-
rence in the pattern of confidence ratings across studies both within each article and 

Table 1  Percentage of Responses associated with each level of Confidence in the 
Recall-Own Tasks Reported by brown and Murphy (1989) and Marsh and bower 
(1993) for Ideas That Were Originally Generated by the Participant (Correct 
Recall), by Someone else (Plagiarized Ideas), or Were entirely New (Intrusions)

Confidence Level
Measure Positive Somewhat Sure Guess

brown and Murphy (1989) experiment 2

Correct recall 94.4 4.4 1.2
Plagiarized ideas 25.3 26.6 48.1
New intrusions 24.5 19.4 56.1

brown and Murphy (1989) experiment 3

Correct recall 90.4 8.2 1.4
Plagiarized ideas 0.0 0.0 100.0
New intrusions 10.4 20.6 69.0

Marsh and bower (1993) Immediate Testing

Correct recall 94.1 4.0 1.8
Plagiarized ideas 16.0 20.8 62.5
New intrusions 25.0 20.8 54.2

Marsh and bower (1993) Delayed Testing

Correct recall 71.4 18.9 9.7
Plagiarized ideas 12.5 33.0 54.5
New intrusions 10.8 20.0 69.2

RT62140.indb   301 4/24/08   9:29:28 AM



302	 Timothy	J.	Perfect	and	Louisa	J.	Stark

across articles, which given the methodological differences in studies is reassuring. 
The second point to note is that participants were much more confident in those 
items they correctly recalled as their own compared to items they plagiarized and 
compared to entirely new items that they intruded. This was true for all studies, 
although confidence dropped somewhat across delay in the Marsh and Bower (1993) 
study, as one might expect.

The next point one could make is that plagiarized responses are sometimes expe-
rienced with high confidence. As Marsh and Bower (1993) optimistically stated, 
“Approximately 40% of their plagiarisms received a positive or somewhat confident 
rating” (p. 678). However, as inspection of Table 1 soon reveals, this cannot be taken 
as evidence of confidence in unconscious plagiarism because confidence for items that 
were reproduced from the test phase was no higher than confidence for items that 
were entirely new. If the plagiarized ideas had been reproduced on the basis of some 
partial activation, one might reasonably have expected higher confidence in those 
responses than in entirely new responses, but this was not so. How then are these 
high-confidence plagiarisms to be interpreted? One possibility is that high-confidence 
responses for both new intrusions and plagiarized responses represent items that were 
initially thought of but not produced by anyone (intrusions) or that were thought of 
but produced by the partner first (plagiarisms), along the lines of the suggestion by 
Parks (Parks, 1997; Parks & Strohman, 2005) already discussed. This, however, reduces 
unconscious plagiarism to faulty output monitoring. From an applied perspective, this 
is not a trivial point. The likelihood of concurrently duplicating a category member in 
an experimental setting is quite high, but the likelihood of concurrently creating the 
same complex idea in a real-world task, such as writing a song, is very low.

In addition to examining confidence in the recall-own tasks, both Brown and 
Murphy and Marsh and Bower reported confidence distributions for the generate-
new tasks. The patterns were not dissimilar to those seen for the recall-own task. 
Correct responses (i.e., ideas not presented previously) were associated with higher 
confidence levels than plagiarized ideas. However, a substantial proportion of pla-
giarized items (between 30% and 52%) was associated with the highest confidence 
rating. However, whether this represents evidence for high-confidence plagiarism or 
evidence that some previous items are truly forgotten and so duplicated with high 
confidence is harder to ascertain, as we discussed.

The second way in which strong belief can be demonstrated in the ownership of 
plagiarized ideas is to demonstrate that participants maintain their belief in the face 
of different criterion tests. That is, they not only generate the item in a free-recall test, 
but they also judge themselves to be the original source when reminded of the exis-
tence of the original source, either by means of retrieval cues or by use of a source-
monitoring test, or maintain the belief in the face of penalties associated with making 
plagiarism errors.

A number of lines of evidence that we have already discussed converge in suggest-
ing that the rates of plagiarism observed in recall-own and generate-new tasks per-
haps are an overestimate of the number of ideas that a participant believes he or she 
actually generated. One line is the demonstrations that manipulations of report cri-
terion led to differential rates of unconscious plagiarism. Free report gives lower rates 
of plagiarism than forced report, in which participants have to give a fixed number of 
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responses (Tenpenny et al., 1998). Instructing people to be careful to avoid plagiarism 
or financially rewarding them for not plagiarizing (Stark, Perfect, & Newstead, 2005) 
likewise varies the observed rates. Presumably, the presence of a partner (Macrae 
et al., 1999) similarly acts on the report criterion. The demonstrations by Landau, 
Marsh, and colleagues (Landau & Marsh, 1997; Landau et al., 2000) that rates of 
plagiarism errors are influenced by the form of the final test also speak to this same 
issue. The rate at which people attribute past events to themselves depends on which 
question is asked.

Theoretically, the source-monitoring framework offers a means by which these 
effects can be interpreted, with the idea that people subject different kinds of evi-
dence to different levels of scrutiny to solve their current cognitive demands for 
source-specifying information. Limitations of space prevent a full discussion of this 
theoretical framework, so those interested should consult the original articles for 
fuller accounts (but in particular, see Marsh & Landau, 1995; Landau et al., 2000). 
However, we note in passing that the framework remains frustratingly difficult to pin 
down since it has been used to account for different patterns of results, in particular 
the effects of partner similarity (contrast Macrae et al., 1999, with Landau & Marsh, 
1997) and the effects of stronger versus weaker encoding (compare Marsh & Bower, 
1993, with Macrae et al., 1999) on the patterns of plagiarism across recall-own and 
generate-new tasks.

Instead, the point we wish to make about these demonstrations is the applied one: 
If rates of plagiarism can be moved around by means of instructional manipulations 
or test format, what does this imply for the degree of belief held by our experimental 
plagiarists in the ideas that they espouse to be their own? For instance, Experiment 
1 of Landau and Marsh (1997) showed a rate of 21.1% plagiarism for other’s ideas, 
which melts away to an error rate of 0.8% in a source recognition test. Theoretically, 
this discrepancy can be explained in terms of a differential application of monitor-
ing or monitoring based on qualitatively different information, but what does this 
distinction mean in terms of metacognitive belief in those plagiarized ideas? On face 
value, the data appear to suggest that participants did not strongly believe that they 
were the source of these plagiarized ideas at all because they were prepared to con-
cede that the ideas were not their own when asked the appropriate question. But, 
George Harrison was not so easily budged in his belief. Surely, at some point before 
appearing in court, George carefully considered the two potential sources of his tune. 
And yet, he went on to court.

For the Brown and Murphy (1989) paradigm to begin to explain behavior like this, 
we need a demonstration of plagiarism that survives changes in test format and that 
leads to high confidence in the ownership of those ideas. Given our success in inflat-
ing rates of unconscious plagiarism in the recall-own phase by means of a generative 
elaboration phase, we wondered whether such a manipulation would also increase 
the confidence in the ownership of these ideas.

In a recent study (Stark & Perfect, 2006), we replicated the basic procedure of Stark 
et al. (2005), which involved the basic Brown and Murphy (1989) paradigm with an 
additional elaboration phase. However, instead of final recall-own and generate-new 
tests, participants were given a source recognition test for the originally generated 
ideas. Two aspects of the results were noteworthy. First, like Landau and Marsh 
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(1997), we found overall reduced levels of plagiarism in the source-monitoring task 
relative to the recall-own task used previously. However, we also replicated the elabo-
ration effects found in Stark et al. (2005). Relative to control ideas and imagined ideas, 
elaborating ideas by improving them led to three times the rate of plagiarism errors, 
measured this time by a source recognition test. Thus, it seems that our elaboration 
manipulation may begin to suggest a way in which people come to believe that they 
originated an idea, even when forced explicitly to consider the origin of the idea.

But, do people really believe in these ideas as measured by a confidence measure? 
We explored this question in a series of four experiments, which included a measure 
of degree of confidence in the ownership of ideas. Each experiment differed along dif-
ferent dimensions, but for present purposes, these are unimportant. All four experi-
ments were essentially replications of Stark et al. (2005), using different materials, but 
with a confidence judgment for the ownership of each idea recalled. All four experi-
ments had an initial generation phase, an elaboration phase involving both imagery 
and generative elaboration, and a final recall-own phase.

The previous effects were replicated in all studies, so here they are collapsed for 
purposes of analysis. Adding study as a factor to these overall analyses produced no 
significant main or interactive effects, so we do not focus on the cross-task differences 
any further. Compared to control ideas, both imagery elaboration and idea improve-
ment led to more correct recall of a person’s original ideas (control, 41.4%; imag-
ery, 63.0%; generation, 62.3%). However, as before, only idea improvement increased 
unconscious plagiarism rates in the recall-own task. On average, participants plagia-
rized 0.38 of the control ideas, 0.47 of the imagery ideas, and 1.38 of the improved 
ideas. Using the output-based measure of plagiarism, based on the total number of 
responses recalled by each participant, it was found that 18% of control ideas were 
plagiarized compared to 16% of imagined ideas, but 36% of improved ideas. But, how 
confident were people in the ownership of the ideas they had plagiarized?

We examined this in two analyses. The first, illustrated in Figure 2a, looked at 
the number of plagiarized responses at each level of confidence (1 = low confidence, 
5 = high confidence). There was a main effect of elaboration status, in line with the 
main effect on overall rates of plagiarism, but no interaction between confidence level 
and elaboration status. Thus, the increase in the number of plagiarized responses 
was equal at all levels, so elaboration is not associated with a higher number of low-
confidence or guess responses. This was confirmed in a second analysis, shown in 
Figure 2b, in which we calculated the proportion of plagiarized responses seen at 
each level of confidence. Here, there was no main effect of elaboration (since we had 
conditionalized on this factor) and no interaction. Thus, in terms of the distribution 
of confidence, generative elaboration does not apparently increase confidence in pla-
giarized responses. However, in absolute terms, generative elaboration significantly 
increases the number of plagiarized items associated with high confidence in own-
ership. Because it only takes one plagiarized idea to result in a dispute with a rival, 
spouse, sibling, or fellow creative artist, it is clear that generative elaboration is a dan-
gerous process to undertake. The fact that scientific developments are almost inevita-
bly the product of developing other peoples’ ideas through elaboration should give us 
all pause for thought the next time we have a “Eureka!” moment.
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Metacognitive Processes in Creating 
False Beliefs and False Memories:
The Role of Event Plausibility

Giuliana Mazzoni

Introduction

This chapter represents an extension of my interest in metacognitive control to the 
area of false memories, in which I have been working for the past decade or so. The 
distinction between monitoring and control processes in metacognition, as proposed 
by Nelson and Narens (1990), is crucial in helping understand what happens when 
false memories are created.

I once had an animated discussion with a clerk at a car rental office because, when 
I returned the car, he could not find the slip with my credit card number. I had pro-
vided my credit card a few days before, when my partner and I had rented the car 
to visit the Olympic peninsula. Now, alone, I was returning the car. It took all his 
patience to convince me that maybe I had not given my credit card to him because 
that idea was conflicting with my very clear and vivid memory of taking the card out 
of my purse and handing it to him. Memories cannot lie. But, I was wrong, as I found 
out when I finally allowed the clerk to look under my partner’s name. I had had a 
false memory. The clerk was right; it had been my partner’s credit card that was used 
to rent the car.

False memories are not rare phenomena. Considerable research has established 
that they are relatively common (see Mazzoni & Scoboria, 2007, for a recent review) 
and can be created with relative ease. People can come up with false memories as a 
consequence of several types of procedures. Some of them involve suggestion, which 
includes suggestive procedures such as hypnosis (Lynn, Lock, Loftus, Krackow, & 
Lilienfeld, 2003; Mazzoni & Lynn, 2007; McConkey & Sheehan, 1995); dream inter-
pretation (Mazzoni, Loftus, Seitz, & Lynn, 1999); and presentation with false infor-
mation about the past, either verbally (Sharman, Manning, & Garry, 2005; Garry 
& Wade, 2005; Loftus & Pickrell, 1995) or visually (Lindsay, Hagen, Read, Wade, 
& Garry, 2004; Wade, Garry, Read, & Lindsay, 2002). In other cases, however, the 
degree of suggestion is minimal or nil. This occurs, for example, when false memo-
ries are created via the activation of mental processes such as visual imagery (Garry, 
Manning, Loftus & Sharman, 1996; Mazzoni & Memon, 2003) or automatic semantic 
activation (Roediger & McDermott, 1995). False memories can be developed about 
phenomena of varying degrees of complexity, from simple items, such as words 
(Roediger & McDermott, 1995), to complex life scenes, such as spilling punch on 
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the dress of the bride’s mother at a wedding (Hyman & Pentland, 1996) or having a 
school nurse remove a small piece of skin from one’s little finger (Mazzoni & Memon, 
2003).

A major question about false memories refers to how these “memories” are cre-
ated. Although researchers have proposed a number of models of false memory cre-
ation, most seem to agree that, independent of the specific way in which they are 
created, they all entail some common processes. In particular, false memories, as well 
as true memories, are the result of a series of evaluative and decisional processes. It 
is through such processes that the “goodness” of retrieved information is evaluated, 
and the decision is made whether the content of mental events can be considered a 
memory of an experienced event. The retrieved information will be output only if the 
decision is positive (Koriat & Goldsmith, 1996; Mazzoni & Kirsch, 2002).

There are some important theoretical differences among the various models pro-
posed to explain the development of false memories, even when there is agreement 
that they involve some basic evaluative processes. These evaluative and decisional 
mechanisms have been framed in terms of source-monitoring processes (e.g., John-
son, Hashtroudi, & Lindsay, 1993; Johnson & Raye, 2000); attributional processes 
(Kelley & Jacoby, 1996; Whittlesea & Williams, 2001); or more generic monitoring 
processes (Roediger, Watson, McDermott, & Gallo, 2001), among others. However, 
they all can be subsumed under the more general label of metacognitive processes 
(Koriat & Goldsmith, 1996; Mazzoni & Kirsch, 2002). Indeed, the decision regarding 
whether a mental event is a memory is by definition metamemorial.

In the present chapter, the role of metacognition in the creation of false memo-
ries is briefly reviewed. The focus of the chapter is the analysis of one specific type 
of information used for metacognitive decisions: event plausibility. The chapter is 
divided into two sections. In the first section, some false memory phenomena are 
briefly introduced, and a distinction between false memories and false beliefs is 
drawn. The role of metacognitive processes is then briefly outlined, and the Mazzoni 
and Kirsch (2002) metacognitive model of false memory creation is summarized. The 
following section is devoted to analyzing the role of event plausibility in the creation 
of false memories, and the results of some recent studies are reported. A model of 
false memory creation based on event plausibility is proposed.

The	Creation	of	False	Memories

Consider first some examples of false memory creation. False memories can be cre-
ated for events of varying degrees of complexity. For example, in the well-known 
Deese-Roediger-McDermott (DRM) paradigm, false memories can be created for 
single words. In this paradigm, people are presented with lists of words that are all 
associated to a target word that is not presented. During recall and recognition tests, 
the target word is remembered with the same probability as the words presented in 
the middle of the list and sometimes with even greater probability (up to .87) (Roedi-
ger & McDermott, 1995; Stadler, Roediger, & McDermott, 1999). This phenomenon is 
attributed to an unaware activation of semantic connections between each presented 
word and the target word (Seamon, Luo, & Gallo, 1998). This results in high levels of 

RT62140.indb   316 4/24/08   9:29:32 AM



	 Metacogniti�e	Processes	in	Creating	False	Beliefs	and	False	Memories	 317

activation of the target word, which in turn leads to its retrieval, which in the pres-
ent context is incorrect. Activation, however, is not sufficient to explain the results, 
and data have shown that a monitoring component needs to be added. According to 
the monitoring activation explanation (Roediger et al., 2001; Watson, McDermott, & 
Balota, 2004), in addition to activation, ineffective monitoring of what was actually 
presented is crucial to creating the effect. Indeed, studies have shown that enhanc-
ing monitoring of the presented words can substantially reduce the probability of 
remembering the nonpresented target word (Watson et al., 2004).

False memories can also be created for simple actions and for more complex life 
events via a number of different techniques. In particular, imaginative techniques 
have been used to that aim. Imagination can create false memories for simple com-
mon actions, such as breaking a pencil or brushing one’s teeth (Goff & Roediger, 
1998), and even for simple but bizarre actions, such as sitting on dice (Thomas & Lof-
tus, 2002). In the Goff and Roediger study, participants either performed, watched, 
or imagined a common action. On a subsequent recognition test, imagined actions 
were falsely recognized to a relatively high degree as having been performed by the 
participants themselves. These studies on the effect of imagination in creating false 
memories for recent actions represent an extension of prior work showing the effect 
of imagination on memory for more complex childhood events. In the so-called 
imagination inflation effect (e.g., Garry et al., 1996), asking participants to imagine a 
complex past event (e.g., breaking a window with one’s hand, giving a friend a hair-
cut, spilling punch on the dress of the bride’s mother at a wedding) leads people to 
believe that the event had actually occurred.

Single (Garry et al., 1996; Heaps & Nash, 1999) or repeated (e.g., Hyman & Pent-
land, 1996) imagery can be used to make people believe and “remember” false events. 
In the repeated imagery studies, participants were asked to imagine a target event 
of some complexity over three consecutive days. The event was quite specific (e.g., 
spilling punch on the bride’s mother’s dress at a wedding before age six). Participants 
were asked to imagine this made-up event among a series of real events that had 
been reported by their parents. Real events included events that participants remem-
bered and events that participants did not remember. After the third act of imagina-
tion, some people reported remembering the event with some degree of detail. The 
effectiveness of imaginative techniques seems to be quite extensive. For example, in 
the Hyman and Pentland study, approximately 25% of participants reported spilling 
punch at a wedding.

Although participants presumably never did spill punch at a wedding, given that 
their parents did not remember such event, in many of the imagination studies, one 
cannot be completely certain that the earlier newly remembered event had not in fact 
happened to the person. However, the fact that imagination can create memories that 
are clearly false has been definitively demonstrated by Mazzoni and Memon (2003), 
who showed that people can falsely remember in incredible detail a rather complex 
and certainly nonoccurring event, in this case having a school nurse remove a slice 
of skin from the participants’ little finger for diagnostic purposes. We first made 
sure that none of the participants had ever had such procedure performed on them 
by ascertaining that this procedure is never done in the country where participants 
lived (the national and local health system was contacted as well as the national and 
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local school administration). In this way, it was clear that any memory of the event 
was certainly false. Participants were simply asked to close their eyes and imagine 
the event as well as they could, imagining themselves as they were at the target age. 
Imagination lasted only 5 minutes and was then reported and written down. Memo-
ries were collected days later. That 5 minutes of pure imagination and the passing of 
time can create such vivid memories is a rather striking outcome.

Past events of various degrees of complexity can come to be falsely remembered 
via a number of variably suggestive techniques. For example, hypnosis and age 
regression can easily create false memories for complex autobiographical events (for 
a review, see Mazzoni & Lynn, 2007). Indeed, these procedures have even been used 
to intentionally create false memories for therapeutic purposes (e.g., Janet, 1889; 
McConkey & Sheehan, 1995). Since the inception of hypnosis and age regression as 
therapeutic techniques, some therapists have age regressed patients to intentionally 
create what they called “pseudomemories” of traumatic events (i.e., positive, sooth-
ing, and clearly false memories that could replace unpleasant, traumatic memories). 
A relatively large number of studies have shown that via hypnosis and age regression, 
people can falsely remember events of various levels of complexity, ranging from 
remembering a nonexistent noise that allegedly occurred at night in the previous 
week (Laurence & Perry, 1983) to remembering a mobile hanging from the crib very 
early in infancy, when participants were only a few months old (Spanos, Burgess, 
Burgess, Samuels, & Blois , 1999) to remembering one’s first birthday (Malinoski, 
Lynn, & Sivec, 1998).

A series of studies showed that dream interpretation, another therapeutic tech-
nique that is substantially less suggestive than hypnosis and age regression, can cre-
ate in the participants the false belief that complex events had happened to them early 
in life (Mazzoni & Loftus, 1998; Mazzoni, Loftus, et al., 1999). In the dream interpre-
tation studies, participants reported a dream, which received a bogus interpretation. 
The aim of the interpretation was to convey the idea that a certain target event had 
happened to the participants in their early childhood. After the dream interpreta-
tion, at least 25% of the people came to believe that they had almost drowned, that 
they were abandoned by their parents, or that other similar mild traumatic events 
had occurred.

Doctored photos have been used as an innovative method for inducing false 
memories of childhood events that never occurred. Wade et al. (2002), for example, 
showed that participants believed and sometimes remembered details of a hot air 
balloon ride that had not occurred but for which a doctored photo had been pro-
duced. In a subsequent study (Lindsay et al., 2004), it was found that even showing an 
undoctored photo (e.g., of classmates) related to the period of a false childhood event 
can enhance the belief that the event had occurred and, along with other suggestive 
information, can increase the likelihood of reporting memories of the false event, 
which in this study consisted of putting a slimy substance on the chair of a teacher.

Although visual information is particularly effective in creating false beliefs and 
memories of complex autobiographical events, verbal information can also have a 
strong influence on the belief that an event had occurred when in fact it had not. For 
example, reading made-up passages (allegedly from magazines) reporting the occur-
rence of a false event increased the belief that the event had indeed occurred during 
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childhood. For example, Mazzoni and Vannucci (1999) showed that reading bogus 
articles made some participants claim that they believed classical music was aired in 
the hospital nursery when they were just a few days old. In fact, classical music has 
never been aired in hospital nurseries in Italy, where these individuals were born, and 
hence these beliefs were false. False reports presented by relatives can be even more 
effective. In one study (Loftus & Pickrell, 1995), siblings falsely told participants that 
they had gotten lost in a shopping mall in their early childhood. This false informa-
tion increased the participants’ belief that they had indeed gotten lost and led them 
to remember additional details of the event.

The studies described, as well as many others not mentioned here, clearly demon-
strate the degree to which memory is malleable and show the relative ease with which 
false memories can be created, even for rather complex autobiographical events. The 
main puzzle has been to understand how these false memories are created and which 
conditions facilitate or hinder the appearance of this phenomenon. One major theo-
retical explanation proposed to explain how false memories are created refers to the 
coexistence of two parallel memory traces for an event (which could be created by 
an act of imagination), one with verbatim information and one with nonverbatim, 
“gist” information. When an event happens or is imagined, both traces are created, 
but while the verbatim trace fades quickly, the gist trace lasts longer. Therefore, the 
attempt to remember the event soon comes to rely almost exclusively on the gist trace, 
which has no information about the details of its presentation or initial creation. 
This theory, called fuzzy trace theory (FTT; Brainerd & Reyna, 2002, 2005), seems to 
explain rather nicely most, if not all, false memory phenomena.

Despite its successes, FTT has a hard time explaining how people come to believe 
that a false event has occurred to them even in the absence of any hint of a memory of 
it, or how they create false memories for really bizarre autobiographical events (such 
as being abducted by aliens; see Newman & Baumeister, 1998). The “core meaning” 
of bizarre events such as alien abduction and ritualistic satanic worship seem too 
extreme to argue that these false memories derive from the activation of previous 
gist traces. Before considering other possible explanations, one should notice that 
it is rather common for people to believe in the occurrence of some events, even in 
the complete absence of any possible memory of them (Scoboria, Mazzoni, Kirsch, 
& Relyea, 2004). People believe they were born, for example, without remembering 
their birth. In the false memories arena, many studies that purportedly deal with the 
creation of false memories instead examine only whether people believe that the event 
occurred. Thus, at times, the term false memory is a misnomer for a phenomenon 
that should more appropriately be called false belief. If one accepts a subjective phe-
nomenological approach to memory (e.g., as in the distinction between “remember” 
and “know” judgments; Tulving, 1985), in which a mental event is a memory when 
it evokes in the individual the sense of being a memory (e.g., the ability to “see” and 
relive the event, to “feel” that it is a memory), the logical conclusion is that in many 
false memory experiments, what the participants develop is not a memory for the 
event in question, but rather the conviction (belief) that the event has occurred with-
out any specific recollective experience of its occurrence. For example, the original 
imagination inflation studies (Garry et al., 1996; see also Heaps & Nash, 1999), as 
well as several studies on the creation of false memories via dream interpretation 
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(Mazzoni, Lombardo, Malvagia, & Loftus, 1999) or via solving anagrams (Bernstein, 
Whittlesea, & Loftus, 2002), did not examine whether these procedures had created 
false memories. Instead, they only asked participants whether they believed that the 
target event had happened.

The distinction between false beliefs and false memories is quite important (Maz-
zoni & Kirsch, 2002; Smeets, Merckelbach, Horselenberg, & Jelicic, 2005) as it sug-
gests that partly different processes might be responsible for the creation of the two 
phenomena. For example, as proposed by Mazzoni and Kirsch (2002), one could 
hypothesize a greater influence of inferential mechanisms when false beliefs are cre-
ated in the absence of any (also false) memory. According to the Mazzoni and Kirsch 
model, the first cognitive act that is undertaken when deciding whether an event 
has actually happened is to initiate a memory search to assess whether a candidate 
memory is available for it (in other words, whether a related mental content is present 
and possesses the subjective quality of a memory). If a “memory-like” candidate is 
available, one relies on source monitoring and other attributional processes to decide 
whether the memory candidate is good enough to be considered a memory, thereby 
confirming that the event had in fact occurred. However, when a sufficiently good 
candidate is not available or no candidate is available at all, one has to rely on other 
types of information and draw conclusions based on them. These conclusions are 
based mostly on additional inferential processes that are not needed when a “good” 
memory candidate is found.

The distinction between false memories and false beliefs, first posed on logical 
grounds, has been confirmed empirically. In one of the few studies in which both 
false beliefs and false memories were tested, Mazzoni, Loftus et al. (1999) showed 
that dream interpretation substantially increased false beliefs in the occurrence of 
an event, whereas it produced very few false memories. False beliefs were assessed by 
asking, “How likely is it that you personally, before the age of six, did in fact lose a 
toy?” whereas to examine false memories participants were asked, “Do you actually 
remember losing a toy before you were the age of six?” Results showed that responses 
to the two questions were different and partially independent. This indicates that one 
can create false autobiographical beliefs without having to rely on false memories to 
obtain the effect.

Although the role played by metacognitive processes in the creation of false beliefs 
is particularly clear, especially when a good memory candidate is not found, these 
processes are also involved in the creation of false memories. The extent to which the 
characteristics people use to decide that a mental event is a memory or a belief are the 
same or are different has not been explored yet. Whether a memory candidate is good 
enough to be reported as a memory of the event and even whether a memory can-
didate is found in the first place rely on metacognitive factors. For example, one has 
to know (metacognitive knowledge) what a memory is. Although intuitively most of 
us know and can identify certain mental events as memories, this type of knowledge 
(i.e., a memory is a mental event that possesses a recollective quality, that contains 
perceptual details, and that conveys the sense of reliving an experience) should not 
be taken for granted. Indeed, it can be deficient in confabulating patients, who might 
mistake a sense of familiarity for a sense of recollection and hence call a memory 
something that only conveys a great sense of familiarity. Metacognitive knowledge 
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also includes knowledge of what a good memory is. In other words, to decide that a 
mental event is a memory, one has to know not only that it includes knowledge about 
the extent to which a mental event needs to possess perceptual-like qualities and 
evoke emotions and subjective feelings, but also that the content of the mental event 
has to refer to the right time when the event was experienced, have the right people 
involved in it, and so on.

The source-monitoring framework proposed by Marcia Johnson (Johnson et al., 
1993) brilliantly illustrates this type of metacognitive knowledge and explores and 
explains the metacognitive processes that allow the individual to evaluate the source of 
the information and make the distinction between mental events that have been previ-
ously experienced from an external source and mental events that had been internally 
produced. According to this framework, a failure in source monitoring is responsible 
for the creation of false memories for complex events (Henkel, Franklin, & Johnson, 
2000) and may be an important process in the creation of all false memories.

The metacognitive knowledge that is used in deciding whether an unremembered 
event has occurred is different from that involved in deciding that one remembers 
the event. In the former case, the metacognitive knowledge refers to event memora-
bility, one’s memory ability, other autobiographical events, one’s family background, 
level of familiarity of the event, relevance of recently acquired information, and event 
plausibility. The plausibility of the event is the focus of the next section of this chap-
ter. Here, some space is devoted to the description of an initial metacognitive model 
of false memories and belief creation that takes into account these various types of 
knowledge and their metacognitive evaluation.

All these elements have been integrated in a metacognitive model of the creation of 
false autobiographical memories and beliefs by Mazzoni and Kirsch (2002). The model 
relies on the assumption that the decision to report an autobiographical memory and 
the belief that an event has occurred are partly independent and occur sequentially, 
with search for an autobiographical memory coming first. In other words, when 
answering the question “Did event X happen to you?” people first search their mem-
ory and assess whether a good memory is available for the event. The search triggers 
the activation of various possible memory candidates, and metacognitive processes 
help decide about their goodness as memories of the specified event (Koriat & Gold-
smith, 1996). Only candidates that pass a certain preset criterion are considered good 
enough candidates and are volunteered as memories for the event. Source monitoring 
(Johnson et al., 1993) can play a major role in this phase. For example, elements that 
are in memory because they have been imagined shortly before can trick the source-
monitoring process into deciding that they are good memory candidates as they pos-
sess a high degree of the visual-perceptual details that are usually typical of really 
experienced events (see also Hyman & Kleinknecht, 1999; Mazzoni, Loftus, & Kirsch, 
2001). If imagination is accompanied by the activation of emotional reactions, the 
likelihood of considering these mental creations as good memories is even greater.

But, when no good candidate is found? Should an individual, not finding any 
memory, conclude that the event has not happened? The model proposes that, in such 
cases, the decision is not immediate but depends on how the lack of memory is evalu-
ated. This evaluation is genuinely metacognitive in nature. If lack of memory is con-
sidered to be diagnostic of nonoccurrence (i.e., no memory means nonoccurrence), 
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then the conclusion is that the event had not occurred. Conversely, if lack of memory 
is not considered to be completely diagnostic of nonoccurrence (i.e., even if there 
is no memory, the event might still have happened), then additional metacognitive 
inferential processes come into play, and their results will eventually determine the 
final decision (the event has happened vs. the event has not happened).

To illustrate this point, consider the case in which people are asked whether they 
had eaten breakfast on a particular date when they were four years old. Unless the 
date represents a very special moment in the person’s life, no good memory for that 
specific breakfast is likely to be retrieved, but this lack of memory would not be con-
sidered diagnostic of nonoccurrence since metacognitive knowledge tells us that (1) 
the event is definitely plausible; (2) usually one does not remember such a mundane 
event as breakfast (memorability check); and (3) if the event happened, then it hap-
pened too many years before to be still in memory (time-related forgetting). There-
fore, the event might have happened. Furthermore, knowledge about oneself, one’s 
habits, and one’s history might suggest that it probably happened (e.g., it was custom-
ary for my family to eat breakfast in the morning). People can also take into account 
their knowledge about their memory ability, so that knowing to have a poor memory 
increases the chances to consider the absence of a memory as uninformative about 
the occurrence of an event. Lack of memory in the case just mentioned is definitely 
nondiagnostic. Conversely, a situation in which lack of memory is considered to be 
diagnostic of nonoccurrence is the following: Did you ever see the president of the 
United States hit your secondary school teacher while riding a white horse in your 
classroom? The immediate answer is no, and it is based on the same set of inferences 
from the same forms of knowledge used in the previous example (plausibility, memo-
rability, time-related forgetting, etc.). This time, however, the inferences simply go in 
the opposite direction.

This diagnostic process represents a crucial moment in the decision about whether 
an event had occurred. The individual’s estimate of event memorability is funda-
mental in this phase. Bizarre events are usually considered more memorable than 
common events, as are more rare events or events that evoke stronger emotional reac-
tions. How event memorability influences the creation of false memories (of simple 
events) has been explored by Strack and Bless (1994) in adults and by Ghetti and 
Alexander (2004) in children. Both groups of authors demonstrated that people tend 
to make false alarms more often for items that they consider less memorable, whereas  
fewer false items are recognized when items are more memorable. Although these 
studies used recognition tasks (i.e., memory), the same mechanisms ought to be at 
play in the creation of false beliefs.

As people vary greatly in their esteem for their memory, this individual metacog-
nitive element interacts with knowledge about the memorability of the event itself. 
For example, by extrapolating from data reported by Hertzog, Dixon, and Hultsch 
(1990a, 1990b), one can predict that lack of memory would be more likely to be inter-
preted as nondiagnostic of an event by people with low memory esteem than by 
people with high memory esteem. People who believe that they easily forget will tend 
to consider lack of memory as a normal condition and, as such, uninformative about 
the occurrence of an event. Conversely, people who believe that they are very good 
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at remembering consider lack of memory as a more reliable indicator that the event 
had not occurred.

If lack of memory is considered diagnostic of the nonoccurrence of an event, then a 
relatively quick “no” response should follow in answer to the question, “Did the event 
happen to you?” If lack of memory is considered to be nondiagnostic, however, then 
the final response will be much slower as it is necessary to take more information into 
account before the final decision is made. The final decision can be either yes or no, 
depending on the content of the additional information examined. This additional 
information can be of various types. It can refer to the event’s frequency, its familiar-
ity, the degree of activation of related information, and to a series of elements that are 
part of knowledge about the self. In this last group of elements, one can find knowl-
edge about one’s history, habits, behaviors, tastes, emotions, reactions, and so on, all 
of which enter in determining the event’s personal plausibility. False beliefs (as well 
as false memories) are more easily created for events that are plausible than for events 
that are not plausible (Pezdek, Blandon-Gitlin, Lam, Hart, & Schooler, 2006; Pezdek, 
Finger, & Hodge, 1997; Pezdek & Hodge, 1999). This factor is important enough to 
warrant further exploration and is the focus of the final section of this chapter.

E�ent	Plausibility

Kathy Pezdek and her collaborators (Pezdek et al., 1997; Pezdek & Hodge, 1999) were 
among the first to raise the issue of event plausibility in the creation of false memo-
ries. Their claim that one can develop false memories only for plausible events was 
supported by the results of two groups of studies in which the authors showed that it 
is virtually impossible to implant false memories for events that are highly infrequent 
and highly unlikely. In one series of studies, Jewish and Catholic children were asked 
to imagine either a Jewish Sabbath or a Catholic Mass. The results showed that it was 
virtually impossible to implant a false memory of attending a Mass in Jewish children, 
and that only a very small minority of Catholic children developed a false memory of 
attending a Jewish Sabbath. In another study, the authors tried to implant the mem-
ory of a rectal enema, with no success. They claimed that it is impossible to implant a 
memory for an event that is very infrequent and virtually unknown to people (Ameri-
can students usually have only a very vague idea of what a rectal enema is).

These results, which seem rather reasonable, conflict with some real-world facts. 
For example, there are people who hold a very strong conviction that they were 
abducted by aliens (Newman & Baumeister, 1998). Some of them are even able to 
remember the abduction in unusually gruesome detail. As it is highly unlikely that 
aliens (if they exist at all) waste their time in abducting, testing, and having sex with 
humans, these beliefs and memories can be considered false. But, people who hold 
them are adamant about the occurrence of these events. It is, then, possible to have 
false beliefs and false memories of highly implausible events. The same comments 
apply to beliefs and memories of other events, such as satanic ritual sexual abuses. 
In the United States, where this phenomenon peaked a few decades ago, the Federal 
Bureau of Investigation launched a formal investigation into occult satanic sects and 
found no evidence whatsoever of ritual sexual abuse. Nonetheless, some people hold 
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with a high degree of certainty the belief and the memory of these rather implau-
sible events, to the extent of bringing alleged perpetrators to court (see a recent well-
known Italian case, the Mirandola case, in which many children accused many adults 
of satanic ritual abuse).

These real-world facts demonstrate that people can falsely believe and remember 
even highly implausible events. How can these data be reconciled with the experi-
mental results showing the difficulty of implanting a false memory for implausible 
events? Mazzoni et al. (2001) addressed this issue by hypothesizing plausibility to 
be pliable and malleable, as are other event characteristics. In three experiments, 
they demonstrated that event plausibility can be increased by providing convincing 
(though false) information, and that by virtue of this increase, people can also come 
to develop a false belief in the occurrence of an initially implausible event. Witness-
ing demonic possession was the target implausible event. Participants were students 
at a university in southern Italy, where demonic possession is not considered to be as 
impossible as, for example, having one’s body turn forest green. Nonetheless, all stu-
dents rated the event as highly implausible for people like themselves; this means that 
even if demonic possession might exist, it was not conceivable that they or others in 
their own cultural environment had witnessed it. Students in the experimental group 
then read passages that described more in detail what demonic possession entails and 
contained some narratives about the occurrence of demonic possession in families 
like theirs. The passages also reported the alleged experiences of some people (e.g., 
priests) who narrated first-person accounts of their encounters with demonic posses-
sion. These passages aimed to provide a script for demonic possession and informa-
tion about the relatively high frequency with which such events occur, particularly in 
the participants’ social environment. Plausibility ratings increased substantially and 
significantly after reading the passages. When a personalized suggestion was added 
(i.e., they received a bogus interpretation of their responses to a fear questionnaire, 
indicating a relatively high probability of having witnessed events similar to demonic 
possession), participants’ belief that the event had occurred to them in their child-
hood increased substantially (18% of the participants jumped to a score higher than 5 
on an 8-point rating scale) and significantly. The authors concluded that plausibility 
is easily malleable. They also suggested that the increase in plausibility then opens 
the possibility for the development of the belief in the occurrence of the event. Trans-
posed to alien abduction, the point is that, although this is a highly implausible event 
for most of the readers of this chapter, it might have become a much more plausible 
event for the people who claim they went through that experience, and this might 
have occurred by exposing these people to convincing information.

Mazzoni et al. (2001) proposed a three-stage model of the development of false 
beliefs and false memories in which plausibility played a major role. First, the event 
must be perceived to be sufficiently plausible, both in terms of general plausibil-
ity, which refers to the belief that the event occurs at least to some people, and in 
terms of personal plausibility, which is the belief that an event is plausible for the 
individual, and not only in general. Second, individuals must have the autobiograph-
ical belief that the event is likely to have happened to them. Third, they must interpret 
their thoughts and fantasies about the event as memories. If the event is initially 
implausible, the provision of plausibility-enhancing information is required as a first 
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step. Although it is intriguing to consider that the creation of a very compelling false 
memory might in itself help to enhance the degree of plausibility of an event, this 
possibility has not been explored as yet. In psychotherapy, this might occur by having 
clients read books about the incidence of events that had not happened to them (e.g., 
child abuse). If it is personally unbelievable, information aimed at establishing an 
autobiographical belief must be provided. In therapy, this might consist of feedback 
about supposed sequelae abuse that fits the client’s behavior. Finally, the occurrence 
of the event might be imagined as a means of providing a memory of its occurrence.

Important for this chapter is the idea that plausibility is a relative concept. Plausi-
bility is relative in two ways. First, it is a continuous, modifiable variable that can be 
enhanced or diminished. Second, events are plausible in relation to an individual’s 
culture and history, so that different people will have different assessments of the 
plausibility of the same event. The Mazzoni et al. (2001) study clearly demonstrated 
both of these aspects of plausibility. Personal plausibility was significantly enhanced, 
but only when the plausibility-enhancing information pertained to the participant’s 
culture. People would not accept that something has ever happened to them if it is 
absolutely implausible that it could happen to anyone. In addition, the event must 
be plausible for them personally. But, what is implausible for a skeptical intellectual 
individual might be plausible for a more gullible person. Beliefs about facts also dif-
fer, and plausibility directly depends on them.

The distinctions among general plausibility, personal plausibility, and belief have 
been most fully explored by Scoboria et al. (2004; see also Scoboria, Mazzoni, Kirsch, 
& Jimenez, 2006). General plausibility refers to the possibility of an event occurring 
to anyone, whereas personally plausible events are not only possible in principle, but 
also for a specific individual in relation to his or her social environment, family back-
ground, and culture. Scoboria et al. (2004) noted that an event may be plausible both 
generally and personally without the person believing that it has occurred. In other 
words, the event could easily have happened to me, but I do not think it has. The dis-
tinction is based on the reference to one’s own actual life experiences (autobiographi-
cal belief) versus one’s potential experiences.

Scoboria et al. (2004) demonstrated empirically that general plausibility, personal 
plausibility, belief in occurrence, and memory of an event are partially independent, but 
nested constructs, with measures of the superordinate constructs being almost always 
greater than those of the subordinate ones. In other words, for any given event, general 
plausibility ratings are almost always greater than personal plausibility ratings, which 
in turn are greater than the beliefs in occurrence, which are greater than memory rat-
ings. The nested model implies (and the data demonstrate) that if an event is personally 
plausible, it is almost always considered to be plausible in general, that believed-in events 
are considered to be generally and personally plausible, and that remembered events 
are believed in and hence generally and personally plausible. On the contrary, gener-
ally plausible events might not be personally plausible, plausible events might not be 
believed in, and events that are believed to have occurred might not be remembered.

How does plausibility influence the development of beliefs about the occurrence of 
events? What role does it play when a person seeks to answer the question, “Did event 
X happen to you?” Based on the ideas proposed by Mazzoni et al. (2001) and Mazzoni 
and Kirsch (2002), I proposed that the first step in this process is to assess whether 
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a memory exists for the target event (Mazzoni, 2007; see also Pezdek et al., 1997). 
However, this search is warranted only if the event is considered to be plausible. In 
other words, it would be a waste of cognitive resources to search for the memory of 
an event that is highly implausible and that is highly unlikely to have occurred. Plau-
sibility assessment thus represents a preliminary step, the result of which will then 
determine the type of ensuing processes that are activated. If the event is deemed 
implausible, then no memory search is triggered, and a very quick “No” response is 
output. Only when the event is deemed plausible is a search in memory activated.

This process is illustrated in Figure 1. The left branch represents the case in which 
the event is deemed implausible; the right branch represents the case in which the 
event is considered sufficiently plausible to deserve a memory search. As the figure 
shows, in case of a clearly implausible event, no further processes are activated, and 
the response to the question “Did the event happen to you?” should be a very quick 
“No.” In case of a plausible event, the response could be of either type (yes or no), and 
more important, it should be much slower because many more processes are acti-
vated. One of these is a search in memory. If the memory is not found, then several 
evaluative processes are activated, by which it is decided whether the lack of memory 

“Did I witness demonic possession?”

Is the event plausible?

NO
Not at all

YES Search in
memory

NO

�e event did occur

Good
memory

candidate?

YES

Is absence
of memory
diagnostic?

YES 

NO 

Take into
account

additional
information

No memory
search

�e event did not occur

Figure 1  The effect of plausibility: a metacognitive model.
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is diagnostic of nonoccurrence. If lack of memory is not diagnostic, then additional 
information is taken into account and the final decision (yes or no) depends on the 
outcome of the evaluation of this additional information.

The hypothesis described in Figure 1 bears some similarity to hypotheses about 
the amount of time people take in giving “don’t know” responses to questions 
(Gentner & Collins, 1981; Glucksberg & McCloskey, 1981; Klin, Guzman, & Levine, 
1997; Koriat & Lieblich, 1977). In these studies, it was found that very fast responses 
are obtained when no relevant information is present in memory, whereas the provi-
sion of information slows response times, even if the information is irrelevant and 
uninformative. The results have been explained by postulating the presence of meta-
cognitive processes that provide a fast preliminary evaluation of the stimulus or the 
content of memory. Whether further search in memory or other cognitive processes 
are activated depends on the output of these fast preliminary monitoring processes 
(also see Metcalfe, 1993). Similarly, preliminary plausibility judgments may precede 
slower memory retrieval in sentence verification tasks (Reder, 1982).

In answering the question, “Did event X happen to you?” monitoring the plau-
sibility of the event constitutes a similar preliminary screening that allows a par-
simonious and efficient use of cognitive resources. Recent data (Mazzoni, 2007) 
have provided support for this model. This study was the first in which an opaque 
behavioral measure (surreptitiously assessed response time ) was used to examine the 
relationship between plausibility and beliefs in the occurrence of autobiographical 
events. Previous studies examining this relationship have been limited to self-report 
measures, which are susceptible to various artifactual influences (e.g., compliance 
with perceived demand characteristics of the experimental situation). Surreptitiously 
assessed response time is less susceptible to these influences.

In the Mazzoni (2007) study, the latency of response to the question, “How likely 
is it that this event happened to you before the age of six?” was recorded. The pre-
diction was that this measure of processing time would be significantly associated 
with the self-reported plausibility of the event, even when belief in its occurrence is 
held constant. One might expect that the response time for making a decision would 
be more highly associated with the decision itself (it occurred vs. it did not occur) 
than with plausibility. The study confirmed the exact opposite prediction. The time 
required to decide whether an event had happened was more closely related to the 
perceived plausibility of the event than to the decision itself. In other words, plausi-
bility ratings were significantly better than rated belief in occurrence in predicting 
the response times for the belief ratings. As predicted, response time was very short 
when the event was deemed highly implausible and increased sharply when the event 
was deemed at least somewhat plausible, followed by significant but less-pronounced 
increases in response time as plausibility increased further. This pattern of results 
had been predicted because a determination that an event is implausible should pre-
clude the initiation of a memory search. It is worth emphasizing that the association 
between plausibility and response time held regardless of the decision made about 
the occurrence of the event. In other words, response times increased with increasing 
perceived plausibility, even when insufficient corroborating information was found 
in memory and the final decision was that the event had not happened.
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Conclusion

False beliefs and false memories represent a striking but rather common phenom-
enon. In this chapter, I reviewed evidence demonstrating the importance of metacog-
nitive information and processes in their creation. Although monitoring processes 
have been invoked in major theoretical explanations of the creation of false memories 
(activation plus monitoring for the DRM paradigm; Roediger et al., 2001) or false 
memories and false beliefs (source-monitoring framework; Johnson & Raye, 2000), 
the model presented here is the only one that explicitly accounts for the large role of 
event plausibility in the creation of false beliefs and memories. In addition, I (2007) 
showed a more specific mechanism by which plausibility affects the decision about 
the occurrence of events in a person’s life.

Studying the creation of false memories and false beliefs within the framework of 
metacognitive mechanisms put these phenomena into a broader picture in which not 
only “pure” memory processes are involved, but also inferential and decisional pro-
cesses that make use of information other than what is provided by memory search. 
This helps link research on typical false memories phenomena with research on other 
forms of memory distortions (e.g., hindsight bias; Mazzoni & Vannucci, 2007), which 
for the moment have pertained to completely different areas of investigation.
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Research on the Allocation of Study Time:
Key Studies From 1890 to the Present (and Beyond)

Lisa K. Son and Nate Kornell

Introduction

Time has always been a fascinating concept. Many great philosophers, physicists, 
and psychologists have pondered the definition, and the very existence, of time. Is 
time inside the mind or external to it? Is time a fourth dimension on a space–time 
continuum? Is time real or just an illusion? The answers to each of these questions, 
themselves, are worthy of a book (or stack of books). It is easier to agree with other 
aspects of time, however, for instance, “Lost time is never found again” (Benjamin 
Franklin, who also said “Time is money”); and “Time is God’s way of keeping every-
thing from happening at once” (anonymous). Time cannot be repeated, skipped, or 
replaced, and no commodity is more valuable. How time is allocated may determine 
the effectiveness of our behaviors; thus, time is a central element of life itself. In this 
chapter, we present a history of research on the topic of how people allocate time dur-
ing study, beginning with its roots prior to the cognitive revolution and stopping at 
key points throughout the psychological literature. In doing so, we aim to answer the 
question of whether people achieve optimality when allocating the limited time that 
is available.

A	History	of	Time	Allocation

William James, the father of modern psychology, was one of the earliest to describe 
various aspects of time from a psychological perspective (1890). In Figure 1, we begin 
with James on our “timeline” of time allocation. Pastness, he said, is time on which 
memory and history builds. He wrote of pastness as “that to which every one of our 
experiences in turn falls a prey” (p. 605). Immediate, or present, time was more com-
plicated — although present time has a “duration … we do not first feel one end and 
then feel the other after it, and from the perception of the succession feel the interval 
of time in between, but we seem to feel the interval of time as a whole, with its two 
ends embedded in it” (p. 610). James also sorted out the difference between how we 
perceive time and space, two concepts that may be analogous to a physicist but are 
quite different to someone looking at his or her watch. He described the difference 
between space and time as follows:
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1890 

1914 
A.S. Edwards 

R.J. Herrnstein

R.C. Atkinson 

T.O. Nelson & R.J. Leonesio

Using metacognitions, shows
that people labor in vain.

A. Kobasinawa & A. Metcalf-Haggert

J. Dunlosky & C. Hertzog
Gives birth to the

discrepancy reduction theory.

Finds that 1st graders 
do allocate study time 

Declares people ineffective 
decision makers for study. 

Examines a pigeon’s 
allocation of time on 2 levers. 

Shows that how study time is
filled changes learning.

1931 

1969 

1973 

1989 

1997 

1999 

2002 

2006 

L.K. Son & J. Metcalfe 
Finds that people allocate time 
to easy items under pressure. 

1917 

1961 

1972 

1988 

1993 

1998 

2000 
J. Metcalfe

Gives birth to the region of 
proximal learning theory. 

2006 
L.K. Son & R. Sethi 

Shows that optimality may 
depend on learning curves. 

2007 

In progress 

Studies on the combination of time allocation, spacing, and self-testing,
and a disconnect between metacognitions and study choices.

H. Hubbert 

Uses distance and time to
calculate a rat’s running speed.

W. James 
Proposes that people have 
no sense for empty time. 

N. Kornell & J. Metcalfe

N. Kornell, L.K. Son & H. Terrace
Discovers that monkeys will 

ask for hints when they don’t know. 

Declares people effective 
decision makers for study. 

H.M. Bell 
Finds that Tuesdays are given 

the most study time in college. 

R.T. Zacks 

H. Simon & W. Chase 
Differentiates strategies between

novices and expert learners in chess.

A. Dufresne & A. Kobasigwa

J. Dunlosky & L.T. Connor

K.W. Thiede & J. Dunlosky
Provides a theory towards a 
general model of allocation. 

Finds that 1st graders 
do not allocate study time. 

Investigates time allocation
in the aging poulation.

Finds that time is allocated to 
studying difficult word pairs. 

Figure 1  A timeline of time allocation.
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To realize a quarter of a mile we need only to look out the window and feel its length by an 
act which, though it may in part result from organized associations, yet seems immediately 
performed. To realize an hour, we must count “now! — now! — now! — now! —” indefinitely. 
Each “now” is the feeling of a separate bit of time, and the exact sum of the bits never makes 
a very clear impression on the mind.” (p. 611)

James went on to propose that people cannot accurately estimate how much time is 
available: “To be conscious of a time interval at all is one thing; to tell whether it be 
shorter or longer than another interval is a different thing” (p. 615). Finally, James 
wisely explained that time that is “filled” is easily approximated — for example, if 
time is filled with a song, we can estimate how long the time was based on the beat of 
the song. On the contrary, time that is empty, “We have no sense for” (p. 619).

James’s characterization of time perception is accurate — which is unfortunate 
because decisions about time allocation become critical precisely when time is avail-
able, or empty, not filled. And, if one has “no sense for” the amount of time that is 
available, then how can it be allocated appropriately? In some sense, James foreshad-
owed doubt that would be cast decades later on the idea that time allocation could 
ever be optimal.

But, the question of people’s optimal allocation of empty time was put on hold for 
almost 80 years. Instead, behavioral and psychological researchers focused on the 
contents of filled time. In fact, the time that was required to complete a task, reaction 
time, quickly became one of the key dependent variables in experimental psychology. 
In 1914, for instance, Helen Hubbert measured how far rats could run in a maze as a 
function of a range of time durations. Using a stopwatch to keep track of time, Hub-
bert was able to calculate the running speed of each of her subjects.

A few years later, in 1917 — still decades before the cognitive revolution — in a 
collection of articles bound together and titled, Studies in Psychology Contributed 
by Colleagues and Former Students of Edward Bradford Titchener, Edwards was the 
first to show that even equal times (times that are equally filled, that is) could result 
in vast learning differences when tested later. In his experiment, students were told 
to study, but during study, one group was given a review period, while the other was 
not. Edwards’s results showed superior learning in the review group over the non-
review group. Thus, in the early 1900s it became known that the type of time filler 
used can significantly change learning and retention in study situations. (But still, it 
remained to be seen whether people would choose the right strategy on their own, 
that is, whether people would allocate study time to review, a question that has begun 
to be answered only recently; Kornell & Bjork, 2006; Kornell & Son, 2006.)

Some years later, Bell (1931) examined the study habits of a population that could 
be characterized as having difficulty allocating time — college students. By record-
ing the distribution of students’ study time over the course of a week, Bell showed 
that most studying was done on Tuesday, and the least studying was done on Friday. 
Interestingly, in what was perhaps the first hint of a labor-in-vain effect (see Nelson & 
Leonesio, 1988, described in the next section), time spent studying was not diagnostic 
of scholastic success. That is, school grades did not increase as study time did. Other 
explanations were not tested; for instance, students might have chosen to study just 
enough to achieve a certain level of performance (e.g., a B+ average grade) and devoted 
just enough time to studying to do so (and a student’s goals play an important role in 
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their study decisions; Dunlosky & Thiede, 1998; Thiede & Dunlosky, 1999). More evi-
dence of labor in vain surfaced 2 years later: Eurich (1933) recorded how much time 
college students spent reading each day, along with the number of pages they read. 
He found that seniors read more pages than did the sophomores, but no significant 
difference appeared regarding the issue of test performance (although, again, other 
factors were not tested; for example, selection effects may have been responsible or 
perhaps students who read more, especially the seniors, were taking more difficult 
classes than those who studied less).

In the years between the mid-1930s and the late 1960s, researchers took on a 
diverse range of topics with respect to time. For instance, studies were conducted 
on how much time was needed to learn a specific vocation or to become an expert 
in a specialized field, such as dentistry, medicine, automobile driving, and aviation 
piloting (e.g., Toops & Kuder, 1935). It would be decades before researchers concluded 
that it takes approximately 10 years to develop expertise in any area, including chess, 
painting, piano playing, neuropsychology, and music composition — even Mozart 
was unable to produce world-class music until the age of 17 (Bloom, 1985; Ericsson, 
1996; Ericsson, Krampe, & Tesch-Römer, 1993; Hayes, 1989; H. A. Simon & Chase, 
1973). Witnessing the fruits of one’s labor can require enormous patience; even in the 
presence of prodigious talent, the rewards of optimal study time allocation can be 
very long term, which makes it all the harder for students to learn to make optimal 
decisions about how to regulate their study time.

The cognitive revolution arrived in the 1960s, with new ideas and uses for time. 
Following on Broadbent’s (1958) introduction of the idea of the human brain as an 
information processor, Melton (1963) proposed that our short-term processing abili-
ties were limited by time, and the time it took to scan one’s own memories was even 
recorded (Sternberg, 1966). More importantly for the present purposes, researchers 
began to take interest in how people (and animals) chose to allocate their time, spur-
ring a new era of research on learner-controlled time allocation.

Learner-Controlled	Time	Allocation

How is time allocated? This question, which James foreshadowed in the 19th cen-
tury, was asked again almost 80 years later, in both pigeons (Herrnstein, 1961) and 
humans (Zacks, 1969). In the pigeon study, there were two levers, both releasing food 
on variable-interval schedules, and the amount of time that the pigeon allocated to 
each of the levers was recorded. The results suggested that the pigeons seemed to 
have a systematic and virtually optimal allocation strategy. The amount of time that 
they allocated to each lever matched the lever’s reinforcement value. In a study by 
Zacks asking a similar time allocation question — except with college undergradu-
ates — participants were presented with word pairs on a computer and were told that 
they could study each pair for as long as they wished. They could also take test trials 
whenever they chose. The results of this first-of-its-kind experiment showed that (1) 
there was a controlled method by which researchers could measure time allocation 
strategies, and (2) when allowed to allocate their time freely, people spent more time 
on pairs that were objectively more difficult to learn.
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Around the same time, Atkinson (1972) focused on perhaps the most important 
issue in the examination of study time allocation: Do people allocate their study time 
effectively? He based his research on a Markov model of human learning in which 
items could be in one of three states: L (or permanently learned), T (or transitional), 
and U (or unlearned). According to this theory, the learning objective is to bring as 
many items as possible into the L state, which is a “safe” state (i.e., learned items are 
not in danger of being forgotten). To arrive at the L state, an item must pass through 
first the U state and then the T state. Using a computer algorithm, Atkinson was able 
to categorize which of the items — English–German vocabulary pairs — were in each 
of the three states for each participant. The computer (or the participants themselves, 
in one condition) then allocated study time to each item based on its current state of 
learning. There were four time allocation conditions: (1) random order, in which all 
items, including those that were already in L, were presented for an equal amount of 
time; (2) self-selection, in which the participants were allowed to choose for them-
selves which items they would study (and they tended to choose the unlearned items); 
(3) optimal strategy with equal parameters, in which items that were in either T or U 
were given equal time; and (4) optimal strategy with unequal parameters, in which 
those items that were determined to be in the intermediate T state were given the 
most study time. On a delayed test, as expected, the random sequence produced the 
worst performance. Both the equal parameter and the self-selection conditions pro-
duced intermediate and comparable performances. The most impressive finding was 
that when the computer devoted the most study time to the intermediate T items 
— in the unequal parameters condition — learning was greatly enhanced (there was 
a 108% performance gain over the random strategy). Interestingly, the self-selection 
strategy yielded a gain that was much smaller, only 53% over the random strategy. 
Atkinson concluded that the most effective strategy is to allocate study time to items 
of intermediate difficulty, not to the items that are the most difficult or to those that 
are already learned. On a pessimistic note, he also concluded that, “My data, and the 
data of others, indicate that the learner is not a particularly effective decision maker” 
(p. 930). This bold claim has been challenged by more recent evidence, which we con-
sider in detail in this chapter.

Still, learners usually have control over their learning, and over the next 15 years 
or so, cognitive psychologists investigated people’s time allocation strategies using 
paradigms that were similar to the one Zacks used in 1969 (see Son & Metcalfe, 2000, 
for a review). In general, experimental participants were given items that varied in 
objective difficulty to study, one at a time, for as long as they wished. The majority of 
studies showed that people had a systematic strategy, in line with Zacks’ and Atkin-
son’s findings: They allocated most of their time to relatively difficult items.

During this time period, primarily throughout the 1980s, research on learner-
controlled study time allocation became more and more intertwined with research 
on metacognitive knowledge. Rather than testing people’s allocation strategies on 
items at various levels of objective difficulty, experimental participants were asked 
to make their own subjective assessments of difficulty prior to making study time 
allocation decisions — the same way they would have to in real life, making metacog-
nitive judgments to guide study time allocation. In one important instance, Nelson 
and Leonesio (1988) tested college students in three distinct stages: (1) a judgment 
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stage, in which they were presented with a series of items and had to assess how dif-
ficult it would be to learn each one; (2) a study stage, in which participants spent as 
much time as they wanted studying each item (as in previous time allocation stud-
ies); and (3) a recall stage, in which participants’ memories for the items were tested. 
Consistent with previous research, people allocated more study time to the judged 
difficult items. Furthermore, in one condition participants were encouraged to study 
until they had mastered every item; in another, they were not. The former condition 
yielded large increases in study time but almost no improvement in later recall — the 
first laboratory evidence for what was called the labor-in-vain effect (see also Maz-
zoni & Cornoldi, 1993; Mazzoni, Cornoldi, & Marchitelli, 1990; Nelson, 1993).

Models	of	Study	Time	Allocation

A preponderance of time allocation studies in the 1980s and 1990s showed that people 
preferred to allocate study time to relatively difficult items (Son & Metcalfe, 2000). The 
discrepancy-reduction hypothesis was proposed as an explanation for those findings 
(Dunlosky & Hertzog, 1998). The hypothesis stated that the allocation of study time 
is related to the discrepancy between an item’s actual and desired knowledge state, 
which needs to be reduced if learning is to occur. According to the model, the most 
study time should be allocated to items that have the largest discrepancy. The discrep-
ancy-reduction hypothesis is both descriptive and prescriptive; it proposes that what 
people do is the same as what they should do — focus on the hardest items.

Virtually all study time allocation studies conducted in the 20th century shared 
certain unnatural elements. For example, most experiments presented to-be-learned 
materials one at a time and allowed people to study for as long as they wanted, but 
only once. Under those conditions, people were able to determine how much time 
they spent on a given item, but they could not choose which items they wanted to 
study (and the two types of decisions can lead to different outcomes; see Metcalfe 
& Kornell, 2005). Furthermore, the items were usually presented sequentially, not 
simultaneously (which also leads to different outcomes; see Thiede & Dunlosky, 
1999). A second constraint was that because participants were given unlimited time 
to study, they might have believed — perhaps rightly in the laboratory context — that 
time pressure was not an issue, and that there was ample available time to learn all 
of the items. In real life, though, time pressure is common during study (just ask 
anyone who has ever run out of time studying for an exam or turned in a paper late). 
More important, taking time to study one topic or item often leaves less time to study 
others. These issues — of simultaneous presentation and of the total time available 
— were investigated in a series of studies (e.g., Son & Metcalfe, 2000; Thiede & Dun-
losky, 1999; also see Dunlosky & Thiede, 2004). Thiede and Dunlosky, for example, 
found that people’s allocations shifted to easier materials when items were presented 
simultaneously instead of sequentially. This shift to studying the easier materials also 
occurred when time pressure increased (e.g., Metcalfe, 2002; Son & Metcalfe, 2000).

In light of the new procedures and resultant findings, a new theory was put forth, 
arguing for the importance of a “region” of difficulty in which items are most ame-
nable to learning, which consists of items just beyond the learner’s grasp. This region 
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does not necessarily include the most difficult items, but rather items that are almost 
learned — a region of difficulty comparable to Atkinson’s (1972) transitory (T) state. 
The items that inhabit this region could also depend on the specific learning situa-
tion: For instance, changes in study format or increases in time pressure could shift 
the region toward easier items, which can be learned in a relatively short amount of 
time. Thiede and Dunlosky (1999) first reported such a shift, calling this strategy a 
shift to easier materials (STEM), and soon thereafter Metcalfe (2002) proposed the 
term region of proximal learning to refer to the most learnable items. Metcalfe and 
Kornell (2003; see also Kornell & Metcalfe, 2006; Metcalfe & Kornell, 2005) tested 
this new time allocation theory and found that when people were asked to select easy, 
medium, and difficult items under varying time availabilities (5, 15, and 60 seconds), 
they tended to study the easy items when very little time was available and moved 
to the medium and difficult items only as time availability increased. Like discrep-
ancy reduction, the region of proximal learning framework is prescriptive as well as 
descriptive, and there is evidence suggesting that, by using it, people increase their 
learning (see “Optimal Time Allocation” below). Although, as described, the region 
of proximal learning model and the discrepancy reduction model make different 
predictions in some circumstances, their predictions are the same under other con-
ditions (when there is no time pressure, and there is not a tradeoff in time between 
studying one item and another), and since it is under those conditions that most 
study time allocation experiments have been conducted, both theories are consistent 
with Zacks’s (1969) study time allocation findings and most everything that followed 
(Son & Metcalfe, 2000).

It seems clear today that the allocation decisions people make are driven meta-
cognitively, and that allocations depend on factors like whether items are presented 
simultaneously or sequentially, how much total study time is available, and the per-
sonal goals a student sets. The fact that people use a certain strategy is by no means 
proof that they should use that strategy, however, as every psychology student knows 
(especially students studying the use of heuristics in judgment and decision making). 
In the words of Metcalfe and Kornell (2005), “We still do not know whether what 
[people] do enhances their learning, or is in any way optimal” (p. 476). The issue of 
which allocation strategies are optimal is the next focus in our timeline.

Optimal	Time	Allocation

How might one go about testing what is optimal? One way is to pit people against 
a computer, as Atkinson (1972) did over 30 years ago; as described, he showed that 
people were better than random but far from optimal. Nelson, Dunlosky, Graf, and 
Narens (1994) took a similar approach; they asked people to make metacognitive judg-
ments of learning (JOLs) about a set of word pairs and then to choose which of the 
items they wanted to restudy. Following the study choice, participants were allowed to 
restudy in one of four conditions: self-control, in which participants studied the items 
they had selected; high JOL, in which they studied the items they had rated as easiest; 
low JOL, in which they studied the items they had rated as hardest; and objectively 
difficult, in which they studied the objectively most difficult items based on norms. 
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Recall performance on a test that followed restudy showed that the best performance 
occurred in the self-control and low-JOL conditions, followed by the objectively dif-
ficult condition. Performance was worst in the high-JOL condition. Recall in the self-
control and low-JOL conditions were the same because participants in the self-control 
condition chose to study the low-JOL items (so participants studied essentially the 
same items in both cases). It appears as though the basic strategy participants used 
was to study the items they did not already know (a seemingly universal strategy). 
This experiment showed that people can, and do, help themselves when studying by 
choosing to study items they do not know instead of items they do know.

Kornell and Metcalfe (2006) further investigated the potential benefits of self-reg-
ulated study time allocation. After replicating Nelson et al.’s (1994) findings, Kornell 
and Metcalfe presented participants with a more difficult problem: What would peo-
ple do if they had to decide which items to study when they could not simply reject 
items they already knew, that is, when all of the items were unknown? Participants 
were asked to study and make JOLs on Spanish–English pairs, and then they were 
tested on all of the pairs; any pair they answered correctly was dropped from the 
rest of the experiment. Participants were then asked to select half of the remaining 
items for further study. After making their choices, participants were divided into 
four independent conditions: high JOL, in which they studied the subjectively easiest 
items; low JOL, in which they studied the subjectively hardest items; honor, in which 
they studied the items that they had selected; and dishonor, in which they studied the 
items that they had not selected. The results showed that people chose to study the 
easiest items when selecting among items they did not know. Moreover, test perfor-
mance was the highest when people’s choices were honored. Thus, in contrast to what 
Atkinson (1972) found but similar to what Nelson et al. (1994) found, people seemed 
to use strategies that were effective and, in this procedure, optimal for learning (see 
also Son, under revision).

Another way to investigate optimal strategies is to derive theoretical predictions 
about which study strategies should work best by numerically simulating the types 
of allocations that would result in the highest levels of learning. One of the chal-
lenges in doing this is to include all of the major factors that might influence the 
learning of any particular item. Based on the existing data on time allocation strate-
gies, the following seem to be important: (1) the learning curve, or how incremental 
increases in learning change over time; (2) where on the learning curve a particular 
item currently is, or how much prior allocation has already been invested; and (3) 
the total time that is available for study. Son and Sethi (2006) compared concave 
and S-shaped learning curves, two potential learning functions (see Figure 2), and 
defined as a possible goal of the learner to maximize the learning “score,” or extent 
of learning, summed across all items that are to be learned, for all time availabilities. 
Optimality depended on the item’s learning curve: When the items followed the path 
of a concave function, then regardless of time availability, optimality entailed that 
people allocate more time to the less-well-learned items (with learning gains that will 
be greater than those that are more fully learned and at a plateau). When the learn-
ing curves were S shaped, however, optimality looked more complicated. With little 
time availability, one should allocate time to the items closer to a learned state, but 
as time availability increased, items at a lower state of learning should receive more 

RT62140.indb   340 4/24/08   9:29:37 AM



	 Research	on	the	Allocation	of	Study	Time	 341

study. These findings suggested that optimal time allocations will depend highly on 
the structure of the learning function: With one type of curve, a discrepancy-reduc-
tion strategy is favored; with another learning curve, the region of proximal learning 
strategy seems beneficial.

Under this framework, whether people can achieve optimality is still unanswered. 
To be optimal, the learner would need to know two things: (1) the shape of the learn-
ing curves for the items that need to be learned and (2) how much time was available 
for study. How realistic is it to assume that these factors are known during study? 
There is evidence to suggest that, as a rule, people wholly misunderstand the shape 
of the learning curve (Kornell & Bjork, 2006). One might, however, have a fairly real-
istic sense of how much learning would be gained during a short and present time. If 
people did not consider the entire learning curve and instead based their decisions on 
knowledge of this “limited region” learning gain, might optimality still be attained? 
Sethi and Son (data collected in 2007, manuscript under revision) tested this idea and 
calculated when optimality would occur if time were allocated preferentially for the 
item with the highest current gain in learning. What they found was that, using these 
adaptive strategies based on limited knowledge, again it would depend on the shape 
of the item’s entire learning curves: When learning was concave, people would always 
be optimal; when learning was S shaped, there would be regions of time availability 
where optimality would not be attained.

The question of optimal time allocations is obviously a complicated one, which 
makes modeling it virtually impossible without a number of simplifying assump-
tions. One such assumption, which may be relaxed in future investigations, is the use 
of learning score, or extent of learning, summed across all items as a metric of learn-
ing. In reality, summed learning level and the number of items that can be retrieved 
(i.e., the number of items that are above a retrievability threshold) are not neces-
sarily the same; for example, by strengthening a set of weak items, summed learn-
ing level increases, but if those items do not become recallable, then recall rates do 
not increase. This is especially important in the current context because ignoring 
such weak items is one of the reasons studying according to the region of proxi-
mal learning framework is advantageous in terms of rates of recall — even when 
it might not be advantageous in terms of summed learning level. Of course, how 
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Figure 2  Two learning functions: concave and S shaped.
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optimal one is will depend on what goal one has in mind. Another assumption that 
greatly simplifies the predictions, but may be relaxed at some point, is that studying 
an item does not change the shape of its learning curve but instead simply moves an 
item along a fixed curve. Son and Sethi (2006) assumed that the processes of forget-
ting and learning could be represented as items moving up and down a fixed curve. 
In other models, however, learning is accompanied by two changes; the item moves 
up a learning curve, but at the same time, the actual shape of the learning curve itself 
changes (as does the shape of the forgetting curve). Indeed, the strength of a given 
item in memory can be represented by two indices, corresponding to current retriev-
ability and long-term storage (see Bjork & Bjork, 1992).

In summary, findings from the last dozen years show that people appear to have 
systematic time allocation strategies and benefit from using them. Two models of 
study time allocation, discrepancy reduction and region of proximal learning, are 
able to account for most of the research from the 20th century, and the latter is able 
to account for some of the more ecological research that has occurred in the 21st cen-
tury as well. The scope of the research has continued to broaden as new methods of 
research have been designed, and efforts to increase generality (e.g., Thiede, Ander-
son, & Therriault, 2003) have raised new questions and answered others.

Beyond	the	Classroom

In a classroom, the importance of metacognitive monitoring and self-regulated study 
is limited somewhat by the fact that part of a teacher’s job is to help students make 
study choices (or to tell them outright what and when to study). But, not all study 
decisions occur in a classroom. Self-regulated study may play its most important role 
when students are on their own. Students constantly face time allocation choices dur-
ing homework, for example, what topic to study next, for how long, and when to 
move on to the next topic. Students also face decisions about how to study; there are 
innumerable study techniques that students use, some of which are very effective 
(e.g., creating an integrated summary of a textbook chapter) and some probably not 
very effective at all (e.g., trying to read a chapter for the first time while half asleep the 
night before an exam). In some cases, a workbook leads students through exercises 
during homework but is primarily for younger students; older students are largely left 
to decide on their own.

In our experience, the majority of students have had little or no training in how to 
study. The second author often reads a children’s book (My Friends, by Taro Gomi, 
2005) containing the line, “I learned to study from my friends the teachers.” If only 
it were true. In a survey of University of California at Los Angeles undergraduates, 
80% answered “No” when asked whether a teacher taught them to study the way they 
do (Kornell & Bjork, 2007). Perhaps this state of affairs was reasonable in William 
James’s time, when the knowledge base about which study techniques work was rela-
tively small — but as this chapter illustrates, that is no longer the case.

Not all study choices occur in an educational context. To take a unique example, 
Kornell, Son, and Terrace (2007) investigated a completely different type of study 
choice, one that never occurs in a classroom: the study choices of nonhuman primates. 
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Instead of asking undergraduates to study for an exam, they trained monkeys to make 
“study” choices that allowed them to earn food rewards. The monkeys were presented 
with a list-learning task in which they had to touch a set of photographs in a cer-
tain order. They could ask for a “hint,” representing an “I don’t know enough” state, 
during the task by touching an icon on the right side of a touch-sensitive computer 
monitor mounted in their testing chambers (see Figure 3). When they requested a 
hint, blinking lines appeared on the screen surrounding the next correct response 
in the list of photographs. To constrain hint taking, there was a penalty for taking 
hints—the monkeys earned only a food pellet when they used a hint to arrive at a 
correct answer, but they earned a more desirable M&M for correct answers made 
without hints.

Requesting a hint was similar to a study choice in the sense that, like a choice to 
restudy versus not restudy, a monkey had to decide whether to complete the list by 
asking for a hint (i.e., by studying) or whether to complete the list without a hint (i.e., 
by not studying). Making that decision required that the monkey monitor whether it 
knew the answer — that is, it required metacognition. The result was that the monkeys 
learned to take hints at high rates when a list was new (and they had not yet learned 
the sequence of photographs well) and to decrease their hint taking as they gained 
more experience with the list. This finding demonstrated that monkeys, by using their 
metacognitive abilities to control their behavior, engage in self-regulated learning.
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Figure 3  Sample trials of a monkey list-learning task in which the monkeys had to touch a 
set of photographs in a certain order. On the right of the screen there was a “hint” icon that, 
when pressed, represented an “I don’t know” state. If the hint icon was pressed, blinking lines 
appeared on the screen surrounding the next correct response in the list of photographs. 
(Originally published in Kornell, Son, & Terrace, 2007.)
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Factors	That	Affect	Study	Time	Allocation

Almost all previous research on study time allocation has focused on what people 
chose to study as a function of item difficulty. (The central variable controlling study 
decisions in both discrepancy reduction and the region of proximal learning model 
is difficulty.) However, other factors affect study time allocation as well. For example, 
Dunlosky and Thiede (1998) showed that a range of factors affect study decisions 
(e.g., the number of points awarded for remembering a given item and the likeli-
hood that an item would be tested), each illustrating the importance of motivation 
in study decisions. In 1999, Thiede and Dunlosky took a first step toward a general 
model of study time allocation by focusing on the role of goals in study decisions. 
Participants were either told to set a low performance goal (remember 6/30 items) or 
a high performance goal (remember 24/30 items). They chose to study easier items in 
the former condition than in the latter. This was only true when the items were dis-
played simultaneously, however, which led to the hypothesis that working memory 
constraints, which were greater with sequential than simultaneous presentation, are 
also a factor in time allocation decisions (also see Dunlosky & Thiede, 2004). Thus, 
in addition to the difficulty of an item, when people make time allocation decisions 
they consider their learning goals and their level of extrinsic motivation (as well as 
intrinsic motivation; see Son & Metcalfe, 2000).

There are also interpersonal factors that can affect study time. One example is 
aging. In general, aging brings with it memory deficits. Dunlosky and Connor (1997) 
showed that aging is also associated with metacognitive deficits in that older adults’ 
allocation of study time is less entrained by item difficulty. Older adults are still able 
to monitor fairly well, however, and as Dunlosky and Hertzog (1997) showed, at least 
in some situations, older and younger adults use essentially the same heuristic to 
select items for study.

At the other end of the aging spectrum is a group of people who study a lot and 
can probably use help: children. A more detailed description of some of our research 
on study time allocation in children is presented, but in general, children are remark-
ably metacognitive at a young age, and their patterns of study time allocation reflect 
that (Dufresne & Kobasigawa, 1989; Metcalfe, 2002). Dufresne and Kobasigawa were 
the first to examine children’s time allocation abilities and tested children in Grades 
1, 3, 5, and 7. The children were told to study two booklets, one hard and one easy, 
of paired associates for as long as they wanted until they could remember all of the 
pairs perfectly. Although the children in Grades 5 and 7 spent more time studying 
the difficult booklet, those in Grades 1 and 3 spent approximately equal amounts of 
time on each, suggesting a lack of self-regulation. However, in a subsequent study, 
Kobasigawa and Metcalf-Haggert (1993) found that when the materials were pictures 
of familiar objects rather than verbal paired associates, even first graders used a self-
regulating strategy: They allocated more study time to materials that were more dif-
ficult. In summary, the study choices of both children and older adults show some 
impairment but mostly adeptness.
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Choices	About	Study	Techniques

As mentioned, most study time allocation research has focused on item difficulty; 
perhaps more important, it has also involved essentially two measures: which items 
participants choose to study and for how long they study (see Kornell & Metcalfe, 
2006). Is self-regulated learning confined to those two decisions, made based on item 
difficulty? Far from it. There are any number of study techniques that people use 
(e.g., flash cards, underlining, summarizing their notes, practice quizzes), and each 
has some degree of overlap (or nonoverlap) with factors that are known to influence 
memory (e.g., spaced practice, deep semantic processing, knowledge integration, test-
ing effects). Research on which techniques people fill their study time with, what they 
believe about those techniques, and how effective their choices are is just beginning 
in the realm of study time allocation research. These questions were foreshadowed by 
Edwards (1917), who showed (see section on history of time allocation) that study-
ing efficiently (by reviewing) was more effective than studying without review, even 
if the amount of study time was held constant. In this section, we describe three sets 
of experiments concerning how people study but in which the variable of primary 
interest is not item difficulty.

William James believed, as described, that people have “no sense” for “empty 
time” but can accurately perceive time when it is “filled” with something like beats. 
In a study we conducted (Son & Kornell, in preparation), participants were asked to 
plan out a study schedule, and beats were provided in the form of visual slots on a 
computer screen, each of which represented a 3-second study event that participants 
could fill with any item they chose to study. With a nod to historical research on time 
allocation, two questions were asked: What time allocation strategy would be used? 
Would people’s allocation strategies be in vain? We also asked a new question: Would 
people spontaneously space their practice?

The method was as follows: Participants were first presented with a list of 16 syn-
onym pairs (e.g., saturnine–gloomy) to study for a later test. After a pair was presented, 
participants made a judgment, on a scale from 0 to 10, indicating how confident they 
were that they would be able to recall the synonym when given only the cue word on 
a later memory test. After the presentation/judgment phase, all 16 words (without 
synonyms) were shown on the left side of a computer screen simultaneously. On the 
right side of the screen, there was a list of study slots. The participant’s task was to 
click on a cue that they wanted to restudy and drag it from the left-hand side of the 
computer screen into one of the slots on the right-hand side. Participants were told 
that each slot represented 3 seconds of study time. There were three conditions: We 
provided 8, 16, or 24 slots for study. In the 8-slot condition, for instance, at most half 
of the 16 items could be restudied. In the 8-, 16-, and 24-slot conditions, participants 
had a total of 24, 48, and 72 seconds, respectively, of total study time to allocate.

Participants were told that they would study the pairs in their list of slots from top 
to bottom, in whatever order they created. They were also told that they could study 
pairs as many (or few) times as they wanted. For instance, a participant could study 
one item zero times and another three times, and those three could be spaced apart 
or massed together. Thus, participants fully controlled the number of times every 
item was studied and the study schedule. The only constraint was that all of the slots 
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had to be filled. Once the restudy list had been created, there was a restudy period 
during which the cue–target pairs were shown sequentially in the exact order that 
the participant had chosen. After a 3-minute distracter task, participants were given 
a cued recall test.

The data showed that the more difficult a participant judged a pair to be, the more 
study time was allotted to it. This is consistent with the discrepancy-reduction model 
and, because the participants’ perception was that they could (for the most part) 
potentially learn most or all of the items they did not know, with the region of proxi-
mal learning model. The most important finding was that the amount of spacing 
was significantly greater than would be expected by chance (although it was also sig-
nificantly smaller than the maximum possible spacing). In other words, participants 
chose to space their study. Although this is good news from a practical standpoint, 
it is also surprising in light of previous experiments showing that people give higher 
(or equivalent) ratings to massed than spaced practice (Baddeley & Longman, 1978; 
Dunlosky & Nelson, 1994; D. A. Simon & Bjork, 2001; Zechmeister & Shaughnessy, 
1980; although delayed JOLs result in the opposite pattern, see Dunlosky & Nelson, 
1994) and given one study showing that children prefer to mass practice (Son, 2005). 
A basic assumption of research on self-regulated learning is that study choices are 
guided by metacognitive judgments. That assumption may need to be reexamined, at 
least in this case, given that people choose to space but rate massing as more effective 
(also see Koriat, Ma’ayan, & Nussinson, 2006; Kornell & Son, 2006).

There has also been research on how spacing choices are related to item difficulty. 
In one set of experiments, people chose to space relatively easy items (Son, 2004), and 
in another case they chose to space relatively difficult items (Benjamin & Bird, 2006). 
In the Kornell and Son (under revision) study described here, the amount of spacing 
was approximately equal for easy and difficult items.

Like spacing, self-testing is an effective — if somewhat counterintuitive (Bjork, 
1994) — study technique. When do people self-test? Son (2005) examined first-grade 
children’s study decisions and found two things; first, they chose to self-test, and 
second, they did so especially for information they felt they knew. College students 
seem to do the same. Son and Kornell (under revision) asked participants to choose 
whether they wanted to (1) view word pairs intact or (2) see the cue first, test them-
selves, and then see the target. The first time through the list, participants chose pre-
sentation mode, but after going through the list two or three times and reaching the 
point at which they began to know the pairs, they switched to self-testing.

Thus, when making study decisions, people choose to space practice and self-test, 
both very effective strategies (e.g., Cepeda, Pashler, Vul, Wixted, & Rohrer, 2006; 
Roediger & Karpicke, 2006a). There appears to be a disconnect, in both cases, between 
metacognitive judgments and study choices. As mentioned, people choose to space 
practice but tend to give higher JOLs following massed practice. The same appears to 
be true of self-testing; people choose to self-test, but there is some evidence, although 
it is mixed, that they give higher JOLs following re-presentation (Roediger & Kar-
picke, 2006b), although others have reported higher ratings following testing (Begg, 
Vinski, Frankovich, & Holgate, 1991; Mazzoni & Nelson, 1995).

We (Son & Kornell, in preparation) conducted a direct test of the disconnect 
between JOLs and study choices in the domain of self-testing. In that preliminary 
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experiment, participants studied a list of 12 word pairs one at a time. Then, they were 
given a chance to study the list a second time, but this time they were given a choice: 
They could either have the list re-presented, or they could take a practice quiz, dur-
ing which the cue would be presented, they would type in the answer (if they could 
remember it), and then they would be shown the correct answer. After making their 
choice and studying the list for the second time, participants were asked how many 
of the items they would be able to recall on a later test (i.e., “I will remember __/12,” 
an aggregate JOL). There were four lists, and at the end of the last list, all four lists 
were tested.

The results showed that people strongly favored testing over re-presentation in 
their study choices, but JOL ratings were approximately the same in the two condi-
tions. Thus, there was indeed a disconnect, even within single individuals, between 
study choices and JOLs. Furthermore, recall rates were higher after self-testing than 
presentation, demonstrating that self-testing was an effective strategy. If JOLs had 
not been recorded, one might have concluded that the reason people chose to test was 
because doing so improved learning. Paradoxically, it appears that, instead, people 
chose self-testing in spite of the fact that they believed — incorrectly — that test-
ing and straight presentation work equally well. A postexperimental questionnaire 
further revealed that, in fact, rather than thinking that self-testing helps them learn, 
people instead think — rightly — that it helps them monitor their learning. That is, 
they realized that self-testing improves metacognitive accuracy (which it does; see 
Dunlosky & Nelson, 1992; Nelson & Dunlosky, 1991). Thus, people think self-test-
ing sharpens their ability to monitor their learning but not their learning itself, and 
therefore they choose to self-test, not based on metacognitive monitoring, but instead 
to serve metacognitive monitoring.

Conclusion	and	O�er�iew

Many pieces have been put together, but the puzzle of time allocation is far from 
solved. Learners seem to be systematic about their allocation decisions with respect 
to item difficulty. A virtually universal finding is that people do not study information 
they think they already know (Metcalfe & Kornell, 2005). In some situations, people 
allocate time to the most difficult items. In other situations, such as when they are 
pressed for time, they focus on easier items. As far as optimality, in some instances 
people make allocation decisions that significantly improve competence (e.g., Kornell 
& Metcalfe, 2006). In other situations, however, increases in time allocation appear to 
be labor in vain (Nelson & Leonesio, 1988). In some situations, such as when making 
decisions about spacing and self-testing — context in which time allocation is just 
beginning to be explored — people seem to make effective decisions (by choosing to 
space and self-test; see Son & Kornell, in preparation; and Son, 2005, respectively), 
even when they do not seem to realize that their decisions are effective (see Zechmeis-
ter & Shaughnessy, 1980, and Roediger & Karpicke, 2006b, respectively).

Part of the reason for the disconnect between metacognitive ratings and study 
choices is the wide array of factors that influence study decisions that are not directly 
related to metacognitive monitoring and vice versa. Many are commendable, like 
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self-testing to monitor one’s learning, or studying information that one finds interest-
ing (Son & Metcalfe, 2000). But, others may be equally important. For example, which 
study technique is the most fun? What makes one feel like one is learning (which is 
often different from what makes one actually learn). What grade is one studying for 
(e.g., “studying for a B”)? What is on TV? Finally, the question that seems to be the 
main determiner of which topic a student chooses to study next: What is the most 
overdue (Kornell & Bjork, in press)? These touch on what we consider to be the three 
general factors that are important for optimizing study, in particular the allocation 
of time: goals, motivation, and efficiency. Goals, of course, are the very foundation 
of study, and it is impossible to overestimate the importance of motivation. The most 
important objective of research on study time allocation, however, is to uncover ways 
of improving efficiency. As Benjamin Franklin said, “Do not squander time, for that 
is the stuff life is made of.”
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Metacognitive Neuroscience

Bennett L. Schwartz and Elisabeth Bacon

Introduction

Metacognition can be defined as the awareness, experience, and control of our cogni-
tive processes. Despite the obvious importance of metacognition to our sense of self 
(Metcalfe & Kober, 2005), there has been little research concerning the neuroscience 
of metacognition. However, those studies that have been conducted do show some 
common findings. It is clear the frontal lobes, particularly prefrontal areas, are essen-
tial to metacognition. Neuroimaging studies showed that prefrontal cortex is active 
during judgments of learning (JOLs), feeling-of-knowing (FOK) judgments, and 
tip-of-the-tongue (TOT) states. Neuropsychological patients with prefrontal dam-
age show deficits in monitoring accuracy. Equally important, some drugs selectively 
impair metacognition. Studies have now demonstrated that benzodiazepines impair 
global metamemory assessments; that is, users of the drug are unaware of the amne-
sia induced by the drugs. However, benzodiazepines do not seem to affect relative 
accuracy in FOK judgments and JOLs. We speculate on the relation of metacognition 
to other tasks associated with the prefrontal lobes.

Nelson and Narens (Nelson, 1984, 1996; Nelson & Narens, 1980, 1990, 1994) 
made numerous contributions to the science of memory and psychology in general, 
but none more important than the development of both theories and methodolo-
gies to bring issues of metacognition to the experimentalists’ table. In 1990, Nelson 
and Narens introduced their model of monitoring and control, which revolution-
ized the way in which metacognition was studied (see Nelson & Narens, 1990, 1994). 
They conceived of metacognition in terms of two interactive processes: a monitoring 
function, which provided consciously accessible information for introspection, and 
a control function, which allowed the person to direct learning or retrieval in adap-
tive (or maladaptive) ways (Nelson, 1996; Nelson & Narens, 1990). In addition, they 
postulated that the processes used in monitoring and control varied depending on 
the memory process in question. Thus, JOLs at encoding will tap different memory 
processes than do FOK judgments at retrieval (Nelson & Narens, 1990; also see Dun-
losky & Nelson, 1994; Koriat, 1993, 1995; Metcalfe, 1993; Metcalfe, Schwartz, & Joa-
quim, 1993). For a quarter century, Nelson’s contribution to the field led the way, and 
the rest of us followed. This chapter is no different. In particular, we connect Nelson 
and Narens’s (1990) monitoring/control framework and the distinction between dif-
ferent forms of metacognitive judgments to the burgeoning literature on neurosci-
ence and metamemory.
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Although a steady stream of studies have examined the effects of brain damage 
on metamemory, only in the last few years has there been a serious attempt to look 
at metamemory from the standpoint of brain imaging and on the relation between 
psychopharmacology and metamemory. Although we will touch on the neuropsy-
chological patient literature, our goal is to concentrate on neuroimaging and psy-
chopharmacology work. Pannu and Kaszniak (2005) wrote an excellent review of the 
neuropsychological literature, which we do not attempt to duplicate here. Our goal is 
to make some generalizations about the neuroscience of metacognition.

In this chapter, we first review the Nelson and Narens (1990) framework with an 
eye to how it might be applied to neuroscience. Second, we advance some hypoth-
eses, based on the Nelson/Narens framework, about which patterns we may expect 
to see in the neuroscience data. Third, we review the data on metamemory in three 
distinct areas: neuroimaging, psychopharmacology, and neuropsychology (the study 
of brain-damaged patients). Finally, we attempt to reconcile what we know about the 
brain with theories of metacognition.

The	Nelson	and	Narens	(1990)	Framework

Nelson and Narens (1990) framework is, at its core, a functional one; that is, it focuses 
on the question, What purpose does metacognition serve the individual? Essential 
to the framework are the concepts of monitoring and control. Monitoring processes 
involve the assessment of the progress or success of a particular memory process. It 
provides the individual with feedback regarding the success or failure of a particular 
mnemonic (or cognitive) process (see Figure 1). We measure it by asking participants 
to report judgments. Ease of learning (EOL), JOLs, FOKs, TOT states, and retrospec-
tive confidence judgments (RCJs) all represent judgments that reveal aspects of the 
monitoring process. Each of these judgments taps into a different phase of the mne-
monic process (see Figure 2). For the acquisition of information, Nelson and Narens 
provided us with EOLs for before study and JOLs for during study. For retrieval, we 
have FOKs and TOT states during retrieval and RCJs to assess the accuracy of that 
retrieval after it has occurred.

In the Nelson and Narens framework, monitoring is useless without the ability to 
use it to direct the ongoing cognitive processes, known as control. Control involves 

A

Control Monitoring

Meta-Level

Flow of
Information

Object-Level

Model

Figure 1  Nelson and Narens (1990) model of monitoring and control. (Adapted from Nel-
son & Narens, 1990, as adapted by Dunlosky, Serra, and Baker, 2007.)
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the decisions and behaviors we choose to do that may enhance (or sabotage) our 
chance of retrieving a particular memory later. That is, if we know we know some-
thing already, it requires no further study; if we do not know it, we ought to study it 
more. If we are confident we can recall something later that we cannot recall now, we 
may continue to search memory for that item. Thus, control behaviors include study 
time allocation, search strategy selection, and search termination.

Nelson and Narens (1990) argued that monitoring and control are highly interac-
tive. They envisioned the system as one of constant feedback from one process to the 
other. Subsequent study of difficult items would lead to higher JOLs, which might 
result in the termination of study. Koriat, Ma’ayan, and Nussinson (2006) expanded 
on this idea, suggesting that the output of the control system is a major input for the 
monitoring system. In Koriat et al.’s view, one source of information for monitoring 
is the control behavior itself. In one way, this new approach turns all of metacogni-
tion on its head. Koriat et al. argued that we observe our control behaviors, and this 
provides us the information to make our judgments (monitoring). However, from 
the point of Nelson and Narens, the consequences of control are one more source of 
information to inform the metacognitive process of monitoring.

We think that there is now sufficient data to argue that the Nelson and Narens 
framework is more than a framework; it represents a model of the behavioral data. 
It is our goal here to demonstrate that different processes underlie monitoring and 
control at different stages of the learning and retrieval processes. We also suggest that 
a helpful avenue of research would be to examine the monitoring/control distinction 
using neuroscience methods (Izaute & Bacon, 2005).

Ease-of-learning 
Judgments 

ACQUISITION 

In Advance 
of Learning 

Selection 
of Kind of 
Procesing 

Termination 
of Study 

Item 
Selection 

Termination 
of Search 

Selection 
of Search 
Strategy 

On-going 
Learning 

Maintenance
of Knowledge

Self- 
directed 
Search 

Output of 
Response 

RETENTION RETRIEVAL 

Judgments 
of Learning 

Feeling-of-knowing 
Judgments 

Source-monitoring 
Judgments 

Remember/Know
Judgments

Confidence 
in Retrieved Answers 

MONITORING 

CONTROL 

Figure 2  The stages of metamemory as they relate to memory. (Adapted from Nelson & 
Narens, 1990, as adapted by Dunlosky, Serra, & Baker, 2007.)
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Current	Theory	in	Neuroscience:	The	Role	of	the	
Prefrontal	Cortex	in	Metacognition

In this chapter, we start with the approach of cognitive neuroscience. That is, we 
attempt to construct a model of which large-scale areas of the human brain are active 
during metacognitive processes. To preface one of the obvious conclusions, converg-
ing evidence from various areas of neuroscience suggest a critical role for the pre-
frontal cortex in most aspects of metacognition (see Pannu & Kaszniak, 2005, for a 
review). Although this conclusion is not new (see Janowsky, Shimamura, & Squire, 
1989; Shimamura, 2000, and the chapter, “A Neurocognitive Approach to Meta-
cognitive Monitoring and Control,” in this volume), neuroimaging data have been 
able to pinpoint function within the prefrontal cortex and to distinguish between 
how different monitoring processes differentially tap areas of the brain. That is, with 
the advent of functional magnetic resonance imaging (fMRI) and neuroimaging, 
researchers are beginning to uncover a more detailed correlation between brain func-
tion and metacognitive processes. We discuss areas of the brain specific to monitor-
ing (at present, we could find no fMRI studies addressing metacognitive control) and 
if activity in some areas of the brain correlates with specific judgments but not others. 
Although we suspect that most of these areas will be found within the prefrontal cor-
tex, it is important to note that it is never easy with the brain. The prefrontal cortex is 
large and has numerous subdivisions. Furthermore, metacognitive deficits have been 
observed after temporal damage (Prevey, Delaney, Mattson, & Tice, 1991), and some 
fMRI studies showed selective activation of areas of the brain other than the prefron-
tal cortex. Moreover, data from psychopharmacology on the selective effects of some 
drugs on metamemory further complicate the picture. Nonetheless, some consistent 
patterns have been clearly emerging.

Neuroimaging	and	Metamemory:	JOLs,	FOKs,	and	TOT	States

There has been a paucity of fMRI studies concerning metamemory considering 
the enormous bulk of memory research now using fMRI. Those studies that have 
used fMRI to examine metamemory have examined FOKs or TOT states. We could 
identify only one article that examined JOLs using fMRI technology (Kao, Davis, & 
Gabrieli, 2005), which we review here. A handful of studies have used the technology 
to examine TOT states and FOKs, which we focus on here.

Kao et al. (2005), using fMRI technology, examined people’s ability to predict their 
ability to later recognize visual pictures. Using this paradigm, Kao et al. examined both 
areas of the brain involved in encoding (medial temporal lobes) and those involved 
in monitoring. Consistent with the crucial role of prefrontal cortex in metacognition, 
Kao et al. found that left ventromedial prefrontal cortex was associated with JOLs but 
not memory performance. This left hemisphere preference was found even though 
the stimuli were visual. Kao et al. also found areas of the prefrontal cortex, lateral and 
dorsomedial, that were associated with both JOLs and successful recall. Thus, in the 
first fMRI study of JOLs, there are data that support the fundamental role of prefron-
tal cortex in metacognitive judgments. We now turn to FOKs and TOT states.
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Most researchers have assumed a close correlation between TOT states and FOKs 
(i.e., Yaniv & Meyer, 1987; Schwartz, Travis, Castro, & Smith, 2000; but see Nel-
son, 2000). Most operational definitions of TOT states involve asking participants 
to judge if they feel like they can recall a target answer that is not currently recall-
able, whereas definitions of FOKs center on a feeling that one can recognize the tar-
get answer. Thus, one difference between the judgments is the criterion task judged 
(see Schwartz, 2002). Indeed, most behavioral studies have found strong correlations 
between FOKs and TOT states (Metcalfe et al., 1993; Schwartz et al., 2000; Yaniv & 
Meyer, 1987), although some data have been published to suggest that TOT states and 
FOKs are not always identical (Widner, Otani, & Winkelman, 2005; Widner, Smith, 
& Graziano, 1996). Interestingly, the neuroimaging data suggest differences between 
TOT states and FOKs that had previously been missed in the behavioral data.

The neuroimaging data show potential differences between TOT states and FOKs. 
It appears that, despite their verbal component, TOT states are dominated by right 
hemisphere prefrontal processes, whereas FOKs are carried out by the left prefrontal 
cortex. This counterintuitive finding has appeared in several studies. For example, 
using general information questions, both Maril, Wagner, and Schacter (2001) and 
Kikyo, Ohki, and Sekihara (2001) found mostly right prefrontal activity during TOT 
states. These areas included the anterior cingulate, the right dorsolateral prefrontal 
cortex and right inferior prefrontal cortex. These areas of the brain appeared unique 
to TOT states and were not as strongly activated during either know or don’t know 
responses (Maril et al., 2001).

In contrast, Maril, Simon, Mitchell, Schwartz, and Schacter (2003) examined fMRI 
data during FOK judgments. With respect to FOKs, the unique activity appeared to 
be in areas in the left prefrontal cortex, notably the inferior frontal gyrus and in areas 
of the parietal lobe (Brodmann area [BA] 7). Similarly, Jing, Niki, Xiaoping, and Yue-
jia (2004) found left prefrontal activity (BAs 8 and 47) during FOKs for paired asso-
ciates. Along similar lines, Schnyer, Nicholls, and Verfaellie (2005) found that the 
left ventral medial prefrontal cortex was uniquely activated during FOKs for the last 
word of a previously studied sentence. Kikyo, Ohki, and Miyashita (2002) also found 
mostly left prefrontal activity during FOKs, although they did find some activity 
bilaterally in the inferior and medial prefrontal cortex. Kikyo and Miyashita (2004) 
found bilateral prefrontal activity for FOKs when retrieving names from face–name 
pairs. They also found activity in the temporal lobe. Nonetheless, these studies paint 
a picture in which TOT states tend to be produced in the right prefrontal cortex and 
anterior cingulate, and FOKs tend to be produced in the left prefrontal cortex.

The comparison between FOKs and TOT states is compromised by the differ-
ence in materials used in each of the studies described. In the TOT studies, Maril 
et al. (2001) and Kikyo et al. (2001) asked participants to retrieve information from 
their existing semantic memory. Although Kikyo et al. (2001, 2002) used the same 
stimuli, it is difficult to compare the two studies because the 2001 study inferred the 
presence of TOT states rather than asked for them directly. That is, TOT states were 
assumed to have occurred if a participant could not recall the item but recognized 
it later. For many reasons, this logic is suspect (see Schwartz, 2002). In the stud-
ies examining FOKs, Maril et al. (2003) and Jing et al. (2004) asked participants to 
retrieve newly learned word pairs. Schnyer et al. (2005), examining FOK as well, used 
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sentence completion. Thus, in these studies, the type of judgment (TOT vs. FOK) is 
confounded with the stimuli used to assess the judgments.

To resolve this discrepancy, Maril, Simons, Weaver, and Schacter (2005) compared 
TOT states and FOKs in the same study using the same stimuli. The stimuli were 
similar to those of Maril et al. (2001). The experimenters gave the participant two 
cue words (e.g., Carmen, composer), and the participants had to recall the name of 
the composer of the opera Carmen (Bizet). If participants could not recall the target, 
they had the opportunity to press a button that either meant FOK or that meant TOT. 
Consistent with their earlier work, Maril et al. (2005) found that TOT states, but not 
FOKs, were associated with activity in the anterior cingulate, right dorsolateral pre-
frontal cortex, and right inferior cortex. They did not find, however, activity uniquely 
associated with FOKs.

Thus, this study is suggestive that TOT states and FOKs may be qualitatively dif-
ferent psychological states as areas of the brain were activated during TOT states but 
not during FOKs. However, because the participants in Maril et al. (2005) could only 
choose to indicate a TOT or an FOK, it is likely that the task demands suggested that 
TOT states marked stronger states of knowing for the participants than did FOKs. 
Thus, participants may have used the FOK judgment to indicate that they likely knew 
the target but were not as confident as when they indicated a TOT. Thus, the areas 
of the brain that were activated for TOT states but not for FOKs may simply reflect 
this greater strength or confidence rather than any qualitative differences between 
FOKs and TOT states. Indeed, it would have been revealing if, using the same stimuli 
but different participants, fMRIs could be collected while only a TOT or an FOK is 
requested. Nonetheless, the Maril et al. (2005) study combined with the other stud-
ies suggest that there may in fact be qualitative differences between TOT states and 
FOKs, but each study alone is not adequate to argue for different underlying pro-
cesses. Although any such conclusions are premature simply because not enough 
data have been collected, it is worth noting that, like JOLs, the FOKs appear to show 
up in the left ventromedial cortex, whereas the TOT states appear to show up in the 
right dorsolateral cortex. This may suggest that FOKs and JOLs share more in com-
mon than do FOKs and TOT states (see Table 1).

In contrast to FOKs and TOT states, which seem to be based on processes in the 
prefrontal cortex, regardless of their placement in the left and right hemisphere, a 
new study suggested that not all metamemory may be directed by prefrontal pro-
cesses (Chua, Schacter, Rand-Giovannetti, & Sperling, 2006). Chua et al. examined 
RCJs after recognition judgments in a face–name paradigm. Following recognition, 
participants judged their confidence in the correctness of their answer. During this 
decision, Chua et al. found activity in the parietal lobe (both medial and lateral) 
when comparing RCJs to recognition. Comparing high confidence to low confi-
dence revealed activity in the hippocampus and cingulate as well as other limbic 
regions. Thus, although the cingulate is active in both TOT states and retrospective 
confidence, the other regions are greatly different. Future studies must be done to 
confirm the role of the parietal lobe in RCJs.

Neuroimaging holds great promise in the understanding of human cognitive 
processes. We look forward to updating this section in 10 years with not a hand-
ful of studies but a torrent of them. We encourage those researchers with access to 
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neuroimaging tools to investigate metacognitive processes. Comparisons across 
metamemory judgments that equate on procedures and stimuli may be especially 
useful. In addition, examining metacognitive control using fMRI techniques should 
bear fruit.

Drugs and Metamemory

A number of psychopharmacological agents have been used in studies examining 
metamemory. These drugs include alcohol (Nelson, McSpadden, Fromme, & Marlatt, 
1986; Nelson et al., 1998); amphetamines (Mintzer & Griffiths, 2003); caffeine (Lesk 
& Womble, 2004); nitrous oxide (Dunlosky et al., 1998); scopolamine (Mintzer & 
Griffiths, 2005); methadone (Mintzer & Stitzer, 2002); and benzodiazepines (Bacon et 
al., 1998; Bacon, Schwartz et al., 2007; Izaute & Bacon, 2005; Massin-Krauss, Bacon, 
& Danion, 2002; Merritt, Hirshman, Hsu, & Berrigan, 2005; Mintzer & Griffiths, 
2005; Roy-Byrne et al., 1987; Wolkowitz et al., 1987). Although most of these drugs 

Table 1  Neuroimaging Studies, Metamemory Measurement, and the Regions of 
brain Uniquely associated with Metamemory Judgments

Study
Metamemory 

Measure
Left or Right 
Hemisphere Region of Cortex

Kao et al. (2005) JOL Left Ventromedial PF
Lateral and dorsomedial PF

Maril et al. (2001) TOT Right Anterior cingulate
Dorsolateral PF
Inferior PF

Kikyo et al. (2001) TOTa Right Anterior cingulate
Dorsolateral PF
Inferior PF

Maril et al. (2005) TOT Right Anterior cingulate
Dorsolateral PF
Inferior PF

Maril et al. (2005) FOK No unique activity
Maril et al. (2003) FOK Left Inferior PF

Parietal
Jing et al. (2004) FOK Left Inferior PF
Kikyo et al. (2002) FOK Bilateral Inferior and medial PF
Kikyo & Miyashita (2004) FOK Bilateral PF, temporal lobe
Schnyer et al. (2005) FOK Left Ventromedial PF
Chua et al. (2006) RCJ Bilateral Parietal (medial and lateral)

Note: FOK, feeling of knowing; JOL, judgment of learning; PF, prefrontal cortex; RCJ, retrospective 
confidence judgment; TOT, tip of the tongue.

aTOTs were inferred by the researchers, not provided by the participants.
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have wide and diverse effects on the brain, they can be used to probe cognitive func-
tion. In particular, because of the profound amnesic effects of benzodiazepines 
(Bacon, Schwartz et al., 2007), this class of drugs has been investigated in a number 
of metamemory paradigms. We focus on the literature on the effects of benzodiaz-
epines on metamemory.

Benzodiazepines, such as diazepam, lorazepam, triazolam, and midazolam, are 
the most commonly consumed drugs in the Western world because of their effects 
on anxiety, insomnia, and muscle relaxation (Kaplan, 2005). However, they are also 
strong amnesia-inducing drugs, especially within the episodic memory domain 
(Buffet-Jerrott & Stewart, 2002; Curran, 1991, 1999, 2000; Danion, 1994). The benzo-
diazepines that are the most commonly studied in cognitive research are diazepam, 
lorazepam, and midazolam. The pattern of memory impairment differs slightly from 
one benzodiazepine to another, as for example, lorazepam impairs priming, whereas 
diazepam does not (Buffet-Jerrott & Stewart, 2002). All the benzodiazepines impair 
episodic memory, but their effects on short-term memory and semantic memory 
are mixed, depending on the task (Bacon, Izaute, & Danion, 2007; Izaute & Bacon, 
2006).

Clinical observations indicated that patients who develop a transient amnesia fol-
lowing an acute administration of benzodiazepine are grossly unaware that they are 
currently experiencing an episodic memory deficit (Hinrichs, Mewaldt, Ghoneim, 
& Berie, 1982; Curran et al., 1987; Roache & Griffith, 1985; Weingartner et al., 1993). 
For example, Roache and Griffith (1985) observed that subjects under the influence 
of benzodiazepine consistently underestimated the degree of their impairment rela-
tive to their predrug performance. These observations suggest that metamemory, as 
measured by FOKs, JOLs, or RCJs, might also be impaired.

However, there is preliminary evidence from a few experimental studies that 
some aspects of metamemory are preserved during benzodiazepine-induced amne-
sia. Wolkowitz et al. (1987) considered that diazepam-treated subjects were able to 
retrospectively estimate their level of performance in a free-recall task, with their 
confidence ratings declining as a function of the diazepam dose. In another study 
of diazepam, Roy-Byrne et al. (1987) reported that subjects experienced a subjective 
sense of cognitive impairment; when the subjects were asked to rate their confidence 
for recalled words, there was no impairment of their ability to judge how well they 
had performed the task.

However, these studies with diazepam have investigated metamemory on the basis of 
global memory performance and not on the basis of correspondence between each indi-
vidual metamemory rating and each individual answer. In the meantime, the possibility 
cannot be excluded that metamemory is impaired by some, but not all, benzodiazepines.

The question that has concerned metamemory researchers is whether participants 
display metamemory deficits when explored with the standard tools of metamemory 
(see Nelson & Narens, 1990). Most of the studies arrive at similar conclusions. Benzo-
diazepines leave participants globally unaware that their memory has become weaker, 
although they may remain aware of which items they are learning or remembering 
and which items they are not learning or remembering; that is, benzodiazepines do 
not impair relative judgment accuracy (for details on measuring relative accuracy, 
see Benjamin & Diaz, this volume). Thus, global confidence and calibration tend to 
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be inaccurate while participants are under the influence of benzodiazepines, whereas 
relative accuracy is unaffected by benzodiazepines.

Izaute and Bacon (2006) investigated the effects of lorazepam on recall of both 
complete and partial information of recently learned material as well as on the effects 
of the retrieved partial information on FOK ratings (i.e., Koriat, 1993). The material 
to be learned consisted of four-letter nonsense tetragrams, with each letter providing 
partial information with regard to the four-letter target. They observed that, under 
the influence of lorazepam, participants presented an impairment of episodic short-
term memory performance, and that the drug reduced FOK magnitudes, which were 
lower than the estimations of the placebo participants. However, the predictive value 
of the FOK remained accurate.

With respect to the retrieval of partial information, Izaute and Bacon (2006) showed 
that, in both the lorazepam and control condition, FOKs increased with the amount 
of partial information retrieved. This increase in FOK and partial information was 
also diagnostic of final recognition. High γ correlations were observed in both groups 
between the FOKs and partial retrieval, and both FOK and partial retrieval were 
highly correlated with recognition performance (Izaute & Bacon, 2006). Thus, this 
study supported the accessibility hypothesis as a source of information for FOK judg-
ments (Koriat, 1993).

Bacon et al. (1998) and Merritt et al. (2005) examined the role of lorazepam and 
midazolam, respectively, on FOKs in tasks assessing episodic memory. Bacon et al. 
used a sentence completion task. Participants studied sentences and later had to recall 
the last word from each sentence. In case of no recall (omissions), they gave FOK 
judgments regarding the retrievability of the target answer in a future recognition 
task. The accuracy of FOK was measured by the γ coefficient. The results showed that 
FOK ratings of the lorazepam-treated participants were slightly but not significantly 
lower than those expressed by the placebos. Indeed, the lorazepam group’s FOK 
accuracy was at chance (0.06), whereas that of the placebo group, albeit low (0.29), 
was significantly above chance. However, one cannot really conclude that metamem-
ory accuracy was impaired by lorazepam because differences between groups were 
not statistically significant. Merritt et al. (2005) used paired associate learning, and 
a forced recall step was followed by a recognition stage. Participants were asked to 
give immediate JOLs in the course of the learning stage, and they had to judge FOKs 
for the incorrect recall answers (commissions). The measure of metamemory accu-
racy was here obtained by Hart’s difference score as the γ correlation could not be 
obtained due to floor memory effect in the midazolam group. Here, the mean FOKs 
were significantly lower under midazolam, but the accuracy of the judgments was 
not affected by midazolam. Thus, both studies found that benzodiazepines lowered 
the mean FOK rating but did not affect accuracy. Furthermore, in tasks assessing 
semantic memory, Bacon et al. (1998) and Bacon, Izaute and Danion (2007), using 
general information questions, found that FOK accuracy was not impaired by loraz-
epam. Thus, individual metacognitive judgments made at the time of retrieval and 
regarding future retrievability of memory targets were not affected adversely by ben-
zodiazepines. Participants were aware on an item-by-item basis of which targets they 
would not remember.
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Three studies have examined the effect of benzodiazepines on JOLs (Izaute & 
Bacon, 2005; Merritt et al., 2005; Mintzer & Griffiths, 2005). The three studies 
revealed converging findings. First, both Izaute and Bacon (2005) and Mintzer and 
Griffiths (2005) found that the relative accuracy of JOLs was not affected by the 
benzodiazepines. Merritt et al. did not have enough participants who produced 
measurable γ correlations to determine JOL accuracy. Second, Izaute and Bacon 
(2005) and Mintzer and Griffiths (2005) found that although relative accuracy was 
unimpaired, absolute accuracy was impaired. JOLs tended to be overconfident 
(Mintzer & Griffiths, 2005), not different from the placebo condition, even though 
memory was impaired (Merritt et al., 2005). Mintzer and Griffiths suggested, and 
we concur, that although participants may be able to order items in relative strength 
of memory, they are globally unaware that the benzodiazepines are affecting their 
memory. Thus, they do not lower their JOLs, leading to overcalibration and poor 
study time decisions.

Four studies have closely examined the effects of benzodiazepines on post-
answer confidence or RCJs (Bacon et al., 1998; Massin-Krauss et al., 2002; Mintzer 
& Griffiths, 2003, 2005). In tasks assessing episodic memory, the data are quite 
equivocal. Mintzer and Griffiths (2003) found that the benzodiazepine triazolam 
lowered γ correlations of RCJs after recognition judgments for a list of words. In 
the sentence completion task from Bacon et al. (1998), γ correlations between RCJs 
and recall were lower in the lorazepam condition than in the control condition, 
whereas Mintzer and Griffith did not find decreases in γ correlations between RCJs 
and recall between the lorazepam and control conditions in a cued recall task with 
word pairs. Two studies explored RCJs in tasks assessing semantic memory using 
general information questions. Bacon et al. (1998) and Massin-Krauss et al. (2002) 
did not find decreases in γ correlations between RCJs and recall between the loraz-
epam and control conditions. Thus, we have a picture of RCJs that suggest accurate 
relative accuracy, if sometimes impaired. However, it is difficult to draw definite 
conclusions as the memory test and general procedures and benzodiazepines used 
differed in various studies.

The general pattern that emerges from these studies is the following: The benzo-
diazepines do not affect a person’s ability to discriminate items in memory, that is, 
relative accuracy. Under lorazepam, participants know which items are more or less 
difficult to learn or retrieve. However, they do not seem to be aware of the general 
amnesic-producing effects of the benzodiazepines. Thus, on global measures, they 
tend to overestimate confidence (Mintzer & Griffiths, 2005), to increase the number 
of commission errors (Bacon et al., 1998; Bacon, Schwartz et al., 2007), or to fail to 
study items for longer to compensate for the drug-induced amnesia (Izaute & Bacon, 
2005).

The question can be asked: Does this mean that benzodiazepines affect metamem-
ory at all? The answer to this is somewhat oblique. They do not affect discrimination 
or relative accuracy, the ability to distinguish those items that are better or more 
poorly learned, stored, or retrieved. For those who approach metacognition from 
the perspective of cognitive psychology, this is what is central to metacognition. 
However, benzodiazepines fail to induce a metamnemonic awareness of the amne-
sic deficit, sometimes known as absolute accuracy. This, then, is indeed a failure of 
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metacognition to notice what is a robust effect on memory. So, from this perspec-
tive, benzodiazepines can be considered to induce a deficit in metacognition.

Metamemory	and	Neuropsychology

Metamemory has now been investigated across a wide range of patients in a wide 
range of tasks (see Pannu & Kaszniak, 2005, for a recent review). Although there are 
exceptions, much of this work supports the idea that the prefrontal areas of the fron-
tal lobe are important for metacognition, and metacognitive deficits arise when these 
areas are damaged. In this section, we review the data that support this conclusion.

In an early article that examined metamemory in patient populations, Shimam-
ura and Squire (1986) compared two classes of amnesic patients, a mixed group of 
patients with amnesia compared with a group of Korsakoff patients. The patients were 
tested with respect to both episodic and semantic memory. FOK judgments were the 
criterion metacognitive judgment. They found that, despite poor memory on the part 
of the mixed-etiology amnesia group, there was intact FOK accuracy. However, the 
Korsakoff group was significantly lower in relative FOK accuracy, as measured by γ 
correlations, than the mixed-etiology amnesia group (and the control). Moreover, the 
Korsakoff group FOK accuracy did not differ from chance.

Janowsky et al. (1989) compared FOK accuracy in patients with frontal lobe dam-
age and patients with damage to their temporal lobe in both semantic and episodic 
memory tasks. In the episodic task, the patients with frontal lobe damage showed a 
deficit in FOK accuracy only after long retention intervals. However, in RCJs, there 
were no significant differences across groups, suggesting that RCJs tap into a different 
set of neurocognitive processes than do other metacognitive judgments. Schnyer et al. 
(2004) also found lower FOK accuracy among patients with prefrontal damage, and 
similar to Janowsky et al. (1989), they also did not find differences between patients 
and controls in RCJ accuracy. Schnyer et al.’s study suggested a greater involvement 
of the right medial prefrontal cortex, consistent with their later neuroimaging study 
(Schnyer et al., 2005).

Pinon et al. (2005) also looked at patients with frontal lesions classified as having 
dysexecutive syndrome (defined as a “failure to control the selection of information in 
temporary storage”; Shimamura, 2000, p. 208). The patients were asked to study word 
pairs for a later memory test. Relative to healthy controls, the patients with frontal 
lesions showed impaired FOK accuracy as measured by γ correlations. Indeed, these 
patients’ γ correlations were considerably below zero; that is, they mispredicted their 
future retrieval. Despite the strong deficit in FOK accuracy, JOL accuracy did not 
significantly differ between patients with frontal lesions and healthy controls.

Widner et al. (2005) looked at normal participants but screened them for frontal 
lobe functioning. They then divided the participants into those who scored low on 
frontal functioning and those who scored high. Consistent with other studies, Wid-
ner et al. found lower FOK accuracy among those who scored low on frontal function-
ing relative to those who scored high. This effect was present for FOKs but not TOT 
states. There was no difference among the groups in terms of number and accuracy of 
TOT states. Of course, these were normal functioning people, so it is not clear what to 
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make of the null effects on TOT states. Nonetheless, the FOK data are consistent with 
the claim that prefrontal lobes are important to metacognitive monitoring.

Two studies examined the effect of frontal damage on a prediction of global recall. 
Vilkki, Servo, and Surma-aho (1998) asked participants to remember lists of words. 
Afterward, the patients and controls were asked to predict how many words they 
would recall from each list. The patients with left frontal lobe damage showed impaired 
recall and predictive ability relative to the patients with impaired right frontal lobe 
and controls. Similarly, Vilkki, Surma-aho, and Servo (1999) found that when pre-
dicting which faces people would recognize, patients with damaged right frontal lobes 
showed a deficit in both retrieval and prediction. In both studies, the patients tended 
to be markedly overconfident in their predictions. Although these studies required 
more global judgments and neither of these studies required JOLs specific to each 
item, they further reinforce the centrality of the prefrontal lobes to metamemory.

Vilkki et al.’s studies (1998, 1999) also required participants to make FOKs and 
RCJs. Like the predictions of recall, FOKs were impaired in the patients with frontal 
damage (as in Janowsky et al., 1989; Schnyer et al., 2004). However, RCJs showed no 
differences between patients with frontal lobe damage and controls. This parallels the 
neuroimaging findings from Chua et al. (2006) that showed that parietal areas of the 
brain appear to be associated with RCJs rather than the prefrontal areas involved in 
other metamemory judgments.

However, as is typical when examining brain damage, the story is not that neat. 
Pannu, Kaszniak, and Rapcsak (2005) looked at FOKs and RCJs for face stimuli in 
patients with damaged frontal lobes and in controls. In contrast to all the previously 
reviewed studies, when making FOKs for faces, the patients with impaired frontal 
lobes did not differ from controls. However, again in contrast with other studies, 
RCJs were impaired for the patients with impaired frontal lobes relative to controls. 
This suggests that the neural bases of metacognition are at least partially dependent 
on the material that is being processed.

RCJs appear to have different bases than other memory judgments, perhaps because 
they are made retrospectively, that is, after a memory has been retrieved, rather than 
prospectively (before the memory is retrieved), as in FOKs, TOT states, and JOLs. 
Interestingly, RCJ accuracy is somewhat impaired in schizophrenia (Moritz, Wood-
ward, & Chen, 2006). First-episode schizophrenics showed higher confidence for 
errors and lower confidence for correct answers when asked to express confidence 
in retrieved words (Moritz et al., 2006). In patients with chronic schizophrenia, the 
accuracies of either JOLs (Bacon et al., 2007) or the FOKs for episodic (Souchay, 
Bacon, & Danion, 2006) or semantic tasks (Bacon, Danion, Kauffmann-Muller, & 
Bruant, 2001) were preserved. This pattern is opposite of what was described here for 
patients with frontal lobe impairment.

However, across a host of other neurological conditions, Pannu and Kaszniak 
(2005) found little evidence for impaired metacognition relative to other cognitive 
functions. That is, metacognition may be impaired, as in Alzheimer’s, but so are all 
other functions. They reviewed the literature on metamemory in multiple sclerosis, 
traumatic brain injury, temporal lobe epilepsy, Alzheimer’s disease, Parkinson’s dis-
ease, Huntington’s disease, and HIV infection. Only when the studies they reviewed 
cited evidence of compromised frontal function did they see evidence of selective 
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impaired metamemory. The exception may be temporal lobe epilepsy. Prevey et al. 
(1991) found that temporal lobe epileptics showed lower FOK accuracy than did nor-
mal controls. We note here that there are many studies examining metacognition in 
Alzheimer’s, which are not reviewed here. We refer those interested to the review of 
Pannu and Kaszniak (2005).

Based on these studies, Pannu and Kaszniak (2005) concluded that the data “across 
metamemory studies in neurological populations are consistent with the conclusion 
that the frontal lobes play a central role in the production of accurate metamemory 
judgments” (p. 122). They continued to argue that this effect may be exacerbated in 
patients who have memory deficits and compromised frontal function. Thus, they did 
not think of the prefrontal lobes as the only area involved in metacognition, just one 
of the important components.

Putting	Things	Together

There is good reason to argue that the neuroscience data on metacognition are con-
sistent with the Nelson and Narens (1990) framework. First, the neuroscience data 
support the idea that each judgment (JOLs, EOLs, FOK, etc.) is a unique expression 
of the monitoring system. That is, it appears that different circuits in the brain are 
involved in different judgments and with respect to different kinds of stimuli. Thus, 
JOLs are different from FOKs in the way the judgment is made, the kinds of informa-
tion that it draws on, and in the areas of the brain responsible. Although both appear 
mediated by the left ventromedial cortex, FOKs also appear to draw on inferior pre-
frontal cortex. Moreover, Maril and her colleagues (Maril et al., 2001, 2003, 2005) 
showed that subtle differences between TOT states and FOKs can be traced to differ-
ent neural circuits. TOT states are based on the right dorsolateral prefrontal cortex, 
whereas FOKs show up in the left ventromedial cortex. Finally, some judgments, in 
particular RCJs, appear to have a different neural basis, in the parietal lobe rather 
than the frontal lobe.

The second major component of the Nelson-Narens (1990) model is the distinc-
tion between monitoring and control. Monitoring refers to the processes that allow 
us to assess and become aware of our cognitive processes, whereas control refers to 
the processes we use to affect change in our cognitive processes. Much behavioral 
data support this distinction that we can control our cognitive processes in complex 
and often-helpful ways (but see Koriat et al., 2006). However, at present, although the 
neuroscience data on monitoring are increasing rapidly, there are only a few stud-
ies that examined metacognitive control from the point of view of neuroimaging, 
psychopharmacology, or neuropsychology. Izaute and Bacon (2005) found that ben-
zodiazepines interfered with the relation between JOLs, which were accurate at pre-
dicting recall, and study time decisions. This article suggests that it may be possible 
to find neural distinctions between monitoring and control, but at present the data 
just are not there from other judgments and other methodologies. We urge those 
researchers with access to neuropsychological patients, fMRI machines, and other 
neuroscience methodologies to begin to address the issue of metacognitive control. 
Metacognitive control is the means by which people can consciously affect change in 
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their rapid ongoing cognitive processes. Discovering its neural basis would indeed be 
important.
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A Neurocognitive Approach to 
Metacognitive Monitoring and Control

Arthur P. Shimamura

Introduction

To what extent can brain-based investigations inform research on metacognition? 
Most view metacognition as a set of intricately complex and dynamic processes — 
such as those involved in insight, cognitive control, and mnemonic strategies. As 
such, metacognitive research has been thoroughly interdisciplinary, influencing edu-
cational, cognitive, developmental, and clinical investigations (see Hacker; Schneider, 
& Lockl; Mazzoni & Nelson, 1998; Metcalfe & Shimamura, 1994; Schwartz & Bacon, 
this volume). It may seem rather premature to consider the brain mechanisms that 
underlie metacognition. Yet, there have been significant advances in neurobehavioral 
investigations, most notably the advent of functional magnetic resonance imaging 
(fMRI). Specifically, we have learned a great deal about the role of the prefrontal 
cortex (PFC) in cognitive control (see Fletcher & Henson, 2001; Koechlin, Ody, & 
Kouneiher, 2003; E. K. Miller & Cohen, 2001; Shimamura, 2000). In this chapter, 
I review neurocognitive findings related to metacognitive monitoring and control. 
These findings are described within the framework of the Nelson and Narens model 
of metacognition (1990, 1994) and its neurocognitive counterpart, dynamic filtering 
theory (Shimamura, 1996, 2000).

The	Nelson	and	Narens	Model	of	Metacognition

According to the influential model developed by Nelson and Narens (1990, 1994), 
metacognition is defined as the monitoring and control of cognitive processes. By 
this view, metacognition is essential for the supervision of our perceptions, thoughts, 
memories, and actions. Nelson and Narens described metacognition as the inter-
play between two levels of information processing — an object level and a metalevel. 
Object-level processing refers to specific components of cognitive function, such as 
object recognition, phonological coding, spatial representation, and semantic pro-
cessing. These processors are presumed to operate as functionally distinct modules, 
often running in parallel and relatively independently from one another. They are, 
however, monitored by metalevel processors that receive information flow from object 
levels. The role of the metalevel is to evaluate object-level activations and, based on 
this evaluation, initiate feedback control (see Figure 1).
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Nelson and Narens (1994) directed their metacognitive model specifically to the 
kinds of cognitive processes important for student learning. They proposed that meta-
cognition makes learning more efficient by influencing behavior at various stages of 
memory processing, from stimulus encoding to the ultimate retrieval of information. 
For example, metacognitive monitoring at the time of acquisition could be instanti-
ated as judgments of learning (JOLs), in which students evaluate (i.e., monitor) the 
degree to which recently presented information is learned. Such monitoring could 
suggest that the information was not well learned, and appropriate control would 
be to engage in further studying. Similar monitoring processes may be initiated just 
before the time of retrieval, at which time learned material is assessed by feelings 
of knowing (FOKs). Finally, monitoring one’s knowledge after taking a test may be 
assessed by retrospective analysis of feelings of success (or failure), defined in mem-
ory research as confidence ratings.

To the extent that metacognition imposes top-down regulation of information 
processing — as is described by the Nelson and Narens model (see Figure 1) — this 
concept is centrally linked to aspects of executive control, such as selective attention, 
working memory, conflict resolution, and task switching. Abundant neurobehavioral 
findings implicate the PFC as having a critical role in top-down control of informa-
tion processing (see Fernandez-Duque, Baird, & Posner, 2000; E. K. Miller & Cohen, 
2001; Shimamura, 2002a; Smith & Jonides, 1999). Moreover, some theorists have 
made explicit links between PFC functions and metacognitive processes (Fernan-
dez-Duque et al., 2000; Pannu & Kaszniak, 2005; Shimamura, 1996; Stuss, Gallup, & 
Alexander, 2001). In an attempt to delineate a neural mechanism of metacognition, 
I (1996, 2000) proposed dynamic filtering theory, a neural mechanism drawn from 
the Nelson and Narens model. It is proposed that the PFC, with its extensive projec-
tions to and from many cortical regions, regulates posterior cortical circuits by way 
of a filtering or gating mechanism. By this view, object-level processors are distrib-
uted in posterior cortical regions and are controlled by metalevel processors in PFC 
regions. The PFC implements metacognitive control by dynamic filtering, that is, by 

Meta Level
Prefrontal

Cortex

Monitoring Controlling

Object Level
Posterior

Cortex

Figure 1  Based on the Nelson and Narens metacognitive model, object-level processes are 
monitored and controlled by feedforward and feedback loops with metalevel processors. 
This model provides a useful characterization of prefrontal-posterior cortex interactions, as 
described by dynamic filtering theory (Shimamura, 2000), a neural description of the Nelson 
and Narens model.
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the selection of appropriate signals and suppression of inappropriate signals. Thus, 
the PFC acts to refine or amplify neural activity by increasing signals and reducing 
extraneous noise.

When one considers the cacophony of neural activity at any given moment, it 
becomes rather clear why the brain requires a mechanism for orchestrating cogni-
tive processes. It is particularly important for metacognitive processes to implement 
inhibitory control as task situations often result in object-level processors interfering 
with one another. When conflicts occur, decisions must be made to suppress some 
activity while allowing others to progress. This “filtering” mechanism is thus most 
critical when monitoring reveals conflicts among object-level processors. Based on 
dynamic filtering theory, it is the interplay between PFC and posterior regions that 
implements both selective and suppressive control. Importantly, there is segregation 
of PFC-posterior projections (Petrides & Pandya, 2001), which suggests that there is 
not one homunculus-like metacognitive controller but instead a distributed set of 
controllers or feedback loops. Without PFC control, object-level processors are sub-
ject to greater interference from extraneous signals elicited by other processors.

Findings from neuroimaging studies have pointed to regional specificity in the 
kinds of information that are processed within the PFC. These regions (see Figure 2) 
can be identified both spatially and by anatomical features (e.g., Brodmann areas 
[BAs]). They include the anterior PFC (BA10 or frontopolar PFC); dorsolateral PFC 
(BA9, BA46); ventrolateral PFC (BA44, BA45, BA47); dorsomedial PFC (BA24, BA32, 
or anterior cingulate gyrus); and ventromedial PFC (BA11, BA12 or orbitofrontal 
cortex). A sixth region, BA8, is also part of the PFC and includes the frontal eye fields. 
These regions are intricately connected to cortical and subcortical regions outside the 
PFC and have interconnections among themselves (Petrides & Pandya, 2001; Simons 
& Spiers, 2003). They are distinct both in terms of anatomical and functional charac-
teristics, and some of these distinctions are outlined in the following sections.

Monitoring	and	Controlling	Stimulus	Encoding

An inordinate load on our cognitive system would occur if we attempted to con-
sider the entire sensory environment at any given moment. Because of this percep-
tual overload, control over stimulus selection and suppression becomes a necessity. 
Physiological evidence suggests that even at early stages of sensory encoding, the PFC 
monitors activity and acts to prepare for or modulate incoming information. For 
example, in studies using electrophysiological scalp recordings, such as event-related 
potentials (ERPs), PFC activity initiates a “readiness” signal when individuals are 
given a warning cue to prepare for an upcoming response. This readiness potential 
includes the contingent negative variation (CNV) and is thought to help individuals 
focus attention on specific stimulus features (Walter, Cooper, Aldridge, McCallum, & 
Winter, 1964). Patients with dorsolateral PFC lesions exhibit a reduction of the CNV 
and have difficulty attending to relevant stimulus features (Rosahl & Knight, 1995). 
The finding of a preparatory top-down signal in response to a precue suggests that 
PFC control can occur even before a stimulus appears and thus calls into question the 
term late processing, which has been used to describe top-down control.
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To the extent that metacognition is a dynamic process that influences stimulus 
encoding, it should be involved in rather early stages of sensory processing. In ERP 
studies of patients with dorsolateral PFC lesions, the amplitude of “middle latency” 
ERPs (70–100 milliseconds), which are presumed to be generated in primary sensory 
cortex, is heightened as a result of PFC lesions (Knight, Scabini, & Woods, 1989; Yama-
guchi & Knight, 1990). Thus, as a result of PFC damage there is a disinhibition or fail-
ure to modulate posterior cortical activity (Knight, Staines, Swick, & Chao, 1999). It 
is as if PFC lesions disrupt cortical processing in the posterior cortex by failing to gate 
or filter activations. Likewise, in fMRI studies of normal individuals (Frith, Friston, 
Liddle, & Frackowiak, 1991; Garavan, Ross, Murphy, Roche, & Stein, 2002; Hester, 
Murphy, & Garavan, 2004; Konishi et al., 1999), both the dorsolateral and ventrolat-
eral PFC are active in tasks involving inhibitory control of sensory information.

As proposed by dynamic filtering theory, metacognitive control is particularly 
important when object-level processors interfere with one another. In such situations, 
control must be implemented to resolve the conflict. Stroop or flanker tasks have 
been used to study conflict in which two simultaneously presented stimuli or features 
interfere with each other. For example, in a flanker task (Botvinick, Nystrom, Fissell, 

8
9

46 44
45

47
11

11 12

32
24

8
9

10

10

Figure 2  Brodmann areas (BAs) within the prefrontal cortex (PFC) are shown on the lat-
eral surface (top image) and on the medial surface (bottom image) of the neocortex. PFC 
regions include the anterior PFC (BA10); dorsolateral PFC (BA9, BA46); ventrolateral PFC 
(BA44, BA45, BA47); dorsomedial PFC (BA24, BA32); and ventromedial PFC (BA11, BA12). 
Also part of the PFC is BA8, which includes the frontal eye fields. (Brain images reprinted 
with permission from Digital Anatomist Interactive Atlas, University of Washington, Seattle, 
WA, copyright 1997.)
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Carter, & Cohen, 1999) subjects indicate the direction of a central arrowhead (point-
ing left or right) when flanked by congruent (<< < <<) or incongruent (>> < >>) arrow-
heads. In fMRI analyses, the dorsomedial PFC (BA32) is particularly active during 
incongruent trials compared to congruent trials (see Botvinick, Cohen, & Carter, 
2004). In Stroop tasks, the dorsomedial PFC, dorsolateral PFC, and parietal cortex 
are particularly active during conflict conditions (see Zysset, Muller, Lohmann, & 
von Cramon, 2001). In such conditions, parietal regions are presumed to represent 
and process spatial locations of the arrowheads. Botvinick, Braver, Barch, Carter, 
and Cohen (2001) proposed that the dorsomedial PFC (i.e., anterior cingulate cortex) 
monitors cognitive conflict, whereas the dorsolateral PFC controls these modules. 
Thus, according to Botvinick et al. (2001) the processes of monitoring and controlling 
conflict are dissociable functions, being processed by different PFC regions.

Another form of stimulus conflict occurs as cross-trial interference effects. Jonides, 
Smith, Marshuetz, Koeppe, and Reuter-Lorenz (1998) developed a probe recognition 
task in which a stimulus array of four letters was followed by a single-letter probe. On 
each trial, subjects determined whether the probe letter was in the stimulus array. For 
some trials, the probe letter was not presented during the current trial but had been 
presented in the just-preceding trial. Thus, on these “recent negative” trials, conflict 
occurred because subjects must suppress the urge to respond “yes” to a probe letter 
that had been recently presented, but not in the current trial. Jonides et al. (1998) 
showed that the left ventrolateral PFC was particularly active in recent negative trials 
(see also Badre & Wagner, 2005; D’Esposito, Postle, Jonides, & Smith, 1999; Postle & 
Brush, 2004). These findings are consistent with neuropsychological findings in which 
patients with PFC lesions exhibit failure to suppress recently activated but irrelevant 
responses (Thompson-Schill et al., 2002). They suggest that the ventrolateral PFC is 
involved in response selection, particularly in the face of conflicting responses.

Even at early stages of information processing, such as stimulus encoding and 
selection, metacognition is required to monitor and control conflicting object-level 
processors. Findings suggest that the dorsomedial, ventrolateral, and dorsolateral 
PFC are involved in preparing for upcoming stimuli (e.g., readiness potential), select-
ing task-relevant stimulus features, and suppressing extraneous or irrelevant features. 
Without PFC involvement, information processing is subject to reduced selective 
attention and heightened interference from extraneous or irrelevant processing.

Monitoring	and	Controlling	Learning	Processes

Once stimulus information is selected, efficient learning requires the integration of 
new information into existing knowledge representations. This interplay between 
newly encoded information and preexisting knowledge involves the online mainte-
nance and manipulation of information in memory. Indeed, our ability to integrate 
new information into semantic knowledge stands as a hallmark feature of elaborative 
encoding. With respect to metacognitive processes, it is presumed that object-level 
processes associated with learning (e.g., semantic access, associative binding) are 
facilitated by metalevel controllers involved in the coordination and guidance of new 
information into existing memory. In addition, it is critical for metalevel controllers 
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to suppress extraneous or irrelevant information. Indeed, one critical feature of effi-
cient learning is the mitigation of proactive interference, that is, the ability to sup-
press recently presented information that is now irrelevant or extraneous.

Our ability to maintain and manipulate information in working memory depends 
on the PFC. Patients with dorsolateral PFC lesions exhibit reduced immediate 
memory span for a variety of stimuli, including digits, spatial locations, colors, and 
sounds (Baldo & Shimamura, 2000; Chao & Knight, 1998; Janowsky, Shimamura, 
Kritchevsky, & Squire, 1989). Neuroimaging studies have confirmed the role of the 
PFC in maintaining information in working memory (D’Esposito et al., 1999; Smith 
& Jonides, 1999). Interestingly, different prefrontal regions are responsible for main-
taining different kinds of information. For example, increased activity in the left ven-
trolateral PFC is observed when individuals are asked to hold names of objects in 
mind, whereas increased activity in the right ventrolateral PFC is observed when 
individuals are asked to keep spatial locations in mind (Awh & Jonides, 2001). In 
many instances, these prefrontal activations are linked to activations in posterior 
regions of the brain, suggesting that the maintenance of information in working 
memory requires a neural circuit that includes the information to be activated (pre-
sumed to be stored in posterior cortex) and the executive control process that keeps 
the information active (presumed to be established by the PFC).

Whereas maintaining information in working memory depends on the ventrolat-
eral PFC, manipulating information also recruits the dorsolateral PFC. In an fMRI 
study, D’Esposito, Postle, and Rypma (2000) asked individuals to maintain a string 
of letters or to manipulate the letters by reordering them in alphabetical order. The 
dorsolateral PFC was particularly active when subjects were asked to reorder the let-
ters compared to simply maintaining the string in its presentation order. Another 
working memory paradigm, the “n-back” task, has also been used to assess stimu-
lus manipulation and updating (Cohen et al., 1997; for review, see Owen, McMillan, 
Laird, & Bullmore, 2005). The simplest n-back task is a 1-back task in which subjects 
determine if the stimulus on the current trial (i.e., n trial) matches that of the just 
preceding trial (i.e., n − 1 trial). The task is made more difficult by having subjects 
monitor and coordinate multiple trials. For example, for a trial in a 2-back task, sub-
jects must encode the current stimulus, determine if it matches the n − 2 stimulus 
(i.e., the stimulus two trials earlier), maintain the n − 1 stimulus for the next trial, 
and maintain the current trial for the n + 2 trial. As evidenced by this example, sub-
stantial metacognitive control is required to select, maintain, update, and reroute 
stimuli across multiple n-back trials. Neuroimaging studies demonstrate that many 
PFC regions, including the ventrolateral, dorsolateral, posterior, and dorsomedial 
PFC regions, are recruited when 2- and 3-back tasks are compared with a 1-back task 
(see Owen et al., 2005).

To what extent does metacognitive control during learning influence long-term 
memory? It is clear from early cognitive investigations that our capacity to encode 
and organize information in a meaningful manner significantly facilitates learning 
and memory (Bower, Clark, Lesgold, & Winzenz, 1969; Mandler, 1980; G. A. Miller, 
1956). These studies suggested that our ability to reorganize or chunk information 
meaningfully reduces the load on working memory and facilitates associative bind-
ing. Interestingly, patients with PFC damage exhibit poor organizational strategies 
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during learning, and they fail to elaborate stimuli and group them into meaning-
ful categories (Gershberg & Shimamura, 1995). Neuroimaging studies corroborated 
the role of the PFC in elaborative encoding. For example, the left ventrolateral PFC 
has been shown to be particularly active when individuals are asked to consider the 
meaning of items, such as determining whether a word is concrete (e.g., dollar) or 
abstract (e.g., freedom) compared to conditions in which they determine superficial 
features, such as the number of vowels in a word (see Wagner, 2002).

During learning, brain activation in prefrontal regions predicts the success of later 
retrieval. In fMRI analyses, activation during learning was analyzed on the basis of 
whether items were later remembered or forgotten (Brewer, Zhao, Desmond, Glover, 
& Gabrieli, 1998; Wagner et al., 1998; for review, see Paller & Wagner, 2002). Remem-
bered items were associated with greater left ventrolateral PFC activity during learn-
ing compared to forgotten items. In other words, if you recruited the PFC during the 
encoding of an item, you increased your chances of later remembering that item. This 
method of backsorting brain activations during learning in terms of whether items 
are subsequently remembered or forgotten offers a useful means by which to relate 
efficient encoding strategies to long-term memory retrieval (Paller & Wagner, 2002). 
These findings — taken together with previously cited findings on the role of the ven-
trolateral PFC in working memory (Awh & Jonides, 2001; Owen et al., 2005; Wagner, 
2002) — suggest that successful learning depends on a host of metacognitive control 
processes, including selection, maintenance, updating, and chunking.

As described, proactive interference refers to instances in which previously learned 
information impedes or interferes with the encoding of new information. For exam-
ple, in the paired-associate learning task, individuals are presented word pairs (e.g., 
thief–crime) and are then tested by presenting the first word in a pair and asking for 
the second word (thief–?). Proactive interference is assessed by presenting a second 
learning phase involving the same cues but different responses (e.g., thief–bandit). 
Patients with PFC damage exhibit particular impairment when they try to recall 
the second set of responses (Shimamura, Jurica, Mangels, & Gershberg, 1995). That 
is, they exhibit heightened proactive interference from the learning of the first set 
of associates and make many intrusion errors — as they use words from the first 
set during testing of the second set. These problems can be explained by a lack of 
controlling or suppressing the activation of related but now irrelevant information. 
Neuroimaging studies have shown that the dorsolateral PFC is particularly active in 
conditions of high proactive interference. For example, when individuals are asked 
to learn word associates such as dog–boxer then later dog–Dalmatian, they exhibit 
increased left dorsolateral PFC activity when attempting to learn the second related 
word pair (Dolan & Fletcher, 1997; see also Fletcher, Shallice, & Dolan, 2000).

The finding that the PFC contributes to the mitigation of proactive interference 
suggests that this brain region is involved in inhibitory or suppressive control. The 
combined role of the enhancement of relevant stimuli and the suppression of extra-
neous stimuli is consistent with dynamic filtering theory (Shimamura, 2000) in that 
this neural mechanism acts to amplify neural signals by both increasing signal and 
decreasing noise. In fMRI analyses, such forms of dynamic filtering occur when sub-
jects must attend to target stimuli and ignore distracters. In an fMRI study, Gaz-
zaley, Cooney, McEvoy, Knight, and D’Esposito (2005) used a probe recognition test 
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in which subjects were shown a series of stimuli (two faces, two scenes) and then 
were asked to determine if a probe stimulus had been presented in the series. Prior to 
each trial set, subjects were cued regarding whether they should attend to the faces 
or scenes. Thus, subjects could ignore one type of stimulus and focus attention on 
the other. Posterior cortical regions sensitive to these two types of stimulus (namely, 
the fusiform gyrus for faces and parahippocampal gyrus for scenes) were analyzed. 
Interestingly, when compared to a baseline condition (passive viewing), these brain 
regions exhibited enhanced activity on trials when the stimuli were task relevant 
and reduced activity when they were to be ignored. Such top-down modulations of 
selective attention have been shown to be initiated by the PFC (Barcelo, Suwazono, & 
Knight, 2000; Pessoa, Kastner, & Ungerleider, 2002).

In metacognitive studies, monitoring during learning occurs as JOLs, in which 
individuals determine the degree to which a study item has been learned and will be 
remembered at a later time. For example, Nelson and Dunlosky (1991) asked indi-
viduals to learn word pairs (e.g., ocean–tree) and then showed the individuals the 
first word (ocean–) and asked them to determine how likely they would be able to 
recall the second word if tested 10 minutes later. Nelson and Dunlosky (1991) found 
that the accuracy of JOLs increased substantially if judgments were delayed for a 
few minutes after initial presentation. Various explanations have been proposed to 
account for the delayed JOL effect, although one viable account concerns the negative 
influence of having study information currently in working memory and thus easily 
accessible while making JOLs. That is, when study material has just been presented, 
it may be difficult to assess long-term memory retrieval because the information is so 
readily available in working memory. Indeed, in other paradigms, memory retrieval 
is significantly disrupted when information in working memory conflicts with to-be-
retrieved information (see Dodson & Shimamura, 2000).

To the extent that JOLs depend on memory monitoring (e.g., selecting and updat-
ing stored information) and the suppression of irrelevant information (e.g., disregard-
ing information readily accessible in working memory), the PFC should play a vital 
role in accurate JOLs. Pinon, Allain, Kefi, Dubas, and Le Gall (2005) assessed both 
JOL and FOK in patients with frontal lobe lesions. Subjects were shown word pairs, 
and they made JOL responses for each pair. Following a 20-minute retention interval, 
they were shown the first word in the pair and asked to recall the second word. If 
recall was not possible, they made an FOK judgment, which was followed by a rec-
ognition test. JOL accuracy was based on recall performance, whereas FOK accuracy 
was based on recognition performance. Pinon et al. (2005) found that patients with 
PFC lesions were not significantly impaired on JOL accuracy but were impaired on 
FOK judgments.

Impaired FOK in PFC patients have been observed in other studies (Janowsky, 
Shimamura, & Squire, 1989a; Schnyer et al., 2004). The failure to observe a deficit in 
JOL accuracy may suggest that the PFC is not as dependent on metacognitive moni-
toring during the learning stage compared to the retrieval stage. However, it may be 
that JOL accuracy in the patients actually benefited by poor working memory. That 
is, as a result of having just been exposed to the word pairs, control subjects may have 
had better working memory access to the stimuli than the patients. As it has been 
shown that having readily accessible information in working memory disrupts JOL 
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accuracy, the control subjects may have actually been disadvantaged in making JOLs 
compared to the PFC patients with reduced working memory capacity.

In an fMRI study, JOLs for pictorial scenes (photographs) were elicited by ask-
ing subjects to determine for each scene whether they would remember it later in a 
memory test (Kao, Davis, & Gabrieli, 2005). Brain activations during JOL predictions 
were assessed for scenes given positive JOLs (i.e., predict remember) compared to 
activations for scenes given negative JOLs (i.e., predict will not remember). Activa-
tions in the dorsomedial and anterior PFC were greater for scenes given positive JOLs 
compared to negative JOLs. Furthermore, across-subject JOL accuracy was correlated 
with activation in the ventromedial PFC. Thus, these neuroimaging findings suggest 
a significant role of the PFC in metacognitive judgments during learning. These find-
ings are in contrast to the failure to observe a deficit in JOL accuracy in patients with 
PFC lesions (Pinon et al., 2005). The discrepancy may have been due to poor test 
sensitivity in the patient study (e.g., within-group variability in patient groups can be 
high), or as suggested, the very nature of a working memory deficit in patients could 
have led to an advantage over control subjects as the facility of working memory 
access to recently presented information can act to disrupt JOLs (i.e., the delayed JOL 
effect of Nelson & Dunlosky, 1991).

Monitoring	and	Controlling	Retrie�al	Processes

Can you name the seven dwarfs in the movie Snow White? Successful retrieval of this 
information will involve a host of metacognitive control and monitoring processes 
(Shimamura, 2002a). In particular, it is necessary to search for, maintain, update, 
and reroute retrieved items from memory so that the desired information comes to 
mind. Neurocognitive findings suggest that such self-generated or directed retrievals 
depend on the PFC. Thus, memory retrieval requires metacognitive processes similar 
to those needed for the encoding and learning of new information. In particular, the 
online selection, maintenance, and manipulation of memory are critical for efficient 
memory retrieval.

In studies of neurological patients, the verbal fluency task has been used to assess 
retrieval of semantic knowledge (Benton & Hamsher, 1976). In this task, individu-
als are given 1 minute to retrieve words that begin with a specific letter or a specific 
semantic category (e.g., animals). Efficient retrieval requires the use of strategies to 
monitor and control retrieval paths. For instance, after trying to come up with just 
any animal, it would be useful to cue oneself with subcategories, such as pets, farm 
animals, or reptiles. Such strategies are efficient because they facilitate the selection 
of different items and prevent the reporting of items already generated. Patients with 
dorsolateral PFC lesions have difficulty controlling their retrieval searches on verbal 
fluency tasks (Baldo, Shimamura, Delis, Kramer, & Kaplan, 2001; Benton & Hamsher, 
1976). They tend to report only 5 to 10 items in a minute, whereas most individuals 
would be able to retrieve two or three times as many responses. Moreover, patients 
with dorsolateral PFC lesions tend to make perseverative errors — that is, they repeat 
the same items, as if they fail to suppress the activation of prior responses.

RT62140.indb   381 4/24/08   9:29:47 AM



382	 Arthur	P.	Shimamura

In neuroimaging studies, the ventrolateral PFC is particularly active during the 
generation and selection of semantic knowledge (Thompson-Schill et al., 2002; Wag-
ner, Pare-Blagoev, Clark, & Poldrack, 2001). One often-used task to assess semantic 
retrieval is the verb generation task, in which individuals are presented a noun cue 
(e.g., nail) and asked to generate an associated verb (e.g., pound). As in the verbal 
fluency task, verb generation requires one to search for and select information in 
semantic memory. Also, it is necessary to suppress competing or interfering informa-
tion. Interestingly, ventrolateral PFC activity increases with increases in the number 
of competing responses (Wagner et al., 2001). Such regulation of semantic retrieval 
extends to other linguistic tasks, such as making decisions about the conceptual relat-
edness between items or interpreting difficult or ambiguous sentences (see Wagner 
et al., 2001).

Extensive metacognitive processes are also required for episodic recollection. 
Retrieving events and experiences in one’s life depends on the ability to retrieve 
contextual information, such as remembering where, when, and with whom one 
experienced a past event. As with semantic retrieval, the retrieval of contextual or 
source information involves selecting, maintaining, and manipulating information. 
Neuroimaging studies have implicated the ventrolateral, dorsolateral, and anterior 
PFC as critical for the top-down control of autobiographical recollection (Gilboa, 
2004; Levine, 2004; Maguire, 2001). In the laboratory, tests of source memory are 
used to assess memory for specific contextual features, such as remembering the 
color, location, or voice associated with a previously presented item. Patients with 
PFC lesions do not exhibit severe amnesia for past events, but they are impaired on 
tests of source recollection (Janowsky, Shimamura, & Squire, 1989b). In neuroim-
aging studies, the dorsolateral and anterior PFC are particularly involved in source 
recollection (Burgess, Maguire, Spiers, & O’Keefe, 2001; Henson, Rugg, Shallice, & 
Dolan, 2000; King, Hartley, Spiers, Maguire, & Burgess, 2005; Ranganath, Johnson, 
& D’Esposito, 2000; Rugg, Fletcher, Chua, & Dolan, 1999). In tests of source memory, 
both the right and the left PFC are activated in conjunction with a set of other brain 
regions, including parietal, medial temporal, and retrosplenial cortex (King et al., 
2005; Simons & Spiers, 2003). Consistent with the Nelson and Narens model, it is 
generally viewed that posterior cortical regions represent stored memory sites and 
object-level processors, whereas PFC regions monitor and control the activation of 
these memory sites.

Metacognitive monitoring during retrieval has been assessed in both neurological 
patients and neuroimaging studies. In particular, FOK responses have been assessed. 
For such responses, subjects are asked to make predictions about the success of rec-
ognizing an item when full recall is not available. For example, subjects may be asked 
to recall general knowledge information, such as “What is the name of the ship on 
which Darwin made his famous voyage?” If recall of the answer is not available (i.e., 
Beagle), subjects are asked to predict their FOK by determining the likelihood of 
recognizing the answer if given some choices. Such judgments depend on an accu-
rate assessment of partial information that is available and an assessment about the 
degree to which the answer can be inferred (e.g., by familiarity with the topic or cue). 
Patients with frontal lobe lesions exhibit extremely poor FOK judgments (Janowsky 
et al., 1989a; Pannu & Kaszniak, 2005; Schnyer et al., 2004).
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Neuroimaging studies of FOK and related metacognitive monitoring judgments — 
such as tip-of-the-tongue (TOT) responses and confidence ratings — have implicated 
PFC regions (Chua, Schacter, Rand-Giovannetti, & Sperling, 2006; Kikyo, Ohki, & 
Miyashita, 2002; Maril, Simons, Mitchell, Schwartz, & Schacter, 2003; Maril, Simons, 
Weaver, & Schacter, 2005; Maril, Wagner, & Schacter, 2001; Schnyer et al., 2004; see 
also Schwartz & Bacon, this volume). TOT responses refer to the common experi-
ence of exceptionally high FOKs without the ability to recall the information. Ante-
rior, dorsolateral, and dorsomedial (i.e., anterior cingulate) regions are particularly 
active during these metacognitive judgments (Kikyo et al., 2002; Maril et al., 2003, 
2005; Schnyer et al., 2004). As expected, FOK and TOT states exhibit similar neural 
activations, although there often appears to be a graded response such that activa-
tion in PFC regions (ventrolateral, anterior, dorsomedial PFC) is greater for TOT 
states than for FOK judgments in the absence of a TOT state (Maril et al., 2005). In 
addition, parietal regions are active during both TOT states and FOK judgments, as 
well as when subjects have successfully recalled information (Maril et al., 2003, 2005; 
Schnyer et al., 2004). Parietal activations may index object-level processors associated 
with the access of stored information (see Shannon & Buckner, 2004; Wagner, Shan-
non, Kahn & Buckner, 2005).

In summary, the PFC is intricately involved in metacognitive control during all 
stages of learning and memory. The ventrolateral and dorsolateral PFC are most fre-
quently associated with such control processes. The ventrolateral PFC is important 
for selecting and maintaining information in working memory, whereas the dorsolat-
eral PFC is important for more complex control such as manipulating and updating 
information in working memory (D’Esposito et al., 2000; Petrides, 1998). Dynamic 
filtering theory describes such monitoring and control processes in terms of neu-
ral enhancement (selection) and suppression (inhibitory control). Depending on the 
particular memory (i.e., object-level) process involved, different PFC regions control 
different aspects of memory.

A	Multile�el	Model	of	Dynamic	Filtering	Theory	and	Extension	
of	the	Nelson	and	Narens	Metacogniti�e	Model

As suggested by the findings presented, the Nelson and Narens model of metacog-
nition offers a useful characterization of interactions between PFC and posterior 
cortex. Both metacognitive monitoring and control depend critically on the PFC in 
assessing conflict and enabling top-down control of object-level processes. Neuroim-
aging findings suggest that different PFC regions serve different control functions. 
The ventrolateral PFC is integral in selecting semantic information and maintaining 
that information in working memory (Wagner et al., 2001; Thompson-Schill et al., 
2002). The dorsomedial PFC (e.g., anterior cingulate cortex) is involved in monitor-
ing cognitive conflict in object-level processors (Botvinick et al., 1999, 2004). The 
dorsolateral PFC facilitates the manipulation of information in working memory by 
updating and rerouting information processing (Shimamura, 2000; Simons & Spiers, 
2003). Thus, rather than one metacognitive controller, there appear to be numerous 
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controllers that monitor and control different aspects of information processing, such 
as stimulus selection, conflict monitoring, updating, and rerouting.

The ventromedial PFC (i.e., orbitofrontal cortex) has been less implicated in meta-
cognitive processes associated with learning and memory. This brain region has been 
associated with regulation of emotions, as evidenced by the often-cited neurological 
case of Phineas Gage (see Macmillan, 2000) and other patients with similar disorders 
of emotional disinhibition (see Shimamura, 2002b). I (2000) suggested that the ven-
tromedial PFC enables the same kind of monitoring and control as other PFC regions, 
only it regulates affective processes rather than cognitive processes. As evidence of 
this possibility, in an ERP analysis, patients with ventromedial PFC lesions exhibited 
a failure to suppress neural responses to emotionally laden stimuli, such as a loud 
sound or wrist shock (Rule, Shimamura, & Knight, 2002). Specifically, these patients 
exhibited heightened (i.e., disinhibited) ERP responses in the posterior cortex, as if 
they were unable to monitor and control the arousing stimuli. Such patients exhibit 
problems in decision-making tasks that involve high-risk gambles (Bechara, Tranel, 
Damasio, & Damasio, 1996) and the ability to inhibit strong prepotent responses 
(Konishi et al., 1999). Thus, the ventromedial PFC may be viewed as a metalevel pro-
cessor of emotionally laden or highly prepotent responses.

Taken together, one could view the PFC as a board of executives, with each one 
responsible for monitoring and controlling a particular part of the business. On occa-
sion — such as problematic situations or conflicts in scheduling — these executives 
must work in concert to make operations more efficient. It is known that adjacent 
PFC regions are connected to each other as well as to distinct regions in the posterior 
cortex (Petrides & Pandya, 2001; Ramnani & Owen, 2004; Semendeferi, Armstrong, 
Schleicher, Zilles, & Van Hoesen, 2001). By way of these multiple interconnections, 
the PFC has the capability of influencing many object-level processes in the posterior 
cortex and coordinating processing among metalevel processors.

If one construes the PFC as comprising a board of metalevel processors, does the 
brain have a chief executive officer? That is, is there a chief executive officer control-
ling other controllers? It is unlikely that any single cortical region would be essential 
for massively controlling the rest of the brain. This formulation comes much too close 
to postulating a homunculus-like entity that oversees all processing and initiates ulti-
mate control. However, it is not out of the question that there exist multiple levels 
of control, such that metalevel processors are themselves monitored and controlled 
by higher-level controllers. Nelson and Narens (1994) suggested this possibility as 
an extension of their model. The anterior PFC (BA10) may be a worthy candidate 
for a superordinate level of metacognitive control. This PFC region is particularly 
involved in tasks that involve complex processing, such as rational decision making, 
analogical reasoning, and self-generated retrieval from memory (Bunge, Wendelken, 
Badre, & Wagner, 2005; Christoff & Gabrieli, 2000; Simons, Owen, Fletcher, & Bur-
gess, 2005).

In summary, the PFC plays a significant role in metacognition. Rather than 
being the storehouse of semantic knowledge or autobiographical memories, the PFC 
monitors and controls object-level processes associated with the selection, encod-
ing, updating, and retrieval of memories. As one attempts to learn new material, 
the PFC is involved in accessing semantic memory, maintaining information in 
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working memory, mitigating proactive interference, and updating memory for effi-
cient elaborative encoding. At retrieval, the PFC again facilitates semantic access, 
organizes retrieved information, and suppresses unwanted or extraneous retrieval 
paths. Without PFC control, memories are poorly encoded, disorganized, and subject 
to heightened interference from extraneous activations. According to dynamic filter-
ing theory (Shimamura, 2000), a distribution of metalevel controllers resides in the 
PFC, with each controller servicing a specific object-level processor. Here, it is pro-
posed that the anterior PFC acts as a superordinate level of control that monitors and 
controls activity in nearby PFC regions that themselves monitor and control activity 
in the posterior cortex.
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Procedural Metacognition in Children:
Evidence for Developmental Trends

Wolfgang Schneider and Kathrin Lockl

Introduction

Research on metacognitive development was initiated in the early 1970s by Ann 
Brown, John Flavell, and their colleagues (for reviews, see Brown, Bransford, Fer-
rara, & Campione, 1983; Flavell, Miller, & Miller, 1993). At the very beginning, 
research focused on knowledge about memory, which was coined metamemory by 
Flavell (1971). Later, the concept was broadened and termed metacognition (Flavell, 
1979). Metacognition was defined as any knowledge or cognitive activity that takes 
as its cognitive object, or that regulates, any aspect of any cognitive activity (Flavell 
et al., 1993, p. 150). Obviously, this very broad conceptualization includes people’s 
knowledge of their own information-processing skills, as well as knowledge about the 
nature of cognitive tasks and about strategies for coping with such tasks. Moreover, 
it also includes executive skills related to monitoring and self-regulation of one’s own 
cognitive activities. Although most developmental studies classified as metacognitive 
have explored children’s metamemory, that is, their knowledge about memory, the 
term has also been applied to studies investigating children’s comprehension, com-
munication, and problem-solving skills (Flavell, 2000; Schneider & Pressley, 1997).

Early	Conceptualizations	of	Metacogniti�e	Knowledge

Flavell and Wellman (1977) came up with a taxonomy of metamemory that dis-
tinguished between two main categories: sensitivity and variables. The sensitivity 
category included knowledge of when memory activity is necessary, for instance, 
awareness that a particular task in a particular setting requires the use of memory 
strategies. This category corresponds to procedural metacognitive knowledge and 
indicates mostly implicit and unconscious memory activities. In contrast, the variables 
category corresponds to declarative metacognitive knowledge and refers to explicit, 
conscious, factual knowledge that performance in a memory or problem-solving task 
is influenced by a number of different factors or variables, such as the child’s mne-
monic self-concept as well as task and strategy knowledge.

The taxonomy of metamemory was not intended to be exhaustive. A number of 
other theorists have since contributed to the development of metacognitive theory 
(for useful reviews and critiques, see Joyner & Kurtz-Costes, 1997; Schneider & 
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Lockl, 2002). For instance, Paris and colleagues (e.g., Paris & Lindauer, 1982; Paris & 
Oka, 1986) introduced a component called conditional metacognitive knowledge that 
referred to children’s ability to justify or explain their decisions concerning memory 
actions. Whereas declarative knowledge as defined by Flavell and coworkers focuses 
on “knowing that,” the component added by Paris and colleagues deals with “know-
ing why” information.

Subsequent research also focused on procedural metacognitive knowledge that 
was not sufficiently described in Flavell and Wellman’s taxonomy. Ann Brown and 
her colleagues (Brown, 1978; Brown et al., 1983) elaborated on Flavell and Wellman’s 
work. The frame of reference used by Brown and colleagues was the competent infor-
mation processor, one possessing an efficient “executive” that regulated cognitive 
behaviors. In their view, this regulatory component is responsible for selecting and 
implementing strategies, monitoring their usefulness, and modifying them when nec-
essary. It was assumed that children do not monitor and regulate their performance 
well, as compared to metacognitively mature adults. Overall, Brown et al. (1983) took 
the perspective that memory-monitoring and regulation processes play a large role 
in complex cognitive tasks such as comprehending and memorizing text materials. 
They also argued that the two aspects of metamemory (i.e., the declarative and proce-
dural components) complicate its definition (see also Joyner & Kurtz-Costes, 1997). 
That is, they are not only closely related but also fundamentally different in nature. 
Whereas the declarative knowledge component is primarily statable, stable, and late 
developing, the procedural knowledge component is not necessarily statable, rather 
unstable, relatively age independent, and dependent on the specific task or situation.

Pressley, Borkowski, and their colleagues (e.g., Pressley, Borkowski, & Schneider, 
1989) proposed an elaborate model of metacognition, the good information proces-
sor model, that not only includes aspects of procedural and declarative metacognitive 
knowledge but also links these concepts to other features of successful information 
processing. According to this model, sophisticated metamemory is closely related 
to the learner’s strategy use, motivational orientation, general knowledge about the 
world, and automated use of efficient learning procedures. All of these components 
are assumed to interact. For instance, specific strategy knowledge influences the 
adequate application of memory strategies, which in turn affects knowledge. As the 
strategies are carried out, they are monitored and evaluated, which leads to expan-
sion and refinement of specific strategy knowledge.

Assessment	of	Children’s	“Theory	of	Mind”

In the early 1980s, a second wave of studies focused on young children’s knowledge 
about the mental world, better known as theory-of-mind research. This wave is still 
very much in motion and may have produced more than 1,000 publications within 
the last 25 years or so. It deals with very young children’s understanding of mental 
life and age-related changes in this understanding, for instance, their knowledge that 
mental representations of events need not correspond to reality. In a now-classic study, 
Wimmer and Perner (1983) tested young children’s understanding of false belief, con-
firming the assumption that children below the age of about four find it impossible to 
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believe that another person could hold an assertion that the child knows to be false. 
A little later, beginning at about age four, children come to recognize assertions as 
the expression of someone’s belief that is not necessarily true. Subsequent theory-of-
mind research has addressed young children’s understanding of mental states such as 
desires, intentions, emotions, attention, consciousness, and so on.

Differences	Between	the	Metacogniti�e	and	Theory-of-Mind	Approach

Although researchers in both traditions share the same general objective, that is, to 
explore children’s knowledge about and understanding of mental phenomena, the 
research literatures have been distinct and unconnected because they focused on dif-
ferent developments. For instance, whereas theory-of-mind researchers have investi-
gated children’s initial knowledge about the existence of various mental states such as 
desires and intentions, metacognitive researchers have focused more on task-related 
mental processes such as strategies for improving performance on various tasks or 
on attempts to monitor improvements. Flavell (2000) conceived of this approach as 
problem centered and suggested that it may be labeled applied theory of mind.

A second distinction between the two research paradigms concerns the age groups 
under study. Because theory-of-mind researchers are mainly interested in the origins 
of knowledge about mental states, they predominantly study infants and young chil-
dren. On the other hand, metacognitive researchers investigate knowledge compo-
nents and skills that already require some understanding of mental states and thus 
mainly test older children and adolescents. A further distinction concerns the fact 
that developmental research on metacognition deals with what a child knows about 
his or her own mind rather than somebody else’s. As noted by Flavell (2000), how and 
how often other people use their minds in similar situations is not of primary inter-
est. In contrast, it is the participant’s understanding of some other person’s mind that 
is usually of central concern in theory-of-mind studies.

Clarification of the terminology issue seems important. Figure 1 contains an over-
view of the various theoretical perspectives on metacognitive knowledge popular in 
the field of developmental psychology, making links between the various taxonomies 
and terminologies that were used by different research lines. It should be noted that 
conceptualizations of metacognitive knowledge in other fields of psychology such as 
gerontology and general cognitive psychology are narrower in scope. For example, 
several questionnaires assessing declarative metamemory in adults and the elderly 
focus on participants’ beliefs about their memory and thus restrict the concept to 
the person variable of Flavell and Wellman’s taxonomy (e.g., Dixon & Hertzog, 1988; 
Herrmann, 1982). In contrast, conceptualizations of metamemory in the field of 
cognitive psychology exclusively elaborate on the procedural knowledge component 
(e.g., Metcalfe & Shimamura, 1994; Nelson, 1996; Nelson & Narens, 1990, 1994). In 
fact, as noted by Joyner and Kurtz-Costes, most of the current work on metamemory 
comes from cognitive psychologists, who focus on monitoring and self-regulation 
processes in adults. In the remainder of this chapter, we describe the contributions of 
developmental psychology to our understanding of metacognitive processes in chil-
dren and adolescents.
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The	De�elopment	of	Self-Monitoring	and	Self-Control

According to Nelson and Narens (1990, 1994), self-monitoring and self-regulation 
correspond to two different levels of metacognitive processing that interact very 
closely. Self-monitoring refers to keeping track of where you are with your goal of 
understanding and remembering (a bottom-up process). In comparison, self-regula-
tion or self-control refers to central executive activities and includes planning, direct-
ing, and evaluating your behavior (a top-down process).

What are the determinants of metacognitive judgments and their accuracy? Most 
researchers adopt a cue utilization view, according to which metacognitive judgments 
are inferential in nature, based on a variety of heuristics and cues that have some 
degree of validity in predicting memory performance (e.g., Benjamin & Bjork, 1996; 
Dunlosky & Nelson, 1992; Koriat, 2006). An important distinction is that between 
theory-based and experience-based metacognitive judgments (Koriat, 1997). Whereas 
theory-based judgments rely on the deliberate application of metacognitive beliefs 
or theories about one’s competences and skills, experience-based judgments are 
assumed to rely on mnemonic cues that derive from online information processing. 
So far, developmental research on procedural metacognition has hardly examined the 
contributions of mnemonic cues and heuristics to children’s judgments. Given that 
even among adults the contribution of one’s theories and knowledge to monitoring 
and control seems to be quite limited (see Koriat, Bjork, Sheffer, & Bar, 2004), there 
is reason to assume that children’s judgments are predominantly guided by online, 
implicit utilization of subtle experiential cues.

Metacognition (Knowledge About Cognition)
“Meta-knowing” (Kuhn, 1999, 2000) 

Knowledge About the Mental World 
“Metacognitive Knowing” (Kuhn, 1999, 2000)   

Knowledge About Memory (Metamemory, Flavell, 1971) 
“Metastrategic Knowing” (Kuhn, 1999, 2000)   

“Theory-of-mind” Research

• Understanding of false belief 

Declarative Metamemory 

“variables” category 
(Flavell & Wellman, 1977)  

Procedural Metamemory

“sensitivity” category
(Flavell & Wellman, 1977) 

• Understanding of mental states 
   such as desires, emotions, 
   attention, consciousness etc. 
• Understanding of mental verbs 

• Knowledge about 
   person, task, and 
   strategy variables 
• Understanding of 
   mental verbs  

    Monitoring Component 
(Nelson & Narens, 1990, 1994)        

• Ease-of-learning (EOL) 
   judgments 
• Judgments of learning 
   (JOL) 
• Feeling-of-knowing 
   (FOK)  

Control and self-regulation 
   component (Nelson & 
  Narens, 1990, 1994)   

• Knowledge of recall
   readiness
• Allocation of study time

Figure 1  Taxonomy of metacognition components.
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Self-Monitoring in Children

The most studied type of procedural metamemory is that of self-monitoring, evalu-
ating how well one is progressing (cf. Borkowski, Milstead, & Hale, 1988; Brown et 
al., 1983; Schneider, 1998a). The developmental literature has focused on monitoring 
components such as ease-of-learning (EOL) judgments, judgments of learning (JOLs), 
and feeling-of-knowing (FOK) judgments and explored some aspects of control and 
self-regulation, such as allocation of study time and termination of study.

Ease-of-Learning Judgments Ease-of-learning judgments occur in advance of the 
learning process, are largely inferential, and refer to items that have not yet been 
learned (Nelson & Narens, 1994). The corresponding memory paradigm is perfor-
mance prediction. A form of performance prediction first introduced by Flavell, 
Friedrichs, and Hoyt (1970) refers to the prediction of one’s own memory span. Indi-
viduals are presented incrementally longer lists of materials to be learned, such as 
pictures, words, or figures, and are asked to indicate whether they could still recall a 
list that long. Children’s memory is than tapped using the same lists. Comparisons 
of the predictor value with actual memory span yields the metamemory indicator. 
Performance prediction accuracy can be measured for a variety of memory tasks, 
including list-learning paradigms and text-learning tasks (cf. Schneider, Körkel, & 
Weinert, 1990).

Almost all of the studies on EOL judgments that used list-learning paradigms 
found that preschool and kindergarten children overestimate their memory perfor-
mance, whereas elementary school children are much more accurate (e.g., Worden & 
Sladewski-Awig, 1982; Yussen & Levy, 1975). Although this phenomenon has been 
repeatedly observed, the underlying mechanisms are not yet clear. Several studies 
tried to identify young children’s difficulties in making accurate performance predic-
tions. It was found that their predictions tended to be more accurate in familiar than 
in unfamiliar, laboratory-type situations (Justice & Bray, 1979). Moreover, young 
children’s predictions were more accurate when they were tested using nonverbal as 
opposed to more traditional verbal measures (e.g., Cunningham & Weaver, 1989). 
Also, preschoolers and kindergarteners were found to be more accurate in predicting 
other children’s performance than their own (Schneider, 1998b; Stipek, 1984).

Overall, the evidence does not support the original assumption that young chil-
dren’s overestimations of future performance are due to metacognitive deficiencies, 
as indicated by more recent work on the issue (Schneider, 1998b; Visé & Schneider, 
2000). For instance, the study by Visé and Schneider explored possible reasons for 
young children’s unrealistic predictions. In particular, the study examined whether 
overestimation in performance prediction is due to deficits in metacognitive moni-
toring or to motivational factors, for instance, wishful thinking. Four-, six-, and 
nine-year-old children were asked to predict their own performance in motor tasks 
(ball throwing and jumping) and memory tasks (memory span and hide-and-seek 
tasks). Children in the wish condition were asked to declare which performance they 
wished to achieve in the next trial; children in the expectation condition were asked 
to indicate which scores they expected to achieve in the next trial. A comparison of 
children’s performance and their postdictions (i.e., their estimates of performance 
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assessed after completion of the task) indicated that all children were well able to 
monitor their performance, regardless of task, even though they did not use this 
knowledge for further predictions. Accordingly, the memory-monitoring deficiency 
hypothesis could not account for the overestimation phenomenon. Furthermore, 
four- and six-year-old children did not differentiate between their wishes and their 
expectations, thus replicating and extending the findings by motivational researchers 
(e.g., Stipek, 1984).

Taken together, findings gave at least partial support for the wishful thinking 
hypothesis and clear evidence that overestimation in preschoolers and kindergarten-
ers was linked to their belief (causal attribution) that effort has a powerful effect on 
performance. However, because such motivational processes are not similarly influ-
ential in schoolchildren, performance on EOL tasks indeed reflects memory moni-
toring in this population. Although EOL judgments can be already accurate in young 
elementary schoolchildren, there are subtle improvements over the elementary school 
years (see Pressley & Ghatala, 1990; Schneider et al., 1990).

A few other studies also evaluated children’s postdictions (Bisanz, Vesonder, & 
Voss, 1978; Pressley, Levin, Ghatala, & Ahmad, 1987). For instance, Pressley et al. 
compared 7- and 10-year-olds’ postdictions for entire word lists and individual items. 
There were two major findings: (1) Although rather accurate postdictions were found 
even for the younger age group, the older children were significantly better; and (2) 
those children who were most accurate with regard to estimating performance on 
individual items were not similarly accurate when asked to postdict performance on 
the entire list and vice versa. Overall, the findings of these studies are in accord with 
those obtained by Visé and Schneider (2000), indicating that even young children are 
able to monitor their performance.

Judgments of Learning Whereas numerous developmental studies have addressed 
differences in memory performance prediction, only a few studies have dealt with 
JOLs that occur during or soon after the acquisition of memory materials and are 
predictions about future test performance on recently studied (and probably still 
recallable) items. The database concerning children’s performance in JOL tasks is 
particularly small compared to the large body of literature addressing JOLs in adults. 
Clearly, the tools developed by cognitive psychologists that were brought into devel-
opmental research helped to investigate important questions concerning memory 
monitoring in a developmental context. We are especially grateful to Tom Nelson for 
providing us with a comprehensive introduction into the JOL methodology as well 
as the relevant literature and his valuable advice with regard to planning and con-
ducting developmental JOL studies during his stay as a visiting professor (Humboldt 
awardee) at our department a little more than 10 years ago.

In the first study that explicitly addressed developmental trends in children’s JOLs, 
Schneider, Visé, Lockl, and Nelson (2000) used a paired-associate learning task to 
assess JOL judgments in 6-, 8-, and 10-year-old children. A major goal of the study 
was to explore whether the delayed JOL effect that has been repeatedly confirmed 
in the adult literature could be observed in children of different ages. The children 
were asked to study 24 pairs (presented in two trials of 12 pairs) of unrelated objects 
presented on picture cards. In the immediate condition, children were shown the 
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stimulus picture immediately after studying the item pair and were asked whether in 
about 10 minutes they would still be able to recall the second picture of the pair when 
prompted with the stimulus picture. In the delayed condition, children first stud-
ied all item pairs. Next, they were presented with the stimuli of each item pair and 
made their JOLs. The average delay between studying and making JOLs was about 
2 minutes. As a main result, findings indicated that the delayed JOL effect did also 
operate in children, regardless of age. That is, JOL accuracy was significantly higher 
when JOLs were delayed than when they were assessed immediately after studying 
the items, indicating that even six-year-old children show accurate metacognitive 
monitoring under delayed conditions.

A second goal of the study (Schneider et al., 2000) was to compare individual-item 
JOLs with aggregate JOLs based on all items of a given list. To assess children’s aggre-
gate JOLs, they were asked at the end of studying the entire list how many of the 12 
items they would be able to remember correctly. It was found that overconfidence was 
typically larger for item-by-item JOLs than for aggregate item JOLs for all age groups, 
thus replicating the aggregation effect obtained with adults. As a matter of fact, the 
pattern of findings for the older schoolchildren was very similar to that found for 
adults. In accord with the findings reported by Pressley et al. (1987), however, only 
low-to-moderate correlations were found between the two estimation procedures, 
which leads one to assume that they are tapping different aspects of the estimation 
process (see also Mazzoni & Nelson, 1995; Nelson & Narens, 1994).

Taken together, the findings of the study (Schneider et al., 2000) suggest that even 
young children can effectively monitor their learning progress under certain circum-
stances. On the one hand, they showed that immediate JOLs are typically inaccurate 
and also represent overestimations of actual performance. Remarkably, this is true 
not only for children of different ages but also for adults. Immediately after studying 
new information, judgments about its future recall seem severely biased by the false 
belief that information currently in short-term memory can be easily recalled some 
minutes later (e.g., Nelson & Dunlosky, 1991). Obviously, this bias operates similarly 
in participants of different ages. On the other hand, however, even young children 
can make rather accurate assessments of the subsequent recallability of items when 
this judgment is somewhat delayed, that is, when it takes place about 2 minutes after 
studying the item. In other words, even young children seem to have a good feeling 
for which items will be recallable and which will not be when long-term memory 
information has to be accessed for the JOL. Our findings showed not only that devel-
opmental trends are negligible but also that the accuracy of young children’s delayed 
JOLs is close to that of adults.

In a more recent study concerning JOLs in children, Koriat and Shitzer-Reichert 
(2002) addressed the question of the basis of JOLs in children. Based on the cue utili-
zation model of JOLs proposed by Koriat (1997), the study aimed to examine whether 
different classes of cues that affect JOLs in adults also influence children’s metacog-
nitive judgments. In particular, Experiment 1 focused on two different factors: item 
difficulty, which is regarded as an intrinsic factor, and practice, which is viewed as 
an extrinsic factor according to the cue utilization model (Koriat, 1997). Second and 
fourth graders were instructed to study easy and hard pairs of words so that they 
would be able to recall the response word when cued with the stimulus word. After 
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studying each word pair for 5 seconds, children rated their JOLs on a 5-point scale. 
To investigate the effect of practice, the study–test cycle was administered four times. 
Concerning the effect of item difficulty, it was found that children gave higher JOLs 
to easy than to hard word pairs. However, there was an Age × Difficulty interaction, 
indicating that the fourth graders more strongly differentiated between easy and hard 
pairs and showed less overconfidence than the second graders. Moreover, the results 
revealed that children’s JOLs increased with practice for both age groups. Thus, two 
factors that were found to influence adults’ JOLs (namely, item difficulty and practice) 
similarly affected children’s metacognitive judgments. With regard to JOL accuracy, 
the results were not entirely consistent with those reported by Schneider et al. (2000). 
Significant age effects emerged with a reliably higher mean γ correlation between 
JOLs and recall for the fourth graders than for the second graders.

In a second experiment, Koriat and Shitzer-Reichert (2002) aimed to replicate the 
delayed JOL effect in second- and fourth-grade children by comparing the delayed 
JOL effect to the effect of practice on JOLs. It was assumed that both delaying JOLs 
and sufficient practice with the learning material may result in an improved JOL 
accuracy, but that combining both may have few effects beyond those that are due to 
delaying JOLs. The elicitation of the JOLs was varied in two ways. First, JOLs were 
cued either by the stimulus alone or by the intact stimulus–response pair. Second, 
for half of the items the JOLs had to be given immediately after studying; for the 
other half of the items, the JOLs were delayed. As a main result, for the stimulus-only 
condition, the delayed JOL effect could be confirmed; that is, the mean γ correlation 
between JOL and recall was higher for delayed than for immediate JOLs. Interest-
ingly, the delayed JOL effect did not occur when the JOLs were cued by the intact 
stimulus–response pair. This finding suggests that the attempt to retrieve the infor-
mation at the time when a JOL is made is critical for its accuracy.

Furthermore, contrary to Experiment 1 (Koriat & Shitzer-Reichert, 2002), no sig-
nificant age effects on JOL accuracy emerged. Concerning the effect of practice, JOL 
accuracy improved with practice. However, this was not the case when JOLs were 
delayed and cued by the stimulus alone. In this condition, the JOL accuracy was very 
high from the beginning, and the high accuracy levels remained stable across the 
presentation trials. These findings led Koriat and Shitzer-Reichert to conclude that 
delaying JOLs and practice are two different means that lead to the same result of 
enhanced JOL accuracy.

Whereas developmental research on JOLs reported so far has been limited to 
paired-associate learning tasks, a study by Roebers, von der Linden, Howie, and Sch-
neider (2007) aimed to investigate children’s monitoring abilities in the context of a 
complex, everyday memory task. Important goals of this study were to explore devel-
opmental differences in children’s JOLs and to examine the effects of delay and the 
role of retrievability on JOLs. The sample consisted of 8- and 10-year-old children 
as well as adults who all watched a short event on a video. Afterward, participants 
rated on a 7-point-scale how certain they were that they would later be able to recall 
specific details about the event correctly. The memory test took place 2 weeks after 
the video presentation and the JOL interview. To investigate the role of retrievability, 
the JOL interview as well as the memory test not only included answerable ques-
tions about details that really occurred in the video but also unanswerable questions 
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that could not be answered on the basis of the video. For example, participants were 
asked, “What do the boys have in their backpacks when they arrive at the farm-
house?” whereas in the video, no information was given about the contents of the 
backpacks. Roebers at al. assumed that, if JOLs are partly based on the retrievability 
of information, JOLs about details that were not encoded should be lower than JOLs 
for encoded information. In other words, individuals should be able to make a meta-
cognitive distinction between answerable and unanswerable questions.

As can be seen from Figure 2, JOLs clearly differed as a function of the appropriate-
ness of the answer, and JOLs were also influenced by the question type (Roebers et al., 
2007). JOLs were highest for answerable questions that were correctly answered in the 
memory test. In comparison, JOLs were significantly lower before incorrect answers to 
answerable questions, which in turn were significantly higher than JOLs before incor-
rect answers to unanswerable questions. The lowest level of JOLs was found for unan-
swerable questions, which subsequently were appropriately answered with “I don’t 
know.” Remarkably, the three age groups did not differ in their mean level of JOLs, and 
no interactions between age and appropriateness of answer or question type emerged. 
Thus, even children in the youngest age group were able to appropriately differenti-
ate between correct and incorrect answers. The same applies for the differentiation 
between answerable and unanswerable questions. JOL accuracy was also comparable 
across age groups, with mean γ correlations between JOLs and recall performance 
ranging between .53 and .70, thus indicating moderate-to-high interrelations.

Furthermore, the comparison of JOLs for answerable and unanswerable questions 
showed that JOLs were higher for potentially answerable than for unanswerable ques-
tions. This suggests that participants based their JOLs on the evaluation of informa-
tion retrievability, regardless of age. Thus, the amount of information that comes to 
mind during the retrieval process seems to have an impact on children’s and adults 
JOLs. Overall, the results are in accord with the view that JOLs are among others 
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Figure 2  Mean judgments of learning (JOLs) before correct and incorrect answers to 
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bers, von der Linden, Howie, & Schneider, 2007.)
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based on memory characteristics or mnemonic cues, such as the ease with which 
information is retrieved or the accessibility of pertinent partial information about 
the memory target (Koriat, 1993).

Feeling-of-Knowing Judgments A number of developmental studies explored 
children’s FOK accuracy (e.g., Cultice, Somerville, & Wellman, 1983; DeLoache & 
Brown, 1984; Wellman, 1977). FOK judgments occur either during or after a learn-
ing procedure and are judgments about whether a currently unrecallable item will 
be remembered at a subsequent retention test. Typically, children are shown a series 
of items and asked to name them. When children are shown a picture and cannot 
recall the name of an object in that picture, they are asked to indicate whether the 
name could be recognized if the experimenter provided it. These FOK ratings are 
then related to subsequent performance on the recognition test.

Overall, most of the available evidence on FOK judgments suggests that FOK 
accuracy improves continuously across childhood and adolescence (e.g., Wellman, 
1977; Zabrucky & Ratner, 1986). However, the pattern of developmental trends is not 
entirely clear. In a study that avoided a methodological problem apparent in previ-
ous research on FOK judgments, Butterfield, Nelson, and Peck (1988) showed that 
6-year-olds’ FOK judgments were actually more accurate than those of 10-year-olds 
and 18-year-olds. Obviously, this finding did not square well with the results of previ-
ous research.

A study by Lockl and Schneider (2002a) was based on a methodologically improved 
design similar to that used by Butterfield et al. (1988) but included different age groups 
(i.e., 7-, 8-, 9-, and 10-year-olds). Although the major goal of this study was to repli-
cate the findings of Butterfield and colleagues, another aim was to explore the basis 
of FOK judgments by comparing the traditional “trace-based” view with the trace 
accessibility model developed by Koriat (1993). Whereas the former assumes a two-
stage process of monitoring and retrieval, the latter proposes that FOK judgments are 
based on retrieval attempts and determined by the amount of information that can 
be spontaneously generated, regardless of its correctness. A prediction derived from 
the trace accessibility view is that FOK judgments for correctly recalled items and 
incorrect answers (commission errors) should be comparably high and also consider-
ably higher than FOK judgments for omission errors.

As a main result regarding the first goal, no developmental trends in the accuracy 
of FOK judgments were found (Lockl & Schneider, 2002a). Overall, FOK accuracy was 
low but significantly above chance for all age groups. The main difference between 
these findings and those by Butterfield and colleagues concerned the performance of 
the youngest age group (i.e., first graders). Whereas FOK accuracy was rather high 
for the American first graders, it was lower in the case of the German first grad-
ers. Although there is no truly convincing reason for the differences between both 
studies regarding their youngest age groups, the findings suggest that there are no 
significant developmental trends in FOK accuracy over the course of the elementary 
school years. However, given the inconsistency in findings for the young elementary 
schoolchildren, more research is needed here.

Furthermore, Lockl and Schneider’s (2002a) findings provided support for the 
trace accessibility view and the assumption that feeling of knowing can be dissociated 
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from knowing. That is, the magnitude of FOK judgments given after commission 
errors did not differ much from that of FOK judgments provided after correct recall. 
In comparison, FOK judgments were considerably higher after commission than 
after omission errors. This contrasts sharply with the finding that recognition per-
formance was comparable in the case of commission and omission errors (about 50% 
correct), whereas it was nearly perfect when items had been already correctly recalled 
before.

Taken together, more recent studies assessing monitoring abilities in JOL or FOK 
tasks demonstrated negligible developmental progression in children’s monitoring 
skills (Butterfield et al., 1988; Koriat & Shitzer-Reichert, 2002; Lockl & Schneider, 
2002a; Roebers et al., 2007; Schneider et al., 2000). Thus, these studies contributed 
to a modification of the view that children are generally overconfident and possess 
deficient monitoring abilities. In contrast, previous work on procedural metamem-
ory that was largely based on the performance prediction paradigm indicated that 
young children tend to be overoptimistic and overestimate their memory perfor-
mance (e.g., Flavell et al., 1970; Schneider, Borkowski, Kurtz, & Kerwin, 1986; Wor-
den & Sladewski-Awig, 1982; Yussen & Levy, 1975). The discrepancy between these 
two lines of studies may for the most part be due to the fact that different indicators 
of metacognitive abilities were used (e.g., Koriat & Goldsmith, 1996): On the one 
hand, studies including performance prediction tasks address absolute metacog-
nitive accuracy or calibration, that is, the match between the predicted and actual 
overall memory performance. On the other hand, studies based on the JOL or FOK 
paradigm focus on relative accuracy or resolution, that is, the accuracy in monitor-
ing the relative recallability of different items. This aspect of monitoring accuracy is 
especially important in self-paced learning situations when students have to allocate 
their study time differentially on the to-be-learned materials. JOL or FOK studies 
typically used γ correlations as indicators of relative accuracy and found no (e.g., 
Lockl & Schneider, 2002a; Schneider et al., 2000) or only small age differences (e.g., 
Koriat & Shitzer-Reichert, 2002, Experiment 1). A closer look at the data obtained 
in these studies reveals that younger children tend to be more optimistic about their 
future recall. That is, they seem to have a more liberal response criterion and produce 
more false alarms than older children (and presumably also adults). Because both 
types of errors (i.e., overestimation and underestimation) are similarly taken into 
account when γ correlations are computed, the resulting magnitude of the γ correla-
tions may be comparable even though the types of underlying errors are rather differ-
ent for younger and older children. In sum, there is converging evidence that younger 
children are more optimistic than older children and adults and often overestimate 
their future memory performance. This tendency to be overconfident, however, does 
not seem to affect children’s relative monitoring accuracy, which seems comparable 
across age groups. Besides, other studies concerning children’s overconfidence (Sch-
neider, 1998a; Visé & Schneider, 2000) did not support the original assumption that 
young children’s overestimations of future performance are due to metacognitive 
deficiencies. Rather, they suggest that motivational factors such as wishful thinking 
and effort attribution biased the recall estimates of young children. Bjorklund and 
Bering (2002) interpreted the general overestimation of one’s competencies as a pro-
tective factor for cognitive development in general, helping individuals to maintain 
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motivation and task persistence and thereby fueling developmental progression in a 
broader sense.

Overall, it could be demonstrated that applying experimental designs already fre-
quently used in general cognitive psychology in developmental studies not only added 
to our knowledge about age differences in children’s monitoring proficiency but also 
provided important insights into the origins of metacognitive judgments in children.

The Relation Between Monitoring and Control Processes in Children

An important reason to study metacognitive monitoring processes is because moni-
toring is supposed to play a central role in directing how people study. Numerous 
studies including adult participants showed that individuals use memory monitoring, 
especially JOLs, to decide which items to study and how long to spend on them (e.g., 
Metcalfe, 2002; Nelson, Dunlosky, Graf, & Narens, 1994; Nelson & Narens, 1990; Son 
& Metcalfe, 2000). However, little is known about how children use monitoring to 
regulate their study time.

Allocation of Study Time A classic paradigm suited to further explore this issue 
refers to the allocation of study time. Research on study time allocation observes how 
learners deploy their attention and effort. As already noted by Brown et al. (1983), 
the ability to attend selectively to relevant aspects of a memory task is a traditional 
index of learner’s understanding of the task. Developmental studies on the alloca-
tion of study time examined whether schoolchildren and adults were more likely 
to spend more time on less-well-learned material. A few studies examined whether 
schoolchildren are more likely to spend more time on less-well-learned material. For 
example, Masur, McIntyre, and Flavell (1973) asked seven-year-olds, nine-year-olds, 
and college students to learn a list of pictures for free recall. After the first study trial, 
participants were instructed to select half the pictures for additional study. Whereas 
nine-year-olds and college students tended to select items not recalled correctly on 
the first trial, seven-year-olds did not seem to consider first-trial performance in 
selecting items for additional processing. However, children in this study were forced 
to be selective. Thus, we do not know how young children might behave in a sponta-
neous study situation.

A study by Dufresne and Kobasigawa (1989) investigated how children of different 
ages spontaneously allocated their study time. In this study, 6-, 8-, 10-, and 12-year-
old children were asked to study booklets containing either “easy” (highly related) or 
“hard” (unrelated) paired-associate items until they were sure they could remember 
all pairs perfectly. As a main result, Dufresne and Kobasigawa reported an age-related 
improvement in the efficient allocation of study time. That is, 10- and 12-year-olds 
spent more time studying the hard items than they spent studying the easy items. 
However, six- and eight-year-olds spent about the same amount of time on hard pairs 
as they spent on easy pairs. At the same time, young schoolchildren were more opti-
mistic about their readiness for a test, although only a small number of participants 
achieved perfect recall. Children’s subsequent answers to metacognitive knowledge 
questions showed that even many of the six-year-old children were able to distinguish 
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between hard and easy pairs. They were aware which materials were easy or hard to 
learn. Thus, developmental differences were not so much observed in the metacogni-
tive knowledge itself but in its efficient application to self-regulation strategies. This 
finding was also confirmed in a more recent study in which the items were presented 
via computer (Lockl & Schneider, 2002b). Again, young schoolchildren spent about 
the same amount of time on easy pairs as they spent on hard pairs, whereas older 
schoolchildren devoted more time to studying the hard items than the easy ones.

A study by Kobasigawa and Metcalf-Haggert (1993) indicated that young children’s 
use of regulatory skills depends on the difficulty and complexity of the memory task. 
First- and third-grade children were asked to learn the names of familiar and unfa-
miliar objects until they were sure they could name all the items correctly. Both first- 
and third-grade children spontaneously spent more time studying the unfamiliar 
items than they spent studying the familiar items. According to Kobasigawa and 
Metcalf-Haggert, differences in item difficulty were particularly salient, which was 
probably necessary for young children to adjust their use of study time. The assump-
tion that performance on study time apportionment tasks strongly depends on the 
difficulty of the task is also confirmed by studies using text materials. For example, 
Brown, Smiley, and Lawton (1978) demonstrated that sophisticated selection of text 
material for further study develops somewhat later than the grade-school years.

Although there is evidence that there are clear increases in self-regulation skills 
from middle childhood to adolescence, the existing database does not provide us 
with any detailed information about the relation between monitoring and control 
processes. Accordingly, we do not know exactly whether children use the output of 
monitoring processes to regulate their study time. For instance, Dufresne and Koba-
sigawa (1989) demonstrated that many of the younger children were able to discrim-
inate between hard and easy pairs (see also Lockl & Schneider, 2002b). However, 
in this study, different materials for the metacognitive knowledge questions and for 
measuring study times were used. Thus, it remains unclear whether a particular item 
that is judged as difficult to recall will be studied for a longer time than an item that 
is judged as rather easy to recall.

To investigate the relation between monitoring processes and self-regulation pro-
cesses more analytically, Lockl and Schneider (2003) asked seven- and nine-year-
old children to study easy (highly related) and difficult (unrelated) paired associated 
pictures. After a first learning phase with a fixed presentation time (3 seconds), JOLs 
were assessed on a 5-point-scale. Subsequently, the same pairs were presented again 
for self-paced study. As a first result, it was found that both seven- and nine-year-old 
children were able to differentiate between easy and difficult pairs. For seven-year-
olds, JOLs were m = 4.63 and 3.96 for easy and hard item pairs, respectively. Similarly, 
for nine-year-olds, JOLs were m = 4.76 and 3.94 for easy and hard item pairs, respec-
tively. Thus, the age groups did not differ in their mean level of JOLs, and there was 
no Age group × Difficulty interaction. When JOLs were made, children of both age 
groups seemed to consider the degree of associative relatedness between the members 
of the pairs. Put differently, item difficulty as an intrinsic cue affected children’s JOLs 
regardless of age (see also Koriat & Shitzer-Reichert, 2002). To examine whether chil-
dren used the output of monitoring to guide their learning, γ correlations between 
JOLs and subsequent study time were computed. The resulting mean γ correlations 
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were G = −.22 for seven-year-olds and G = −.40 for nine-year-olds, with both values 
significantly different from zero. Thus, even though children of both age groups stud-
ied item pairs with lower JOLs for a longer period of time than item pairs with higher 
JOLs, the relation between monitoring and control was significantly stronger for 
nine-year-olds than for seven-year-olds. Accordingly, nine-year-olds regulated their 
study times more in accordance with their preceding JOLs than seven-year-olds. To 
examine the impact of self-regulation on recall performance, subgroups were formed 
within each age group that included children with either high or low self-regulation. 
It was found that recall performance was significantly better for the children with 
high self-regulation than for those with low self-regulation, regardless of age. Overall, 
the data indicated that the ability to translate monitoring into adequate self-regula-
tion strategies reliably improved with age. Furthermore, the quality of self-regula-
tion significantly contributed to the learning outcome. However, because JOLs in this 
study were generally high and the task was relatively easy, further research including 
different and maybe more complex learning materials is needed to analyze the rela-
tion between monitoring and control in children and adolescents in more detail.

Interestingly, similar patterns of results were found in studies including older 
adults (e.g., Dunlosky & Connor, 1997; Murphy, Schmitt, Caruso, & Sanders, 1987). 
For instance, Dunlosky and Connor (1997) found that although older adults (M age = 
67 years) and younger adults (M age = 22 years) showed equivalent monitoring accu-
racy, the magnitude of the correlations between JOLs or recall on one trial and study 
times on the next trial was less for older than for younger adults. The results of this 
study indicated that older adults may not optimally utilize the output from monitor-
ing to control study. Furthermore, the study revealed that age-related differences in 
people’s allocation of study time reliably mediated age-related differences in recall 
performance (see also Hertzog, 2002). Thus, the findings of this study are similar to 
those obtained with younger children.

The observation that both younger children and older adults seem to experience 
difficulties with translating monitoring into adequate self-regulation does not imply 
that the causes are similar in both age groups. In fact, the causes could be quite dif-
ferent. As for older adults, Dunlosky and Connor (1997) discussed the possibility 
that the older participants in their study may have tried to compensate for possible 
declines in memory. That is, older adults may have spent too much time studying 
already well-known items, thereby neglecting less-well-known items.

A promising line of research to explain age differences during childhood (and 
maybe also during old age) might be to link the ability to translate monitoring 
into adequate self-regulation to individual differences in working memory capac-
ity. Apparently, metacognitive activities such as self-monitoring and self-regulating 
require valuable processing capacity. Accordingly, limitations of working memory 
capacity may undermine decisions on how to allocate study time. In a first study to 
investigate this issue, Dunlosky and Thiede (2004, Experiment 3) compared low-span 
and high-span adult participants in a self-regulated learning task in which partici-
pants were asked to make JOLs on paired associates and subsequently to select some 
of them for restudy. Dunlosky and Thiede (2004) found that the mean γ correla-
tion between JOLs and item selection was significantly less for participants with low 
memory spans than for those with high memory spans, indicating that individual 
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differences in working memory capacity can influence the allocation of study time 
across items.

Although this study (Dunlosky & Thiede, 2004) was carried out with adults and 
did not provide any information about developmental progression in metacognitive 
control processes, it opened a fruitful area for further research. There is no doubt 
that working memory capacity considerably increases with age. Numerous studies 
demonstrated developmental differences in each of the three major components of 
the working memory model developed by Baddeley (1986), that is, phonological loop, 
visuospatial sketchpad, and central executive (e.g., Gathercole, 1999; Logie & Pear-
son, 1997). Because the central executive is supposed to be responsible for planning 
and control processes involved in higher-level cognition, this component might be 
particularly crucial with respect to self-paced learning situations. Future research 
will be essential to our understanding of how age-related differences in working 
memory capacity influence self-regulated learning.

Concluding	Remarks

One of the major outcomes of developmental studies on procedural metacognition 
concerns the lack of clear-cut developmental trends in children’s monitoring skills. 
Although monitoring accuracy tends to improve over the school years, even pre-
schoolers show remarkable monitoring in learning situations with which they are 
familiar. In contrast, the available evidence on the development of self-regulation 
skills shows that there are clear increases from middle childhood to adolescence. 
Effective self-regulation occurs only in highly constrained situations during the 
elementary school years and continues well into adolescence. Obviously, one of the 
major developmental trends concerns the integration of monitoring outcomes and 
self-regulation skills. Whereas young children may be able to monitor comprehen-
sion problems accurately, they usually do not know how to cure them. In compari-
son, older schoolchildren and adolescents know how to benefit from monitoring by 
implementing effective control strategies.
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Metacognition in the Classroom

Marie Carroll

Introduction

This chapter is about how we can better apply metacognitive findings to formal classroom 
learning. The aim of such an endeavor is not only to construct more complete theoretical 
models but also to better meet the needs of our students, who have, on the whole, not 
benefited from at least 20 years of metacognitive research in cognitive psychology.

In calling for natural targets for cognitive research, that is, having concrete situa-
tions to which one can apply one’s efforts, Nelson and Narens (1994) said:

We believe with Neisser (1976) that our goal should be “to understand cognition in the con-
text of natural purposeful activity. This would not mean an end to laboratory experiments 
but a commitment to the study of variables that are ecologically important rather than those 
that are easily manageable.” (p. 4)

Nelson and Narens argued further that the target of such research was

To explain (and eventually improve) the mnemonic behaviour of a student who is studying 
for and taking an exam. We chose this target in part for the following reasons: It is relevant 
(who spends more time memorising for and taking exams than college students?), naturalis-
tic, practical, concrete, and challenging in terms of theory. (p. 6)

The notion that metacognition should be investigated in classroom practice is a 
theme that is particularly attractive as a research path. We pay lip service, on the 
whole, to bringing cognitive psychology out of the laboratory, but we have not been 
as diligent about this as we could be (with several notable exceptions). As Jamshed 
Bharucha, provost of Tufts University and professor of psychology, said:

Current knowledge about cognition (specifically, our understanding of active learning, 
memory, attention, and implicit learning) has not fully penetrated our educational practices, 
because of inertia as well as a natural lag in the application of basic research. (2006)

Metacognition research in classroom settings affords us the opportunity to know, 
in a unique way, whether our teaching methods are optimal because metacogni-
tion allows us to look at the constructed understanding of our classroom teaching. 
Metacognition research also informs educators about other important issues that 
educators frequently fail to grasp, for example, that subjective mastery can be very dif-
ferent from objective mastery of learned material. Koriat, Sheffer, and Ma’ayan (2002) 
and many others have made the point that differences between subjective knowing and 
objective performance can give rise to illusions of knowing, with serious consequences 
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for students’ grades. Teaching for objective mastery can be greatly enhanced by a con-
comitant understanding of what the learner understands about the learning process.

In this chapter, I draw on research in metamemory over two decades that shows 
the importance of understanding what the learner believes or thinks he or she knows 
about his or her own learning, about what works in the process of memorizing. When 
this is set alongside objective memory outcomes, the results can be very surprising 
for educators. I am very selective in the experiments I describe, choosing some of 
those that exemplify earlier metacognitive studies that also have direct relevance to 
the classroom. The topics covered are the relativity of metacognitive judgments and 
their dependence on context; illusions of learning; metacognitive judgments about 
memory for text; and a new metacognitive judgment — the judgment of source. I 
conclude with some general implications for classroom practice.

Metacogniti�e	Judgments	Are	Impro�ed	by	Ha�ing	
Comparati�e	Information	A�ailable

The last 20 or so years saw increased understanding of the methodological issues relat-
ing to metacognition and new ways of measuring it (e.g., ease of learning, judgments 
of learning [JOLs], feeling of knowing [FOK]). One example is our understanding 
of the theoretical basis of the FOK, that familiarity-based heuristic that arises from 
being unable to recall information while knowing that it is recognizable. Recent stud-
ies have shown FOK can tap not only future recognition but also the state of aware-
ness that was associated with that recognition, that is, whether it was “remembered” 
or “known” (Hicks & Marsh, 2002).

This remarkable ability — of knowing with some accuracy about information cur-
rently not accessible — can be used by learners in test situations for which recogni-
tion tests are anticipated. A student, exposed initially to a body of material, with 
limited study time to undertake conscientious self-testing may rely on the FOK with 
some confidence in a multiple-choice setting. This knowledge illustrates the limits of 
considering learning as evident only from what a person can output there and then; 
rather, it taps into a fundamental self-monitoring ability all students can recruit. 
They know that some outputs depend on the type of test (e.g., recognition vs. recall) 
and adjust their learning accordingly (Thiede, 1996).

Whether students understand how the amount of learning affects performance 
is more complicated because the particular method chosen to elucidate this moder-
ates the relevant effects. Nelson, Leonesio, Shimamura, Landwehr, and Narens (1982) 
showed that FOK is sensitive to the degree of prior learning of items. After learning 
word pairs to one, two, or four correct recalls and when tested 4 weeks later, people 
reported a higher FOK for items learned four times than for once-learned items. In 
contrast, Carroll and Simington (1986) found something rather different: Greater 
degrees of learning did not affect FOK ratings but did improve the ability to recall 
information. Could this mean that people are not, in fact, metacognitively sensitive 
to the amount of learning they are doing?

In 1993, we reported work that showed why the discrepancy in the findings 
occurred (Carroll & Nelson, 1993). In one experiment, we compared directly people’s 

RT62140.indb   412 4/24/08   9:29:53 AM



	 Metacognition	in	the	Classroom	 413

FOK ratings when they had learned all items to the same criterion (a between-subject 
design) with their FOK ratings when they learned subsets of items to different criteria 
(within-subject design). So, in the between-subject design one group learned all items 
to a criterion of one correct recall, while a different group had to correctly retrieve 
the answers six times. In the within-subject group, the same subjects learned some 
items once and other items six times. We then asked people to rate their likelihood 
of recognizing the answers to those items they were unable to recall when they came 
back 4 weeks later for a recognition test.

Those subjects in the between-subject design did not rate their FOKs higher for 
items learned six times (53%) than they did for once-learned items (47%) — the dif-
ference of 6% was not significant. By contrast, in the within-subject design, the FOK 
ratings were significantly higher for the overlearned items (49%) than for the once-
learned items (39%). This in no way reflected their later test performance: At test 
4 weeks later, the actual recognition rates for the unrecalled items were higher for 
overlearned than for once-learned items, as might be expected, for both the within- 
and between-subject designs. Thus, the FOK ratings were sensitive to the amount of 
learning only in the within-subject condition and allowed us to explain the previ-
ous research finding discrepancy. Now, why should this be? Our proposed expla-
nation is illustrated by comparing subjective reports to a telescope (see Nelson & 
Narens, 1994, p. 18) with a focus that can be adjusted to improve accuracy. When the 
design is within subjects, people turn their internal ratings telescope to low power 
and focus on big differences, such as that some items are overlearned and some not. 
In Koriat’s grain size terminology (Koriat & Goldsmith, 1996), they are considering 
the grain size of the comparisons they are making; this is a coarse-level comparison. 
(To use another of Koriat’s [1997] terms, they are making a comparison on the basis 
of extrinsic cues: the experimenter-determined variable of number of learning trials). 
On the other hand, when they experience only one criterion of learning condition 
(one time or six times), they turn the telescope to high power and focus on fine-grain 
size comparisons at the level of individual items. Thus, they would be using as the 
basis for their judgments intrinsic cues such as the meaningfulness of, or semantic 
associations to, individual items.

This finding of grain size differences has since become a theme in the metacog-
nition literature, and it has important implications in the classroom. It shows that 
students monitoring their learning are highly influenced by the types of compari-
sons they have to make: When required to make large-group comparisons such as 
between different classes of items or between different conditions of learning, they 
adjust to a coarse grain size and focus less on the (perhaps important) differences 
between individual items or facts. They are perfectly able to see whole classes of items 
as comparable or to differentiate between individual items as the task requires. For 
example, a whole body of text that has been relearned may be treated as a single item 
for some purposes, such as an essay exam. By contrast, the assessment of how well 
the individual propositions in that text have been learned may be quite different if a 
different type of test, such as short answer, is anticipated.

What was also interesting about the Carroll and Nelson study (1993) was that the 
JOL ratings behaved quite differently from the FOK ratings, a finding consistent with 
Nelson’s earlier work (Leonesio & Nelson, 1990). JOL ratings are predictions made 
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immediately after learning about the future memorability of the target given the cue 
alone. Unlike the FOK ratings, they are usually elicited for all items, not just those 
that were unable to be recalled. They are probably even more ubiquitous in the class-
room; there is evidence that people constantly adjust their learning on the basis of 
ongoing JOLs (e.g., Koriat & Bjork, 2006a, 2006b). Carroll and Nelson found that in 
both the between- and within-subject conditions, the items learned six times received 
significantly higher JOL ratings than the items learned once, and this was consis-
tent with the later actual performance. JOLs are highly influenced by the informa-
tion available when the judgment is made, particularly the cue and target associative 
information (e.g., Hertzog, Dunlosky, Robinson, & Kidder, 2003).

Koriat and Bjork (2005) showed that the factors surrounding learning ease, such 
as the fluency with which the answer comes to mind given the cue, is a major fac-
tor influencing the judgment of how easily the answer will be retrieved at a later 
date. This fluency may give rise to many mistaken judgments or illusions of learning 
because the judgment is based — sometimes erroneously — on the factors surround-
ing learning rather than the factors that will actually influence later retrieval. In the 
Carroll and Nelson (1993) study, the conditions surrounding learning were extremely 
salient, so that what would be expected to dominate the judgments was the condition 
of learning (six times or once) that produced a higher or lower fluency of response. 
In the between-subject condition, this swamped any tendency to compare individual 
items; the poor feeling of fluency following items learned once and the high feeling of 
fluency following items learned six times dominated the ratings.

Illusions	of	Knowing

One of the most interesting applications of metamemory research concerns the illu-
sions of knowing just mentioned, and much has been written about these (Benjamin, 
Bjork, & Schwartz, 1998; Koriat & Bjork, 2006a; Simon & Bjork, 2001). Carroll, Nel-
son, and Kirwan (1997) showed how JOLs and FOKs track memory for two differ-
ent kinds of items: (1) overlearned unrelated items and (2) poorly learned (i.e., just 
once learned or “criterion learned”) related items. We traded off the two variables — 
degree of learning and semantic association — by deliberately confounding them in 
the design. Both are variables well known to affect both memory performance (objec-
tive memory as the Nelson and Narens model, 1990, termed it) and metamemory 
(subjective memory). So, we were interested in what happened to the rate of forgetting 
for small amounts of learning for preexisting weak semantically associated items and 
for large amounts of learning for semantically unrelated item pairs. Alongside this, 
we wanted to know about the magnitude and accuracy of metamemory predictions 
(JOLs, FOKs) about future performance people would make. We knew, for example, 
that JOLs can tap both item difficulty (relatedness) and degree of learning; when 
these two are traded off against one another, which do people consider more impor-
tant an influence on their future memory performance?

In Experiment 1, (Carroll, Nelson, & Kirwan, 1997) people overlearned pairs of 
unrelated items (cue: cabbage; target: shoe) and criterion-learned weakly semantically 
related pairs (cue: spear; target: needle). About 3 minutes after the end of learning for 
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each pair, the subjects had to judge how likely it would be that they would remember 
the target in response to the cue some time in the future (either 2 weeks or 6 weeks 
later). As expected, those recalling after 6 weeks recalled only half as well (mean tar-
get recall = .35) as those recalling after 2 weeks (.61). And, those who had overlearned 
the items recalled more than those who had criterion learned them (.53 vs. .42). This 
was the same for both conditions of test delay. So, in terms of objective memory, the 
overlearning was more important to the outcome than the degree of relatedness of 
the items.

Our primary interest was in whether people could predict that this was the way 
their performance would go. Would their judgments reflect that overlearning would 
be such a major determinant of what they would remember? The answer, to our sur-
prise, was no, they did not know this. In fact, they believed the opposite: They believed 
that items that were related would be better remembered than unrelated, even though 
the amount of learning for these was much less, and this occurred whether the test 
was 2 or 6 weeks later. They had overweighted a variable that turned out not to be very 
important for memory at all in this instance. Why? We believe that again they were 
so influenced by the conditions surrounding learning — in particular, the fluency 
with which they could retrieve the related target in response to the cue presented 
alone — while they were learning, that they failed to imagine the future and the con-
ditions surrounding retrieval, when that fluency would have dissipated.

This was a true illusion of learning because it led to people predicting the complete 
opposite of their memory performance. In the classroom, the consequences might 
be that students confidently skip over relearning material that seems to “go down 
easily,” assuming that the same feeling will prevail when the exam is administered 
in a month’s time. Educators simply must take steps to prevent the fluency illusion, 
and they can do this in a number of ways (see Koriat & Bjork, 2005), by, for exam-
ple, delaying their judgments until some time has elapsed since learning, practicing 
retrieval (testing) rather than rereading the material as a way of studying, not over-
weighting the familiarity of the material, and in general imagining themselves in the 
situation of retrieval rather than encoding.

As well, the Carroll, Nelson, and Kirwan study investigated the FOK for items 
that were unrecalled at the time of test. Unlike JOL, FOK was more sensitive to over-
learning than to semantic relatedness, particularly at the 2-week test, and this makes 
sense in terms of the fluency heuristic notion. The FOK judgment is made when the 
conditions surrounding learning have dissipated and when the conditions surround-
ing the test prevail. After 2 weeks, the effect of overlearning on memory is likely to be 
stronger than after 6 weeks.

An interesting outcome is the finding of the importance of overlearning for good 
memory performance. Overlearning (as experimentally defined in the study) was not 
just a rereading of the cue–target pair; it was a genuine retrieval of the target given the 
cue. This type of learning by testing is the type shown by some researchers to improve 
memory performance (Roediger & Karpicke, 2005), and it also should be encouraged 
as the learning method of choice in the classroom. Carroll and Nelson (1993) dem-
onstrated that even after a very long time (6 weeks), with no intervening practice and 
only one relearning using the testing method, that single act of retrieval ensured that 
35% of the material (randomly paired words) was remembered. The improvement to 
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61% after the material was learned six times was extremely impressive evidence of the 
testing effect’s efficacy.

In the Carroll, Nelson, and Kirwan study, the misdiagnosis of what would be 
remembered was so marked that we wondered if we could improve predictions by 
including in a second experiment a mechanism that has been shown to improve 
accuracy of prediction. This mechanism was delaying JOL in a very extreme fashion; 
this time, we had a group making the judgments well after learning had taken place, 
24 hours after learning. This meant that judgments were now well separated from the 
context of learning and the compelling influence of fluency arising from relatedness 
of the cue and target. We found that delaying the JOLs did indeed eliminate the strong 
effect of semantic association. People were better able to assess what they would know 
in some weeks’ time because they now rated the likelihood of overlearned unrelated 
material as about the same as that of the criterion learned related material. The actual 
recall was 55% correct for the overlearned and unrelated and significantly less for 
the once-learned and related material (46%). So, while not being able to predict this 
advantage for overlearning, they were at least no longer overweighting the impor-
tance of relatedness as they had in Experiment 1.

Another illusion of knowing was the absence of sensitivity to the retention inter-
val of the JOLs. One might expect that everyone would predict their memory to be 
worse after 6 weeks than after 2 weeks (as indeed it proved to be), yet the JOLs did not 
reflect this; average ratings were 62% for the 2-week group and 59% for the 6-week 
group — a serious overestimation of what they actually remembered. Even delaying 
the JOLs did not change this insensitivity to test interval. Given that retention inter-
val was manipulated between subjects, these outcomes may again indicate the need 
for within-subject designs in this sort of research. If people had had to predict their 
memory for both 2- and 6-week intervals, they would have fine-tuned the grain size 
of their judgments to reflect this. Instead, they made judgments only about their per-
formance after either 2 or 6 weeks and overestimated their performance on the long 
delay. So, although delaying JOLs helped overcome the overweighting of relatedness, 
it is not the only mechanism for improving accuracy of prediction.

In formal learning, students study different subjects for tests that will occur at dif-
ferent times, and it is more likely that they will be able to discriminate between long 
and short retention intervals. However, it is unclear whether most students know that 
delaying JOLs significantly improves prediction. Many previous studies (e.g., Nelson 
& Dunlosky, 1991; Nelson, Narens, & Dunlosky, 2004) have shown that making a 
JOL immediately after learning something can result in quite misleading illusions of 
knowing, whereas delaying them for a day or two can overcome the illusions.

Allocation of Study Time

Judgments made about the memorability of sentences varying in complexity show 
monitoring influences self-regulation (the allocation of time to rereading) in an opti-
mal way (Miles & Stine-Morrow, 2004). Allocation of increased study time can usually 
increase students’ recall, but this depends on what activities are performed; some-
times, their study habits are suboptimal (Dunlosky & Thiede, 1998) for achieving the 
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required goals (or norms of study). Sometimes, they adopt a low-performance goal 
and change their study habits to restudying the easier material rather than the harder 
material, and this can depend on individual differences in cognitive capacity (Dun-
losky & Thiede, 2004).

The link between metacognitive monitoring and control of learning is now being 
examined in studies investigating the “region of proximal learning” (Kornell & Met-
calfe, 2006; Metcalfe, 2002), and here it is demonstrated that people can be quite 
strategic in allocating their study time. When allowed to study material they do not 
know, people adjust their learning to maximize their performance, such as choos-
ing to study the easiest items. And, indeed, such strategies can maximize outcomes: 
When given a free choice of what to study, people devote time to items that empiri-
cally are shown to produce the best performance.

The Testing Effect

Pervading discussions about allocation of study time are the issue of what constitutes 
effective “study.” A major illusion of knowing is students’ erroneous beliefs that cer-
tain types of study activities are generally useful. Many studies (e.g., Butler & Roedi-
ger, 2007; Carrier & Pashler, 1992; Glover, 1989; McDaniel & Fisher, 1991; McDaniel 
& Masson, 1985; Wheeler & Roediger, 1992) have demonstrated that the most ben-
eficial activity to allocate time to is self-testing rather than rereading material (or 
indeed any other activity such as highlighting main points) — an advantage that has 
come to be called the testing effect. This research was exemplified by Roediger and 
Karpicke (2005, Experiment 1), who gave university students passages of text to learn. 
During learning, the students could either restudy (reread) the passage for 7 minutes 
or do self-testing (title at the top and write as much as you can for 7 minutes). Partici-
pants then took a final test either immediately or 2 or 7 days later on these passages. 
At the 5-minute final test, the restudy group improved recall relative to the self-test-
ing group (81% vs. 75%). However, on final tests of 2 days or 1 week, the reverse effect 
occurred: The self-testing group produced substantially greater retention than the 
restudy group: After 2 days, the restudy group got 54% correct compared to self-test-
ing of 69%, and after 1 week, the restudy group performed at 42% compared to 58% 
for the self-testing group.

In Experiment 2 (Roediger & Karpicke, 2005), the authors addressed the issue of 
whether repeated testing as a study activity would improve final test performance 
even more than just one episode of self-testing. What illustrates the illusion of know-
ing in this experiment is the incorporation of participants’ own judgments about 
which activities — repeated self-testing or repeated restudy — would best improve 
final test performance. Consistent with Experiment 1, a single episode of self-testing 
produced better final test performance after 1 week than did rereading. In addition, 
repeated episodes of self-testing conferred more of an advantage than repeated epi-
sodes of rereading. Also consistent with Experiment 1, the reversal effect occurred: 
Self-testing produced a final test advantage only after long durations, while rereading 
produced a final test advantage when the final test followed immediately.
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But, what did the participants predict would happen (Roediger & Karpicke, 
2005)? Their judgments were inversely proportional to the actual test outcome: They 
believed that repeated study episodes would produce better performance after 1 week 
than would repeated testing. Something about repeated rereading made the students 
believe that they would be better able to remember the material.

Why should an opportunity for a test trial produce so much of an advantage over 
a study trial in long-term retention? The favored explanation involves the learners’ 
state of access to the to-be-learned material. In testing themselves, they are putting 
themselves into the future context of the test, removing themselves from the context 
of learning, and making their judgments about future performance accordingly. In 
studying, they are still in the context of the learning situation, still subject to the illu-
sions of knowing that accompany easy access to the answer — a phenomenon known 
as the foresight bias (Koriat & Bjork, 2005). The processing fluency that they expe-
rience during learning through rereading is reflected in their metacognitive judg-
ments, which then turn out to be inaccurate.

Studying	Texts

In formal learning situations, students are most likely to be studying texts, not pairs 
of words. Metacognitive research should, and has, focused on more naturalistic class-
room material of this type. In 1997, Shaddock and Carroll reasoned that if JOLs are 
governed by processing fluency during encoding, they should be insensitive to antici-
pated retention intervals. This is quite a concern for students studying for exams that 
will occur at different times. Here, we deliberately tried to use materials that would be 
used in classroom situations; our subjects read textual extracts from a history book 
about the living conditions, customs, and events in Edwardian England. In one con-
dition, which we called the coherent condition, they read the following type of text:

Although the term “idle rich” was often heard, in fact the rich were not idle at all. Members 
of Edwardian society toiled harder than overworked clerks or warehousemen. A gentleman 
would have to go down to Cowes for the first week in August, then go up North to shoot 
grouse or stalk the deer. A woman invited for the weekend at one of the great houses would 
have to take several large trunks, and then would have to be changing clothes half a dozen 
times a day.

In another condition of the experiment (the Unconnected condition), subjects read 
unconnected sentences from the same story, such as

The Edwardian age was an age of tension between two extremes: Some people were far too 
rich and others far too poor.

A gentleman would have to go down to Cowes for the first week in August.

Weekend parties were organized like small expeditionary forces: Toiling away at pleasure, 
these drones and butterflies might as well have been worker ants.

A woman invited for the weekend at one of the great houses would have to take several 
large trunks.
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People read these (quite lengthy) texts in either the coherent or the unconnected 
format, and some of the sentences were underlined (Shaddock & Carroll, 1997). These 
underlined sentences, they were told, had to be remembered because they contained 
ideas that might be tested. This is exactly what a student studying for an exam might 
do — underline relevant sentences they think are salient and devote extra attention 
to them.

Then, some test questions, such as the following, were given (Shaddock & Car-
roll, 1997):

Question: What did this society insist upon? Answer: Keeping up appearances

Question: What would a woman invited to one of the great houses for a weekend have to take? 
Answer: Several large trunks

Question: Where would a gentleman go for the first week in August? Answer: Cowes

The question only was given and subjects had to make JOL decisions about their like-
lihood of remembering the answer either immediately after the study session or 24 
hours after learning. The JOLs were made in relation to an upcoming test either 2 or 
6 weeks later. Some learned the critical sentences twice only and others six times, and 
overlearning was manipulated within subjects, so that they knew that some of the items 
were better learned than others. Overlearned items received higher JOLs than twice-
learned items (72% vs. 60%), and overlearned items were indeed remembered better 
than twice-learned items (72% vs. 61% correct), confirming again that subjects were 
very accurate indeed in their overall memory predictions in a within-subject design.

Shaddock and Carroll’s ( 1997) critical finding was that, when making the judg-
ments after a delay of 24 hours, subjects predicted they would recall 80% after 2 weeks 
and 57% after 6 weeks, but when they made JOLs in the original learning session, 
they thought they would remember the same amount (64%) at both delays. What did 
they actually remember? After 2 weeks, they remembered 80% of the material, and 
after 6 weeks, they remembered 54% of the material. So, there is a definite benefit in 
delaying JOL because it makes people more sensitive to the effect of the passage of 
time on their subsequent recall.

What about the effect of presenting material in a coherent or unconnected fash-
ion? One might expect that recall would be better for the coherent material since it is 
better supported by the context at encoding (Shaddock & Carroll, 1997). In Experi-
ment 2, in which this variable was manipulated within subjects, the effect of coher-
ence was significant for recall but not for JOLs: They remembered (at a 4-week delay) 
56% of the coherently presented test material but only 48% of the material presented 
in the unconnected format (a significant difference). However, all JOLs in Experi-
ment 2 were elicited in the same session, and they were quite inaccurate. Participants 
believed that they would recall the same amount of coherent (60%) and unconnected 
(59%) material. Although delayed JOLs were not explicitly elicited here, a reason-
able conclusion is that that JOLs made about normal classroom material should be 
substantially delayed to take account of important factors that affect memory (such 
as learning in the presence or absence of a narrative context), and such findings were 
replicated in other studies (Thiede, Anderson, & Therriault, 2003).
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As mentioned, it is a reasonable assumption that JOLs are based on acquisi-
tion factors, and these are most likely factors specific to each underlined sentence 
(opportunities for elaborative encoding, difficulty, distinctiveness). Learners prob-
ably fail to take account of more general acquisition factors like semantic linkages or 
integration between sentences. For example, they fail to notice that the term idle rich 
in the passage above provides a linkage to both the gentleman going to Cowes and the 
lady requiring several trunks. However, at retrieval some weeks later, these factors 
become salient (Shaddock & Carroll, 1997).

As a matter of interest, there are several studies that achieved, surprisingly, better 
memory performance when a text is less well structured than when it is well struc-
tured (e.g., Mannes & Kintsch, 1987). One of these is work by Harten (2000), whose 
dissertation work reported giving undergraduate students high- or low-coherence 
history texts to read. She found that increased reading processing that results from 
having to integrate initially poorly integrated text seemed to enhance readers’ abil-
ity to evaluate their own comprehension. There was higher JOL prediction accuracy 
among the readers who read the low-coherence text, which seems to have led students 
to engage in more evaluative strategies that allowed them to assess better their text 
comprehension. One could assume that more effort and engagement, brought about 
by any means, including effortfulness of reading (or in Bjork’s terminology, a “desir-
able difficulty”), would give people more realistic diagnostic information about their 
future performance. The contrast with the Shaddock and Carroll (1997) finding, in 
which JOL ratings of more- and less-coherent text did not differ, is most likely caused 
by degrees of difficulty in text linkages.

While there is a wealth of material showing that material coherently ordered is 
better understood and remembered than material not in sequence (e.g., Bransford & 
Johnson, 1972; Mannes, 1994; Muramoto, 1996; Thorndyke, 1977), there are no pre-
vious studies examining the sensitivity of metamemory judgments to this variable, 
except for the Shaddock and Carroll (1997) study that failed to find that people could 
monitor this superiority. However, there is some evidence that judgments of how well 
a text has been learned are based on how easily each text was processed; easier pro-
cessing results in higher judgments (Dunlosky, Baker, Rawson, & Hertzog, 2006).

Failure to monitor the advantage of coherence should be of concern for educators 
and deserving of further investigation. So, we followed with an experiment (Car-
roll & Korukina, 1999) that gave us some clue to what might be the problem. The 
main departure from the Shaddock and Carroll (1997) study was the use of narrative 
rather than expository texts. These were more “story-like” texts, arranged as before 
into ordered and disordered versions. As before, the sentences on which they were to 
be tested were underlined, so that if they had wanted to completely ignore contex-
tual influences in preparation for testing, they could do so. The test was conducted 
2 weeks after learning; people made JOLs shortly after learning in response to the 
question form of each underlined sentence, after having learned each to a criterion of 
four correct recalls. For example, they learned the sentence: “Below the panel glowed 
the switches for the robot butler and the maids,” and the question form was, “What 
were the switches below the panel for?” (Answer: The robot butler and the maids.) 
After 2 weeks, they were tested on the key questions, and as expected, they recalled 
more of the answers in the ordered mode (58%) than in the disordered mode (52%). 
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The key finding here was that they also could predict the ordered advantage: They 
gave JOL ratings of 47% for ordered text items and 41% for disordered text items. We 
suggested that text genre is an important factor in determining people’s sensitivity to 
the monitoring of coherence.

Wiley, Griffin, and Thiede (2005) also argued for the critical role of the nature 
of the texts used in determining how well students can gauge their comprehension. 
Expository texts are written with the goal of trying to communicate information to 
readers, whereas narrative texts are written more to entertain than to inform (Weaver 
& Bryant, 1995). Narrative texts may encourage readers to attend to more global ideas 
concerning the theme, whereas expository texts encourage attention to the details 
of the passage (McDaniel, Einstein, Dunay, & Cobb, 1986). Attention to global ideas 
and the text as a whole, more salient in the case of narratives, may be just another 
instance of grain size influencing metamemorial judgments. This idea was elaborated 
in work by Lefevre and Lories (2004).

The key point, then, is that monitoring of context depends on which factors of 
the text seem salient to the reader. If the reader readily sees an advantage of using 
context, in that it helps memory at the time of learning and at the time of predicting 
future memorability, the reader will predict the almost-certain advantage that coher-
ence affords to memory. If, however, the reader is focusing more on individual facts, 
in a text that does not so readily support learning of those facts, the reader will fail to 
appreciate text coherence as a factor that will later assist recall of those facts.

A further noteworthy aspect of the Harten (2000) study is that more knowledgeable 
readers benefited more from low-coherence text in making accurate JOLs, whereas 
less-knowledgeable readers benefited more from the high-coherence text. This is sim-
ilar to the results of the Shaddock and Carroll (1997) experiment, in which people 
who overall recalled more items correctly were also better at predicting their later 
memory performance accurately. So, it is not only text coherence interacting with 
the type of text (narrative or expository) that affects the JOLs, but also the person’s 
ability and expertise with the material. We know that such individual differences 
certainly influence objective memory performance: A study by McNamara, Kintsch, 
Songer, and Kintsch (1996) found that those with expert background knowledge of 
the content benefited more from text with low coherence than from text with high 
coherence because they had to draw inferences and fill in gaps (and were able to do 
so). Those with no background knowledge (the material was technical in nature) were 
simply not able to do this. The area of individual differences in JOL research is quite 
ripe for further investigation (see, for instance, Dunlosky & Thiede, 2004), yet has 
yielded mixed results.

Judgments	of	Source

In many formal learning situations, people have to make predictions not only about 
the future memorability of the material itself — the JOL — but also about their 
likelihood of remembering the origin of the information. Carroll, Mazzoni, Andrews, 
and Pocock (1999) asked subjects to predict not only whether they would remember 
material itself but also whether they would remember the origin or source of the 
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information. An ability such as this is very relevant when one is faced with infor-
mation from sources that are both internally and externally generated. In formal 
learning, there are external sources of information (textbooks, teachers, other stu-
dents, Web sites), and there are internal sources of information (past knowledge, 
inferences generated from material that may or may not be accurate, imagination). In 
Western learning traditions, we put value on acknowledgment of source and give a 
special status to external sources. We do all we can to eliminate unconscious plagia-
rism, but not a lot of research has been devoted to how well we are capable of predict-
ing our discrimination of source, and if so, whether we adjust our learning behavior 
accordingly. Do people make judgments of source (JOSs) in the way that they do 
JOLs? For example, do they use intrinsic factors (Koriat, 1997), such as the a priori 
difficulty or memorability of the material, as a basis for judgments about source (“I’ll 
remember that because it was such a complex idea”)? Or do they use internal mne-
monic cues to make such judgments (“That is not the sort of thing I would have 
thought up myself, so the teacher must have said it”)?

In Experiment 1 (Carroll et al., 1999), we asked people to view pictures of objects 
and to merely imagine another group of objects given their names, so that there were 
clearly two different sources of information: seen or imagined. Our results showed 
that people were unable to predict their source discrimination ability for seen and 
imagined items at a rate above chance (the mean γ correlations did not differ from 
zero). They probably based their source judgments on their judgments of learning 
because there was a significant correlation between JOL and JOS: People made simi-
lar judgments for memory and source discrimination regardless of presentation for-
mat — in effect, the implication was “If I think I will recall it, I will recall its source.” 
This is a troublesome heuristic because they tended to underestimate their learning 
of seen items and overestimate their learning of imagined items. We speculated that 
perhaps the poor monitoring of source was due to poor discriminability between the 
two sources, and that perhaps we needed to use material with greater difference in 
source information, such as motor information versus visual information or self-gen-
erated versus other-generated information.

In a second experiment (Carroll et al., 1999), then, the different sources of infor-
mation were made more salient; subjects now performed an action or imagined per-
forming it, or they watched someone else perform or imagined the other performing 
it. Thus, there were two factors manipulated: The Enactment factor (doing vs. imag-
ining) and the Focus factor (self vs. other). Subjects made JOL and JOS predictions 
about what they would remember and were tested through free recall of the action 
and its source 1 week later. The study showed that in predicting source memory, the 
self plays a very important role. People were highly confident they would remember 
the source when they performed the action themselves compared to when someone 
else performed it. However, in making these judgments they were misled: What they 
actually remembered best was the source of actions that others performed. On the 
other hand, when they had to discriminate between actions that they had imagined 
themselves or someone else performing, they did not give higher source judgments 
to the self; there was no difference in source ratings given to self and other. The JOL 
findings here were rather different, leading us to suspect that there are different vari-
ables influencing JOS and JOL.
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When the real-versus-imagined manipulation is replaced by two real sources and 
the subject has to make source memory predictions about two types of actual events, 
such as capital cities or hobbies generated by oneself or a partner (Carroll, Davis, & 
Conway, 2001), JOS ratings were fairly accurate. People knew that the self had a spe-
cial status, and that they would better recognize the self-generated items.

Do learners have an appreciation of the effect that study modality will have on later 
recall? It may be important to be able to predict an ability to discriminate whether 
one learned something in an auditory modality (e.g., through a classmate’s verbal 
comment in a learning group) or in a visual modality (e.g., information read in a 
textbook). Carroll and Korukina (1999) examined JOSs for key facts in textual mate-
rial presented in either a visual or auditory mode. In a cued recall test 2 weeks after 
learning, subjects were more accurate for material learned in an auditory mode (61%) 
than in a visual mode (49%). They also gave significantly higher JOS ratings to audi-
torily presented material (45%) than to visually presented material (42%). Although 
the magnitude of the judgments does not reflect the big difference in recall, they are 
certainly sensitive to the auditory advantage at test.

The consequences of monitoring source have not been studied in the way that the 
consequence of monitoring the quality of learning have been (an exception is work 
by Cook, Marsh, & Hicks, 2006). Yet, they are of interest in their own right, and 
they may also affect actual memory performance just as JOLs affect, for example, the 
amount of time allocated to different items in a list as well as the selection of items 
for restudy (e.g., Dunlosky & Hertzog, 1998; Mazzoni & Cornoldi, 1993; Nelson & 
Leonesio, 1988; Thiede & Dunlosky, 1999).

Summary

Drawing out some of the implications for classroom learning from the discussion, 
one could conclude that

 1. Students monitoring their learning are highly influenced by the types of compari-
sons they have to make: When required to see the bigger picture, they adjust to 
a coarse grain size and focus less on the (perhaps important) differences between 
individual items or facts. They can make judgments about whole classes of items 
or differentiate between individual items as the task requires. Their metacognitive 
judgments reflect this grain size discrimination and may differ as a result. Given 
what we know about monitoring affecting regulation of learning, the performance 
outcomes can be very different.

 2. Illusions of knowing regularly occur. They need to be understood and countered by 
educators. We know a great deal about how to do this now, including delaying the 
JOL and discounting the current ease of access state that accompanies learning by 
employing testing as a study technique.

 3. Judgments of learning about text depend on the grain size the learner apprehends. 
Using the richness that text affords would be expected to improve not only objective 
memory but also the accuracy of monitoring. But, this depends very much on what 
the learner believes is salient at the time of learning. Taking advantage of the rich-
ness of text means that judgments must be made at some point later, when the text, 
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with all its linkages, can be viewed as a whole. And, some texts, such as expository 
texts, are inherently less supportive of the formation of linkages.

 4. Individual differences in metacognitive accuracy belong to an area that should be 
given more attention, as perhaps should prospective JOS memory.

Conclusion

There is now a wealth of metamemory research that can be applied to the classroom, 
and I touched on only a small fraction of it here. It is not an overstatement to say that 
part of Tom Nelson’s legacy to us is his appreciation of the application of theoretical 
work in metacognition to classroom practice.

In the 1980s, metacognitive research was far from the mainstream of interest in 
cognitive psychology. It is now. An important practical goal in this decade is to trans-
late the findings of metacognition research to the classroom; to ensure that it informs 
educational practice; to make school educators, university academic teaching units, 
and rank-and-file faculty aware of what should be done to improve learning. As a uni-
versity administrator who has for some years attended countless meetings on “teach-
ing and learning,” it seems that educators have not progressed much beyond talking 
about “learning styles,” “deep and surface learning,” and graduate attributes (which 
always include references to the enduring and flexible nature of knowledge and its 
transfer to new contexts). As psychologists, we can contribute much more than we 
do to such discussions. Knowing what we know (or do not know), understanding 
the way that this knowledge influences our regulation of learning, and knowing the 
eventual outcome of that learning — what could be more important than this in how 
we teach students?
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Metacognition in Education:
A Focus on Calibration

Douglas J. Hacker, Linda Bol, and Matt C. Keener

Introduction

“Why investigate metacognition?” Thomas Nelson and Louis Narens asked this ques-
tion in the title to a chapter they authored in 1994. Their question was not asked in 
a disparaging way but was intended to encourage reflection on the reasons for the 
lack of “cumulative” progress in research on learning and memory over the last half 
century. Nelson and Narens speculated that this lack of cumulative progress was due, 
in part, to three shortcomings: (1) lack of a target for research, (2) overemphasis on a 
nonreflective-organism approach, and (3) short-circuiting via experimental control 
(i.e., researchers’ attempts to control variations in participants’ self-directed cogni-
tive processing). Of these three shortcomings, the first was the inspiration for the 
present chapter.

Nelson and Narens (1994) explained that a target for research “should be defined 
in terms of some to-be-explained behavior of a specific category of organism in a spe-
cific kind of environmental situation” (p. 3). In their own work, they addressed this 
“lack of a target for research” by specifically identifying the to-be-explained behavior 
as mnemonic behavior, the specific category of organism as college students, and the 
environmental situation as studying for and taking an examination. They went on to 
argue that targets for research in the area of learning and memory typically have been 
restricted to the laboratory, and that although there is a continued need for labora-
tory work, there is also a need for researchers to go outside the laboratory into more 
ecologically valid environmental situations. A quotation from the Nelson and Narens 
chapter, provided by Parducci and Sarris (1984), aptly encapsulates this view:

The desire for ecological validity … cannot be separated from the concern to make psychol-
ogy more practical. … Scientists continue to study psychological problems without apparent 
concern for practical applications. … There do seem to be strong forces pushing even tradi-
tional areas of psychological research in practical directions. (pp. 10–11)

We have resonated strongly with Nelson and Narens’s arguments, and in this chap-
ter, we follow their guidelines in identifying a target for research: Calibration is the 
to-be-explained behavior; students — elementary to graduate — constitute the spe-
cific category of organism; and the classroom is the environmental situation.

Our plan for this chapter is first to expand on Nelson and Narens’s (1994) argu-
ment to go outside the laboratory into more naturalistic environmental situations to 
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study learning and memory. The environment in which metacognition is examined 
can have an impact on the results of studies and therefore can have an impact on 
our notions of the general character of metacognition. Second, we present a brief 
overview of Nelson and Narens’s (1990) model of metacognition for the purpose 
of describing the metacognitive monitoring and control processes that potentially 
interact in educational contexts. Last, as mentioned, we narrow our focus on meta-
cognition in education to calibration, how calibration is measured, and calibration of 
students in classroom contexts.

Laboratories	�ersus	Classrooms

A common practice of researchers who conduct laboratory studies in learning and 
memory is to generalize their results to educational contexts. Discussion sections 
often provide suggested educational implications, some of which may be readily and 
productively applied to educational contexts, others that are not likely practical, and 
still others that are intended only as a call for future research. We are not advocating 
that learning and memory researchers should stop this practice. Providing educa-
tional implications should be a major concern for psychologists wishing to make their 
work more applicable to “naturalistic contexts” and can be quite helpful to research-
ers and practitioners interested in improving learning environments.

However, generalizing findings from studies that have used content and proce-
dures that have little resemblance to actual classroom practices is risky and in some 
cases may be unwarranted (Lundeberg & Fox, 1991; McCormick, 2003; Winne, 2004). 
In a laboratory context, the goal is to control materials, procedures, participants, and 
experimental conditions, and the greater extent to which control can be achieved 
the more certain researchers can be that causes for thought or behavior have been 
identified. In the area of metacognition, this experimental rigor has been applied 
to a limited range of learning, most often including feeling of knowing (FOK), ease 
of learning (EOL), judgments of learning (JOLs), confidence in retrieval, allocation 
of study time, or comprehension of short narrative or expository texts (Nelson & 
Narens, 1994).

In naturalistic contexts, especially classroom contexts, such controls are difficult 
to manage. Conditions for learning are massively complex in comparison to labora-
tories. Information can be encoded in multiple ways, including but not limited to lec-
ture, reading, participation in group discussions, question and answer, and in some 
cases by physically manipulating materials (Maki & McGuire, 2002). Moreover, in 
general, students are likely more motivated to perform well on a classroom test that 
is going to contribute to their overall grade for a course than on a test that has little 
long-term consequence for them. And, the interval between learning and testing in a 
classroom context can be considerably longer than in a laboratory context, in which 
it is often the case that barely an hour passes between learning and testing. In sum, 
differences between laboratory and classroom contexts entail not only the type of 
learning but also the depth, breadth, and motivation for learning, all of which can 
have an impact on one’s ability to monitor and control learning.
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Space does not permit an extensive analysis of the issues surrounding generaliz-
ability between laboratory and classroom contexts or between different classroom 
contexts. However, allow us to provide an illustration that may shed additional light 
on some of the issues.

Lundeberg and Fox (1991) conducted a meta-analysis of laboratory and classroom 
studies investigating a form of metacognition called the test expectancy effect. The 
test expectancy effect was first reported by Meyer (1934), who found that students 
who were expecting to receive an essay test performed better on both an essay test 
and a multiple-choice test than students who were expecting to receive a multiple-
choice test. Since then, the recommended study skill strategy has been to prepare for 
an essay test regardless of the actual type of test a person is to receive. Lundeberg 
and Fox’s (1991) results showed that the test expectancy effect was true, but only for 
studies that were conducted in laboratory contexts. In studies conducted in class-
room contexts, the exact opposite result was found. As a result of their meta-analysis, 
Lundeberg and Fox recommended that, “In the classroom, the simplest advice, akin 
to the encoding specificity view, would be: Study for the type of test you expect to 
receive” (p. 97).

In addition to the practical advice that can be garnered from this study (Lundeberg 
& Fox, 1991), the results point directly to our argument that generalizing findings 
from laboratory studies of metacognition to classroom contexts can at times be risky. 
Before such generalization can occur, there needs to be a better understanding of 
the factors that contribute to metacognitive judgments concerning the selection and 
use of study strategies and the conditions under which those judgments are made. If 
the conditions in a laboratory context approximate conditions in classrooms, gen-
eralizing from one to the other would not be controversial. However, if conditions 
differ, and they likely do, factors that are known to affect metacognitive judgments 
in classroom contexts (e.g., depth and breadth of knowledge, input from colearners, 
motivation, or the social comparisons that learners make in a social setting) will need 
to be introduced and controlled in the laboratory. Until these factors are more thor-
oughly investigated, one should be cautious about generalizing from the laboratory 
to the classroom.

Metacogniti�e	Monitoring	and	Control

Nelson and Narens (1990) proposed a theoretical framework for metacognition that 
has served well as a description of the components and processes that comprise this 
concept. Their framework is based on three principles: (1) Mental processes are split 
into an object-level (i.e., cognition) and a meta-level (i.e., metacognition); (2) the meta-
level contains a dynamic model of the object-level, which is the source of metacogni-
tive knowledge or understanding of the object-level; and (3) there are two processes 
corresponding to the flow of information from the object-level to the meta-level (i.e., 
monitoring) and from the meta-level to the object-level (i.e., control). Metacognition 
can be viewed as monitoring and control of a lower level of thought by a higher level 
of thought (Broadbent, 1977). Through monitoring, people obtain information at the 
metacognitive level about the status of knowledge or strategies at a cognitive level; 
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through control, people can use their metacognitive knowledge or understanding at 
the metacognitive level to regulate thought at the cognitive level (Hacker, 1998, 2004).

To illustrate the dynamic interplay between monitoring and control, consider cali-
bration. In brief, calibration is a measure of the degree to which a person’s judged rat-
ings of performance correspond to his or her actual performance (Keren, 1991; Lin 
& Zabrucky, 1998; Winne, 2004; Yates, 1990). Although there are several significant 
contributors to calibration accuracy, the underlying psychological process reflected 
in calibration entails a person’s monitoring of what he or she knows about a specified 
topic or skill and judging the extent of that knowledge in comparison to some crite-
rion task, such as an examination. For instance, while studying for an hour or two for 
an upcoming chemistry test on chemical nomenclature, students may continuously 
monitor what they know and judge that more studying is necessary to get a decent 
grade. They can exert further control over their studying for several more hours, at 
which time they will again monitor what they know and judge that a grade of about 
90% correct is possible and acceptable. That judgment of 90% is then compared to 
their actual performance, which for illustrative purposes turns out to be 95% correct. 
Calibration in this case is the difference between the judged 90% and the actual 95% 
correct, which indicates not only that the students were fairly accurate in monitoring 
their knowledge but also that they were slightly underconfident.

This example illustrates how people, as agents of their own thoughts and behav-
iors, can monitor their knowledge or skills, establish their own goals for learning, 
develop plans to achieve their goals, control the deployment of those plans, monitor 
the progress of their plans, further control the plans if necessary, and judge when 
they have been achieved. In other words, people can be self-regulators of their behav-
iors (Zimmerman, 2000). Thus, this example also highlights the importance of cali-
bration in educational contexts. As a further illustration, consider how inaccurate 
calibration during reading could sway students to ineffectively regulate their learn-
ing of text (Lin & Zabrucky, 1998). On the one hand, strong overconfidence during 
reading could fail to trigger appropriate control processes necessary for students to 
attain greater comprehension of the text. On the other hand, strong underconfidence 
could cause students to misallocate precious study time to continue reading in the 
hopes of further comprehending the text when in fact their comprehension may be 
more than sufficient for the task.

In summary, Nelson and Narens’s (1990) theoretical framework of metacognition 
provides important insights into the dynamic interplay that exists between monitor-
ing and control processes as people attempt to influence their learning and memory. 
Although this theoretical framework is based almost entirely on laboratory research, 
the classroom context provides fertile ground for the application of theory to prac-
tice. At a minimum, to become self-regulated learners, students at the metacognitive 
level need to accurately monitor their ongoing cognitive states and processes, and the 
information obtained from such monitoring must be used to exert control to regu-
late those cognitive states and processes. The importance of accurate monitoring and 
control in relation to calibration has been succinctly summarized by Winne (2004): 
“Learning will be inversely proportional to the degree of calibration bias and propor-
tional to calibration accuracy” (p. 476).
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A	Focus	on	Calibration

At this point, we would like to focus our attention more squarely on calibration, 
which is a type of metacognition that has been investigated perhaps more extensively 
in educational contexts than other types of metacognition. In the sections that fol-
low, we give a fuller description of calibration, describe the various ways in which it is 
measured, more fully discuss the importance of calibration to learning and memory 
in educational contexts, and describe patterns of findings in classroom contexts. We 
end with a discussion of directions for future research.

What Is Calibration?

Calibration is the degree to which a person’s perception of performance corresponds 
with his or her actual performance (Keren, 1991; Lichtenstein, Fischhoff, & Phillips, 
1982; Nietfeld, Cao, & Osborne, 2006). In other words, learners make judgments 
about what knowledge or skill they have learned, and those judgments are compared 
to an objectively determined measure of that knowledge or skill (Winne, 2004; for 
other measures of judgment accuracy, please see Benjamin & Diaz, this volume). 
As in the example given in the section on metacognitive monitoring and control, 
a student can monitor his or her learning before testing and make a prediction that 
90% of the to-be-tested material has been mastered. In addition, the student’s subjec-
tive judgment concerning which material has been mastered can occur after testing. 
Monitoring judgments that follow performance are commonly called postdictions 
(Lin & Zabrucky, 1998).

Nelson and Narens (1994) drew a distinction between prospective monitoring 
judgments and retrospective monitoring judgments that clarifies the distinction 
between prediction judgments and postdiction judgments. Figure 1 (adapted from 
Nelson & Narens, 1994) shows three stages of learning (i.e., acquisition, retention, 
and retrieval), the various monitoring judgments that a person can make (e.g., judg-
ments of learning, feeling of knowing), and the control processes that are informed 
by monitoring (e.g., allocation of study time, termination of study). We have added to 
this figure where we believe prediction and postdiction judgments fit within the stages 
of learning. A prediction judgment is a monitoring judgment that comes after acqui-
sition and retention but prior to retrieval; a postdiction judgment follows retrieval. 
Therefore, predictions can be thought of as prospective monitoring judgments (i.e., 
a person monitors his or her knowledge or skill before retrieval of the knowledge 
or skill). In some respects, a prediction judgment is a type of self-efficacy judgment 
(Hertzog, Dixon, & Hultsch, 1990) in that the magnitude of the judgment reflects a 
person’s belief in his or her mastery of some learning or memory task. A postdiction 
judgment can be thought of as a retrospective monitoring judgment (i.e., a person 
monitors his or her knowledge or skill after retrieval). Both judgments can be used to 
inform control processes (Nelson & Narens, 1990, 1994). Optimistic predictions may 
lead people directly into retrieval, believing they have mastered the material or skill; 
pessimistic predictions may convince people they need to return to acquisition and 
retention. Postdictions, which overlap to some degree with “confidence in retrieved 
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answers,” provide learners with more accurate feedback on their monitoring profi-
ciency (Maki, 1998; McCormick, 2003; Pressley & Ghatala, 1990). Based on this feed-
back, learners may employ different control processes during their next acquisition 
and retention task.

An important distinction must be made between calibration, which is referred to 
as absolute accuracy, and resolution or discrimination, which are referred to as rela-
tive accuracy. The two types of accuracy are often confused, although they represent 
two very different aspects of metacognitive monitoring and are measured in very 
different ways (Nelson, 1996). In a study by Maki, Shields, Wheeler, and Zacchilli 
(2005), in which absolute and relative accuracy were compared, no significant cor-
relation was found between the two, suggesting that the two types of accuracy tap 
different metacognitive processes.

Absolute accuracy (also known as calibration) refers to the degree of correspondence 
between a person’s judged level of performance and his or her actual performance. 
Calibration judgments provide important estimates of overall memory retrieval; 
however, they do not provide good discrimination between what a person may or 
may not know. Relative accuracy does this by providing a measure of the degree to 
which a person’s judgments can predict the likelihood of correct performance of one 
item relative to another (Nelson, 1984, 1996) or whether a target event will or will not 
occur (Yates, 1990). In other words, relative accuracy provides a measure of whether 
a person can discriminate between what is known or not known, whereas absolute 
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Figure 1  Nelson and Narens’s framework showing memory stages, examples of monitor-
ing and control components, and the locations where prediction and postdiction judgments 
occur. (Adapted from Nelson & Narens, 1994.)
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accuracy indicates whether a person can estimate actual overall test performance 
(Nelson, 1996; Nietfeld, Cao, & Osborne, 2005; Nietfeld, Enders, & Schraw, 2006).

In educational contexts, measures of absolute accuracy tend to show better reli-
ability than measures of relative accuracy and are more likely to show stable individ-
ual differences (Maki et al., 2005). Nevertheless, both measures can be quite useful. 
Calibration provides important estimates of overall recall levels, and relative accu-
racy provides important estimates of which items are correct or incorrect. Maki and 
colleagues argued that if students are overconfident in their predicted performance, 
they may prematurely end studying, thinking that they have mastered the to-be-
tested material. Moreover, those same students may not know which specific topics 
within the to-be-tested material need further study. Thus, inability to predict overall 
test performance and to discriminate among known and unknown topics can have 
dire consequences for achievement on tests.

How Calibration Is Measured

Although there is one commonly used measure of relative accuracy, that is, γ (Maki 
et al., 2005; Nelson, 1984, 1996; Wright, 1996), there is a variety of methods used 
to measure calibration. These methods can be grouped roughly into two categories: 
difference scores and calibration curves. Difference scores all involve taking the dif-
ference between judged performance and actual performance; however, there are at 
least four questions that should be considered: (1) What kind of judgment is being 
made? (2) What level of performance is being judged? (3) When is the judgment being 
made? (4) How is the difference between judged and actual performance calculated? 
First, judgments can be made on a percentage of likelihood scale or confidence scale 
(i.e., 0%, no likelihood or confidence in knowing; 20% chance or confidence in know-
ing up to 100% chance or confidence in knowing). Often, participants are restricted 
to six probabilities (0, 20, 40, 60, 80, 100) but in other cases are given a choice to select 
any value along a continuous line, with 0% at one end and 100% at the other (Schraw, 
Potenza, & Nebelsick-Gullet, 1993). Judgments also can entail asking participants 
to state how many items they expect to get correct of the total number of items (e.g., 
Of the 35 items, how many do you expect to get correct?). Second, judgments can be 
directed at a local level (e.g., the mean of the judgments made on individual items on 
a test) or at a global level (i.e., all the items as a whole) on a test (Schraw, 1994). Third, 
as discussed, judgments can be made before or after performance, that is, predic-
tions or postdictions, respectively (Pressley & Ghatala, 1989; Pressley, Levin, Ghatala, 
& Ahmad, 1987; Pressley, Snyder, Levin, Murray, & Ghatala, 1987; see also Lin & 
Zabrucky, 1998, for predictions and postdictions made in calibration of comprehen-
sion studies).

Finally, the difference between judged and actual performance can be calcu-
lated in several ways. Perhaps the most straightforward measure of calibration con-
cerns global-level judgments in which the absolute value of the difference between 
judged and actual performance is calculated (e.g., Hacker, Bol, Horgan, & Rakow, 
2000; Pressley & Ghatala, 1989; Pressley, Levin, et al., 1987; Pressley, Snyder, et al., 
1987). For instance, students will be asked to predict or postdict their performance 
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by making a judgment on how many items on a test they expect to get correct or got 
correct, respectively. Once their actual performance is assessed, their actual scores 
are subtracted from their predicted and postdicted judgments, and the absolute value 
of that difference is taken. Values closer to zero indicate greater accuracy. If the abso-
lute value is not taken, the resultant differences produce a bias score. That is, negative 
values indicate underconfident judgments, and positive values indicate overconfident 
judgments. A student who predicts a score of 80 but actually scores a 70 would be 
overconfident and positively biased.

Measures of calibration involving local-level judgments are a bit more compli-
cated but still relatively straightforward (see Keren, 1991, or Yates, 1990, for a detailed 
description of these measures). For each item, participants are asked to predict or 
postdict their performance. These predictions or postdictions are usually given as a 
confidence judgment expressed as a probability statement in answering the item cor-
rectly (e.g., 75% confident that I will get the answer correct). Performance is assessed 
with a 0 assigned to incorrect items and a 1 to correct items. Calibration is calcu-
lated by taking the absolute value of the difference between the confidence judgment 
(expressed as a proportion) and performance. The differences calculated for the indi-
vidual items are then summed, and this sum is divided by the total number of items. 
People are said to be well calibrated if, in the long run, their assigned probabilities 
to the items are equal to their performance on the items (Lichtenstein et al., 1982). 
Thus, the closer to zero the mean difference score is, the better calibrated a person 
is. A bias score also can be calculated at the item level by calculating the mean prob-
ability judgment and subtracting from it the mean performance score. Negative val-
ues indicate overall underconfidence and positive values overconfidence. Yates (1990) 
also suggested squaring the differences between probabilities assigned to each item 
and actual scores, producing a probability score (also known as a quadratic score or 
the Brier score). The mean probability score then can be used to assess calibration 
accuracy (see Yates, 1990, for a discussion of standards of accuracy).

The other method for measuring calibration is the calibration curve or graph (Keren, 
1991; Yates, 1990). Actual performance is plotted on the y axis, and predicted or post-
dicted performance is plotted on the x axis. The 45° line represents perfect calibration 
in which predictions or postdictions are exactly equal to actual performance. Points 
below perfect accuracy indicate overconfidence, and points above indicate undercon-
fidence. Calibration graphs provide easily interpretable representations of the ways 
in which accuracy varies across performance levels rather than a single measure of 
the relation between predictions or postdictions and actual performance (Weingardt, 
Leonesio, & Loftus, 1994). Moreover, calibration graphs demonstrate the ways in 
which overconfidence and underconfidence in judgments vary with performance.

Figure 2 is a calibration graph that reflects calibration of test performance in a 
classroom context (Hacker et al., 2000). In this case, the values on the y axis represent 
students’ actual percentage correct on the first of three tests, and the values on the x 
axis represent students’ predicted and postdicted scores on the test expressed as per-
centages. The five groups are approximate groupings representing students’ overall 
academic performance across the semester-length course, with Group 1 earning As, 
Group 2 earning Bs, Group 3 earning Cs, Group 4 earning Ds, and Group 5 earning 
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Fs. Predicted scores are represented by the hollow squares, and postdicted scores are 
represented by the filled circles.

As can be seen in this figure, as a general rule, predictions tend to exceed postdic-
tions, and postdictions tend to be more accurate than predictions, although in this 
example the highest-performing group is an exception. Greater accuracy of postdic-
tions over predictions is a common finding in calibration research, and Pressley and 
Ghatala (1990) referred to this phenomenon as the testing effect. What is striking 
about the results displayed in the figure is that higher-achieving students tended to be 
underconfident in their predictions and postdictions, whereas lower-achieving stu-
dents tended to be overconfident, with their predictions grossly overconfident.

In sum, all measures of calibration provide a quantitative assessment of the degree 
of discrepancy between perceived performance and actual performance. The dis-
crepancy can be calculated at the item level and averaged over multiple items, or the 
discrepancy can be calculated at global levels in which students are asked to make 
a single judgment over multiple items. The closer to zero the discrepancies become, 
the better calibrated a person is said to be, with perfect calibration attained when the 
discrepancies are zero. A person is overconfident if the calculated discrepancies are 
positive values and underconfident if they are negative. In educational contexts, the 
general finding observed has been that underconfidence is associated with higher 
performance and overconfidence with lower performance.
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Figure 2  A calibration graph plotting predicted and postdicted scores against actual scores. 
The calibration accuracy of each performance group can be compared against perfect cali-
bration, represented by the diagonal line. (Adapted from Hacker et al., 2000.)
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Why Is Calibration Important in Educational Contexts?

In many professions, the inability to make accurate, realistic predictions can have 
dire consequences (Allwood & Granhag, 1999; Dunning, Heath, & Suls, 2004). Such 
dire consequences are exemplified by a physician who is unrealistically confident in 
her diagnoses, a lawyer who may be unduly optimistic when predicting the verdicts 
of his court cases, or an airline pilot who overestimates her ability to handle chal-
lenging weather conditions. In classrooms, although the consequences of overcon-
fidence or underconfidence may not be life threatening, they may certainly affect 
students’ academic achievement and motivation. Students who are strongly under-
confident may fail to disengage from studying for a test and misallocate precious 
study time because they assume that they have not mastered the material (Maki et 
al., 2005). Strong overconfidence while employing a specific learning strategy can 
provide a false sense of the strategy’s effectiveness (Hacker, 1998). And, relatedly, stu-
dents could intentionally inflate their overconfidence during test preparation as a 
self-handicapping strategy that provides a ready excuse when performance is poor 
(Winne, 2004). For example, “I studied really hard for the test, so the teacher must 
have given an unreasonably difficult test.”

In an era of high-stakes accountability, the ability to perform well on tests has 
become increasingly important (Bol & Nunnery, 2004). Student performance on 
high-stakes tests has an impact on educational placements, grade promotion, aca-
demic major, college admissions, graduation, and entry into various professions. 
Therefore, students’ ability to judge how well they have studied for an exam and how 
well they are likely to perform on the exam, as well as how well they can monitor 
performance during the exam, are essential skills contributing to their performance. 
Inaccurate calibration judgments have been linked to poor performance on various 
types of exams (e.g., Barnett & Hixon, 1997; Bol & Hacker, 2001; Bol, Hacker, O’Shea, 
& Allen, 2005; Hacker et al., 2000; Kruger & Dunning, 1999; Nietfeld et al., 2005). 
Thus, there is good evidence suggesting that if students are unable to produce accu-
rate calibration judgments, they may not take the remedial steps necessary to promote 
their achievement or carefully evaluate their responses during or after the exam.

Overconfidence in judging one’s knowledge, skill, comprehension, or test pre-
paredness is a robust phenomenon observed across many subject areas (e.g., Allwood 
& Granhag, 1999; Bol & Hacker, 2001; Bol et al., 2005; Dunning et al., 2004; Flan-
nelly, 2001; Glenberg, Wilkinson, & Epstein, 1982; Grimes, 2002; Hacker et al., 2000; 
McCormick, 2003; Nelson, 1999). To further complicate matters, Winne and Jamie-
son-Noel (2002) have shown that students also can be biased with respect to their 
self-reporting of study techniques. They found that students appeared overconfident 
in their self-reports of whether their studying was guided by objectives and a planned 
method of studying. Thus, drawbacks associated with overconfident predictions may 
be compounded by overconfident self-appraisals regarding the efficacy of any par-
ticular study strategy employed.

Overconfidence may influence attention or preparation more selectively. Students 
may not allocate their study efforts to those topics for which they are least prepared. 
Many studies have shown that students tend to be more overconfident when the 
material or test items are difficult and underconfident when the material or test items 
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are easy, a phenomenon dubbed the hard–easy effect (Flannelly, 2001; Juslin, Win-
man, & Olsson, 2000; Nietfeld et al., 2005; Winne, 2004; Winne & Jamieson-Noel, 
2002). Therefore, students may allocate the least amount of time to difficult mate-
rial that is, ironically, most in need of additional study effort due to their unrealistic 
confidence judgments. In testing situations, students may not critically reconsider 
their responses because they are unjustifiably confident in their knowledge (Flan-
nelly, 2001). Because students need to feel a degree of uncertainty in their responses 
before they will begin to reconsider the question and answer, this overconfidence 
could easily override feelings of uncertainty, and incorrect answers are left unchal-
lenged (Gaskins, Dunn, Forte, Wood, & Riley, 1996).

Overconfidence in calibration judgments also may have an impact on student 
satisfaction with academic courses and choice of academic majors. In his study of 
undergraduates enrolled in a macroeconomics course, Grimes (2002) found that 
overconfidence was linked to unmet student expectations and dissatisfaction. He 
concluded that, for some students, “Unmet performance expectations lead to dis-
satisfaction with the course, the instructor, and perhaps, the economics discipline in 
general” (p. 8). Although Grimes did not collect student satisfaction data, the argu-
ment makes intuitive sense and rings true for instructors who teach difficult or tech-
nical subjects. Whether overconfidence and violations of expectations affect course 
evaluations and other indices of student satisfaction is a question that awaits further 
empirical study.

Underconfidence also may adversely affect student monitoring and control of 
comprehension and studying. Not recognizing what one does or does not under-
stand is a failure of metacomprehension (Maki et al., 2005). That is, students may not 
monitor and allocate their reading or study efforts in the most efficient ways. Because 
students tend to be less confident on easy materials or items (Juslin et al., 2000; Lin & 
Zabrucky, 1998; Maki et al., 2005), they may inappropriately devote more time than 
necessary to their study of material they have already mastered. In testing situations, 
attention and effort may be inefficiently distributed across questions and responses.

Patterns of Findings in Classroom Contexts

In this section, we describe patterns of findings from studies conducted in naturalis-
tic classroom settings. As mentioned, findings obtained in laboratory settings often 
provide critical insights into psychological phenomena; however, generalizing those 
findings to different contexts, especially classroom contexts, can sometimes be risky. 
Establishing strong ecological validity by generalizing laboratory findings to natural-
istic classroom contexts is a different area of research and one that most often falls to 
educational psychologists. We have attempted to collect as much of this research on 
calibration in classrooms as possible, but the list may not be exhaustive and should 
be considered representative of this line of research. Table 1 provides an overview of 
these studies in terms of their characteristics and major findings. These studies are 
discussed in the next section.
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Achievement Level and Bias As described, calibration accuracy has been linked 
to student achievement: At the global level of calibration, lower-achieving students 
tend to show low accuracy and overconfidence on exams, and higher-achieving stu-
dents tend to show high accuracy but underconfidence (see Figure 2). This pattern 
has been observed among students enrolled in education, psychology, nursing, health 
sciences, and economics at both the graduate and undergraduate levels. The overcon-
fidence among lower-achieving students in particular has been termed the unskilled 
but unaware effect (Kruger & Dunning, 1999).

Our own studies exemplify both of these effects. In both Hacker et al. (2000) and 
Bol and Hacker (2001), we observed this same pattern for undergraduates enrolled in 
an introductory educational psychology course and graduate students enrolled in a 
research methods course. A somewhat unexpected result in the latter study was a sig-
nificant interaction between the independent variables of achievement level and item 
type. The calibration accuracy of higher-achieving students was similar on both mul-
tiple-choice and essay items, but the lower-achieving students were significantly less 
accurate on their predictions of multiple-choice items across both the midterm and 
final exams. These interactions did not emerge for postdiction accuracy. In Bol et al. 
(2005), we further replicated the findings with respect to the impact of achievement 
on calibration accuracy and direction of bias. This study was conducted with students 
enrolled in undergraduate educational foundations courses. Again, higher-achieving 
students were more accurate but somewhat underconfident in their predictions and 
postdictions than were lower-achieving students, who were largely overconfident.

Other researchers have confirmed the link between calibration accuracy and 
achievement. Grimes (2002) found that lower-scoring economics students were 
less accurate and more overconfident than their better-performing peers. Similarly, 
Shaughnessy (1979) found a strong positive relationship between calibration accu-
racy and performance on a series of four classroom exams among psychology under-
graduate students. He posited that poorly performing students, when judging overall 
performance on each exam, demonstrated “an inability to distinguish adequately 
between known and unknown information” (p. 510). These findings were mirrored by 
Sinkavich (1995), who reported stronger correlations between confidence ratings and 
exam performance among higher-achieving compared to lower-achieving students 
enrolled in an undergraduate educational psychology course. Garavalia and Gredler 
(2002) discovered an inverse relationship between students’ expected grades in an 
undergraduate health science course with their actual grades and grade point aver-
age (GPA). Furthermore, students were divided into groups of accurate or inaccurate 
calibrators based on their accuracy in predicting their final grades. More accurately 
calibrated students who received a goal-setting intervention received higher actual 
grades than did students who were less accurately calibrated in the control condition. 
This last result supports the link between calibration accuracy and achievement.

The link between achievement level and accuracy is well established, but the rela-
tionship seems to be complicated by item difficulty. Nietfeld et al. (2005) studied 
undergraduate students enrolled in an educational psychology course and employed 
calibration measures at both global (i.e., confidence ratings on overall performance 
after taking the test) and local (i.e., confidence ratings for each item) levels. Student 
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performance, as measured by GPA and test scores, was a strong predictor of local 
accuracy and monitoring. Not unexpectedly, higher-performing students were more 
accurate than lower-performing students. In terms of item difficulty, students showed 
more accurate calibration on easy compared to difficult items. Similar to other stud-
ies that have shown the hard–easy effect (Flannelly, 2001; Juslin et al., 2000; Nietfeld 
et al., 2005; Winne, 2004; Winne & Jamieson-Noel, 2002), students displayed under-
confidence on easy items but overconfidence on difficult items.

Of particular note is that only local measures of calibration were linked to student 
achievement levels. Nietfeld and colleagues’ (2005) global measure of calibration, 
which was similar to the postdiction measure used in our own studies (Bol & Hacker, 
2001; Bol et al., 2005; Hacker et al., 2000), did not show a relationship with achieve-
ment. Therefore, their results seemingly contradicted what we had found. Our results 
showed a significant interaction between achievement level and item type, such that 
the calibration accuracy of higher-achieving students did not differ between multi-
ple-choice and essay items, but lower-achieving students were significantly less accu-
rate on their predictions of multiple-choice items. However, this contradiction might 
be explained by item difficulty. The multiple-choice items we had used (Bol & Hacker, 
2001) were more difficult than essay items. Therefore, lower-achieving students, pre-
sumably with less knowledge of the tested content, should display less accuracy with 
difficult items. Flannelly (2001) also discovered calibration bias that varied as a func-
tion of item difficulty. In her study using undergraduate nursing students, she relied 
only on local confidence ratings for each test item on content related to psychiatric 
mental health nursing. Students’ bias scores were similar on easy items regardless of 
achievement level but differed on difficult items.

We identified only one classroom study that did not rely on college students in 
their calibration research. During individual interviews, Barnett and Hixon (1997) 
assessed whether second, fourth, and sixth graders could predict and postdict their 
classroom performance in spelling, math, and social studies. Overall, the students’ 
global-level prediction accuracy was significantly correlated with achievement: High 
scores on the classroom tests were correlated with greater prediction accuracy. Evi-
dence did not support uniform patterns of findings across grade levels and subject 
areas. This was most likely due to the fact that the difficulty of classroom tests varied 
across grade levels and subject areas. For the youngest students, who faced less-dif-
ficult tests than the oldest students, accuracy was quite good; however, for the oldest 
students tests were more difficult, and their accuracy suffered. Similar to the argu-
ment that we have proposed in this chapter, Barnett and Hixon suggested that when 
the self-assessment capabilities of students is being investigated, the context in which 
it occurs must be considered.

Improving Calibration Accuracy Whether calibration accuracy can be improved 
is a question that has not been definitively answered. Some studies have shown that 
improvements are difficult to obtain or are not durable (e.g., Bol & Hacker, 2001; Bol 
et al., 2005; Koriat, 1997; Nietfeld et al., 2005; Nietfeld & Schraw, 2002), whereas other 
studies have shown that various types of intervention can lead to improvements (e.g., 
Glenberg, Sanocki, Epstein, & Morris, 1987; Hacker et al., 2000; Nietfeld, Cao et al., 
2006; Schraw et al., 1993; Yates, 1990). Three studies that were conducted in classroom 
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contexts (Bol & Hacker, 2001; Bol et al., 2005; Nietfeld et al., 2005) demonstrated that 
student calibration tends to be stable despite feedback and practice.

Bol and Hacker (2001) investigated the effectiveness of using practice tests versus tra-
ditional review to improve calibration accuracy on midterm and final exams. The find-
ings indicated that students who reviewed the content via practice tests were less accurate 
than students who experienced traditional review. Furthermore, calibration accuracy 
did not improve across exams. One explanation for the lack of improvement may be that 
the study included only two trials or measures, the final and midterm exam.

To address this limitation, Bol et al. (2005) investigated the impact of calibration 
practice on five quizzes that preceded students’ predictions and postdictions on the 
final exam in an undergraduate educational foundations course. Feedback on quiz 
scores was provided immediately to students after taking each of the online quizzes. 
Similar to our earlier findings, calibration accuracy on the final exam was similar for 
students assigned to the practice condition when compared to students who were not 
asked to predict and postdict their performance on the quizzes. Therefore, the prac-
tice intervention did not seem to be effective in improving calibration accuracy. Niet-
feld et al. (2005) also reported that students’ calibration accuracy did not improve 
across four course exams even though students had an opportunity to review their 
exam results as well as their item-level confidence ratings. The authors posited that 
self-directed feedback, without explicit training in monitoring, was insufficient to 
improve accuracy.

In contrast to studies that suggest resistance to improving calibration accuracy, 
other experimental interventions have been successful. In some instances, the dif-
ference in results between classroom-based studies showing no change in calibration 
accuracy and those showing at least modest improvement may be attributable to the 
power or strength of the intervention.

Nietfeld, Cao et al. (2006) investigated the impact of an explicit monitoring inter-
vention on calibration accuracy, self-efficacy, and performance. Recall that in their 
previous study (Nietfeld, Cao et al., 2005) they failed to establish the effectiveness 
of repeated feedback for improving calibration accuracy and suggested that explicit 
training in monitoring may be necessary. Therefore, in Nietfeld et al. (2006), two sec-
tions of an undergraduate educational psychology course were randomly assigned to 
the monitoring and comparison groups. The monitoring intervention consisted of 
exercises that asked students to assess their learning for the current class session as 
well as their study preparation, respond to and provide confidence ratings on review 
items, and reflect on the accuracy of their confidence ratings. In addition to weekly 
feedback, the students were given feedback and interpretation on their calibration 
accuracy the week following the three course exams. Calibration accuracy and per-
formance both improved, supporting the authors’ prediction that a more powerful 
explicit monitoring intervention is necessary to realize positive changes in accuracy.

Hacker, Bol, and Bahbahani (2007) not only studied the impact of reflection and 
feedback on calibration accuracy, but also the provision of extra credit points if stu-
dents’ predicted and postdicted scores minimally deviated from their actual scores. 
In their factorial design, four sections of an undergraduate educational psychology 
course were randomly assigned to one of four conditions: incentives and feedback, 
reflection and feedback, a combined treatment condition (reflection, incentives, and 
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feedback), or a comparison condition. The reflection treatment consisted of provid-
ing students with feedback on their calibration accuracy and a questionnaire asking 
them to reflect on explanations for their performance, on any discrepancies between 
their performance and calibration judgments, and on strategies they might use to 
improve their calibration accuracy. We found that our intervention was successful in 
increasing postdiction accuracy on the last two exams for lower-achieving students 
in the two groups that received incentives; however, lower-achieving students in the 
reflection-only condition were less accurate in their postdictions. There were no sig-
nificant differences on measures of predictive accuracy.

Even though our (Hacker et al., 2007) reflection and feedback condition was simi-
lar to that reported by Nietfeld, Cao et al. (2006), we found contradictory results. 
However, different calibration measures were used in the two studies. Nietfeld et al. 
relied on confidence judgments at both global and local levels (item by item), whereas 
our measures of calibration were global-level predictions and postdictions of actual 
test scores, not confidence judgments. Although performance, predictions/postdic-
tions, and confidence judgments can be conceptualized as self-efficacy judgments, 
predictions/postdictions of performance entail other aspects of memory in addition 
to self-efficacy, such as appraisal of the memory task to be completed and translating 
one’s ability to perform the task into a specific estimate of performance (Hertzog et 
al., 1990). These differences between confidence judgments and performance judg-
ments could account for differences between the two studies, and it is up to future 
research to discern these differences.

Finally, findings in the Hacker et al. (2000) study illustrated the effectiveness of 
a complex treatment consisting of feedback, practice tests, and course instruction 
that included the benefits of accurate self-assessment for goal setting, time manage-
ment, and academic performance. The results revealed that prediction and postdic-
tion accuracy improved, but only for higher-achieving students. Flannelly (2001) 
also compared the calibration accuracy of students who prepared for the exam by 
taking practice tests combined with review of the content with those who prepared 
via review only. Practice tests were effective in decreasing overconfidence on diffi-
cult items and underconfidence on easy items. The common element shared by these 
two studies that may have contributed to improved calibration was making students 
familiar with the type of test and test content. Thus, creating this familiarity may 
be a necessary condition for calibration accuracy (for a counterexample, see Bol & 
Hacker, 2001).

Overall, findings on the effectiveness of various interventions applied in class-
room settings have yielded mixed results. It appears that feedback and practice alone 
are insufficient for improving calibration accuracy. With one exception (Flannelly, 
2001), practice tests alone do not seem to improve calibration accuracy. Reflection 
and instruction on self-assessment and monitoring were clearly effective in improv-
ing calibration judgments in the Nietfeld, Cao et al. study (2006) but were found to be 
effective only for higher-achieving students in the Hacker et al. (2000) study. Finally, 
external rewards or incentives were effective in increasing the accuracy of calibration 
judgments only among lower-achieving students (Hacker et al., 2007).
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Explanatory Style The stability of calibration accuracy demonstrated in many of the 
classroom studies reviewed is vexing. One would expect that students who are repeat-
edly provided with evidence about the inaccuracy of their calibration would modify 
their judgments. This does not seem to be the case. Several studies have shown that 
the stability of students’ predictions and postdictions across multiple exams is often 
significantly higher than the stability of their performance (e.g., Hacker et al., 2000, 
2007; Schraw et al., 1993). Thus, rather than basing their calibration judgments on 
actual performance, past or present, which would likely be two of the best predictors 
of future performance, people appear to base their calibration judgments on stable 
persistent beliefs about their performance (Nisbett & Ross, 1980; Schraw et al., 1993). 
Stable beliefs about performance are encompassed under theories of explanatory or 
attributional style. The tendency for people to attribute failures to external causes and 
successes to internal causes is known as hedonic bias (Weiner, 1986) or protection of 
self-worth (Covington, 2004). For students, this means that they are more likely to 
attribute failure on an exam to external factors such as the trickiness of the items or 
inadequate instructor direction. Conversely, students’ success on an exam is more 
likely to be attributed to internal causes such as the student’s own ability and effort. 
Researchers have established links between explanatory style and metacognitive 
knowledge (Kurtz, Schneider, Carr, Borkowski, & Turner, 1988), which may at least 
partially account for the persistent stability of calibration judgments.

To investigate the potential influence of attributions on calibration, we analyzed 
the results obtained from an explanatory-style questionnaire in our most recent 
studies (Bol et al., 2005; Hacker et al., 2007). Using regression analyses, we examined 
the unique contribution of patterns in explanatory style to prediction and postdic-
tion accuracy on a final exam. For the outcome of prediction accuracy, we found 
that the more students attributed their poor calibration accuracy to task-centered 
sources (external causes), the more overconfident they were in their predictions of 
performance. Moreover, the more students attributed their poor calibration accuracy 
to their own testing abilities (internal causes), the more underconfident they were in 
their predictions. For postdictions, only responses to the items related to task-cen-
tered (external) sources emerged as significant. The pattern observed, however, was 
opposite from prediction accuracy: The more students attributed their poor calibra-
tion accuracy to task-centered causes, the more underconfident they were in their 
postdictions (Bol et al., 2005).

The findings related to predictive accuracy seem intuitively clear because one 
would expect overconfidence to be associated with external explanations and lower 
achievement levels (e.g., “I expected to do well on the test, but the teacher wrote a ter-
rible exam”). The findings for postdiction accuracy are more difficult to interpret. We 
do know that students’ postdictions tend to be more realistic or accurate because they 
have completed the exam (i.e., the “testing” effect), and they are better able to judge 
how they performed. One interpretation is that after completing the exam, students 
have a better notion of just how many items on the exam were unknown or guessed 
at, which, if substantial, could lead to underconfident judgments based on a perceived 
difficult exam.
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Social Influences Social variables influence metacognition as well as explanatory 
style. The influence of explanatory style in classroom contexts may be more potent 
due to social pressures. For example, some lower-achieving students may demon-
strate a self-serving attributional style and overestimate their performance to protect 
their perceptions of self-worth and image of themselves as good students in compari-
son with their classmates.

There have been a number of studies investigating the influences of social vari-
ables on metacognition generally. For example, in a series of four laboratory stud-
ies, Karabenick (1996) reported that the presence of colearners’ questions elicited 
responses reflecting cognitive dissatisfaction and feelings of confusion. Fewer studies 
have focused on how social variables influence calibration. Caravalho, Moisses, and 
Yuzawa (2001) manipulated social cues in a laboratory setting by presenting par-
ticipants with information about comparative student performance from a fictitious 
study. Social cues had more impact on students with low versus high metacognitive 
ability. In a second study, they found that social cues influenced confidence judg-
ments for only low self-regulators. The results from both studies led the authors to 
conclude that students with low metacognitive skills may be particularly susceptible 
to social influences.

We identified only two studies that investigated social influences on calibration in 
a classroom context. Puncochar and Fox (2004) examined undergraduate students’ 
accuracy and confidence while cooperatively completing quizzes in small groups 
during class. They showed groups to be more accurate than individuals who worked 
alone, and that groups were more confident in their right answers. However, group 
confidence for wrong answers continued to increase across quizzes. The authors 
coined this finding as the “two heads are worse than one” effect. The effect did not 
diminish as a result of feedback, directions, class readings, or lectures on metamem-
ory and confidence. “Group work appears to produce the undesirable byproduct of 
being highly confident when wrong” (p. 590).

The second study to investigate social influences on student calibration in the 
classroom was conducted by Sinkavich (1995). Although the stated purpose was 
not to investigate social influences, the study is discussed here because the proce-
dure clearly involved social comparisons among students on calibration accuracy. 
After two of the three course exams, students from two course sections were given 
individualized, detailed feedback on their performance and confidence ratings. In 
addition, they were provided with summary statistics for the class and instructed 
to compare their examination feedback to their neighbors to evaluate their relative 
accuracy. Correlations between confidence ratings and total scores increased only 
for one of the two course sections and only from the second to the third exam. In 
the other course section, a marked decrease in prediction accuracy from the second 
to the third exam was observed. The author speculated that the third exam, which 
was a final comprehensive exam and longer than the other two, was more difficult 
than the earlier exams. Other findings confirmed the now-familiar pattern of higher-
achieving students exhibiting significantly greater calibration accuracy than their 
lower-achieving classmates. Sinkavich concluded that higher-achieving students 
were better predictors of what they do or do not know on a test, indicating better 
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calibration accuracy. However, there was mixed support for the effectiveness of social 
comparisons for improving calibration judgments.

Conclusions

We introduced this chapter by adopting Nelson and Narens’s (1994) guidelines for 
identifying our “target for research.” We focused on calibration as the to-be-explained 
behavior, students — elementary to graduate — as the specific category of organism, 
and the classroom as the environmental situation. The laboratory work that has been 
conducted on calibration has provided many important insights into this metacog-
nitive monitoring process, and we acknowledge that there is a continued need for 
such research. However, we also acknowledge that there is a need to go outside of the 
laboratory into more ecologically valid environmental situations. We focused our 
attention on classroom applications of calibration.

There are some findings that appear to transcend context. For example, the testing 
effect appears to be salient in laboratory as well as classroom contexts: Calibration 
judgments made after testing tend to be more accurate than calibration judgments 
made prior to testing. This seems intuitively clear in that the participants or students 
have much more information about the type of test, the testing items, and their per-
formance after the test and should be able to make more accurate judgments. Also, 
the hard–easy effect is apparent in both contexts: In general, participants or students 
demonstrate overconfidence on difficult items but underconfidence on easy items.

However, in classroom settings, the hard–easy effect is compromised by achieve-
ment level. Higher-achieving students tend to be underconfident on difficult items, 
whereas lower-achieving students tend to be overconfident (i.e., the unskilled but 
unaware effect). Similar patterns of findings have been found in laboratory stud-
ies investigating age-related differences in calibration: Older adults as compared to 
younger adults tend to be overconfident in their judgments concerning subsequent 
recall of low-association items (e.g., Connor, Dunlosky, & Hertzog, 1997). There are 
obvious differences between these classroom and laboratory studies, which may make 
generalizations among them difficult, but there may be similar issues at stake. Perhaps 
variations in confidence are due to methods of calibration measurement, anchor-
ing, or scaling effects, or perhaps underconfidence of higher-achieving students and 
overconfidence of lower-achieving students are the result of personal strategies used 
to maintain engagement in the task or to save face, respectively. Nelson and Narens 
(1994) argued that in laboratories, researchers attempt to control variations in par-
ticipants’ self-directed cognitive processing (i.e., short-circuiting via experimental 
control). In the classroom, however, the self-directed cognitive processing of students 
may provide us with much better understanding of how metacognitive monitoring 
is adaptively used.

Classroom investigations of calibration have shown that improving calibration 
accuracy is not easily accomplished. Simply providing students with practice tests 
and feedback on calibration accuracy is not enough to significantly improve their 
accuracy. Nietfeld et al. (2005) posited that explicit training in monitoring with 
self-directed feedback may be necessary for improved accuracy. And, in Nietfeld, 
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Cao et al. (2006), this was shown to be the case. This finding resonates well with 
the reading strategy research, which has shown the necessity for explicit training 
not only for monitoring strategies but also for control strategies to increase reading 
comprehension (Hacker, 2004). Other classroom results showed that improvements 
in calibration accuracy could be accomplished through the use of external rewards 
or incentives, but these appeared to be effective for only lower-achieving students. In 
addition, working in small groups may increase calibration accuracy yet produce the 
undesirable by-product of increasing overconfidence in wrong answers (i.e., the two 
heads are worse than one effect).

Identifying factors that contribute to calibration judgments remains a fertile area 
for investigation. When making local-level judgments (i.e., at the item level), students 
may be directly accessing their memories in search for information pertinent to the 
questions being asked. If memories are retrievable, high levels of confidence will be 
given, and more often than not, high but not perfect accuracy will result — after all, 
memory is fallible (for a critique of this interpretation, see Koriat, 1997).

When making global-level judgments (i.e., at the test level), the contributing fac-
tors likely become much more complex. Before a test is given, students may directly 
access their memories, develop an inventory of the knowledge they possess, and make 
a prediction about their performance on a test of that knowledge. However, several of 
the studies we reviewed would suggest a more complicated picture. Explanatory style 
(i.e., the causes to which people attribute their successes and failures) accounts for a 
significant amount of the variance in calibration judgments, with different patterns 
of explanatory style observed for higher- versus lower-achieving students. As noted, 
calibration judgments tend to be relatively stable across tasks and time. Such stabil-
ity could be explained, in part, by stable personality traits, such as explanatory style. 
Moreover, social factors have been found to influence calibration accuracy (Cara-
valho et al., 2001; Karabenick, 1996; Puncochar & Fox, 2004; Sinkavich, 1995). In 
classroom contexts, in which social influences are highly salient, finding connections 
between calibration accuracy and social forces would not be unexpected.

Directions	for	Future	Research

An obvious direction for future research is to heed Nelson and Narens’s (1994) advice 
to venture from the laboratory into the more naturalistic setting of the classroom. 
Given that many researchers employ convenience samples, it is not surprising that 
researchers tend to use their own classes. With one exception, the studies reviewed 
here were conducted with college students, usually enrolled in educational psychol-
ogy courses. More research on student calibration across grade levels, courses, and 
tasks is clearly warranted. Longitudinal or cross-sectional designs will help us bet-
ter understand developmental changes in calibration within classroom contexts. We 
further endorse Nelson and Narens’s position that laboratory studies are certainly 
beneficial when concerns about internal validity are paramount, but we also need to 
investigate the generalizability of these findings to the messy world of real-life class-
rooms using authentic tasks.
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As mentioned, student behavior in classrooms is influenced by social variables. 
Metacognition and calibration more specifically are no exceptions. Given the scant 
research examining the impact of social variables on calibration accuracy, replica-
tion studies across tasks, group compositions, and types of feedback are needed. For 
instance, social comparison data in the form of calibration and performance could 
vary as well as the achievement level of students within groups. Lower-achieving 
students may benefit from social comparisons with students who demonstrate more 
accuracy in their calibration judgments. Such findings would be relevant to both stu-
dents and teachers.

Explanatory style and other motivational variables are linked to social influences 
and may illuminate why calibration judgments seem to be resistant to improvement 
in the absence of more powerful interventions. Studies have demonstrated that feed-
back and practice alone are insufficient in improving calibration accuracy. This may 
be particularly problematic in the case of lower-achieving students, who are largely 
overconfident. In classroom situations, lower-achieving students may be more moti-
vated to preserve their sense of self-worth and use ego-protecting strategies, such as 
persevering in overconfident, unrealistic predictions and relying on external attribu-
tions to explain their performance. Attributional retraining to promote more realistic 
metacognitive judgments, which in turn should improve monitoring ability during 
test preparation, represents one avenue for future study.

A final direction for future research is to augment quantitative data collection 
strategies with qualitative strategies in mixed-method designs. Nearly all of the 
classroom studies we reviewed employed quantitative designs. In our most recent 
study, we asked students to respond to open-ended questions to explain any discrep-
ancies between their predictions and their actual scores. We have attempted to align 
these responses with findings obtained from our close-ended questionnaire assess-
ing explanatory style related to calibration accuracy (Hacker et al., 2007). In their 
study of student calibration within elementary school classrooms, Barnett and Hixon 
(1997) relied on their analysis of classroom tests, student interviews, and classroom 
observations to detect patterns that may have been influenced by pedagogy, test 
preparation, and student expectations across teachers, subject areas, and grade lev-
els. Qualitative data, rich with contextual information, may direct us toward more 
successful interventions to improve calibration accuracy in classroom settings and 
ultimately improve academic achievement.
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 metacognition compared to, 33–35, 37
 by nonprimates, 34, 41–43
Discrimination toward minority groups, 233–234
Diversion and implicit memory tests, 251–252
Doctored photos and false memories, 318
Dolphins, uncertainty judgments, 36–37
Dorsolateral prefrontal cortex (PFC)
 Brodmann area, 376f
 learning processes, 378, 379
 overview, 383–384
 retrieval processes, 381, 382
 stimulus encoding, 375–376, 377
Dorsomedial prefrontal cortex (PFC)
 Brodmann area, 376f
 judgments of learning (JOL), 358, 361f
 retrieval processes, 383
 stimulus encoding, 377
 tip-of-the-tongue (TOT) phenomenon, 359, 360, 

361t, 367
Double dissociation, 248–250
Double high-threshold models of recognition memory, 

221f, 225
Dream interpretation and false memories or beliefs, 

318, 319–320
DRM paradigm, see Deese-Roediger-McDermott 

(DRM) paradigm
Drug evidence, 361–365
Dual-process theories, 117, 131, 215
Dynamic filtering theory
 learning processes, 379–380
 Nelson and Narens framework, 374f
 object-level processing interference, 376
 overview, 374–375, 374f, 383–384, 385
Dysexecutive syndrome, 365

E

Ease-of-learning (EOL) judgments; see also Difficulty 
of items

 allocation of study time and, 52
 in children, 394f, 395–396
 in Nelson and Narens framework, 16f, 17t, 356, 

357f, 434f
 recall and, 119
 uncertainty and, 58
 validation of, 4
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Ease of processing (EOP), see Fluency of processing
Ease-of-retrieval paradigm, 122–123, 125, 128–130
Ebbinghaus, Hermann, 18–19, 245
Education, see Classroom applications of 

metacognitive findings
Effective-search hypothesis, 268, 274
Effort, minimizing, 52–53
Elaborative encoding, 377, 379
Emotions, 321, 322, 384
Encoding
 cryptomnesia and, 292, 296, 309, 312
 elaborative, 377, 379
 neurocognitive approach to, 375–377
 test preparation and, 431
 time spent at, 60, 120
 transfer-apppropriate monitoring (TAM), 157
Encoding fluency, 60, 120
Encoding specificity, 431
Enhanced participants in judgments of learning (JOL) 

simulations, see Retrieval and judgments of 
learning (JOL), covert retrieval

EOP (ease of processing), see Fluency of processing
Epilepsy and feeling of knowing (FOK), 367
Episodic memory; see also Memory
 benzodiazepines and, 362, 363, 364
 definition of, 208n1
 retrieval and matching in, 265–266
Essay tests, see Test type
Event memorability, 322
Event plausibility, 323–327, 326f
Evidence values and criteria, 80, 81f
Evolution of metacognition
 Comte’s paradox, 31–32
 infinite regress criticism, 32–33
 metacognition as special consciousness, 29, 30–31, 

43
 monitoring and control, 33–35
 nonprimates, 18, 29, 34, 40–43, 336
 primates, 29, 35–40, 40f, 342–343, 343f
Exam performance assessments, 118; see also Test type
Executive control and processing, 374, 392
Experience-based cues, 24, 117–120; see also 

Information-based (IB) and experience-
based (EB) metacognitive judgments

Expertise and learning time, 336
Explanatory style, 440t, 441t, 448, 451
Extrinsic factors; see also Goals
 in children, 397–398
 constraints, 48f, 57
 delayed judgments of learning (JOL) and, 164–165
 feeling of knowing (FOK) and, 413
 privileged access and, 175, 178, 187–188
Eyewitness tasks, 53, 61

F

False alarm rates (FAR) in recognition memory, 220, 
221

False beliefs; see also False memories
 children’s understanding of, 392–393
 creation of, 316–320
 event plausibility and, 323–327
 metacognitive processes in, 320–323
 overview, 328
 theory-of-mind research and, 392, 394f
False consensus effect, 177, 183, 188
False memories
 creation of, 316–320
 event plausibility and, 323–327, 326f
 metacognitive processes in, 320–323
 overview, 315–316, 328
Familiarity
 as automatic processing, 254–255
 calibration and, 447
 Composite Holographic Associative Recall Model 

(CHARM) and, 269, 281n1
 cryptomnesia and, 294
 global memory framework and, 266–270, 280, 

281n1
 ineffective-search hypothesis and, 271–272
 manipulations of (see under Investigation of 

metacognitive control in global memory 
framework)

 in recognition memory, 214–215
 search permission and, 275
 search time and, 277
FAR, see False alarm rates (FAR)
Feedback
 improving calibration and, 440t, 441t, 442t, 

445–447
 in Nelson and Narens framework, 357, 374f
 postdiction judgments and, 433–434
Feeling of knowing (FOK)
 affective quality of targets and, 59–60, 63
 awareness and, 412
 behavioral anchors and, 5–6
 in children, 54, 400–402
 comparative information available and, 412–413
 Composite Holographic Associative Recall Model 

(CHARM), 33
 cue availability and, 63–64
 definition of, 140
 early research on, 3–4, 11, 21–22
 ease-of-retrieval paradigm, 128–130
 factors affecting, 123, 277–278
 familiarity and, 267, 277
 fluency of processing and, 59, 60
 information- and experience-based (EB), 118–119
 judgment of maintenance (JOM) compared to, 

142–143
 in Nelson and Narens framework, 16f, 17t, 357f, 

374, 434f
 and neuroscience (see Feeling of knowing (FOK) 

and neuroscience)
 overview, 195–197
 for personal memories (see Feeling-of-knowing 

(FOK) accuracy for personal memories)
 priming and, 64, 119, 267
 privileged access and (see Privileged access)
 recognition memory accuracy and, 279–280

RT62140.indb   475 4/24/08   9:30:10 AM



476	 Subject	Index

 retrieval and, 60, 63, 123
 test type and, 412, 413
 tip-of-the-tongue (TOT) phenomenon and, 5–6, 

118, 203, 359, 360, 367, 383
 uncertainty and, 58
Feeling-of-knowing (FOK) accuracy for personal 

memories
 cued recall of dream vs. awake, 199–200, 207
 free recall of dream vs. awake, 199, 201
 overview, 195–197, 206–208, 208n1
 predictive validity of bases of judgments, 203–204
 recollective experience
  feeling of knowing (FOK) accuracy and, 

204–206, 205f, 205t
  inference/intuition vs., 196–197, 202–203, 202f, 

206–207
  overview, 197–198
Feeling of knowing (FOK) and neuroscience
 benzodiazepines, 363
 neuroimaging studies, 383
 overview, 358, 367
 parietal lobe, 359, 361t, 383
 patient populations, 365–366, 367, 380–381, 382
 prefrontal cortex (PFC), 359–360, 361t, 380–381
 tip-of-the-tongue (TOT) phenomenon, 359, 360, 

367, 383
Feeling of knowing (FOK) dyads and gamma, 141, 143, 

145, 151
Filtering mechanism, see Dynamic filtering theory
Flashbulb memory, 158–163, 161t, 162f, 165–166, 

167–168nn2–3
Flavell, John, 11, 14–15
Fluency heuristic, 58, 415
Fluency of items in recognition memory, 220
Fluency of processing
 encoding, 60, 120
 judgments of learning (JOL) and, 60, 414
 overview, 59–63, 65nn4–5
FOK, see Feeling of knowing (FOK)
Foresight bias, 121, 417–418
Forgetting
 allocation of study time and, 342
 cryptomnesia and, 288
 false memories and, 322
 judgments of learning (JOL) and, 56–57, 56f, 64, 

121
 modeling, 110–111
 persistence of forgetting principle, 142, 144, 145, 

147, 148
Freud, Sigmund, 285, 290
Frontopolar prefrontal cortex (PFC), see Anterior 

prefrontal cortex (PFC)
FTT, see Fuzzy trace theory
Functional magnetic resonance imaging (fMRI), 

358, 360–361; see also Neuroscience and 
metacognition

Fusiform gyrus, 380
Fuzzy trace theory (FTT), 319

G

G, see Gamma (γ)
G*, evaluation of, 87–89, 87f, 90
Gamma (γ)
 arguments in support of, 77–79, 91n2
 children’s underlying errors and, 401
 computation of, 98, 103–104, 104t, 106f, 112n3
 concordances and discordances, 105, 107, 140–141
 da compared to, 85, 86–91, 87f, 91n5
 delayed-cue only judgments of learning (JOL) and, 

96f
 delayed judgments of learning (JOL) effect
  mathematical model, 142–146, 147–148, 151
  monitoring-dual-memories (MDM), 139–142, 

149–151, 150t
  self-fulfilling prophecy (SFP), 146–149
 difficulty of items and, 105, 111–112, 196f
 generalizability across designs, 77–78
 as judgments of learning (JOL) index, 97, 112n2
 judgments of learning (JOL) simulation and, 105, 

106f, 107, 108–109, 109f
 origins of use, 2, 22
 overview, 76, 91n1
 for perfectly insightful participant, 98, 112n3
 ties in judgments of learning (JOL) ratings, 140, 

143, 145
 varying parameters of learning distribution and, 

105, 196f
Gender and cryptomnesia, 294
Generalization
 gamma and experimental designs, 77–78
 laboratories vs. classrooms, 430–431
Generation effect
 explicit vs. implicit tasks, 249
 source monitoring and, 228–229, 237
Generation in cryptomnesia studies
 age and, 294
 Brown and Murphy paradigm, 286, 287, 288, 308
 encoding and, 292, 296
 retention interval factors, 297–298, 299–300
 two-threshold model and, 292–293, 293f
Global-matching process, 266, 268, 280
Global memory framework, see Investigation of 

metacognitive control in global memory 
framework

Goal-driven modeling, 50
Goals
 allocation of study time and, 51–52, 62, 344, 348
 modeling the object level, 48f, 51–53
 preferential selection and, 49
Goal-setting intervention for calibration, 441t, 444
Good information processor model, 392
Goodman-Kruskal gamma coefficient γ, see Gamma 

(γ)
Grain size differences, 413, 421, 423
Guessing bias, see Metacognitive guessing strategies in 

source monitoring; Response bias
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H

Hard-easy effect
 achievement and, 440t, 442t, 445, 450
 difficulty of items and, 438–439
Harrison, George, 285–286, 290, 291, 297, 303
Hart, Joseph, 11, 21–22
Hart difference score, see D (Hart difference score)
Hedonic bias, 440t, 441t, 448
Heisenberg Uncertainty Principle, 147
Heuristics and biases, 58
HF words, see High frequency (HF) words
High frequency (HF) words, 61
High-performance goals, 51–52, 62
High-stakes accountability, 438–439
High-threshold model, 221–223, 221f, 225
Hippocampus, 360
History of psychology
 allocation of study time, 333, 334f, 335–336
 integrated nature of metamemory and memory, 

11–13, 13f
 introspection and metacognitive research 

methods, 3–4
 metacognition, 47, 65n1
 procedural metacognition in children, 391–392
Hit rates (HR), 219–220, 221
HR, see Hit rates
Hypnosis and false memories, 318
Hypotheses
 discrepancy-reduction, 338, 339, 341, 341f, 342, 

345–346
 effective-search, 268, 274
 ineffective-search, 269, 271–272, 274
 interference, 269, 274
 monitoring-dual-memories (MDM) (see 

Monitoring-dual-memories (MDM) 
hypothesis)

 now print!, 159
 problem-space, 57–58
 self-fulfilling prophecy (SFP), 23, 146–149, 151
 state-space, 57–58
 wishful thinking, 395–396, 401–402

I

Iconic memory, 3
Illusions of knowing, 414–418, 423
Illusory correlation paradigm, 233–234
Imagination and false memories, 317–318, 321
Imagination inflation effect, 317, 319–320
Implicit memory, 19, 34–35, 287–288; see also 

Reduction of conscious intrusion in 
implicit memory tests

Incentives, see Motivation
Ineffective-search hypothesis, 269, 271–272, 274
Inferences
 false memories and, 320, 322
 recognition memory and, 215–216, 239n5

 recollective experience vs., 196–197, 202–203, 202f, 
206–207

 from social beliefs, 231–236, 234f, 237–238
 source monitoring and, 211–212
 trace-access mechanisms compared to, 196, 278
Inferior prefrontal cortex (PFC)
 feeling of knowing (FOK), 359, 361t, 367
 tip-of-the-tongue (TOT) phenomenon, 359, 360, 

361t
Infinite regress criticism, 32–33
Information-based cues, 24, 117–120; see also 

Information-based (IB) and experience-
based (EB) metacognitive judgments

Information-based (IB) and experience-based (EB) 
metacognitive judgments

 future research, 131
 overview, 117–122, 130–131, 394
 retrospective subjective confidence experiments
  ease-of-retrieval and supporting evidence, 

122–123, 125, 128, 129, 130
  number of reasons and response latency, 

128–129, 129f
  overview, 122, 130
  report option and matched number of reasons, 

126–128, 126t, 127f
  report option and number of reasons, 123–125, 

124t, 125f
Information flow, see Control; Monitoring
Information seeking, 35–36
Inhibitory control of metacognitive processes, 375
Insight problems, 196
Integrated nature of metamemory and memory
 contemporary issues, 24–26
 cues that support judgments, 24, 117–120
 delayed judgment of learning (JOL) controversy, 

22–24
 early history, 11–13, 13f
 importance, 26
 memory as component of metamemory, 21–22
 metamemory as component of memory, 18–20
 metamemory identified and emphasized, 13–18, 

16f, 17t
Intentionality, 14, 250–251
Interference hypothesis, 269, 274
Internal monitor vs. trace accessibility, 277–278
Interval data
 gamma and, 78, 79
 linearity and, 88
 ordinal data compared to, 75
 potential of statistics and, 89
Intrinsic factors
 in children, 397–398
 constraints, 55–57, 56f, 65n2
 delayed judgments of learning (JOL) and, 164–165
 feeling of knowing (FOK) and, 413
 privileged access and, 175, 178, 187–188
 source monitoring and, 422
Intuition vs. recollective experience, 196–197, 202–

203, 202f, 206–207; see also Inferences
Investigation of metacognitive control in global 

memory framework
 familiarity manipulations
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  cue study time, 273–275, 273t, 275t, 277–280
  extra-list direct-priming, 270–272, 271t, 

277–280
  overriding familiarity effect, 275–280, 276t
  retrieval cue semantic similarity, 272–273, 

273t, 277–280
 overview, 265, 280
 retrieval and matching in memory, 265–266
 search permission and familiarity, 266–270, 281n1
Isosensitivity functions
 cued recall data, 85, 85f
 details to consider, 90
 examples of, 80, 81f, 82, 82f
 instructions to distribute judgments and, 84
Item difficulty, see Difficulty of items
Item selection, 16f, 17t, 357f, 434f
It had to be me effect, 289
It had to be you effect, 289

J

James, William, 333, 334f, 335
JOL, see Judgments of learning; specific topics 

beginning with delayed
JOS, see Judgments of source
Judgments; see also specific types of judgment
 benzodiazepines and, 362–363
 and decision making processes, 48f, 57–58, 64–65
 information- and experience-based (see 

Information-based (IB) and experience-
based (EB) metacognitive judgments)

 measurement of (see Measurement of judgments 
of learning (JOL); Measurement of relative 
metamnemonic accuracy)

 measuring performance relationship with, 76
 modeling the object level and, 63–65
 monitoring and, 49
 overlearning and, 415
 sensitivity of, 80, 81f
 types of, 17f (see also Nelson and Narens 

framework)
Judgments of learning (JOL)
 allocation of study time and, 339–340
 in children, 396–400, 399f, 401
 comparative information available and, 413–414
 cue availability and, 64
 cue utilization approach to (see Cue utilization 

approach to judgments of learning (JOL))
 definition of, 137
 delayed (see specific topics starting with delayed)
 delay from judgment to test and, 56–57, 56f, 65n3, 

121, 416
 difficulty of lists and, 85, 85f
 factors affecting, 25–26, 54–55
 fluency and, 60, 414
 forgetting and, 56–57, 56f, 64, 121
 high frequency (HF) words and, 61
 information- and experience-based, 118, 120–122

 measurement of (see Measurement of judgments of 
learning (JOL))

 memorizing effort heuristic and, 118–119
 in Nelson and Narens framework, 16f, 17t, 357f, 

374, 434f
 neuroscience and (see Judgments of learning (JOL) 

and neuroscience)
 of nonrecallable items (see Feeling of knowing 

(FOK))
 overview, 22–23
 paradigm for, 137
 pre-judgment, recall and monitoring (PRAM) 

method, 96, 140, 149
 reaction times and, 102
 of recallable items (judgments of maintenance), 

139–140, 142–143, 144, 145, 147
 recall vs. recognition tasks, 55–56
 retrieval and (see Retrieval and judgments of 

learning (JOL))
 signal detection theory (SDT) and, 83–85, 84t, 85f
 study choices and, 346–347
 studying texts and, 419, 420
 uncertainty and, 58
Judgments of learning (JOL) and neuroscience
 benzodiazepines, 363–364
 neuroimaging, 381
 overview, 367
 patient populations, 365, 380–381
 prefrontal cortex (PFC), 358, 361t, 380–381
 schizophrenia, 366
Judgments of maintenance (JOM); see also 

Maintenance dyads
 definition of, 139–140
 feeling of knowing (FOK) compared to, 142–143
 superiority assumption regarding, 142–143, 144, 

145, 147
Judgments of source (JOS), 421–423; see also Source 

monitoring

K

Knowing about knowing, see Metacognition
Knowledge
 feeling of knowing (FOK) and, 59
 modeled at object level, 48f, 53–55
 privileged access to (see Privileged access)
Korsakoff patients, 247, 365

L

Labor-in-vain effect, 335–336, 338, 347
Language, 30, 35
Lateral parietal lobe, 360, 361t
Lateral prefrontal cortex (PFC), 358, 361f
Law of requisite variety, 50–51
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Learning
 allocation of study time and, 336–337, 340–342, 

341f
 illusions of, 414–415
 Markov model of, 337
 metacognition and, 374
 in Nelson and Narens framework, 16f, 17t, 357f, 

434f
 neurocognitive approach to, 377–381
 proactive interference and, 377–378
 self-testing and, 346, 347, 415–416
 time filler type and, 335
Left prefrontal cortex (PFC), 359–360, 361t
Left ventromedial prefrontal cortex (PFC), 358, 361t
Left vs. right hemisphere and metamemory
 learning processes, 378
 neuroimaging findings, 358, 359, 360, 361t
 overview, 367
 patient populations, 366
 source memory, 382
Length of search, see Search
Levels of processing framework, 14, 63
LF words, see Low frequency (LF) words
Liking
 feeling of knowing (FOK) and, 59–60
 fluency of processing and, 62–63, 65n6
Limbic regions, 360
List difficulty, see Difficulty of items
Logit (log odds), 88
Long-term memory (LTM)
 delayed judgments of learning (JOL) effect and, 

158, 167n1, 397
 flashbulb memory, 158–163, 161t, 162f, 165–166, 

167–168nn2–3
 monitoring-dual-memories (MDM) hypothesis 

and, 138, 156
 prefrontal cortex (PFC) and, 378–379
Lorazepam, 362, 363, 364
Low frequency (LF) words, 61
Low performance goals, 52

M

Maintenance dyads; see also Judgments of 
maintenance (JOM)

 gamma and, 141, 143, 145, 151
 monitoring accuracy of, 149
 self-fulfilling prophecy (SFP) and, 146, 148
Markov model of human learning, 337
Massed v. spaced practice, 346
Mastery goals and allocation of study time, 51–52, 62
Mathematical model for delayed judgments of 

learning (JOL) effect, 142–146, 147–148, 151
Mathematics, 59, 440t, 445
Maximizing extrinsic gains, 52
Mean of learning distribution and gamma, 105, 196f

Measurement, 212, 359–360, 435–437, 437f; see 
also Measurement of judgments of 
learning (JOL); Measurement of relative 
metamnemonic accuracy

Measurement of judgments of learning (JOL)
 gamma troubles and solutions, 98, 111–112, 112n3
 overview, 95–98, 96f, 110–112, 112nn1–2
 simulations
  assumptions and implementation, 101–104, 

101t
  covert retrieval consequences, 107–108, 108t
  number of ratings, 108–110, 109f, 113n5
  number of study items, 110, 111f
  original learning parameters, 104–107, 106f
  overview, 98–104, 99f, 101t, 112n4
Measurement of relative metamnemonic accuracy
 correlational measures, 76–77, 91n1
 experiment characteristics, 73–74
 gamma
  arguments in support of, 77–79, 91n2
  da compared to, 85, 86–91, 87f, 91n5
 judgment and performance relationships, 76
 ordinal evaluation of experimental factors, 75–76, 

75f
 overview, 74–75, 75f, 96–97, 97
 signal detection theory (SDT)
  analyses of metamemory tasks, 83–86, 84t, 85f, 

91nn3–4
  da compared to gamma, 85, 86–91, 87f, 91n5
  overview, 79–81, 81f, 90–91
  theoretical analysis of metamemory task, 

81–83, 82f
Medial parietal lobe, 360, 361t
Medial prefrontal cortex (PFC), 359, 361t, 365
Medication effects, see Drug evidence
Memorizing effort heuristic, 118–119; see also 

Difficulty of items
Memory; see also Recall; Recognition memory
 accuracy and informativeness balanced, 53
 awareness compared to, 197–198
 delayed judgments of learning (JOL) effect and, 

22–24
 false (see False memories)
 flashbulb, 158–163, 161t, 162f, 165–166, 

167–168nn2–3
 history of interest in, 11, 12, 18
 iconic, 3
 implicit, 34–35, 287–288 (see also Reduction of 

conscious intrusion in implicit memory 
tests)

 integration with metamemory (see Integrated 
nature of metamemory and memory)

 knowledge of taken for granted, 320–321
 manipulation of, 74
 metacognitive knowledge and, 54
 metamemory as accurate reflection of (see 

Measurement of relative metamnemonic 
accuracy)

 neuroscience data on, 358, 362, 363
 normal probability distributions of strength, 80, 

81f
 overlearning and, 415–416
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 retrieval and, 99, 265–266
 social, 234–236, 234f
Metacognition
 in children (see Children; Procedural 

metacognition in children)
 as consciousness, 29, 30–31, 43
 definition of, 47, 137, 355, 373, 391, 392, 393, 394f, 

431
 discrimination compared to, 34, 37
 in education (see Classroom applications of 

metacognitive findings)
 evolution of (see Evolution of metacognition)
 false memories and, 320–321
 history of, 47, 65n1, 391–392
 human uniqueness and, 29
 information seeking compared to, 35–36
 modeling the object level (see Modeling the object 

level)
 Nelson and Narens framework (see Nelson and 

Narens framework)
 neuroscience and (see Neuroscience and 

metacognition)
 privileged access and, 173
 social influences on, 443t, 449–450, 452
 soul and, 30
 taxonomy of components of, 394–395, 394f
Metacognitive guessing strategies in source 

monitoring
 biases analyzed, 223–224, 239n8
 inferences from social beliefs, 231–236, 234f, 

237–238
 metacognitive heuristics applied, 226f, 227–231, 

229t, 230t
 multinomial processing tree (MPT) model, 223, 

224–227, 226f, 230, 232, 233, 237, 239n9
 old/new recognition memory application, 219–223, 

221f, 239nn6–7
 overview, 211–213, 236–238
 recognition memory review, 213–218, 236–237, 

238nn1–2, 239nn3–5
Metacognitive judgments, see Judgments; specific types 

of judgments
Metalevel
 control and, 49
 definition of, 373, 374f
 learning processes, 377–378
 modeling the object level and (see Modeling the 

object level)
 model of object level in, 51
 monitoring and, 48–49
 in Nelson and Narens framework, 373, 374f
 object level related to, 15–16, 16f, 356f, 373–375, 

374f, 431
 overview of, 47, 48f, 50
 prefrontal cortex (PFC) and, 374, 374f
Metamemory; see also Metacognition
 as accurate reflection of memory (see Measurement 

of relative metamnemonic accuracy)
 definition of, 11, 393, 394f
 integration with memory (see Integrated nature of 

metamemory and memory)

 neuroscience and (see Neuroscience and 
metacognition)

Metamodel, see Modeling the object level
Metastrategic knowledge, 53, 54, 55
Method of loci, 11, 12
Midazolam, 363
Mind and evolution of metacognition, 43
Minimizing effort or cost, 52–53
Minority groups, discrimination toward, 233–234
Mirror effect
 definition of, 221
 response bias and, 222–223
 source monitoring and, 229, 236, 237
Mnemonic factors; see also Memory
 delayed judgments of learning (JOL) effect and, 

164–165
 privileged access and, 175, 178, 187–188
Mnemonics, method of loci, 11, 12
Modeling the object level
 control, 49
 cue availability, 63–64
 fluency of processing, 59–63, 65nn4–5
 goals, 48f, 51–53
 heuristics and biases, 58
 intrinsic and extrinsic constraints, 48f, 55–57, 56f, 

65n2
 knowledge, 48f, 53–55
 metacognitive judgment and decision making, 48f, 

57–58, 64–65
 overview, 48f, 50–51
Models; see also Hypotheses; Theories
 allocation of study time, 338–339
 Composite Holographic Associative Recall Model 

(CHARM), 33, 269, 281n1
 false memories, 321–322
 global memory framework (see Investigation of 

metacognitive control in global memory 
framework)

 Markov model of human learning, 337
 mathematical model, 142–146, 147–148, 151
 multinomial processing tree (MPT) model (see 

Multinomial processing tree (MPT) 
models)

 Nelson and Narens framework (see Nelson and 
Narens framework)

 recognition memory, 219–223, 221f, 239nn6–7
 signal detection theory (SDT), 83–85, 84t, 85f, 

91nn3–4
 two-threshold model of unconscious plagiarism, 

292, 293f, 296
Monitoring
 allocation of study time and, 344
 attentional capacity and, 48–49
 calibration and, 431–432, 442t, 446, 450–451
 in children (see under Procedural metacognition in 

children)
 control and
  calibration, 431–432
  children, 392, 402–405
  input, 357
  neuroscience, 367–368
 definition of, 355, 394, 394f
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 development of abilities, 25, 54
 dual memories (see Monitoring-dual-memories 

(MDM) hypothesis)
 dual-process framework for (see Information-

based (IB) and experience-based (EB) 
metacognitive judgments)

 dynamic filtering theory and, 375
 evolution of metacognition and, 33–35
 false memories and, 316–317, 328 (see also False 

memories)
 feeling of knowing (FOK) and, 33
 maintenance dyads and, 149
 in Nelson and Narens framework, 15–16, 16f, 

17t, 48–49, 48f, 355, 356, 356f, 357, 357f, 
373–374, 374f, 431–432, 434f

 neuroscience (see Neuroscience and 
metacognition)

 of output error or cryptomnesia, 290
 overview, 20, 47, 48–49, 48f
 pre-judgment, recall and monitoring (PRAM) 

method, 96, 140, 149
 by rats, 18
 retrieval and, 20, 156, 157
 self-testing and, 347
 of source (see Source monitoring)
 transfer-apppropriate monitoring (TAM) and, 

157–158
Monitoring-dual-memories (MDM) hypothesis
 for delayed judgments of learning (JOL) effect, 

138–139
 dynamic data, 149–151, 150t
 mathematical model applied to, 144–145
 overview, 23, 156
 theoretical assessment of, 139–142
Motivation
 allocation of study time and, 344, 348
 calibration and, 446–447, 451, 452
 in laboratories vs. classrooms, 430
 wishful thinking, 395–396, 401–402
MPT model, see Multinomial processing tree (MPT) 

model
Multinomial processing tree (MPT) model
 high-threshold model for old/new recognition 

memory, 221–223, 221f
 metacognitive guessing strategies in source 

monitoring, 223, 224–227, 226f, 232, 233, 
237, 239n9

 overview, 212
 two-process models and, 215
Multiple-choice tests, see Test type

N

Naming pronunciation, 255–256
Narens, Louis, see Nelson and Narens framework
Nelson, Thomas O.; see also Nelson and Narens 

framework
 on introspection and metacognitive research 

methods, 3–4

 life and contributions of, 1–3, 189, 355
 on measurement, 22, 73, 76–77, 79, 97, 112nn1–2
 on normal distributions, 83
 relearning/savings technique of, 257
Nelson and Narens framework
 Comte’s paradox and, 32
 influence of, 1–2, 15–16, 16f, 17t, 64–65
 modeling the object level (see Modeling the object 

level)
 neural description of, 373–375, 374f, 376f, 382, 
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 taxonomy of metacognition components and, 
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 dynamic filtering theory, 374f, 376, 379–380, 
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 learning processes, 377–381
 Nelson and Narens framework
  extension of, 373–375, 374f, 376f, 382, 383–384
  functional overview of, 355, 356–358, 356f, 

357f, 367–368, 373–374
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 retrieval processes, 381–383
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Normal-deviate coordinates, 81f, 82f, 85, 85f
Normal distributions, 83
Normal probability distributions, 80, 81f
Novelty and amnesia, 248
Now print! hypothesis, 159; see also Flashbulb memory
Nuisance processes in recognition memory, 216, 239n5
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Objective memory, see Memory; Recall; Recognition 
memory

Objective speed, see Fluency of processing
Object level
 control and, 49
 definition of, 373, 374f
 learning processes, 377–378
 metalevel related to, 15–16, 16f, 356f, 373–375, 374f, 
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 modeling (see Modeling the object level)
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 learning processes, 377–381
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  enhanced learning, 99, 99f, 101–103, 101t
  gamma, 97, 106–107
  monitoring-dual-memories (MDM) and, 156
  self-fulfilling prophecy, 95–96, 96f, 146, 147
 pre-judgment, recall and monitoring (PRAM) 

method, 96, 140, 149
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Retrieving effectively from memory (REM), 266–267, 
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122–123, 125, 128, 129, 130
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128–129, 129f
  overview, 122, 130
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 fluency of processing and, 61
 in Nelson and Narens framework, 16f, 17t, 357f, 

434f
 neuroscience
  benzodiazepines, 362–363, 364, 374
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 probability estimation and, 58
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 false memories and beliefs and, 321, 323–327, 326f
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Source monitoring and cryptomnesia
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180–181, 182t, 183–186, 184t, 185t, 187–188, 
194nn4–5

 source monitoring and, 229, 229t, 422
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414–415, 416
Sensitivity category, 391, 394f; see also Procedural 
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Shift to easier materials (STEM) strategy, 339
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 allocation of study time and, 344, 404–405
 benzodiazepines and, 362, 363
 control processes and, 12–13
 delayed judgments of learning (JOL) effect and, 

156, 380–381, 397
 developmental differences, 405
 monitoring-dual-memories (MDM) hypothesis 
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 prefrontal cortex (PFC), 378–379

Siblings and false beliefs, 319
Signal detection theory (SDT)
 analyses of metamemory tasks, 83–86, 84t, 85f, 

91nn3–4
 evaluation of use of, 76–77
 gamma compared to, 78, 85, 86–91, 87f, 91n5
 overview, 79–81, 81f, 90–91
 recognition memory, 86, 214–215, 216, 222
 theoretical analysis of metamemory task, 81–83, 

82f
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Simulations, 86–91, 87f, 91n5; see also under 

Measurement of judgments of learning 
(JOL)

Single high-threshold assumption, 225
Single-process theories, 214–215, 249
Social influences
 inferences from beliefs, 231–236, 234f, 237–238
 on metacognition, 443t, 449–450, 452
Social memory, 234–236, 234f
Social stereotyping, 232, 237
Social studies class and calibration, 440t, 445
Soul and metacognition, 30
Source monitoring
 classroom applications, 421–423
 cryptomnesia and (see Source monitoring and 

cryptomnesia)
 definition of, 211
 false memories and, 320, 321
 importance of, 20
 metacognitive guessing strategies in (see 

Metacognitive guessing strategies in source 
monitoring)

 prefrontal cortex (PFC) lesions and, 382
 recollective experience and, 198
Source monitoring and cryptomnesia
 base rate, 289, 308, 310
 delay and, 291–292
 elaboration and, 303–304, 305t
 encoding factors, 296
 retention interval factors, 298–299
 task factors, 295
 testing factors, 299–300, 310
Spaced vs. massed practice, 346
Speed, objective, see Fluency of processing
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Speed of retrieval, 61, 119, 123
Spelling and calibration, 440t, 445
Spotlight of attention, 31–32
Standard deviation of learning distribution and 
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Standard feeling of knowing (FOK), see Feeling of 

knowing (FOK)
State-space hypothesis, 57–58; see also Modeling the 

object level
Statistics, see specific types of statistics or data
STEM strategy, see Shift to easier materials (STEM) 

strategy
Stimulus cue, see Delayed cue-only judgments 

of learning (JOL); Delayed cue-target 
judgments of learning (JOL)

Stimulus encoding, 375–377; see also Encoding
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TAM, see Transfer-apppropriate monitoring
Target fluency and feeling of knowing (FOK), 60
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TBR, see To be remembered stimuli
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 feeling of knowing (FOK), 359, 361t, 367
 metacognitive deficits and damage to, 358
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Termination of search, 16f, 17t, 268, 357f, 434f
Termination of study, 16f, 17t, 357f, 434f
Test expectancy effect, 431
Testing effect, 417, 437, 450; see also Self-testing
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 calibration and, 438–439, 440t, 441t, 444, 445
 feeling of knowing (FOK) and, 412, 413
 test expectancy effect and, 431
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 dynamic filtering, 374f, 376, 379–380, 383–384, 385
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 single-process, 214–215, 249
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Threshold models
 discrete state, 212, 216
 high-threshold model, 221–223, 221f, 225
 two-threshold model, 292, 293f, 296
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 neuroscience
  feeling of knowing (FOK), 359, 360, 367, 383
  measurement issues, 359–360
  neuroimaging studies, 383
  overview, 358
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  prefrontal cortex (PFC), 357, 359–360, 361t
To be forgotten stimuli (TBF), 80, 81f
To be remembered stimuli (TBR), 80, 81f
TODAM, see Theory of distributed associative 

memory
Top-down regulation
 control as, 394
 prefrontal cortex (PFC), 374
 response to precue, 375
 selective attention, 380
TOTE unit, see Test-operate-test-exit (TOTE) unit
TOT phenomenon, see Tip-of-the-tongue (TOT) 

phenomenon
Trace accessibility
 benzodiazepines and, 363
 in children, 400–401
 confidence and, 130
 inferential mechanisms compared to, 196, 278
 internal monitor compared to, 277–278
Transfer-apppropriate monitoring (TAM), 157–158
Triazolam, 364
Trivia questions, 61
Turtles all the way down criticism, 32–33
Two heads are worse than one effect, 449
Two-threshold model of unconscious plagiarism, 292, 

293f, 296

U

Uncertainty judgments, 36–37, 58
Unconscious plagiarism errors, see Cryptomnesia
Underconfident students
 achievement and, 438–439
 calibration and, 437f, 440t, 441t, 442t, 443t, 

444–445
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V, 88, 91; see also G*
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 overview, 383–384
 retrieval processes, 382, 383
 stimulus encoding, 376, 377
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 feeling of knowing (FOK), 359, 361t, 367
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 overview, 384
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Verb generation task, 382
Vocations, time needed to learn, 336
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Web site for judgments of learning (JOL) simulations, 
98, 99f, 101t, 104t

Who said what paradigm, 232, 237
Wishful thinking hypothesis, 395–396, 401–402
Word association, implicit, 253–254
Word fragment completion tasks, 270–271
Word frequency, 61, 223
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Working memory; see also Short-term store
 allocation of study time and, 344, 404–405
 delayed judgments of learning (JOL) effect and, 
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